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Introduction

SERGIO VINCIGUERRA
1 and YVES BERNABÉ

2

Natural hazards events such as earthquakes or volcanic eruptions involve activation of

coupled thermo-hydro-chemo-mechanical processes in rocks. The 7th Euro-Conference

of Rock Physics and Geomechanics, sponsored by the Italian Istituto Nazionale di

Geofisica e Vulcanologia (INGV), the French Centre National de Recherche Scientifique

(CNRS) and Exxon-Mobil, was held September 25 to 30, 2007, in Erice (Italy), to

explore how rock physics experiments and models can facilitate understanding and

constraint of natural hazards’ mechanisms, and, to foster cross-disciplinary collabora-

tions. The Erice Conference was organized around six sessions: 1) fault healing, sealing

and rupture process, 2) rock deformation and coupled processes in rocks, 3) fault

structure and mechanics, from laboratory to exploratory drilling of major faults, 4)

fracture and flow in volcanic and geothermal areas, and physical properties of volcanic

rocks, 5) reservoir characterization and stimulation, 6) scaling laws, applications to

rupture mechanics and fluid flow. The present topical issue originated from the desire to

assemble in a single volume unpublished contributions to the Erice Conference. This

volume presents new laboratory data, theoretical and numerical rock physics models and

field observations relevant to the study of natural hazards.

The bulk of this topical issue is devoted to questions related to rock failure and

earthquake source mechanisms. BIZZARRI presents a review of various competing

mechanisms which control dynamic failure during large earthquakes and attempts to infer

a realistic earthquake source model from them. GROB et al. advance the fact that, despite

the huge reduction in scale, laboratory experiments sometimes display phenomena

strikingly similar to field observations and can therefore provide insight into natural

phenomena. Here, the temporal and spatial distributions of events during interface crack

propagation suggest that dynamic fracture propagation is controlled by elastic interac-

tions between structural heterogeneities. At the laboratory scale, NASSERI et al. explore

the relationship between fracture toughness and roughness in thermally (up to 850�C)
treated Westerly granite, while FORTIN et al., STANCHITS et al. and BAUD et al. investigate

the relationship between competing deformation micro-mechanisms, as measured and
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characterized by acoustic emission activity and microstructural observations, and strain

localization in sandstones and carbonates. The effect of a number of factors such as

confining pressure, porosity, and the presence or absence of water is investigated.

Pressure solution is another important example of a deformation mechanism involving

coupled chemical and mechanical processes. BERNABÉ et al. present microscale numerical

simulations of pressure solution creep, and attempt to interpret them via a commonly

used, generic creep law. This creep law could be, in turn, incorporated into models of

fault gouge healing during the seismic cycle. Mechanical and transport properties of

rocks are known to be coupled in many field situations. In order to help constrain this

type of problem, NASSERI et al. propose an effective medium-based inversion scheme and

employ it to infer the mechanical properties and permeability of thermally cracked

Westerly granite under isostatic compression from experimental data. The transport

properties of rocks are, of course, primarily controlled by the geometry of the pore space.

PAPE and CLAUSER propose a novel model linking the Nuclear Magnetic Resonance T1

and T2 distributions to permeability in rocks with fractal pore space. Contrary to previous

models, which assume that pores are isolated, the new model includes the effect of proton

diffusion coupling between connected pores. BERNABÉ revisits AC flow of a compressible

fluid through a single deformable pipe and heterogeneous pipe networks. These AC flow

waves may occur in open fractures, possibly causing resonance effects such as might be

involved in volcanic tremors. Shear deformation in the Earth, ductile and/or brittle, is

often associated with anisotropy of the rock physical properties. CIRRINCIONE et al.

document microstructural evidence of this process in naturally deformed leuco-gneiss

from an Alpine shear zone while CHEN et al. characterize the anisotropy of permeability

in cores from the Chelungpu fault and assess the implications of their findings to fault

models and weakening mechanisms inferred for the Chi-Chi Earthquake. At the

laboratory scale, DAUTRIAT et al. and LOUIS et al. investigate stress-induced anisotropy

and its possible control by the transport properties and pre-existing fabric, respectively.

Finally, rock physics techniques and models can be applied or tested in geotechnical

applications such as geothermal energy recovery or oil/gas production. The work of

ZIMMERMANN et al. and BLÖCHER et al. stress the importance of hydro-mechanical coupling

for optimal reservoir management. PAPE et al. estimate rock permeability at the well-bore

and core scale, based on Nuclear Magnetic Resonance T1 and T2 measurements.

Although most studies in this topical issue are not directly devoted to natural hazards,

they present rock physics data and models that can be applied to the rock mechanisms

and processes occurring during events such as earthquakes or volcanic eruptions.
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What Does Control Earthquake Ruptures and Dynamic Faulting? A Review

of Different Competing Mechanisms

ANDREA BIZZARRI

Abstract—The fault weakening occurring during an earthquake and the temporal evolution of the traction

on a seismogenic fault depend on several physical mechanisms, potentially concurrent and interacting. Recent

laboratory experiments and geological field observations of natural faults revealed the presence, and sometime

the coexistence, of thermally activated processes (such as thermal pressurization of pore fluids, melting of gouge

and rocks, material property changes, thermally-induced chemical environment evolution), elasto-dynamic

lubrication, porosity and permeability evolution, gouge fragmentation and wear, etc. In this paper, by reviewing

in a unifying sketch all possible chemico–physical mechanisms that can affect the traction evolution, we suggest

how they can be incorporated in a realistic fault governing equation. We will also show that simplified

theoretical models that idealistically neglect these phenomena appear to be inadequate to describe as realistically

as possible the details of breakdown process (i.e., the stress release) and the consequent high frequency seismic

wave radiation. Quantitative estimates show that in most cases the incorporation of such nonlinear phenomena

has significant, often dramatic, effects on the fault weakening and on the dynamic rupture propagation. The

range of variability of the value of some parameters, the uncertainties in the relative weight of the various

competing mechanisms, and the difference in their characteristic length and time scales sometime indicate that

the formulation of a realistic governing law still requires joint efforts from theoretical models, laboratory

experiments and field observations.

Key words: Rheology and friction of the fault zones, constitutive laws, mechanics of faulting, earthquake

dynamics, computational seismology.

1. Introduction

Contrary to other ambits of physics, seismology presently lacks knowledge of exact

physical law which governs natural faults and makes the understanding of earthquakes

feasible from a deterministic point of view. In addition to the ubiquitous ignorance of the

initial conditions (i.e., the initial state) of the seismogenic region of interest, we also

ignore the equations that control the traction evolution on the fault surface; this has been

recently recognized as one of the grand challenges for seismology (http://www.iris.edu/

hq/lrsps/seis_lrp_12_08_08.pdf, December 2008). Indirect information comes from

theoretical and numerical studies, which, under some assumptions and hypotheses, try to

reproduce real–world events and aim to infer some constraints from a systematic
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comparison of synthetics with observations. Much information arises from laboratory

experiments, which, on the other hand, suffer from the technical impossibility of

reproducing (in terms of confining stress and sliding velocity) the conditions typical of a

fault during its coseismic failure. Finally, recent observations of mature faults (drilling

projects and field studies) open new frontiers on the structure of faults and their

composition, although at the same time they raise questions regarding physical processes

occurring during faulting.

It has been widely established that earthquakes are complex at all scales, both in the

distributions of slip and of stress drop on the fault surface. After the pioneering studies by

DAS and AKI (1977a), AKI (1979) and DAY (1982), the first attempts to model

complexities were the ‘‘asperity’’ model of KANAMORI and STEWART (1976) and the

‘‘barrier’’ model proposed by DAS and AKI (1977b). Subsequently, in his seminal paper,

MADARIAGA (1979) showed that the seismic radiation from these models would be very

complex and, more recently, BAK et al. (1987) suggested that complexity must be due to

the spontaneous organization of a fault that is close to criticality. The slip complexity on

a fault may arise from many different factors. Just for an example: (i) effects of

heterogeneous initial stress field (MAI and BEROZA, 2002; BIZZARRI and SPUDICH, 2008

among many others); (ii) interactions with other active faults (STEACY et al., 2005 and

references therein; BIZZARRI and BELARDINELLI, 2008); (iii) geometrical complexity, non–

planarity, fault segmentation and branching (POLIAKOV et al., 2002; KAME et al., 2003;

FLISS et al., 2005; BHAT et al., 2007); and (iv) different and competing physical

mechanisms occurring within the cosesimic temporal scale, such as thermal pressuri-

zation, rock melting, mechanical lubrication, ductile compaction of gouge, inelastic

deformations, etc.

In this paper we will focus on the latter aspect, which has been the object of

increasing interest in recent years. Starting from the key question raised by SCHOLZ and

HANKS (2004), it is now clear that in the tribological community, as well as in the

dynamic modelling community, ‘‘the central issue is whether faults obey simple friction

laws, and if so, what is the friction coefficient associated with fault slip’’ (see also

BIZZARRI and COCCO, 2006d and references therein). We will discuss in the progression

of the paper how these phenomena can be incorporated in a governing equation and in

most cases we will show the significant effect on rupture propagation of such an

inclusion.

As an opposite of a fracture criterion — which is a condition that specifies in terms of

energy (PARTON and MOROZOV, 1974) or maximum frictional resistance (REID, 1910;

BENIOFF, 1951) whether there is a rupture at a given fault point and time on a fault — a

governing (or constitutive) law is an analytical relation between the components of stress

tensor and some physical observables. Following the Amonton’ s Law and the Coulomb–

Navier criterion, we can relate the magnitude s of the shear traction S to the effective

normal stress on the fault rn
eff through the well known relation:
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s ¼ Tk k ¼ lreffn ; ð1Þ
l being the (internal) friction coefficient and

reffn ¼ rn � pwffluid ð2Þ
(TERZAGHI et al., 1996). In equation (1) an additional term for the cohesive strength C0 of

the contact surface can also appear on the right–hand side (C0 = 1–10 MPa; RANALLI, 1995);

Table 1

List of main symbols used in the paper

Symbol Meaning

s ¼ Tk k Fault traction, equations (1) and (37)

sac Average local shear strength of asperities contacts, equation (16)

l Friction coefficient

rn
eff Effective normal stress, equations (2) and (32)

rn (Reference) normal stress of tectonic origin

pfluid
wf Pore fluid pressure on the fault (i.e., in the middle of the slipping zone); see also equation (13)

for the solution of the thermal pressurization problem

pfluid
(lub) Lubrication fluid pressure, equation (30)

P(lub) Approximated expression for lubrication fluid pressure, equations (32) and (36)

u Modulus of fault slip

utot Total cumulative fault slip

v Modulus of fault slip velocity

W Scalar state variable for rate– and state–dependent governing laws, equation (39)

2w Slipping zone thickness; see also equations (28), (29), (33) and (34)

T Temperature field

Twf Temperature on the fault (i.e., in the center of the slipping zone), equation (8)

Tweak Absolute weakening temperature of asperity contacts

j Thermal conductivity

qbulk Cubic mass density of the bulk composite

Cbulkp Specific heat of the bulk composite at constant pressure

v = j/qbulkCbulkp Thermal diffusivity

c : qbulkCbulkp Heat capacity for unit volume of the bulk composite

afluid Volumetric thermal expansion coefficient of the fluid

bfluid Coefficient of the compressibility of the fluid

x Hydraulic diffusivity, equation (10)

k Permeability

gfluid Fluid viscosity; see also equation (19)

U Porosity, see also equations (21) to (25)

Aac Asperity (i.e., real) contacts area

Am Macroscopic (i.e., nominal) area in contact

Dac Average diameter of asperity contacts

Ea Activation energy, equations (19) and (39)

Va Activation volume, equation (40)

R Universal gas constant, equations (19) and (39)

kB Boltzmann constant, equation (40)

h Material hardness, equation (40)
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in equation (2) rn is the normal stress (having tectonic origin) and pfluid
wf is the pore fluid

pressure on the fault. For convenience, we list in Table 1 themain symbols used in this paper.

Once the boundary conditions (initial conditions, geometrical settings and material

properties) are specified, the value of fault friction s controls the metastable rupture

nucleation, the further (spontaneous) propagation (accompanied by stress release, seismic

wave excitation and stress redistribution in the surrounding medium), the healing of slip

and finally the arrest of the rupture (i.e., the termination of the seismogenic phase of the

rupture), which precedes the restrengthening interseismic stage. With the only exception

of slow nucleation and restrengthening, all the above–mentioned phases of the rupture

process are accounted for in fully dynamic models of an earthquake, provided that the

exact analytical form of the fault strength is given. The inclusion of all the previously–

mentioned physical processes that can potentially occur during faulting is a clear requisite

of a realistic fault governing law. In the light of this, equation (1) can be rewritten in a

more verbose form as follows (generalizing equation (3.2) in BIZZARRI and COCCO, 2005):

s ¼ s w1O1;w2O2; . . .;wNONð Þ ð3Þ
where {Oi}i = 1,…,N are the physical observables, such as cumulative fault slip (u), slip

velocity modulus (v), internal variables (such as state variables, W; RUINA, 1983), etc. (see

BIZZARRI and Cocco, 2005 for further details). Each observable can be associated with its

evolution equation, which is coupled to equation (3).

It is unequivocal that the relative importance of each process (represented by the

weights {wi}i = 1,…,N) can change depending on the specific event we consider; it is

therefore very easily expected that not all independent variables Oi will appear in the

expression of fault friction for all natural faults. Moreover, each phenomenon is

associated with its own characteristic scale length and duration and is controlled by

certain parameters, some of which are sometimes poorly constrained by observational

evidence. The difference in the length (and time) scale parameters of each chemico–

physical process potentially represents a theoretical complication in the effort to include

different mechanisms in the governing law, as we will discuss in the following of the

paper.

2. The Fault Structure

In Figure 1 there is a sketch representing the most widely accepted model of a fault,

which is considered in the present paper. It is essentially based on the data arising from

numerous field observations and geological evidence (EVANS and CHESTER, 1995; CHESTER

and CHESTER, 1998; LOCKNER et al., 2000; HEERMANCE et al., 2003; SIBSON, 2003; BILLI and

STORTI, 2004). Many recent investigations focussing on the internal structure of fault

zones reveal that coseismic slip on mature fault often occurs within an ultracataclastic,

gouge–rich and possibly clayey zone (the foliated fault core), generally having a

thickness of the order of a few centimeters (2–3 mm in small faults with 10 cm of slip in

744 A. Bizzarri Pure appl. geophys.,



the Sierra Nevada; 10–20 cm in the Punchbowl fault). The fault core, which typically is

parallel to the macroscopic slip vector, is surrounded, with an abrupt transition (CHESTER

et al., 2004), by a cataclastic damage zone, which can extend up to hundreds of meters.

This is composed of highly fractured, brecciated and possibly granulated materials and it

is generally assumed to be fluid–saturated. The degree of damage diminishes to the extent

as we move far from the ultracataclastic fault core. Outside the damage zone is the host

rock, composed of undamaged materials (e.g., WILSON et al., 2003).

The above–mentioned observations (see also BEN–ZION and SAMMIS, 2003; CASHMAN

et al., 2007) tend to suggest that slip is accommodated along a single, nearly planar

surface, the prominent slip surface (pss) — sometimes called principal fracture surface

(pfs) — which generally has a thickness of the order of millimeters. TCHALENKO (1970)

described in detail the evolution, for increasing displacement, of localized Riedel zones

and conjugate set of Riedel shears, existing around the yield stress, into a concentration

of rotated Riedel, P and Y shear zones within a relatively narrow and contiguous

tabular zone. When the breakdown process is realized (i.e., the traction is degraded

down to its kinetic, or residual, level), the fault structure reaches a mature stage and the

slip is concentrated in one (or sometime two) pss, which can be in the middle or near

one border of the fault core (symmetric or asymmetric disposition, respectively; see

2w(x1,x3) 

Damage 
Zone 

Damage 
Zone 

Slipping 
Zone 

Host 
Rock 

Host 
Rock 

 some mm          1–100s m 

x

x
≈

ζ

Figure 1

Sketch representing the fault structure described in section 2, as suggested by geological observations (e.g.,

CHESTER and CHESTER, 1998; LOCKNER et al., 2000; SIBSON, 2003). The slipping zone of thickness 2w is

surrounded by highly fractured damage zone and finally by the host rocks.
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SIBSON, 2003). Moreover, field observations from exhumed faults indicate that fault

zones grow in width by continued slip and evolve internally as a consequence of grains

size reduction (e.g., ENGELDER, 1974). We will discuss a possible way to incorporate

such a variation in a numerical model of earthquake rupture in section 5. As we will

see in the advancement of the paper, the fault zone width, which is a key parameter for

many phenomena described in this paper, is difficult to quantify even for a single fault

(RATHBUN and MARONE, 2009) and exhibits an extreme variation along the strike

direction. In extreme cases where damage is created off–fault (as in the laboratory

experiments of HIROSE and BYSTRICKY, 2007) and the definition itself of the fault zone

width is not straightforward. One possible (conservative) approach is to assume that the

fault zone width is spatially uniform and temporally constant (see next sections 3.1 and

3.2) and to test the effects on the numerical results of the different widths, exploring

the range of variability suggested by natural observations. In this way we can take into

account physical constraints and, at the same time, we could try to address new

laboratory experiments in order to validate the accuracy of theoretical and numerical

approaches.

3. Thermal Effects

3.1. Temperature Changes

In this section we will focus on the thermally–activated processes. It is well known

that when contacting surfaces move relative to each other the friction existing between

the two objects converts kinetic energy into thermal energy, or heat. Indicating with q the

rate of frictional heat generation ([q] = W/m3) and neglecting state changes, the

temperature in a point of a thermally isotropic medium is the solution of the heat

conduction equation

o
ot
T ¼ v

o2

on21
þ o2

of2
þ o2

on23

 !
T þ 1

c
q; ð4Þ

where (n1, n3) is a fault point, f denotes the spatial coordinate normal to the fault (see

Fig. 1), v is the thermal diffusivity (v = j/qbulkCbulkp, where j is the thermal

conductivity, qbulk is the cubic mass density of the bulk composite and Cbulkp is the

specific heat of the bulk composite at constant pressure) and c : qbulkCbulkp is the

heat capacity for unit volume of the bulk composite. Following BIZZARRI and COCCO

(2006a; the reader can refer to that paper for a comprehensive discussion concerning

numerical values of the parameters appearing in the model), considering that in the

coseismic temporal scale the 1–D (normal to fault plane) approximation of the

thermal conduction problem is acceptable and that the temperature in a fault point

mainly depends on the fault slip velocity and traction time histories in that point, we

have:
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Tw n1; f; n3; tð Þ ¼ T0 þ
Z t

0

dt0
Zþ1

�1
df0q n1; f

0; n3; t0ð ÞKv n1; f� f0; n3; t � t0ð Þ ð5Þ

where T0 : T(n1, f, n3, 0), i.e., the host rock temperature prior to faulting, and Kv is the

Green’s kernel of the conduction equation (expressed by equation (A1), with h = 1, of

BIZZARRI and COCCO, 2006a).

We can express q considering that the rate of frictional heat generation within the slipping

zone (see Fig. 1) can be written as the product of the shear stress s and the shear strain rate.

According to CARDWELL et al. (1978), FIALKO (2004) and BIZZARRI and COCCO (2004, 2006a,

2006b), we assume here that the shear strain rate is constant within the slipping zone. In

laboratory experiments MAIR and MARONE (2000) have shown that this hypothesis might be

adequate, but we want to remark that, in general, the slip velocity profile may be nonlinear

across the slipping zone. It follows that the shear strain rate becomes the ratio of the total slip

velocity v over the thickness of the slipping zone 2w. Referring to section 2, as a first

approximation of the reality we can regard 2w indifferently as the width of the fault core

(which includes the pss), the ultracataclastic shear zone or the gouge layer. At the present state

of the art we do not have a sufficiently accurate mathematical model to distinguish between

these structures which are identified basically from amicrostructural point of view. Therefore

we will refer to 2w as the thickness of the slipping zone and of the gouge layer. Assuming that

all the work spent to allow the fault sliding is converted into heat (PITTARELLO et al., 2008), we

can write the quantity q in equation (4) as (BIZZARRI and COCCO, 2004, 2006a):

qðn1; f; n3; tÞ ¼
sðn1; n3; tÞtðn1; n3; tÞ

2wðn1; n3Þ
; t[ 0; fj j �wðn1; n3Þ

0; fj j[wðn1; n3Þ

8<
: ð6Þ

where 2w explicitly depends on the on–fault coordinates; indeed, there is experimental

evidence (e.g., KLINGER et al., 2005) that the slipping zone thickness can change along

strike and dip, even on a single fault. In section 5 we also will discuss possible temporal

changes of 2w. By using (6), equation (5) can be solved analytically (BIZZARRI and COCCO,

2004, 2006a, c; see also CARDWELL et al., 1978; FIALKO, 2004):

Tw n1; f; n3; tð Þ ¼ T0 þ 1

4cw n1; n3ð Þ
Zt�e

0

dt0 erf
fþ wðn1; n3Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !
� erf

f� w n1; n3ð Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !( )

�s n1; n3; t
0ð Þt n1; n3; t

0ð Þ ð7Þ
erf(.) being the error function erf zð Þ¼

df

2ffiffi
p

p
R z
0
e�x2dx

� �
and e an arbitrarily small, positive,

real number (see BIZZARRI and COCCO, 2006a for technical details). It is clear from

equation (7) that temperature changes involve the damage zone as well as the slipping

zone. In the center of the slipping zone (namely in f = 0, which can be regarded as the

idealized (or virtual mathematical) fault plane), equation (7) reduces to:
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Twf ðn1; n3; tÞ ¼ Tf
0 þ

1

2cwðn1; n3Þ
Zt�e

0

dt0 erf
wðn1; n3Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !
s n1; n3; t

0ð Þt n1; n3; t
0ð Þ ð8Þ

T0
f being the initial temperature distribution on the fault plane (i.e., T0

f :
T(n1, 0, n3, 0)). Examples of temperature rises due to frictional heat are shown for

different values of the slipping zone thickness in Figure 2. For a typical earthquake event,

if the thickness of the slipping zone is extremely thin (w B 1 mm), the increase of

temperature is significant: for a half meter of slip, and for a slipping zone 1 mm thick, the

temperature change might be of the order of 800�C (FIALKO, 2004; BIZZARRI and COCCO,

2006a,b) and can still be sufficiently large to generate melting of gouge materials and

rocks. We will discuss this issue in section 3.4.

3.2. Thermal Pressurization of Pore Fluids

The role of fluids and pore pressure relaxation on the mechanics of earthquakes and

faulting is the subject of an increasing number of studies, based on a new generation of

laboratory experiments, field observations and theoretical models. The interest is

motivated by the fact that fluids play an important role in fault mechanics: They can

affect the earthquake nucleation and earthquake occurrence (e.g., SIBSON, 1986;

ANTONIOLI et al., 2006), can trigger aftershocks (NUR and BOOKER, 1972; MILLER et al.,

1996; SHAPIRO et al., 2003 among many others) and can control the breakdown process

through the so–called thermal pressurization phenomenon (SIBSON, 1973; LACHENBRUCH,

1980; MASE and SMITH, 1985, 1987; KANAMORI and HEATON, 2000; ANDREWS, 2002;

BIZZARRI and COCCO, 2004, 2006a, b; RICE, 2006). In this paper we will focus on the

coseismic time scale, however we want to remark that pore pressure can also change

during the interseismic period, due to compaction and sealing of fault zones (BLANPIED

et al., 1995; SLEEP and BLANPIED, 1992).

Temperature variations caused by frictional heating (equation (7) or (8)) heat both

rock matrix and pore fluids; thermal expansion of fluids is paramount, since thermal

expansion coefficient of water is greater than that of rocks. The stiffness of the rock

matrix works against fluid expansion, causing its pressurization. Several in situ and

laboratory observations (LOCKNER et al., 2000) show that there is a large contrast in

permeability (k) between the slipping zone and the damage zone: in the damage zone k

might be three orders of magnitude greater than that in the fault core (see also RICE,

2006). Consequently, fluids tend to flow in the direction perpendicular to the fault. Pore

pressure changes are associated to temperature variations caused by frictional heating,

temporal changes in porosity and fluid transport through the equation:

o
ot
pfluid ¼ afluid

bfluid

o
ot
T � 1

bfluidU
o
ot
Uþ x

o2

of2
pfluid ð9Þ
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where afluid is the volumetric thermal expansion coefficient of the fluid, bfluid is the

coefficient of the compressibility of the fluid and x is the hydraulic diffusivity, expressed

as (e.g., WIBBERLEY, 2002):

x � k

gfluidUbfluid
; ð10Þ

gfluid being the dynamic fluid viscosity and U the porosity1. The solution of equation (9),

coupled with the heat conduction equation, can be written in the form:

pwfluidðn1; f; n3; tÞ ¼ pfluid0 þ
afluid
bfluid

Z t

0

dt0
Zþ1

�1
df0

qðn1; f0; n3; t0Þ
x� v

�
�

�vKv n1; f� f0; n3; t � t0ð Þ þ xKxðn1; f� f0; n3; t � t0Þ� �� ð11Þ

From equation (11) it emerges that there is a coupling between temperature and pore

fluid pressure variations; in the case of constant diffusion coefficients, rearranging terms

of equation (11), we have that pwfluidðn1; f; n3; tÞ � pfluid0 ¼ � v
x�v

afluid
bfluid

Tw n1;ðð f;

n3; tÞ � T0Þþ x
x�v

afluid
bfluid

� R t
0
dt0
Rþ1
�1 df0

	qðn1;f0;n3;t0Þ
x�v Kx ðn1f� f0; n3; t � t0Þ
�
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Figure 2

Temperature rises w. r. to T 0
f = 100�C for different values of the slipping zone thickness 2w on a vertical strike-

slip fault obeying the linear slip–weakening law (IDA, 1972). Temperatures time histories are calculated from

equation (8) at the hypocentral depth (6200 m) and at a distance along the strike of 2750 m from the hypocenter.

Solid symbols refer to a configuration with strength parameter S = 1.5; empty ones are for S = 0.8. From

BIZZARRI and COCCO (2006a).

1 Equation (9) is derived under the assumption that permeability (k), dynamic density (g
fluid
) and cubic mass

density of the fluid are spatially homogeneous. The quantity Ubfluid in equation (10) is an adequate

approximation of the storage capacity, bc = U(b fluid - bgrain) ? (bbulk - bgrain), because the compressibilities

of mineral grain (bgrain) and bulk composite (bbulk) are negligible w. r. to bfluid.
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For the specific heat source in (6), equation (11) becomes (BIZZARRI and COCCO,

2006b):

pwfluid n1; f; n3; tð Þ ¼pfluid0 þ
c

4wðn1; n3Þ
Zt�e

0

dt0
(

� v
x� v

"
erf

fþ wðn1; n3Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !

�erf
f� wðn1; n3Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !#
þ x
x� v

"
erf

fþ wðn1; n3Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðt � t0Þp

 !

�erf
f� wðn1; n3Þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðt � t0Þp

 !#)�
s n1; n3; t

0ð Þt n1; n3; t
0ð Þ:

� 2wðn1; n3Þ
c

1

bfluidUðt0Þ
o
ot0

U n1; f; n3; t
0ð Þ
�

ð12Þ

which is simplified to

p
wf

fluid n1; n3; tð Þ ¼pffluid0 þ
c

2wðn1; n3Þ
Zt�e

0

dt0
�
� v
x� v

erf
wðn1; n3Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vðt � t0Þp

 !
:

þ x
x� v

erf
wðn1; n3Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðt � t0Þp

 !��
s n1; n3; t

0ð Þt n1; n3; t
0ð Þ

� 2wðn1; n3Þ
c

1

bfluidUðt0Þ
o
ot0

Uðn1; 0; n3; t0Þ
�

ð13Þ

in the middle of the slipping zone. In previous equations pfluid0 the initial pore fluid

pressure (i.e., pfluid0 � pfluid n1; f; n3; 0ð Þ) and c : afluid/(bfluidc). In (12) and (13) the term

involving U accounts for compaction or dilatation and it acts in competition with respect

to the thermal contribution to the pore fluid pressure changes. Additionally, variations in

porosity will modify, at every time instant (see equation (10)), the arguments of error

functions which involve the hydraulic diffusivity.

As a consequence of equations (1) and (2), it follows from equation (13) that

variations in pore fluid pressure lead to changes in fault friction. In fact, in their fully

dynamic, spontaneous, truly 3–D (i.e., not mixed–mode as in ANDREWS, 1994) earthquake

model BIZZARRI and COCCO (2006a, b) demonstrated that the inclusion of fluid flow in the

coseismic process strongly alters the dry behavior of the fault, enhancing instability, even

causing rupture acceleration to super–shear rupture velocities for values of strength

parameter (S¼
df

su�s0
s0�sf

; DAS and AKI, 1977a, b) which do not allow this transition in dry

conditions (see also BIZZARRI and SPUDICH, 2008). For extremely localized slip (i.e., for

small values of slipping zone thickness) or for low value of hydraulic diffusivity, the

thermal pressurization of pore fluids increases the stress drop, causing a near complete

stress release (see also ANDREWS, 2002), and changes the shape of the slip–weakening

curve and therefore the value of the so–called fracture energy. In Figure 3 we report slip–
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weakening curves obtained in the case of Dieterich–Ruina law (LINKER and DIETERICH,

1992) for different vales of 2w, x and aDL
2. It has been emphasized (BIZZARRI and COCCO,

2006a, b) that in some cases it is impossible to determine the equivalent slip–weakening

distance (in the sense of OKUBO, 1989 and COCCO and BIZZARRI, 2002; see also TINTI et al.,

2004) and the friction exponentially decreases as recently suggested by several authors

(ABERCROMBIE and RICE, 2005; MIZOGUCHI et al., 2007 and SUZUKI and YAMASHITA, 2007).

If we are interested in considering temporal windows longer than those typical of

coseismic ruptures, we emphasize that equations (7) and (12) can be directly applicable

not only in a perfectly elastic model, but also in cases accounting for a more complex

rheology, where stress tensor components explicitly depend on variations of temperature

(DT) and pore fluid pressure (Dpfluid) fields (e.g., BOLEY and WEINER, 1985):

rij ¼ 2Geij þ kekkdij � 2Gþ 3k
3

asoildDTdij � 1� 2Gþ 3k
3

bsoild

� �
DPfluiddij ð14Þ

where G is the rigidity, k is the first Lamé’ s constant, {eij} is the deformation tensor

and Einstein’ s convention on repeated indices is assumed. In (14) asolid is the volumetric

thermal expansion coefficient of the solid phase and bsolid is the compressibility of the

solid devoid of any cavity, expressing the pressure necessary to change its volume (i.e.,

the interatomic spacing). The third term on the right–hand side in equation (14) accounts

for the thermal strain of an elastic body, due to thermal expansion.

We finally recognize that in the solution of the thermal pressurization problem

presented above we neglected the advection of pore fluids (approximation which has been

shown to be valid if permeability is lower than 10-16 m2 (LACHENBRUCH, 1980; MASE and

SMITH, 1987; LEE and DELANEY, 1987)). In of generality an additional term will appear in

the right–hand side of equation (4), which becomes

oT
ot

¼ v
o2T

of2
þ 1

c
q� k

gfluid

oT
of

opfluid
of

ð15Þ

This will add a direct coupling between temperature and pore fluid pressure, and

therefore analytical solutions (7) and (12) are no longer valid.

3.3. Flash Heating

Another physical phenomenon associated with frictional heat is the flash heating

(TULLIS and GOLDSBY, 2003; HIROSE and SHIMAMOTO, 2003; PRAKASH and YUAN, 2004;

RICE, 2006; HAN et al., 2007; HIROSE and BYSTRICKY, 2007) which might be invoked to

explain the reduction of the friction coefficient l from typical values at low slip rate

2 The parameter aDL controls the coupling of the pore fluid pressure and the evolution of the state variable. It

typically ranges between 0.2 and 0.56 (LINKER and DIETERICH, 1992). A null value of aDL means that the

evolution equation for the state variable does not depend on the effective normal stress and that the pore fluid

affects only the expression of the fault friction s.
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(l = 0.6–0.9 for most all rock types; e.g., BYERLEE, 1978) down to l = 0.2–0.3 at

seismic slip rate. It is assumed that the macroscopic fault temperature (Twf) changes

substantially more slowly than the temperature on an asperity contact (since the asperity

(i.e., real) contact area, Aac, is smaller than the macroscopic (nominal) area in contact,

Am), causing the rate of heat production at the local contact to be higher than the average

heating rate of the nominal area. In the model, flash heating is activated if the sliding

velocity is greater than the critical velocity

tfh ¼ pv
Dac

c
Tweak þ Twf

sac

 !2

ð16Þ

where sac is the local shear strength of an asperity contact (which is far larger than the

macroscopic applied stress; sac *0.1 G = few GPa), Dac (*few lm) its diameter and

Tweak (*several 100 s of �C, near the melting point) is a weakening temperature at

which the contact strength of an asperity begin to decrease. Using the parameters of

RICE (2006) we obtain that vfh is of the order of several centimeters per second; we

remark that vfh changes in time as does macroscopic fault temperature Twf. When fault

slip exceeds vfh the analytical expression of the steady–state friction coefficient

becomes:

lssfhðtÞ ¼ lfh þ l� � ðb� aÞ ln t
t�

� �
� lfh

� �
tfh
t
; ð17Þ

being l*, lfh and v* reference values for friction coefficient and velocity, respectively,

and b and a the dimensionless constitutive parameters of the Dieterich–Ruina governing

equations (DIETERICH, 1979; RUINA, 1983). For v < vfh, on the contrary, lss(v) retains the

classical form

i.e., lsslv tð Þ ¼ l� � b� að Þ ln t

t�

 �h i�
.

We note that thermal pressurization of pore fluids and flash heating are inherently

different mechanisms because they have a different length scale: the former is

characterized by a length scale on the order of few micron (Dac), while the length

scale of the latter phenomenon is the thermal boundary layer (d ¼ ffiffiffiffiffiffiffiffiffi
2vtd

p
; where td is the

duration of slip, of the order of seconds), which is * mm up to a few cm. Moreover,

while thermal pressurization affects the effective normal stress, flash heating causes

changes only in the analytical expression of the friction coefficient at high slip rates.

In both cases the evolution equation for the state variable is modified: by the coupling of

Figure 3

Slip–weakening curves for a rupture governed by the LINKER and DIETERICH (1992) friction law and considering

thermal pressurization of pore fluids (see section 3.2 for further details). Solutions are computed at a distance

along strike of 1300 m from the hypocenter. (a) Effect of different slipping zone thickness, 2w. (b) Effect of

different hydraulic diffusivities, x. (c) Effect of different couplings between pore fluid pressure and state

variable. In all panels blue diamonds refer to a dry fault, without fluid migration. From BIZZARRI and COCCO

(2006b).

b
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variations in rn
eff for the first phenomenon, by the presence of additional terms involving

vfh/v in the latter. In a recent paper, NODA et al. (2009) integrate both flash heating and

thermal pressurization in a single constitutive framework, as described above. Their

results are properly constrained to the scale of typical laboratory experiments. When we

try to apply the model to real–world events, we would encounter the well–known

problem of scaling the values of the parameters of the rate– and state–dependent friction

law (in whom the two phenomena are simultaneously incorporated) from laboratory–

scale to real faults. This, which is particularly true for the scale distance for the evolution

of the state variable, would additionally raise the problem to properly resolve, from a

numerical point of view, the different spatial scales of flash heating and thermal

pressurization.

3.4. Gouge and Rocks Melting

As pointed out by JEFFREYS (1942), MCKENZIE and BRUNE (1972) and FIALKO and

KHAZAN (2005), melting should probably occur during coseismic slip, typically after

rocks comminution. Rare field evidence for melting on exhumed faults (i.e., the

apparent scarcity of glass or pseudotachylytes, natural solidified friction melts

produced during coseismic slip) generates scepticism for the relevance of melt in

earthquake faulting (SIBSON and TOY, 2006; REMPEL and RICE, 2006). However, several

laboratory experiments have produced melt, when typical conditions of seismic

deformation are attained (SPRAY, 1995; TSUTSUMI and SHIMAMOTO, 1997; HIROSE and

SHIMAMOTO, 2003). Moreover, as mentioned in section 3.1, it has been demonstrated

by theoretical models that for thin slipping zones (i.e., 2w/d < 1) melting temperature

Tm can easily be exceeded in dynamic motion (FIALKO, 2004; BIZZARRI and COCCO,

2006a, b). Even if performed at low (2–3 MPa) normal stresses, the experiments of

TSUTSUMI and SHIMAMOTO (1997) demonstrated significant deviations from the

predictions obtained with the usual rate– and state–friction laws (e.g., DIETERICH,

1979; RUINA, 1983). FIALKO and KHAZAN (2005) suggested that fault friction simply

follows the Coulomb–Navier equation (1) before melting and the Navier–Stokes

constitutive relation s ¼ gmelt
t

2wmelt
after melting (2wmelt being the thickness of the melt

layer).

NIELSEN et al. (2008) theoretically interpreted the results from high velocity (i.e., with

v > 0.1 m/s) rotary friction experiments on India Gabbro and derived the following

relation expressing the fault traction in steady–state conditions (i.e., when oT=ot ¼ 0 in

(4)) when melting occurs:

s ¼ reff
1=4

n

KNEAffiffiffiffiffiffiffiffiffiffi
RNEA

p

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 2t

tm

 �
2t
tm

vuut ð18Þ
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where KNEA is a dimensional normalizing factor, RNEA is the radius of the contact area

(i.e., the radius of sample; RNEA & 10 – 20 mm in their lab experiments) and vm is a

characteristic slip rate (vm B 14 cm/s).

3.5. Additional Effects of Temperature

3.5.1 Material property changes. An additional complication in the model described

above can also arise from the dependence of properties of the materials on temperature.

For the sake of simplicity, we neglect the variations of rigidity, volume and density of

fault fluids and the surrounding medium due to temperature and pressure, even if they

might be relevant3. We will focus our attention on the rheological properties of the fault.

It is well known that the yield strength depends on temperature and that at high tem-

peratures and pressures failure can result in ductile flow, instead that brittle failure (e.g.,

RANALLI, 1995). Moreover, dynamic fluid viscosity also strongly depends on temperature,

through the Arrhenious Law (also adopted in cases where fluid is represented by melted

silicates; see FIALKO and KHAZAN, 2005 and references therein):

gfluid ¼ K0e
Ea
RT ð19Þ

where Ea is the activation energy, R is the universal gas constant (Ea/R & 3 9 104 K)

and K0 is a pre–exponential reference factor (which in some cases also might be

temperature–dependent; typically is K0 = 1.7 9 103 Pa s for basalts and

K0 = 2.5 9 106 Pa s for granites). This explicit dependence on the absolute temperature

T will add an implicit dependence on temperature in the hydraulic diffusivity (see

equation (10)), which in turn strongly affects the pore pressure evolution, as mentioned in

section 3.2. As for an example, for a temperature change from 100�C to 300�C we might

expect a variation in gfluid of about – 83%, which in turn translates in to a dramatic change

in x (nearly 500% for typical parameters; see Table 1 in BIZZARRI and COCCO, 2006a). We

note that such a continuous variation in x can be easily incorporated in a thermal

pressurization model, simply by coupling (19) with (10) and (13).

Furthermore, fluid compressibility increases with increasing temperature (WIBBERLEY,

2002) and this causes additional temporal variations in hydraulic diffusivity. Finally, also

thermal conductivity changes with absolute temperature, according to the following

equation:

j ¼ K1 þ K2

T þ 77
ð20Þ

where K1 = 1.18 J/(kg K) and K2 = 474 J/kg (CLAUSER and HUENGES, 2000). For the

parameters used in BIZZARRI and COCCO (2006a), equation (20) implies a decrease of 16%

3 For instance, a temperature change of 200�C can lead to a variation of the order of 30% in fluid density (since
dqfluid
qfluid

¼ �afluiddT).
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in thermal diffusivity v for a temperature rise from 100�C to 300�C and this will directly

affect the evolution of the pore fluid pressure (see again equation (13)).

3.5.2 Chemical environment changes. It is known that fault friction can be influenced

also by chemical environment changes. Without any clear observational evidence,

OHNAKA (1996) assumed that the chemical effects of pore fluids (as that of all other

physical observables), are negligible compared to that of fault slip. On the contrary,

chemical analyses of gouge particles formed in high velocity laboratory experiments

by HIROSE and BYSTRICKY (2007) showed that dehydration reactions (i.e., the release of

structural water in serpentine) can take place. Moreover, recent experiments on

Carrara marble performed by HAN et al. (2007) using a rotary–shear, high–velocity

friction apparatus demonstrated that thermally activated decomposition of calcite (into

lime and CO2 gas) occurs from a very early stage of slip, in the same temporal scale

as the ongoing and enhanced fault weakening. Thermal decomposition weakening may

be a widespread chemico–physical process, since natural gouges commonly are known

to contain sheet silicate minerals. The latter can decompose, even at lower temper-

atures than that for calcite decomposition, and can leave geological signatures of

seismic slip (HAN et al., 2007), different from pseudotachylytes. Presently, there

are no earthquake models in which chemical effects are incorporated within a gov-

erning equation. We believe that efforts will be directed to this goal in the near

future.

4. Porosity and Permeability Changes

4.1. Porosity evolution

As pointed out by BIZZARRI and COCCO (2006a, b), values of permeability (k), porosity

(U) and hydraulic diffusivity (x) play a fundamental role in controlling the fluid

migration and the breakdown processes on a seismogenic fault. During an earthquake

event frictional sliding tends to open (or dilate) cracks and pore spaces (leading to a

decrease in pore fluid pressure), while normal traction tends to close (or compact) cracks

(therefore leading to a pore fluid pressure increase). Stress readjustment on the fault can

also switch from ineffective porosity (i.e., closed, or non–connected, pores) to effective

porosity (i.e., catenary pores), or vice versa. Both ductile compaction and frictional

dilatancy cause changes to k, U and therefore to x. It is clear from equation (13) that this

leads to variations to pfluid
wf .

Starting from the theory of ductile compaction of MCKENZIE (1984) and assuming that

the production rate of the failure cracks is proportional to the frictional strain rate and

combining the effects of the ductile compaction, SLEEP (1997) introduced the following

evolution equation for the porosity:
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d

dt
/ ¼ tbcpl�

2w
� reff

n

n

Cg /sat � /ð Þm ð21Þ

where bcp is a dimensionless factor, Cg is a viscosity parameter with proper dimensions, n

is the creep power law exponent and m is an exponent that includes effects of nonlinear

rheology and percolation theory4. Equation (21) implies that porosity cannot exceed a

saturation value /sat.

As noted by SLEEP and BLANPIED (1992), frictional dilatancy also is associated with the

formation of new voids, as well as with the intact rock fracturing (i.e., with the formation

of new tensile microcracks; see VERMILYE and SCHOLZ, 1988). In fact, it is widely accepted

(e.g., OHNAKA, 2003) that earthquakes result in a complex mixture of frictional slip

processes on pre–existing fault surfaces and shear fracture of initially intact rocks. This

fracturing will cause a change in porosity; fluid within the fault zone drains into these

created new open voids and consequently decreases the fluid pressure. The evolution law

for the porosity associated with the new voids is (SLEEP, 1995):

d

dt
/ ¼ tbotl

2w
; ð22Þ

where the factor bov is the fraction of energy that creates the new open voids5.

SLEEP (1997) also proposed the following relation that links the increase of porosity to

the displacement: o
ouU ¼ Uafluids

2wc . This leads to an evolution law for porosity:

d

dt
U ¼ Uafluids

2wc
ð23Þ

Finally, SEGALL and RICE (1995) proposed two alternative relations for the evolution

of U. The first mimics the evolution law for state variable in the Dieterich–Ruina model

(BEELER et al., 1994 and references therein):

d

dt
U n1; f; n3; tð Þ ¼ � t

LSR
Uðn1; f; n3; tÞ � eSR ln

c1tþ c2
c3tþ 1

� �� �
; ð24Þ

where eSR (eSR < 3.5 9 10-4 from extrapolation to natural fault of SEGALL and RICE,

1995) and LSR are two parameters representing the sensitivity to the state variable

evolution (in the framework of rate– and state–dependent friction laws) and a

characteristic length–scale, respectively, and {ci}i ¼ 1,2,3 are constants ensuring that U
is in the range [0,1]. In principle, eSR can decrease with increasing effective normal stress,

although present by we have no detailed information about this second–order effect.

The second model, following SLEEP (1995), postulates that U is an explicit function on

the state variable W:

4 The exponent m in equation (19) can be approximated as (KRAJCINOVIC, 1993): m % 2 ? 0.85(n ? 1).
5 It is important to remark that in (22) an absolute variation of the porosity is involved, while in (21) a relative

change is involved.
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U n1; f; n3; tð Þ ¼ U� � eSR ln
Wt�
LSR

� �
: ð25Þ

U* being a reference value, assumed to be homogeneous over the entire slipping zone

thickness. Considering the latter equation, coupled with (13), and assuming as SEGALL and

RICE (1995) that the scale lengths for the evolution of porosity and state variable are the

same, BIZZARRI and COCCO (2006b) showed that even if the rupture shape, the dynamic

stress drop and the final value of rn
eff remain unchanged w. r. to a corresponding simulated

event in which a constant porosity was assumed, the weakening rate is not constant for

increasing cumulative slip. Moreover, they showed that the equivalent slip–weakening

distance becomes meaningless. This is clearly visible in Figure 4, where we compare the

solutions of the thermal pressurization problem in cases of constant (black curve) and

variable porosity (gray curve).

All the equations presented in this section clearly state that porosity evolution is

concurrent with the breakdown processes, since it follows the evolution of principal

variables involved in the problem (v, s, rn
eff, W). However, in spite of the above–

mentioned profusion of analytical relations (see also SLEEP, 1999), porosity is one of the

biggest unknowns in the fault structure and presently available evidence from the

laboratory, and from geological observations as well, does not allow us to discriminate

between different possibilities. Only numerical experiments performed by coupling one

of the equations (21) to (25) with (13) can show the effects of different assumptions and

suggest what is the most appropriate. Quantitative results will be reported at a later date

and they will plausibly give useful indications for the design of laboratory experiments.

4.2. Permeability Changes

As mentioned above, changes in hydraulic diffusivity can be due not only to the time

evolution of porosity, but also to variations of permeability. k is known to suffer large

variations with type of rocks and their thermo–dynamical state (see for instance TURCOTTE

and SCHUBERT, 1982) and moreover local variation of k has been inferred near the fault

(JOURDE et al., 2002). Several laboratory results (BRACE et al., 1968; PRATT et al., 1977;

BRACE, 1978; HUENGES and WILL, 1989) supported the idea that k is an explicit function of

rn
eff. A reasonable relation (RICE, 1992) is:

k ¼ k0e
�reffn

r� ; ð26Þ
where k0 is the permeability at zero effective normal stress and r* is a constant (between
5 and 40 MPa). For rocks in the center of the Median Tectonic Line fault zone (Japan)

WIBBERLEY and SHIMAMOTO (2005; their Figure 2a) found the same relation with

k0 = 8.71 9 10-21 m2 and r* = 30.67 MPa. For typical changes in rn
eff expected during

coseismic ruptures (see for instance Figures 3c and 5d of BIZZARRI and COCCO, 2006a) we

can estimate an increase in k at least of a factor 2 within the temporal scale of the
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dynamic rupture. In principle, this can counterbalance the enhancement of instability due

to the fluid migration out of the fault. This is particularly encouraging because

seismological estimates of the stress release (almost ranging from about 1 to 10 MPa;

AKI, 1972; HANKS, 1977) do not support the evidence of a nearly complete stress drop, as
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Figure 4

Comparison between solutions of the thermal pressurization problem in the case of constant (black curve) and

variable porosity (as described by equation (25); gray curve). (a) Traction vs. slip curve, emphasizing that the

equivalent slip–weakening distance becomes meaningless in the case of variable porosity. (b) Traction evolution

of the effective normal stress. The relative minimum in rn
eff is the result of the competition between the two

terms in equation (13), the thermal contribution and the porosity contribution. From BIZZARRI and COCCO

(2006b).
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predicted by numerical experiments of thermal pressurization (ANDREWS, 2002; BIZZARRI

and COCCO, 2006a, b).

Another complication may arise from the explicit dependence of permeability on

porosity and on grain size d. Following one of the most widely accepted relation, the

Kozeny–Carman equation (KOZENY, 1927; CARMAN, 1937, 1956), we have:

k ¼ KKC
U3

1� U2
d2; ð27Þ

where KKC = 8.3 9 10-3. Gouge particle refinement and temporal changes in U, such as

that described in equations (21) to (25), affect the value of k.

As in the case of porosity evolution, permeability changes also occur during

coseismic fault traction evolution and equations (26) or (27) can be easily incorporated in

the thermal pressurization model (i.e., coupled with equation (12)).

5. Gouge evolution and Gelation

Numerous number of laboratory and geological studies on mature faults (among the

others TULLIS and WEEKS, 1986) emphasized that, during sliding, a finite amount of wear

is progressively generated by abrasion, fragmentation and pulverization of rocks (see also

SAMMIS and BEN–ZION, 2007). Further slip causes comminution (or refinement) of existing

gouge particles, leading to a net grain size reduction and finally to the slip localization

onto discrete surface (see also section 2). There is also evidence that the instability of

natural faults is controlled by the presence of granular wear products (see for instance

MARONE et al., 1990). POWER et al. (1988) suggested that natural rock surface roughness

leads to a linear relationship between wear zone width and cumulative slip:

2w ffi 2KPEAu ð28Þ
(KPEA = 0.016), which in principle complicates the solution of the thermal pressurization

problem, because it will insert an implicit temporal dependence in the slipping zone

thickness. Temporal variations of 2w are also expected as a consequence of thermal

erosion of the host rocks (e.g., JEFFREYS, 1942; MCKENZIE and BRUNE, 1972). More

plausibly, in natural faults the variations in 2w described by equation (28) are appreciable

if we consider the entire fault history, and not within the coseismic temporal scale. In

equation (28) u has therefore to be regarded as the total fault slip after each earthquake

event (utotn); in light of this, equation (28) is in agreement with the empirical relation

found by SCHOLZ (1987). The increasing value of this cumulative slip leads to a net

increase in 2w and this further complicates the constraints on this important parameter.

Inversely, MARONE and KILGORE (1993) and MAIR and MARONE (1999) experimentally

found that

6 This value agrees with ROBERTSON (1983).
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Dw
DLog tloadð Þ ¼ KMK ; ð29Þ

where vload is the loading velocity in the laboratory apparatus and KMK is a constant

depending on the applied normal stress. As an example, a step in vload from 1 to 10 mm/s

will raise 2w by 8 lm at rn = 25 MPa. Unfortunately, the extrapolation to natural fault

conditions is not trivial.

Another interesting and non–thermal mechanism related to the gouge particle

comminution is the silica gel formation (GOLDSBY and TULLIS, 2002), phenomenon which

is likely restricted to faults embedded in silica–rich host rocks (e.g., granite). The water in

pores, liberated through fracturing during sliding, can be absorbed by the fine particles of

silica and wear debris produced by grain fragmentation and refinement, and this will

cause the formation of moisture of silica gel (see for instance ILER, 1979). Net effects of

the gouge gelation are pore–fluid pressure variation (due to water absorption) and

mechanical lubrication of fault surface (due to the gel itself; see next section for more

details). At the actual state of the art we do not have sufficient information to write

equations describing the gouge evolution. Therefore additional investigations are needed,

both in the laboratory and in the field, enabling inclusion of thermal erosion, grain

evolution and gouge gelation within a constitutive model.

6. Mechanical Lubrication and Gouge Acoustic Fluidization

6.1. Mechanical Lubrication

An important effect of the presence of pore fluidswithin the fault structure is represented

by the mechanical lubrication (SOMMERFELD, 1950; SPRAY, 1993; BRODSKY and KANAMORI,

2001; MA et al., 2003). In the model of BRODSKY and KANAMORI (2001) an incompressible

fluid obeying the Navier–Stokes equation’s flows around the asperity contacts of the fault,

without leakage, in the direction perpendicular to the fault surface7. In the absence of elastic

deformations of the rough surfaces, the fluid pressure in the lubrication model is:

p
ðlubÞ
fluid ðn1Þ ¼ pres þ 3

2
gfluidV

Zn1
0

w� � wðn0
1Þ

ðwðn0
1ÞÞ3

dn
0
1; ð30Þ

where pres is the initial reservoir pressure (which can be identified with quantity pw f
fluidof

equation (13)), V is the relative velocity between the fault walls (2v in our notation),

w* : w(n1
*), where n1

* is such that
dp

ðlubÞ
fluid

dn1

����
n1¼n�1

¼ 0, and n1 maps the length of the lubricated

7 This is a consequence (HAMROCK, 1994) of the fact that the lubricated zone is much wider than long.
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zone L(lub)8. Qualitatively, L(lub) is equal to the total cumulative fault slip utot.

Interestingly, simple algebra illustrates that if the slipping zone thickness is constant

along the strike direction, the lubrication pore fluid pressure is always equal to pres.

The net result of the lubrication process is that the pore fluid pressure is reduced by an

amount equal to the last member of equation (30). This in turn can be estimated as

PðlubÞ ffi 12gfluidt
ru2tot

ðh2wiÞ3 ð31Þ

where r is the aspect ratio constant for roughness (r = 10-4–10-2; POWER and TULLIS,

1991) and h 2w i is the average slipping zone thickness. Therefore equation (2) is

rewritten as:

reffn ¼ rn � pwffluid � PðlubÞ: ð32Þ
The fluid pressure can also adjust the fault surface geometry, since

2wðn1Þ ¼ 2w0ðn1Þ þ uðlubÞðn1Þ; ð33Þ
where 2w0 is the initial slipping zone profile and u(lub) is elasto–static displacement

caused by lubrication (see equation (8) in BRODSKY and KANAMORI, 2001). Equation (33)

can be approximated as

h2wi ¼ h2w0i þ PðlubÞL
E

ð34Þ

E being the Young’ s modulus. u(lub) is significant if L(lub) (or utot) is greater than a critical

length, defined as (see also MA et al., 2003):

LðlubÞc ¼ 2h2w0i h2w0iE
12gfluidtr

 !1
3

: ð35Þ

otherwise the slipping zone thickness does not widen. If utot > Lc
(lub) then P(lub) is the

positive real root of the following equation

PðlubÞ h2w0i þ PðlubÞutot
E

� �3

�12gfluidtru
2
tot ¼ 0: ð36Þ

It is clear from equation (32) that lubrication contributes to reduce the fault traction

(and therefore to increase the fault slip velocity, which in turn further increases P(lub), as

stated in equation (31)). Moreover, if lubrication increases the slipping zone thickness,

then it will reduce asperity collisions and the contact area between the asperities (which

in turn will tend to decrease P(lub), as still stated in equation (31)).

It is generally assumed that when effective normal stress vanishes then

material interpenetration and/or tensile (i.e., mode I) cracks (YAMASHITA, 2000;

8 The length of the lubricated zone L
(lub)

is defined as the length over which pfluid
(lub) returns to pres level.
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DALGUER et al., 2003) develop, leading to the superposition during an earthquake

event of all three basic modes of fracture mechanics (ATKINSON, 1987; ANDERS and

WILTSCHKO, 1994; PETIT and BARQUINS, 1988). An alternative mechanism that can

occur when rn
eff falls to zero, if fluids are present in the fault zone, is that the

frictional stress of contacting asperities described by the Amonton’ s Law (1)

becomes negligible w. r. to the viscous resistance of the fluid and the friction can be

therefore expressed as

s ¼ h2wi
utot

PðlubÞ ð37Þ

which describes the fault friction in the hydrodynamic regime. Depending on the

values of utot and v, in equation (37) P(lub) is alternatively expressed by (31) or by the

solution of (36). For typical conditions (h 2w0 i = 1 mm, E = 5 9 104 Pa, v = 1 m/s,

utot = 2 m, r = 10 9 10-3 m), if the lubricant fluid is water (gfluid = 1 9 10-3 Pa s),

then utot < Lc
(lub) and (from equation (31)) P(lub) % 4.8 9 104 Pa. Therefore the

lubrication process is negligible in this case and the net effects of the fluid presence

within the fault structure will result in thermal pressurization only. On the contrary, if

the lubricant fluid is a slurry–formed form the mixture of water and refined gouge

(gfluid = 10 Pa s), then utot > Lc
(lub) and (from equation (36)) P(lub) % 34.9 MPa, which

can be a significant fraction of tectonic loading rn. In this case hydro–dynamical

lubrication can coexist with thermal pressurization: In a first stage of the rupture,

characterized by the presence of ample aqueous fluids, fluids can be squeezed out of

the slipping zone due to thermal effects. In a next stage of the rupture, the gouge, rich

of particles, can form the slurry with the remaining water; at this moment thermal

pressurization is not possible but lubrication effects will become paramount. This is an

example of how two different physical mechanisms can be incorporated in a single

frictional model.

6.2. Gouge Acoustic Fluidization

Another phenomenon which involves the gouge is its acoustic fluidization (MELOSH,

1979, 1996): acoustic waves (high–frequency vibrations) in incoherent rock debris can

momentarily decrease the overburden pressure (i.e., normal stress) in some regions of the

rocks, allowing sliding in the unloaded regions. It is known that vibrations can allow

granular material to flow like liquids and acoustically fluidized debris behaves like a

Newtonian fluid. From energy balance considerations, MELOSH (1979) established that

acoustic fluidization will occur within a fluidized thickness

waf � seutott2S
KMqrockg2H2

; ð38Þ

where e is the seismic efficiency (typically e & 0.5), vS is the S–waves velocity, KM is a

constant (KM = 0.9), qrock the cubic mass density of rocks, g is the acceleration of gravity
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and H is the overburden thickness. For typical conditions, MELOSH (1996) found

waf B 20 m, which can be easily satisfied in mature faults (see also section 2). We notice

that this phenomenon does not require the initial presence of fluid within the fault

structure and can be regarded as an alternative w. r. to the above–mentioned processes of

thermal pressurization in the attempt to explain the weakness of the faults. Unfortunately,

it is difficult to detect evidence of fluidization of gouge in exhumed fault zones because

signatures of this process generally are not preserved.

7. Normal Stress Changes and Inelastic Deformations

7.1. Bi–material Interface

Traditional and pioneering earthquake models (see for instance BRACE and BYERLEE,

1966; SAVAGE and WOOD, 1971) simply account for the reduction of the frictional

coefficient from its static value to the kinetic frictional level, taking the effective normal

stress constant over the duration of the process. Subsequently, WEERTMAN (1980) suggested

that a reduction in rn during slip between dissimilar materials can influence the dynamic

fault weakening. Considering an asperity failure occurring on a bi–material, planar

interface separating two uniform, isotropic, elastic half spaces, HARRIS and DAY (1997; their

equation (A12)) analytically demonstrated that rn can change in time. On the other hand, a

material property contrast is not a rare phenomenon in natural faults: LI et al. (1990), HOUGH

et al. (1994) and LI and VIDALE (1996) identified certain strike–slip faults in which one side

is embedded in a narrow, fault parallel, low–velocity zone (the width of a few hundred

meters). Simultaneously several authors (LEES, 1990; Michael and EBERHART–PHILLIPS,

1991; MAGISTRALE and SANDERS, 1995) inferred the occurrence of significant velocity

contrasts across faults, generally less than 30% (e.g., TANIMOTO and SHELDRAKE, 2002).

Even if RENARDY (1992) and ADAMS (1995) theoretically demonstrated that Coulomb

frictional sliding is unstable if it occurs between materials with different properties, there

is not a general consensus regarding the importance of the presence of bi–material

interface on natural earthquakes (BEN–ZION, 2006 vs. ANDREWS and HARRIS, 2005 and

HARRIS and DAY, 2005). More recently, DUNHAM and RICE (2008) showed that spatially

inhomogeneous slip between dissimilar materials alters rn
eff (with the relevant scale over

which poroelastic properties are to be measured being of the order of the hydraulic

diffusion length, which is mm to cm for large earthquakes). Moreover, it is known that

the contrast in poroelastic properties (e.g., permeability) across faults can alter both rn
and pfluid (while the elastic mismatch influences only rn).

7.2. Inelastic Deformations

Calculations by POLIAKOV et al. (2002) and RICE et al. (2005) suggested that when the

rupture tip passes by, the damage zone is inelatically deformed, even if the primary shear
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is confined to a thin zone (see Fig. 1). These inelastic deformations, that are a

consequence of the high stress concentration near the tip, are likely interacting with the

stress evolution and energy flow of the slipping process; therefore they are able to modify

the magnitude of traction on the fault. In particular, TEMPLETON and RICE (2008)

numerically showed that the accumulation of off–fault plastic straining can delay or even

prevent the transition to super–shear rupture velocities. In his numerical simulations of a

spontaneously growing 2–D, mode II crack having uniform stress drop, ANDREWS (2005)

demonstrated that the energy absorbed off the fault is proportional to the thickness of the

plastic strain zone, and therefore to rupture propagation distance9. He also showed that

the energy loss in the damage zone contributes to the so–called fracture energy, which in

turn determines the propagation velocity of a rupture. YAMASHITA (2000), employing a

finite–difference method, and DALGUER et al. (2003), using a discrete element method,

modelled the generation of off–fault damage as the formation of tensile cracks, which is

in agreement with the high velocity friction experiments by HIROSE and BYSTRICKY (2007).

8. Discussion

8.1. The Prominent Effects of Temperature on Fault Weakening

In the previous sections we have emphasized that one of the most important effects on

fault friction evolution is that of temperature, which might cause pressurization of pore

fluids present in the fault structure (see section 3.2), flash heating (section 3.3), melting

(see section 3.4), material property changes (see section 3.5.1) and chemical reactions

(see section 3.5.2). Assuming that the microscopic processes controlling the direct effect

of friction and its decay are thermally activated and follow an Arrhenius relationship,

CHESTER (1994, 1995; see also BLANPIED et al., 1995) directly incorporated the temperature

dependence in the analytical expression of the governing law, proposing a rate–, state– and

temperature–dependent version of the Dieterich’ s Law (DIETERICH, 1979):

s ¼ l� � a ln
t�
t

 �
þ E

ðaÞ
a

R

1

T
� 1

T�

� �
þ bW

" #
reffn

d

dt
W ¼ � t

L
W� ln

t�
t

 �
þ E

ðbÞ
a

R

1

T
� 1

T�

� �" #
ð39Þ

where Ea
(a) and Ea

(b) are the activation energies for the direct and evolution effect,

respectively (Ea
(a) = 60–154 kJ/mol; Ea

(b) = 43–168 kJ/mol), and T* is a reference (i.e.,

initial) temperature. As in the model of Linker and DIETERICH (1992), a variation in the

9 In his model, the stress components are first incremented elastically through time. If Coulomb yield criterion

is violated, then they are reduced by a time–dependent factor, accounting for Maxwellian visco–plasticity, so

that the maximum shear stress resolved over all orientations is equal to the yield stress.
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third independent variable (T in this case) will cause explicit and implicit (through

the evolution equation for W) changes to the fault friction. We also recall here that a

direct effect is also controlled by temperature through the relation (NAKATANI, 2001)

a ¼ kBTac
Vah

; ð40Þ

where kB is the Boltzmann constant (kB = 1.38 9 10-23 J/K), Tac is the absolute

temperature of contacts, Va is the activation volume (Va * 10-29 m3) and h is the

hardness (h = Amrn/Aac; h * GPa), which in turn may decrease with Tac due to plastic

deformation of contacts. Additionally, nonuniform temperature distributions in contact-

ing bodies can lead to thermo–elastic deformations, which in turn might modify the

contact pressure and generate normal vibrations and dynamic instabilities, the so–called

frictionally–excited thermo–elastic instability (TEI; e.g., BARBER, 1969).

8.2. Scaling Problems and Related Issues

It has been mentioned that each nonlinear dissipation process that can potentially act

during an earthquake rupture has its own distance and time scales, which can be very

different from one phenomenon to another. The difference in scale lengths, as well as the

problem of the scale separation, can represent a limitation in the attempt to simultaneously

incorporate all the mechanisms described in this paper in a single constitutive model. In

the paper we have seen that thermal pressurization (section 3.2) can coexist with

mechanical lubrication (section 6.1) as well as with porosity (section 4.1) and perme-

ability evolutions (section 4.2). The same holds for flash heating and thermal pressur-

ization (NODA et al., 2009). This simultaneous incorporation ultimately leads to numerical

problems, often severe, caused by the need to properly resolve the characteristic distances

and times of each separate process. The concurrent increase in computational power and

the development of new numerical algorithms can definitively assist us in this effort.

Table 2 reports a synoptic view of the characteristic length scales for the processes

described in this paper. Two important lengths (see for instance BIZZARRI et al., 2001),

that are not negligible w. r. to the other scale lengths involved in the breakdown process,

are the breakdown zone length (or size, Xb) and the breakdown zone time (or duration,

Tb). They quantify the spatial extension, and time duration, of the cohesive zone,

respectively; in other words they express the amount of cumulative fault slip, and the

elapsed time, required to the friction to drop, in some way, from the yield stress down to

the residual level.

Another open problem is related to the difficulty in moving from the scale of the

laboratory (where samples are of the order of several meters) up to the scale of real faults

(typically several kilometers long). Many phenomena described in the paper have been

measured in the lab: This raises the problem of how to scale the values of the parameters

of the inferred equations to natural faults. Both geological observations and improve-
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ments in laboratory machines are necessary ingredients in our understanding of

earthquake source physics and our capability to reproduce it numerically.

9. Conclusions

Earthquake models can help us in the attempt to understand how a rupture starts to

develop and propagate, how seismic waves travel in the Earth crust and how high frequency

radiation can affect a site on the ground. Since analytical, closed–form analytical solutions

of the fully dynamic, spontaneous rupture problem do not exist (even in homogeneous

conditions), it is clear that accurate and realistic numerical simulations are the only

available path. In addition to the development of robust and capable computer codes, the

solution of the elasto-dynamic problem requires the introduction of a fault governing law,

which ensures that the energy flux is bounded at the crack tip and prevents the presence of

singularities of solutions at the rupture front. At the present state of the art, unfortunately,

among the different possibilities presented in the literature, themost appropriate form of the

physical law that governs fault during its seismic cycle is not agreed upon. This is

particularly true for the traction evolution within the coseismic temporal scale, where the

stress release and the consequent emission of seismic waves are realized.

In this paper we have presented and discussed a large number of physical mechanisms

that can potentially take place during an earthquake event. These phenomena are

Table 2

Synoptic view of the characteristic distances and scale lengths of the processes described in the paper

Process Characteristic

distance

Typical value range

Scale length

Macroscopic decrease of fault traction

from yield stress to residual level

d0 * few mm in the lab(a), (b)

Xb * 100 of m(c)

Temporal evolution of the state variable in the

framework of the rate– and state–dependent friction laws

L * few lm in the lab(b)

Thermal pressurization (section 3.2) 2w B 1 cm(d)

d ¼ ffiffiffiffiffiffiffiffiffi
2vtd

p
* few cm

Flash heating (section 3.3) Dac * few lm
Gouge and rocks melting (section 3.4) 2wmelt * 100 of lm in the lab

Porosity evolution (section 4.1):

– equations (18) to (20) 2w B 1 cm(d)

– equations (21) and (22) LSR assumed to be equal to L

Gouge acoustic fluidization (section 6.2) waf
(e) 20 m

(a) See also OHNAKA (2003)
(b) These estimates refer to an idealized fault of zero thickness (i.e., bare surfaces)
(c) Estimates from numerical 3–D fault models of BIZZARRI and COCCO (2005). In each fault node, the breakdown

zone time, Tb, is associated to Xb through the local rupture velocity vr via: Tb = Xb/vr
(d) From geological estimates SUPPE (1985) and CHESTER and CHESTER (1998)
(e) Acoustic fluidization is effective for thicknesses lower than waf (theoretical estimates by Melosh, 1996)
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macroscopic, in that fundamental variables (i.e., the physical observables) describing

them have to be regarded as macroscopic averages (see also OHNAKA, 2003). As a result,

the fault friction does not formally describe the stress acting on each single asperity,

but the macroscopic average of the stress acting within the slipping zone. The same holds

for the sliding velocity: v is the macroscopic slip rate and not the microscopic one, at

solid–solid contacts. Unlikely, a link between the microphysics of materials, described in

terms of lattice or atomic properties, and the macrophysical description of friction,

obtained from stick–slip laboratory experiments, is missing. On the other hand, we cannot

expect to be able to mathematically (either deterministically or statistically) describe the

evolution of all the surface asperities and of all micro cracks in the damage zone.

Recent laboratory experiments and geological investigations have clearly shown that

different dissipative processes can lead to the same steady state value of friction. In the

simple approximation which considers only one single event on an isolated fault, some

authors claim that the slip dependence is paramount (e.g., OHNAKA, 2003). On the other

hand, the explicit dependence of friction on sliding velocity (e.g., DIETERICH, 1986) is

unquestionable, even at high slip rates (e.g., TSUTSUMI and SHIMAMOTO, 1997). In fact, in

the literature there is a major debate (see for instance BIZZARRI and COCCO, 2006d)

concerning the most important dependence of fault friction. Actually, the problem of

what is (are) the dominant physical mechanism(s) controlling the friction evolution (i.e.,

the quantitative estimate of the weights wi in equation (3)) is still unsolved.

We believe that seismic data presently available are not sufficient to clarify what

specific mechanism is operating (or dominant) during a specific earthquake event. The

inferred traction evolution on the fault, as retrieved from seismological records (e.g., IDE

and TAKEO, 1997; GUATTERI and SPUDICH, 2000), gives us only some general information

about the average weakening process on an idealized mathematical fault plane. Moreover,

it is affected by the unequivocal choice of the source time function adopted in kinematic

inversions and by the frequency band limitation in data recording (SPUDICH and GUATTERI,

2004) and sometimes could be inconsistent with dynamic ruptures (PAGE et al., 2005). On

the other side, we have seen in previous sections that the insertion of additional physical

and chemical mechanisms in the analytical expression of a fault governing equation

cannot be neglected a priori. The first reason is that, compared to results obtained by

adopting a simplified or idealized constitutive relation (where effective normal stress is

assumed to be constant and where, for instance, only slip or slip rate dependence is

postulated), numerical experiments from models in which additional physical mechanisms

are accounted for show a significant, often dramatic, change in the dynamic stress drop

(and therefore in the resulting ground motions), in the distance over which it is realized, in

the so–called fracture energy and in the total scalar seismic moment. The second reason is

that, as we have shown in the paper, the inclusion of different mechanisms in some cases

requires a modification of its usual, or classical, analytical expression (recall the effects of

gouge and rocks melting and those of hydrodynamic lubrication).

As a future perspective, it would be intriguing—and at the same time extraordinarily

challenging—to try to compare synthetics, both on the fault and out of the fault, obtained
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by assuming that one particular physical mechanism is paramount w. r. to the others, in

order to look for some characteristic signatures and specific features in the solutions and

eventually attempt to envisage such features in real seismological data.

Moreover, we are inclined to think that only a multidisciplinary approach to source

mechanics, which combines results from accurate theoretical models, advanced

laboratory experiments, systematic field observations and data analyses, can eventually

lead to the formulation of a realistic fault governing model and can assist us in the

ambitious aim of describing as realistically as possible the complexity of the

breakdown process during an earthquake rupture. In this paper we have underlined that

some different, nonlinear, chemico–physical processes can potentially cooperate,

interact, or even compete one with each other. We have shown that in most cases

we are able to write equations describing them (sometimes with constrained

parameters), and we have explicitly indicated how they can be incorporated into a

fault governing model. In order to reproduce the complexity and the richness of the

inelastic and dissipative mechanisms occurring on a fault surface during an earthquake

event, a ‘‘classical’’ constitutive relation appears to be currently inadequate and the

above–mentioned multidisciplinary approach would be painstakingly considered for

years to come.
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Quake Catalogs from an Optical Monitoring of an Interfacial Crack

Propagation

M. GROB,1 J. SCHMITTBUHL,1 R. TOUSSAINT,1 L. RIVERA,1 S. SANTUCCI,2,3 and

K. J. MÅLØY
3

Abstract—Using an experimental setup which allows to follow optically the propagation of an interfacial

crack front in a heterogeneous medium, we show that the fracture front dynamics is governed by local and

irregular avalanches with large velocity fluctuations. Events defined as high velocity bursts are ranked in

catalogs with analogous characteristics to seismicity catalogs: time of occurence, epicenter location and energy

parameter (moment). Despite differences in the fracturing mode (opening for the experiments and shear rupture

for earthquakes), in the acquisition mode and in the range of time scales, the distributions of moment and

epicenter jumps in the experimental catalogs obey the same scaling laws with exponents similar to the

corresponding distributions for earthquakes. The record-breaking event analysis also shows very strong

similarities between experimental and real seismicity catalogs. The results suggest that the dynamics of crack

propagation is controlled by the elastic interactions between microstructures within the material.

Key words: Crack front dynamics, asperity, microseismicity catalogs, analog model.

1. Introduction

In observational seismology, attempts to characterize earthquake ruptures have

motivated numerous studies from the very early stages (REID, 1910). The description of

small earthquakes is often reduced to a source-point description given by a set of simple

parameters: time of occurrence, source location, seismic moment or magnitude, possibly

focal mechanism (CLINTON et al., 2006). Despite this crude information, organized in

well-known seismic catalogs, these simple parameters have provided extremely useful

earthquake features like the Gutenberg-Richter magnitude-frequency relationship

(GUTENBERG and RICHTER, 1944). A complementary approach is to analyze the properties
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of interactions between earthquakes (BAK et al., 2002; KAGAN, 2002; ZIV et al., 2003;

CORRAL, 2004; DAVIDSEN and PACZUSKI, 2005; BIZZARRI and BELARDINELLI, 2008). It has

been shown for instance that the spatiotemporal evolution of earthquakes in a specific

region exhibits a fractal pattern resulting from a dynamical process and expressing a

hierarchical organization of events in space and time (MARSAN et al., 2000; DAVIDSEN

et al., 2006).

Seismic inversions of slip history during large earthquakes have been an important

step in the description of the rupture process (WALD et al., 1991; BOUCHON et al., 2000).

The complete fault region associated to the earthquake is then considered. Slip history

inversions provide important features of the rupture propagation: fault geometry, rupture

length, rupture speed, time rise, rupture width, etc. However, they rely on strong

assumptions like simple fault models for kinematic inversions (KIKUCHI and KANAMORI,

1991) or simple friction processes for dynamic inversion (IDE and TAKEO, 1997;

FUKUYAMA et al., 2003) and subsequently provide low resolution or speculative images of

the rupture complexity. Statistics from these inversions however allow more precise

statistical relationships such as the ones linking the seismic moment M0 to the three

geometric quantities characterizing the rupture: Its length L, its width W and the average

slip on the fault u (KANAMORI and ANDERSON, 1975; WELLS and COPPERSMITH, 1994; MAI

and BEROZA, 2000). In general, all these relationships can be approximated by a power

law and exponents are found to be mostly universal (SCHOLZ, 2002; KAGAN, 1999). New

tools to account for the full complexity of the earthquake rupture are required and under

development (MAI and BEROZA, 2002; AOCHI and FUKUYAMA, 2002; TINTI et al., 2005;

RUBIN and AMPUERO, 2007).

Fracture complexity has also been addressed in the mechanical community,

particularly since the pioneer work of MANDELBROT et al. (1984). In particular, scaling

properties of fractures in heterogeneous materials were discovered (BOUCHAUD, 1997).

For instance, the roughness of fracture surfaces in heterogeneous media exhibits a self-

affine morphology. The associated roughness exponent is found to be very robust for

different materials such as steel or aluminium alloy (MÅLØY et al., 1992; BOUCHAUD et al.,

1993) or fault rocks (SCHMITTBUHL et al., 1993, 1995). Experiments were also carried out

to investigate the interactions between the crack front and the material heterogeneities

(DAGUIER et al., 1995). In a simplified two-dimensional configuration, studies of the crack

front that is constrained geometrically in a plane, both theoretically (SCHMITTBUHL et al.,

2003a, 2003b) and experimentally (SCHMITTBUHL and MÅLØY, 1997; DELAPLACE et al.,

1999) were performed. The front line morphology is shown to exhibit scaling invariances

(SCHMITTBUHL and MÅLØY, 1997; DELAPLACE et al., 1999; SANTUCCI et al., 2007). More

recent studies were performed to describe the crack front dynamics (SCHMITTBUHL et al.,

2001; SANTUCCI et al., 2006; MÅLØY et al., 2006). These works show that the crack

propagation is controlled by the pinning and depinning of the front owing to local

asperities. The fracture front dynamics is then governed by local and irregular avalanches

of varying sizes and velocities.
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In this article, we propose a link between the fracture dynamics analyzed at the

laboratory scale and the earthquake dynamics extracted from a subset of the Southern

California catalog (SHLK catalog). The core of the study is the construction of

laboratory-scale catalogs of events or quakes from an optical monitoring of an interfacial

crack front propagation in a heterogeneous medium. Using a transparent material

(Plexiglas), the experimental setup allows to follow visually at high spatial resolution and

continuously in time, the rupture process. The first part of the paper describes the sample

preparation and how the experimental setup works. The next section explains the image

processing of the raw crack front pictures in order to obtain the parameters needed to

build the quake catalogs made of several thousands of events. Since we aim at comparing

our experimental results to natural seismicity data, we show in a following section the

results of statistical tools typically applied to natural seismicity data when applied to the

experimental data. Finally a discussion of the reliability of analogies or differences

between experimental and natural data is proposed.

2. An Interfacial Rupture Experiment

2.1. Sample Preparation

The samples are built from two types of transparent polymethylmethacrylate

(PMMA) plates: The main plate is 16-cm long, 14-cm large and 1-cm thick; the others are

a set of 17-cm long, 0.4-cm thin and 1-cm wide bands. One surface of each plate is first

sand-blasted with glass beads of diameter ø = 200 lm or 500 lm. The thick plate is then

assembled to a set of four thin plates (see Fig. 1(a)), sand-blasted surfaces facing each

other, and placed under a normal homogeneous load, so that the remaining air is expelled

from the contact area when the PMMA sandwich is loaded. The loading frame for the

sample preparation is made of two parallel aluminium plates between which the Plexiglas

plates sandwich is placed. Twelve screws are used to exert a normal load on the sample

(see Fig. 1(b)). The torque applied when tightening the screws is equal to 10 N.m.

To anneal the plate assembly, the whole block (sample ? press) is put in an oven at

205�C during 30 minutes, which allows the Plexiglas plates to adhere. The thermal

annealing process produces a cohesive interface along the former boundary between the

two plates which is weaker than the bulk PMMA (the critical stress intensity factor Kc,

also called fracture toughness, for the growth of our interfacial crack is around

40 kPa.m1/2, more than 55 times smaller than in the bulk). Thus this sample preparation

constrains the block to break along an interfacial fracture during mode I crack. Figure 1

summarizes the sample preparation procedure.

An important feature of the interface preparation is the sand-blasting procedure that

induces a random topography on the PMMA surface to be annealed and accordingly

controls the local toughness during annealing. Another consequence of the sand-blasting

technique is that the transparency of the Plexiglas plates is lost: light scatters because of
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the microstructures introduced by the sand-blasting. Nonetheless after annealing, the

newly formed block recovers its transparency since contrast of the refraction index along

the interface disappears.

2.2. Setup

The thick PMMA plate is clamped to a stiff aluminium frame. The thin plates are

pulled apart thanks to a rod that presses on the excess length of the thin Plexiglas bands.

A diagram of the setup is displayed in Figure 2. The loading translation stage is

controlled by a stepping motor that applies a continuous descent of the rod at a speed in

the range: 100–200 lm.s-1 (in our configuration, the mean crack velocity is proportional

to the speed of the rod motion). The normal displacement imposed to the lower Plexiglas

plate induces a stable mode I crack propagation along the artificially introduced weak

plane of the sample. The crack propagation is stable since the total energy of the system

decreases with the crack advance, owing to the plate geometry (it would not be the case

Plexiglas plates(a)

(b)

Sand blasting Annealing

205°C

140 mm10 mm

16
0

m
m

17
0

m
m

10 N.m205°C

30 min

Figure 1

(a) Sample preparation procedure. Plexiglas plates are sand-blasted and sintered together to form a new single

block. Sandblasting creates roughness fluctuations on the plate surface that control the local toughness during

the annealing process. It also induces a loss of transparency by unpolishing the surfaces. Transparency is

however recovered thanks to the sintering process. (b) Scheme of the loading system: In white, the PMMA

sample; in gray, the two aluminium plates; in black, the solid frame with the screws to apply a torque N =

10 N.m. The whole block is put in an oven at 205�C during 30 minutes.

780 M. Grob et al. Pure appl. geophys.,



for a crack in an infinite elastic medium). Indeed the energy per unit of front length can

be found from simple beam theory (LAWN, 1993):

UE ¼ Ed3h2

8cr3
; ð1Þ

where E is the Young modulus, d the thickness of the lower plate, h the displacement of

the rod and cr the distance between the position of the crack and the point of application

of the loading force. The energy release rate G, also called driving force, is a measure of

the mechanical energy for an increment of crack extension, therefore the following

expression for the energy release rate can be deduced:

G ¼ �dUE

dcr
¼ 3Ed3h2

8cr4
: ð2Þ

Equation (2) shows that the energy of the system decreases when the crack extension cr
increases. The fracture is accordingly controlled by the displacement of the loading rod.

The loading value to reach for the front to start moving is of the order of a few tens of

Newton.

x

z z

y

y

x

Figure 2

Sketch of the experimental setup (top left: Front view; top right: Side view; bottom: View from above). The

thick plate of the sample (in white) is clamped into a rigid aluminium frame (in black). A cylindrical rod

imposes a displacement of the thin Plexiglas band. The crack propagates in the y direction and is observed from

above using a high speed camera mounted on a microscope (in light gray).
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The propagation of the crack front is followed optically with an optical microscope.

Using a high-speed camera mounted on top of a microscope, up to 12288 consecutive

images of the crack advance can be recorded with a spatial resolution of 1024 9 512

pixels (1 pixel & 10 9 10 lm2) at an acquisition rate of 1000 frames per second (fps)

which corresponds to an acquisition duration of 12 seconds. To provide sufficient light

intensity at this small closure time (1 ms), the sample is lighted from below using optical

fibers linked to an intense light source. These optical fibers contain lens elements at their

end that allow the light source to focus on the crack front. The width of the image

acquired by the fast camera is adjusted to the width of the PMMA band. After the

opening of the sample, light rescatters in the fractured part of the sample because of the

microstructures previously introduced on the PMMA plates. The open part of the sample

looks opaque whereas the sintered region is still transparent. The transition between these

two areas corresponds to the crack front (see Fig. 3(a)).

3. Image Processing

3.1. Front Extraction

Images of the interfacial fracture are divided in two parts: A bright zone which is

the cracked and open area (microstructures along the interface scatter the light of the

newly open surface) and a dark region which is still soldered and transparent. The

image processing aims at extracting the shape of the transition zone between the bright

and dark areas of the picture which corresponds to the crack front. Some white spots

ahead of the fracture front appear on the image (see the dark part of the photo in

Figure 3(a)). This is due to flaws created by the sand-blasting but located slightly inside

the Plexiglas plates which scatter the light. In an attempt to remove these flaws in the

fracture front images, a subtraction of a background picture taken before any opening is

performed systematically. An example of the resulting image is displayed in

Figure 3(b). Some flaws are still visible, however the contrast has been markedly

enhanced. The gray level histogram of the image is clearly bimodal (Fig. 3(c)): The

peaks represent the two different regions of the image. The picture is then clipped at

the threshold level that separates these two lobes (Fig. 3(d)). The norm of the gradient

of the segmented image is computed to search for the boundaries (Fig. 3(e)). Isolated

clusters of pixels that might appear are removed by keeping only the largest cluster that

percolates from the left to the right edge of the picture (Fig. 3(f)) to obtain the front

path. More details about the last four steps of the image processing can be found in

DELAPLACE et al. (1999). Figure 3(g) shows the extracted front superimposed on the raw

image. A zoom on the preceding picture is done to show the resolution of the extracted

front (cf. Fig. 3(h)). The absolute position of the front deduced from the images of the

high-speed camera is accurate within 3 to 4 pixels (that is to say within 30 to 40 lm).

Indeed the position of the front can move from 1 to 4 pixels if, for instance, the
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threshold level on the histogram is changed by ± 1, or if the front is defined by the

maximum or minimum y position of pixels at a given x along the percolating front (the

cluster that goes from one side to the other of the thresholded picture) (DELAPLACE

et al., 1999). The relative position along the front is however obtained at a much

smaller precision (computed as the difference between the standard deviations of two

extracted fronts with a shift in the threshold level) which is around 0.2 lm. Its irregular

shape is explained by the fact that the front is pinned by local zones of high toughness

during the propagation and becomes rough.
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Figure 3

(a) Example of raw image taken with the high speed camera. (b) Example of the resulting picture of a

subtraction between two raw images. (c) Gray level histogram of the preceding picture. (d) Image after

thresholding. (e) Gradient of the clipped image. (f) Extraction of the percolating cluster from the gradient

picture. (g) Extracted front (white line) superimposed on its corresponding raw image. (h) Zoom on the extracted

front.
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3.2. Quake Definition

In order to analyze the burst dynamics of the interfacial crack propagation and define

rupture quakes, the fracture front lines extracted from image processing are added to form

the waiting time matrix W (MÅLØY et al., 2006, 2005). This matrix has the same size as

the raw images and initial values equal to zero for all its elements. The value 1 is added

to the matrix elements Wij corresponding to pixels where a front line position (x, y) is

detected. If several successive fronts are observed at the same particular position, the

matrix elements Wij at this position increases by one for each encountered front. This

procedure was done for all frames of a given experiment to obtain the final waiting time

matrix W (Fig. 4(a)). The waiting times estimate the amount of time during which the

front was stuck at a precise position. The local speed of the crack front at the time when it

passes a particular position (x, y) can be deduced from W by the inverse value of the

corresponding matrix element Wij multiplied by the ratio of the pixel linear size a

(typically 10 lm) over the typical time dt between two pictures (0.001 s). The velocity

matrix V is therefore defined as Vij ¼ 1
Wij

a
dt; thus associating a local crack front speed to
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(a) Gray scale map of the waiting time matrix for one experiment deduced from 5908 fronts recorded at a rate of

1000 fps. The darker spots show the longer waiting times. (b) Spatial distribution of clusters (in white) for

velocities 10 times larger than the average front speed (here hVi = 214 lms-1).
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each pixel of the crack front in each image. It is important to mention that the image

recording is performed so fast that there is basically no hole in the waiting time matrix,

i.e., no element equal to zero (except below the first front, above the last one, and a few

artefacts due to initial flaws in the sample).

In order to define events (or quakes), the velocity matrix V is clipped by setting its

elements Vij equal to 1 if Vij > chV i and 0 elsewhere, where c is a constant of the order of
a few unities (MÅLØY et al., 2006, 2005). Each region or cluster where the crack

penetrates at a front speed larger than a few times the average front velocity is considered

as an event or quake. Figure 4(b) is an example of the thresholded matrix with c = 10.

The white clusters correspond to regions where the crack front speed is 10 times larger

than the average front velocity hVi. These zones are defined as quakes. The clusters

connected to the first and last fronts, belonging to the upper and lower white zones in the

figure, are excluded from the analysis.

3.3. Quake Catalogs

This data processing is applied to five experiments (named A, B, C, D and E) with

different parameters. Table 1 summarizes the parameters for all experiments. Three

different c values are used to threshold the velocity matrix corresponding to each

experiment. We thus have fifteen data sets of events. The aim now is to build catalogs

from these data sets that could be compared to real seismicity data catalogs. The most

utilized quantities are: The time of occurrence, the location of hypocenter and an energy

parameter of the event (seismic moment or magnitude).

Table 1

Table of parameters for the five experiments described in the article. ø is the diameter of the beads used for the

sand-blasting of the sample. Nb stands for number

Experiment ø(lm) Duration (s) hVi (lms-1) c levels Nb of clusters Catalog

A 200 5.908 214 5 1990 A1

10 2454 A2

20 2583 A3

B 500 8.001 295 3 4756 B1

7 6423 B2

10 6321 B3

C 500 6.158 276 4 3736 C1

10 4709 C2

13 4623 C3

D 200 9.150 163 8 2290 D1

11 2248 D2

15 2168 D3

E 200 7.720 199 6 2995 E1

14 3755 E2

18 3827 E3
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For each event of each data set, the time of occurrence is found by searching for the

first pixel in time that is attached to the considered cluster (Fig. 5). The time of

occurrence t in ms is calculated considering the beginning of the experiment as the

original time.

The epicenter of an event is given by the position (x, y) of this first pixel (Fig. 5). As

the crack front propagation is constrained in a plane, the z coordinate is considered

constant and equal to 0 in a first approximation. As the y axis is the direction of

propagation of the crack front, a strong link exists between the time and the y coordinate

of the epicenter. Hence the spatial position of the event is mainly given by the x

coordinate.

The momentM of an event is given by the area of the event (which is the total number

of pixels belonging to the cluster) multiplied by a characteristic opening which is

assumed to be constant. The parameter M is then directly proportional to the area of the

event. The three parameters t, the couple (x, y) and M, build up a quake catalog for our

experiments. In total, fifteen quake catalogs named A1, A2, A3, B1, B2, B3, C1, C2, C3,

D1, D2, D3, E1, E2 and E3, were created from the velocity matrix of five different

experiments, each thresholded with three various level values (Table 1).

Figure 6 shows the locations of the epicenters of events superimposed on the

thresholded velocity matrix for experiment A2. The diameter of the circles representing the

quakes is proportional to the logarithm of the area of the clusters. Only events with

log10ðMÞ[ 1:5 are displayed for a better visibility. The good agreement between the circles

and the corresponding cluster contributes to validate the method used to build the catalogs.

For a better readability, the logarithm of the moment M is denoted m in the following.

3.4. Quake Maps

As first qualitative analyses, some maps are drawn from the catalogs. Figure 7 shows

the locations of epicenters for the three experimental catalogs from experiment A and for
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Figure 5

Determination of an epicenter for one event (white cluster) of the experimental catalog. The light gray line is the

first front that enters the cluster. The arrow points to the pixel where the front touches the cluster, which defines

the epicenter of the event.
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one catalog from experiment B, as examples. The diameter of the circles is proportional

to m. Differences can be seen between the three experimental catalogs generated from the

same experiment concerning the size of the events and their localization. They are due to

the removal of pixels when increasing the c level, thus dividing some large clusters into

smaller ones. An effect of clustering can be observed on the maps: gaps appear in the

distribution of the events.

The density of events can vary from one experiment to another. For instance, the density

of events is higher for experiment B than for experiment A. This may be related to the

velocity of propagation of the crack front which is larger for experiment B. The particle size

used for sand-blasting the sample for experiment B is also larger than that for sample A. It

can also affect the density of events by varying the toughness on the interface.

Another way of demonstrating a possible effect of clustering is to display events on a

time versus x coordinate map. Figure 8 represents this spatio-temporal distribution of

events for two catalogs (diameters of circles are proportional tom). The clustering effect is

clearly visible on both maps: several events follow each other in time in a small zone along

the x axis. This means that the advance of the crack front is very irregular and controlled by

the ability of the front to go through a local region of high toughness. Indeed the front is

stopped in some places because of local high toughness bounds on the interface. When it

manages to penetrate the front can advance over some distance with a high velocity, which

helps breaking other bounds before being stuck again.

4. Comparison between Experimental Results and Real Seismicity Data

4.1. The SHLK Catalog

To compare our experimental catalogs and real seismicity data, a subset of the

Southern California catalog, the SHLK catalog (data available at http://www.data.scec.
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Figure 6

Epicenter localization superimposed on the thresholded velocity matrix for experiment A2. The diameters of the

circles are proportional to the logarithm of the area of the clusters. Only events with log10(M) > 1.5 are shown

for a better visibility.
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org/ftp/catalogs/SHLK/), is used. This catalog is built with earthquakes from a region of

high seismicity. It is considered as complete for earthquakes with a magnitude larger than

2.5 (the distribution of magnitudes larger than 2.5 follow the Gutenberg-Richter

relationship). The SHLK catalog is also homogeneous from January 1984 to December

2002: The seismometers in Southern California are spatially well distributed and worked

continuously during this period. DAVIDSEN and PACZUSKI (2005) and DAVIDSEN et al.

(2006) used it for their analyses and, as we wanted to compare their results to ours, we

limited our own analysis to the same area (120.5�W,115.0�W) 9 (32.5�N,36.0�N), giving
22217 events to be considered. A detailed description of the catalog can be found in

SHEARER et al. (2005).

The exact date and time of occurrence of an earthquake are given with a precision

reaching a thousandth of a second. The time of occurrence of events in the experimental

catalogs is also precise up to 1 ms, although the real seismicity data catalog covers almost

twenty years whereas the experiments only last a few seconds. The location of

hypocenters is specified by three coordinates: latitude, longitude and depth. The

configuration is clearly three-dimensional, on the contrary to the experiment in which

the coordinates (x, y, z) simplify to the couple (x, y) because z is constant. Regarding the

energy parameter, only the magnitude was available in the chosen catalog. The seismic

moment (units in N.m) was calculated with the following relationship between seismic

moment and magnitude:

Figure 7

Epicenters location of events for the three experimental catalogs from experiment A and the catalog B3 from

experiment B. The diameters of the circles are proportional to the logarithm m of the area of the clusters.

(a) Catalog A1. (b) Catalog A2. (c) Catalog A3. (d) Catalog B3.
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Spatio-temporal distribution of events for two experimental catalogs: (a) A2 and (b) B3. The diameter of the

circles representing the events is proportional to the parameter m.
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log10ðM0Þ ¼ 3

2
Mw þ 9:1; ð3Þ

where Mw is the so-called moment magnitude (KANAMORI, 1977) given in the catalog. The

seismic moment is a quantity that combines the cracked area S with the amount of fault

offset D and the shear modulus l:M0 = lS D. The analogy between the moment defined

for the events in the experiments and the seismic moment is discussed in the last section

of this paper.

4.2. Moment Distribution

Figure 9(a) shows the noncumulative quake-size distributions P(M) for the fifteen

experimental catalogs. A log binning was used to build the distributions which were also

normalized by the total number of events for a better comparison of all the data. A robust

result is found for all experiments and for the different values of c as all the data collapse.

The power-law behavior of the distribution PðMÞ / M�c proves that the burst dynamics

occurs at all length scales. A fit of the data to a power-law function gives a slope equal to

1.7. A large scale cut-off appears for all the curves although at different m values, due to

the lack of statistics. The exponent c = 1.7 is comparable to exponents already found in

earlier works for experiments based on the same mechanical setup over a wider range of

experimental conditions (MÅLØY et al., 2006). The authors in MÅLØY et al. (2006) used

samples sand-blasted with smaller-sized beads than the ones used for the experiments

described in this paper and the average front line speeds they found were also much

smaller ð0:3lm:s�1 �hvi� 40 lm:s�1Þ: However, the fact that the value of the exponent
determined for our new data is similar to the results of former experiments from MÅLØY

et al. (2006) contributes to validate the technique.
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(a) Burst size M distributions P(M) for the fifteen experimental catalogs. A fit on all the data for 0 B m B 2

(black line) gives a slope of 1.7. A cut-off appears around m = 2 for large c values because of the lack of

statistics for the largest clusters. (b) Seismic moment distribution P(M0) for a subset of the California seismicity

catalog. The black curve shows a fit of the data with a slope equal to 1.7.

790 M. Grob et al. Pure appl. geophys.,



As a first comparison between our experimental catalogs and real seismicity data,

Figure 9(b) displays the noncumulative seismic moment distribution P(M0) of earthquakes

taken from the SHLK catalog. The power-law behavior of P(M0) can be related to one

well-known scaling law in seismology, the Gutenberg-Richter relationship (GUTENBERG

and RICHTER, 1944) between seismic moment M0 and frequency of earthquakes:

PðM0Þ / M�1�b
0 ; ð4Þ

where P(M0) is the frequency-moment distribution. The value b was found to equal 2/3

and proven to be very robust over different regions (GUTENBERG and RICHTER, 1944;

SCHOLZ, 2002). Hence the exponent c = 1.7 found for the experimental catalogs is similar

to the exponent of the Gutenberg-Richter relationship (equation (4)) for earthquakes of

the SHLK catalog.

4.3. Epicenter Jump Distribution

After having analyzed the size distribution of events, we focus on the spatial distances

or ‘‘jumps’’ Dri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxiþ1 � xiÞ2 þ ðyiþ1 � yiÞ2

q
between successive events with epicenter

coordinates (xi, yi) and (xi?1, yi?1). Following the work of DAVIDSEN and PACZUSKI (2005),

the probability density function of the jumps PLðDrÞ is measured for the fifteen

experimental catalogs. The result can be seen in Figure 10. The straight line with a slope

equal to 0.6 is displayed as a guide to the eye. A cut-off is reached around r & L/2

because of the finite spatial size of the considered areas. DAVIDSEN and PACZUSKI (2005)

applied this method to characterize spatial clustering of earthquakes to the SHLK catalog.

The distribution of jumps for the California catalog is superimposed to the experimental

ones in the graph 10 (black triangle curve). It decays like the other curves with a trend

also following a power law with an exponent k = 0.6. Despite differences in the

coordinates of hypocenters (the y coordinate in the experimental catalogs is closely

related to the time and hypocenters of earthquakes are given for a 3-D configuration), a

good correlation between the distributions of jumps for experimental events and real

earthquakes can be observed.

4.4. Record-breaking Event Analysis

Another comparison between experimental and real data is conducted with a method

developed by DAVIDSEN et al. (2006). They introduce the notion of record-breaking event.

An event B is considered as a record with respect to an earthquake A if no event takes

place in the spatial disc with radius AB centered on A during the time interval [tA, tB] with

tA < tB. Each record B is characterized by the distance l = AB and the time interval (or

waiting time) T = tB - tA between the two earthquakes. Each event in the catalog has its

own sequence of records (or recurrences). DAVIDSEN et al. (2006) tested this method on
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the SHLK catalog. They found that the probability density functions of distances l and of

recurrence times T both follow power laws spanning a few decades.

An analogy can be made here between our experiment and real seismology. Our

mode I setup must to be compared to a mode II fault in friction: The y axis in the

experiments is related to the time for the slipping fault (the y-coordinate value would

represent a slip), while the x axis must be linked with space. The catalogs built from

the experiments were processed in order to obtain a sequence of records for each

cluster event but considering only the x coordinate as a position of the epicenters.

Figure 11(a) shows the probability density function Px(lx) of distances lx of recurrent

events for the different experiments. All distributions collapse and follow a power-law

decay over several decades with an exponent d & 1.1. This value of the slope is close

to the value found by DAVIDSEN et al. (2006) for the Southern California seismicity

catalog (&1.05). The probability density functions are independent of the experiments

and the threshold level c proving the robustness of the process. The cut-off appearing

between 4 and 5 mm is induced by the finite size of the system. The limit of linearity

for the left side of the curves is due to location errors of the epicenters (distances below

40 lm, which corresponds to 4 pixels, are unreliable). The record-breaking event

analysis was also applied to five experimental catalogs (A2, B1, C2, D1 and E3)

considering only events with a moment parameter larger or equal to a certain value of

m. Figure 11(b) shows the distributions Px, m(lx, m) resulting from this analysis. The
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Distribution of jumps PL(Dr) for the fifteen experimental catalogs and a subset of the Southern California

seismicity catalog rescaled by the longest size of the considered area L. Distances Dr < 2 km for the California

catalog and Dr < 40 lm for the experimental catalogs have been discarded because of uncertainties in the

locations of hypocenters. The solid black line has a slope k = 0.6 and is shown as a guide to the eye.
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black straight line is a reminder of the power law with an exponent d = 1.1. The linear

part of the curves for intermediate distances follows this power-law behavior. The cut-

off at 4–5 mm is still observable but the peaks of the curves on the left side now vary

slightly with the moment (the larger the moment threshold, the larger the minimum

distance limit).

The distributions Px(Tx) for the time intervals Tx were also calculated for the record-

breaking events obtained considering only the x position of the epicenters. They are

shown in Figure 12(a). They obey a power law with an exponent a = 0.95 when fitting

the data for the intermediate values of recurrent times. DAVIDSEN et al. (2006) found an

exponent a & 0.9, which is very close to our result. The variations from the general trend

appearing for small Tx (between 3 and 4 ms) are due to inaccuracy concerning the time of

occurrence of the events. The cut-off for large Tx indicates an upper limit of the waiting

times. Figure 12(b) displays the distributions Px, m(Tx, m) of recurrent times Tx, m for five

experimental catalogs (A2, B1, C2, D1 and E3) varying the moment threshold m. A

collapse of the data is observed for intermediate Tx, m values. The straight line has a slope

of 0.95. Contrary to DAVIDSEN et al. (2006) Pm, x(Tx, m) is not independent of m: The cut-

off indicating a lower limit of the recurrent times varies with this threshold value. A

fanning of the curves can be observed for large Tx, m with the varying moment thresholds.

For increasing m value, the range of the power-law regime decreases. The shift of the

distributions from the power law of slope 0.95 for the experimental catalogs is probably

due to the incompleteness of these catalogs. The lack of enormous events is closely

related to the front propagation velocity or to the local variations of the toughness on the

interface.
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Figure 11

(a) Distribution Px(lx) of distances lx of recurrent events considering only the positions of epicenters on the x axis

for the fifteen experimental catalogs. The straight line has a slope of 1.1. (b) Distribution Px, m(lx, m) of distances

lx, m for five catalogs (A2, B1, C2, D1 and E3) varying the threshold moment m. Only events with moments

greater or equal to m are considered. Data for m = 0 cover the whole catalog. The black line corresponds to a

power law with an exponent equal to 1.1.
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5. Discussion

In the previous section we compared the spatial and temporal analyses made on the

experimental quake catalogs and those applied to seismicity catalogs. The distributions of

size of quakes and epicenter jumps obey power laws such as the distributions of

magnitude and spatial distances between epicenters of earthquakes. The record-breaking

analysis of the experimental catalogs and that of the SHLK catalog also show strong

analogies: The distributions of distances and waiting times between a quake and its

recurrent events both follow a power-law decay. Furthermore the values of the scaling

law exponents for the experimental catalogs and real seismicity data are quite close. A

good data collapse can be observed between the five experiments performed on five

samples with different original sand-blasting (200 lm and 500 lm bead size). No sign of

a possible influence of the preparation difference can be found in the graphs. However,

more experiments on samples sand-blasted with various-sized beads are needed to draw a

significant conclusion on the influence of the size of disorder introduced over the crack

propagation.

All these scaling properties illustrate that the dynamics of crack propagation at large

scales is controlled by microstructures within the material. The good agreement between

experimental and real seismicity catalogs tends to suggest that the global dynamics of

rupture propagation depends on the interactions between events. These interactions are

controlled by the long-range elastic coupling between heterogeneous microstructures

(RAMANATHAN and FISHER, 1998; SCHMITTBUHL et al., 2003a, 2003b). Indeed the modeling

of SCHMITTBUHL et al. (2003b) for a quasistatic propagation of a crack front along a

heterogeneous interface was compared successfully to experimental data of the same
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Figure 12

(a) Distribution Px(Tx) of recurrent time intervals Tx for the fifteen experimental catalogs when analyzed

considering only the x-coordinate position of the events. The straight line has a slope & 0.95. (b) Distribution

Px,m(Tx,m) of waiting times Tx,m for five catalogs (A2, B1, C2, D1 and E3) varying the threshold moment m. Only

events with moments larger or equal to m are taken into account. For m = 0 the whole catalog is involved. The

black line corresponds to the power law with a slope of 0.95.

794 M. Grob et al. Pure appl. geophys.,



experiment presented in this paper. This fracture model describes the crack tip as a region

of interactions between microcracks. Results from another modeling, based on an elastic

contact line description (BONAMY et al., 2008), were also compared with some

experimental results presented here. Both modelings capture the role of the pinning

and depinning of the crack front with long-range elastic coupling (RAMANATHAN and

FISHER, 1998; SCHMITTBUHL et al., 2003a, 2003b). These models have also been used to

describe large-scale mode II ruptures (PERFETTINI et al., 2001).

One main point of discussion for the comparison between the experimental catalogs

and real seismicity data is the fracturing mode. Indeed an earthquake is modelled by a

mode II or III shear rupture whereas the fracture experiment described in this paper is in

mode I (opening). Attempts were already made to find analogies between mode I

and mode II/III fracturation. GAO and RICE (1989) showed that mathematically the 2-D

problem of an antiplane rupture along a frictional fault is governed by the same equations

as the mode I perturbed crack-front problem. The numerical model of crack-front

propagation of SCHMITTBUHL et al. (2003a), based on that of GAO and RICE (1989), was

compared to former experiments based on the same mechanical setup described in this

paper. Here the experimental data are directly compared to real seismicity data assuming

an analogy between the moment for mode I and for mode II/III. The moment is directly

proportional to the area since the opening is assumed to be constant (the elastic

deformation gradient at the crack tip is presumed to be on a very small region,

considering the size of an event). This is not the case for the seismic moment where the

fault offset D varies.

As a perspective, the experiment presented here can be useful for the particular study

of tensile cracks. Several authors (COX and SCHOLZ, 1988; PETIT and BARQUINS, 1988;

YAMASHITA, 2000; DALGUER et al., 2003) have shown through field observations,

laboratory experiments or numerical simulations, that the three modes of rupture can

coexist during an earhquake. They show that an array of microscopic tensile cracks

initiate the rupture in the material or appear around a pre-existing macroscopically

ruptured zone to form an initial damage zone. Under continued deformation increasingly

more of these tensile cracks form until linkage occurs and the large-scale rupture then

propagates in modes compatible with the global load possibly different from the

microscopic mode I. Our experiment can be used to study the initiation and propagation

of these mode I cracks at small scales that take place as a first stage during material

breaking before fault growth (LEI et al., 2000, 2004).

Another perspective for our experiment could be the study of properties of slow

earthquakes (OBARA, 2002; ROGERS and DRAGERT, 2003; SCHWARTZ and ROKOSKY, 2007).

Since our experiments involve not only dynamical events (i.e., local unstable events

which produce acoustic emission) but also very slow events compared to Rayleigh speed

owing to the viscous rheology of the PMMA both in the bulk and along the contact plane,

our experiment could be used as a paradigm for slow earthquakes. In this context it is of

interest to note that we produce slow quakes without fluid presence contrasting to the first

explanations for the slow earthquakes (SZELIGA et al., 2004; MCCAUSLAND et al., 2005;
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SHELLY et al., 2006; DOUBRE and PELTZER, 2007; ITO et al., 2007). BRODSKY and MORI

(2007) analyzed the static stress drop of slow and ordinary earthquakes, their ratio of slip

to fault length. They conclude that the differences between dynamic and quasi-static

rupture can explain the occurrence of ordinary earthquakes or slow ones. These authors

write that the distinction between both types of earthquakes results from their ability to

jump over rough patches on the fault plane, which corresponds exactly to the pinning and

depinning of our experimental crack front. MELBOURNE et al. (2005) with inversion of

GPS data for the 2003 Cascadia slow earthquake also found spatially localized non-

uniform slip and evoked stress drop as a constraint for rupture mechanism.

In conclusion, the quake catalogs derived from the optical monitoring of a crack

propagation experiment have strong similar scaling properties with real seismicity

catalogs. This result yields a possible explanation of the rupture propagation mechanism:

The rupture front is trapped by local asperities and its depinning involves local

instabilities. Heterogeneities in the medium thus play a crucial part in the fracture

propagation. The advantage of the experiment presented in this paper is the possibility to

follow optically and continuously over an extended range of time scales, the propagation

of the rupture thanks to the use of a transparent material, which can not be done for

earthquake faults. Consequently analyzes of the experimental data offer good implica-

tions with which to address the question of earthquake mechanisms in complex media.
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MÅLØY, K., HANSEN, A., HINRICHSEN, E., and ROUX, S. (1992), Experimental measurements of the roughness of

brittle cracks, Phys. Rev. Lett. 68(2), 213–215.
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Fracture Toughness and Fracture Roughness Interrelationship

in Thermally treated Westerly Granite

M. H. B. NASSERI,1 B. S. A. TATONE,1 G. GRASSELLI,1 and R. P. YOUNG
1

Abstract—This paper presents an experimental work aimed at assessing the correlation between fracture

toughness (KIC) and fracture roughness for a series of Westerly granite specimens thermally treated up to

850�C. Mode I fracture toughness as a function of thermal treatment is determined using Cracked Chevron

Notched Brazilian Disc specimens. The degree of roughness of the resultant fracture surfaces is analyzed

with the aid of a high accuracy, high precision stereo-topometric measurement system. Roughness and

toughness values display a negative correlation as a function of temperature. Fracture toughness decreases

with increasing temperature due to the gradual opening of grain-grain boundaries in response to thermal

stresses. Mode I fractures preferentially follow these weakened grain-grain boundaries, which in addition to

the thermal expansion of individual grains, result in rougher failure profiles with increasing temperature. At

low temperature, a distinct anisotropy in roughness was observed in all fracture surfaces with higher

roughness values perpendicular to the direction of fracture propagation. However, higher treatment

temperatures resulted in the homogenization of fracture roughness in all directions. These results confirm the

important link among petrofabric analysis, fracture toughness, and fracture roughness in response to thermal

treatment.

Key words: Fracture toughness, fracture roughness, thermal stress, Westerly granite.

1. Introduction

Fracture toughness (KIC), one of the basic material parameters in fracture

mechanics, describes a material’s resistance to crack propagation. It is considered an

intrinsic material property that has application in a number of rock engineering related

fields including: stability analysis, hydraulic fracturing, rock fragmentation by blasting,

and earthquake seismology (ATKINSON and MEREDITH, 1987; WHITTAKER et al., 1992).

Fracture roughness, on the other hand, describes the relief of a fracture surface. It has

been shown to have an important impact on the shear strength, frictional properties, and

transport properties of fractures and, therefore, has been of interest to researchers in
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geomechanical fields, ranging from oil, gas, and geothermal reservoirs to rock slope

and dam foundation stability. Although the role of fracture toughness and fracture

roughness in rock engineering problems has been extensively studied, few attempts

have been made to characterize fracture surfaces and correlate the toughness with

roughness (BRANDT and PROKOPSKI, 1993; LANGE et al., 1993; ISSA et al., 1993;

VASCONCELOS et al., 2008). These studies show a good correlation between the fracture

roughness and fracture toughness (KIC). In a recent study aimed at investigating the

fracture toughness anisotropy and its relation to the fracture roughness of the failed

surfaces in Barre and Stanstead granite, it was found that both parameters are strongly

dependent on the intrinsic microstructural features of the rock (NASSERI et al., 2007a;

2009).

Thermally induced cracking resulting from the differential thermal expansion of the

constituent mineral grains in polycrystalline rocks is a process that has long been known

to affect elastic, strength, and transport properties (HEUZE, 1983; DAVID et al., 1999;

TAKARLI and PRINCE-AGBODJAN, 2008; CHAKI et al., 2008). It has been identified as the

cause of reduced strength and enhanced permeability of rock near magmatic intrusions

(e.g., ENGVIK et al., 2005), geothermal reservoirs (e.g., PEARSON et al., 1983; GHASSEMI

et al., 2007), and underground nuclear waste disposal sites (e.g., HUDSON et al., 2001;

RUTQVIST et al., 2005). Furthermore, exposure of fault planes to increased temperature has

been found to reduce the coefficient of friction and lead to the stabilization of fault slip

(BLANPIED et al., 1998).

By performing controlled thermal cracking experiments, the influence of microcrack

density on KIC has been quantitatively investigated by several researchers (ATKINSON,

1984; MEREDITH and ATKINSON, 1985; BALME et al., 2004; FUNATSU et al., 2004; NASSERI

et al., 2007). Results of these studies are consistent in showing that thermal cracking

significantly reduces the mechanical strength, elastic wave velocities, and fracture

toughness in rock, including granite. Based on the analysis of mineral-mineral contact

types along the test fracture path in thermally-treated granite specimens, it has been

shown that fracture propagation affects a larger volume of rock due to the presence of

pre-existing thermal damage mainly around grain-grain boundaries (FREDRICH and

WONG, 1986; NASSERI et al., 2007). However, to the authors’ knowledge there has been

no systematic experimental approach to correlate fracture toughness and fracture

roughness, and its sensitivity to propagation direction, as a function of temperature in

granitic rock.

The aim of this study is to examine the correlation between fracture toughness and

fracture roughness as a function of temperature in Westerly granite specimens. The effect

of thermal treatment on mode I fracture toughness is examined by testing Cracked

Chevron Notched Brazilian discs treated to various temperatures up to 850�C. The

roughness of the resultant fracture surfaces is then quantitatively analyzed according to

the methodology proposed by GRASSELLI et al. (2002a) to determine the effect of thermal

treatment on average roughness as well as the anisotropy in roughness with respect to the

direction of fracture propagation.
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2. Experimental Setup and Procedure

2.1. Fracture Toughness Measurement as a Function of Temperature

To investigate fracture toughness as a function of temperature, a series of 20 Chevron

Cracked Notched Brazilian Disc (CCNBD) samples of Westerly granite were thermally

treated and subsequently failed in a standard Mode I tensile test at room temperature.

Westerly granite was selected for the study as it is even textured, isotropic, and has been

well studied in the past; thus, complexities related to pre-existing rock fabric anisotropy

were avoided. Modal analysis gave the following mineralogical composition in

volumetric fraction: quartz 27%, microcline 36%, plagioclase 30%, phyllosilicates 6%

and others 1%. The mean grain size is 0.75 mm with a total porosity of < 1% (ATKINSON,

1984; MEREDITH and ATKINSON, 1985).

The 20 CCNBD samples were divided into five sets of four samples each. Different

amounts of thermal damage were generated by heat treating four sets to 250, 450, 650,

and 850�C, respectively, while leaving a fifth set, referred to as RT (room temperature)

specimens, untreated. The heat-treatment process involved slowly heating the specimens

to the desired temperature and cooling them back to room temperature. A heating/cooling

rate of approximately 1–2�C/min was maintained at all times, which was sufficiently slow

to avoid cracking due to thermal shock. After cooling to room temperature, compres-

sional (P) wave velocities were measured radially and along the Z axis at azimuthal

intervals of 30� around the circumference of each specimen. Subsequently, specimens

were notched with a diamond saw according the ISRM (1995) suggested procedure, and

tested using a MTS servo-control loading machine and TestStar software which allowed

displacement, force and time base to be recorded during testing.

The evaluation of fracture toughness followed the ISRM suggested method (ISRM,

1995) for CCNBD specimens. As described in detail by the ISRM standard method

protocol (1995) and by IQBAL and MOHANTY (2007), the fracture toughness KIC can be

evaluated as:

KIC ¼ Pmax

B
ffiffiffi
R

p Y�
min; ð1Þ

where Pmax is the maximum load at failure, B is the disc’s thickness, R is the radius of the

disc, and Ymin
* is a critical dimensionless stress intensity value for the specimen, which is

determined by the dimensionless parameters a0, a1 and aB defined in Figure 1, and

calculated according to the formula:

Y�
min ¼ leYa1 ; ð2Þ

where l and Y are constants determined from Table 2 of the ISRM standard method

protocol (1995) based on the values of a0 and aB. A summary of the experimental

parameters for the Westerly granite specimens tested in this study is provided in Table 1.
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2.2. Microstructural Investigation as a Function of Temperature

To explore the effect of thermal stress on the opening of grain-grain boundaries in

Westerly granite, thin sections perpendicular to the fracture propagation plane were made

from the failed samples treated to different temperatures. Microstructural mapping of the

grain-grain boundary type of microcrack, and its density calculation as a function of

temperature were performed on areas away from the fracture plane to avoid mapping

microcracks induced by the propagation of the test fracture. The analysis of the thin

section images and the calculation of grain-grain boundary cracking density were

performed using the program ‘‘Intercept’’ developed by LAUNEAU and ROBIN (1996). This

software allows the rapid determination of microcrack density by scanning images along

sets of parallel lines, and counting the number of boundaries intercepted by those lines.

The total number of intercepts is then converted into an optical crack density, expressed

in (mm/mm2) which corresponds to the cumulated microcrack lengths (ai) from area (A)

using:

Dimensionless parameters
α0 = a0/R
α1 = a1/R
αB = B/R

Y

Z

Figure 1

Geometry of the CCNBD and related parameters (after ISRM, 1995), R = Radius of disc; B = Thickness of

disc; D = Diameter of disc; RS = Radius of saw; a = Length of crack; a0 = Initial half length of chevron

notch; a1 = Final half length of chevron notch.

Table 1

Geometrical dimensions of Westerly granite CCNBD specimens

Descriptions Values (mm) Dimensionless expression

Diameter D (mm) 75

Thickness B (mm) 30 aB = B/R = *0.78

Initial crack length ao (mm) 6–9 a0 = ao/R = 0.2–0.25

Final crack length a1 (mm) 23.5 a1 = a1/R = 0.62

Saw diameter Ds (mm) 50.0 aS = Ds/D = 0.66

Y*min (dimensionless) 0.78
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qOptical ¼
P

ai
A

: ð3Þ

2.3. Fracture Roughness Measurement Techniques and Procedure

Quantitative description of rough surfaces in geomaterials continues to be a

challenging task. For this study, a 3-D stereo-topometric measurement system, the

Advanced Topometric Sensor (ATOS) II manufactured by GOM mbH, was adopted to

digitize the fracture surfaces of tested CCNBD specimens treated to different

temperatures. The ATOS II system consists of a measurement head containing a central

projector unit and two CCD cameras, and a high-performance Linux PC to pilot the

system (Fig. 2). To digitize a surface, various white-light fringe patterns are projected

onto the surface and the two CCD cameras automatically capture images of these

patterns, which become distorted due to the relief of the surface. From the left and right

images of the distorted patterns, the software computes precise three-dimensional

coordinates for each pixel based on the principle of triangulation. The resolution of the

resulting point cloud can be varied by changing the lenses of the CCD cameras and

projector. With the lens set-up chosen for this study, measurement points were obtained

on a 250 lm xy grid with a computed mesh deviation of less than 10 lm. This mesh

deviation is a measure of the average deviation between redundant data (i.e., overlapping

scans) and, thus, serves as an estimate of the intensity of the average measurement noise

in the 3-D data.

For the current research, the three-dimensional point clouds defining the fracture

surfaces were reconstructed using the default triangulation algorithm (Delaunay

triangulation) included in the ATOS software and exported in STL format for subsequent

roughness analysis. This approach discretized the fracture surfaces into contiguous

triangles with vertices defined by neighboring points of the point cloud and orientations

defined by the vector normal to each triangle.

Following the creation of STL files, the roughness was analyzed following the method

proposed by GRASSELLI (2006) and GRASSELLI et al. (2002a). This method characterizes

roughness based on the apparent inclination of the individual triangles making up the

surface. After establishing a best-fit plane through the entire surface and selecting one

analysis direction of interest, the orientation of each triangle making up the surface can be

uniquely identified by its dip, h, and azimuth, a. The dip is defined as the maximum angle

between a best-fit plane through the entire rough surface and the individual triangles,

while the azimuth is defined as the angle measured clockwise between the selected

analysis direction and the projection of the true dip vector, d, onto the best-fit plane

(Fig. 3).

Given the dip and azimuth, it is possible to define the apparent inclination of each

triangle facing the analysis direction. This apparent inclination is termed the apparent dip

angle, h*. The apparent dip angle is obtained by projecting the true dip vector, d, onto a
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vertical plane oriented along the analysis direction, t (Fig. 3). Mathematically this occurs

where:

tan h� ¼ � tan h � cos a: ð4Þ
Based on the apparent dip angle of each triangle making up the surface, it is possible

to distinguish the fraction of the surface area (normalized to the total surface area), Ah*,

that is more steeply inclined than any angular threshold value, hcr
* . By considering several

values of hcr
* between 0� to 90� (the upper and lower bound values), it is possible to

characterize the cumulative distribution of the normalized area, Ah* as a function of the

angular threshold, hcr
*
..

Digital
cameras

Projector 
unit

CCNBD specimen

Measurement 
head

Figure 2

Schematic photograph of the three-dimensional stereo-topometric measurement system utilized for this study,

the Advanced Topometric Sensor (ATOS) II manufactured by GOM mbH.
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The relationship between the Ah* and the threshold apparent dip angle can be

expressed by the following equation:

Ah� ¼ A0

h�max � h�

h�max

� �C

; ð5Þ

where A0 is the percentage of the fracture calculated for a threshold angle of 0 degrees,

hmax
* is the maximum apparent dip angle of the surface in the chosen analysis direction,

and C is a ‘‘roughness’’ parameter, calculated via a least-squares regression, that

characterizes the shape of distribution of Ah* as a function of hcr
* (GRASSELLI et al., 2002a).

The resulting ratio of hmax
* /C provides a measure of roughness in the selected analysis

direction. In order to fully characterize the surface roughness and visualize any roughness

Figure 3

Schematic diagram illustrating the geometric definition of azimuth, dip and apparent dip in relation to the

selected analysis direction (modified after GRASSELLI, 2006; GRASSELLI et al., 2002b).
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anisotropy, the parameters A0, C and hmax
* are calculated in several possible directions and

the resulting values of hmax
* /C obtained in each direction are plotted in a polar diagram

(GRASSELLI et al., 2002b). Figure 4 illustrates an example of the 3-D reconstruction and

resulting polar diagram describing the directional distribution of roughness of the four

fracture surfaces of a CCNBD specimen.
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Figure 4

(a) Photograph, (b) three-dimensional surface reconstruction, and (c) polar distribution of roughness values

(hmax
* /C) for the fracture surfaces created during cracked chevron notched Brazilian tests of room temperature

Westerly granite. Please note that in (c) the roughness values obtained from all four surfaces have been plotted

such that the direction of fracture propagation is consistent. It should also be noted that the surfaces denoted as

@001 and @003 correspond to each other, as do the surfaces denoted as @005 and @007 (i.e., they form the

walls of the same fracture). The same plotting and surface naming convention was adopted for all results

presented in this paper.
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3. Experimental Results

3.1. Fracture Toughness, Vp, and Grain-grain Boundary Crack Density

Fracture toughness testing of untreated specimens (RT specimens) and those

thermally treated to 250, 450, 650 and 850�C displayed a trend of decreasing KIC with

increasing temperature. Meanwhile, as a result of variation in the thermal coefficient of

expansion among different minerals constituting the rock (i.e., quartz, feldspar and

biotite), specimens treated at increasingly higher temperatures experienced more grain-

grain boundary opening and thus, increased microcrack density (qGB). The gradual

opening of grain-grain boundaries with temperature is depicted in the SEM images

presented in Figure 5 and the increased mapped microcrack density relative to room

temperature specimens is shown in Figure 6. While values of KIC decreased from

1.43 MPa.m1/2 at room temperature to 0.22 MPa.m1/2 at 850oC (Table 2), grain-grain

boundary crack density increased from 1.4 mm/mm2 to 6.6 mm/mm2 (Fig. 6). Consid-

ering the P-wave velocities measured at various directions around the circumference of

Figure 5

SEM images of thermally treated Westerly granite specimens illustrating the opening of grain-grain boundaries

with increasing temperature.
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the samples, Figure 7 illustrates that Vp decreased uniformly in all directions with

increasing temperature, which confirms the isotropic nature of the samples and of the

thermally induced damage. The resulting mean P-wave velocity decreased from 4488 m/s

at room temperature to 985 m/s at 850�C (Table 2).

To summarize, the thermal treatment process resulted in an 85% decrease in KIC, a

nearly 500% increase in qGB, and an 80% decrease in Vp. Plotting of KIC, Vp, and qGB as

a function of temperature (Fig. 8) clearly shows the decreasing positive correlation of KIC

and Vp and the negative correlation of KIC and qGB. Considering Figure 8, it is interesting

to note that the largest drop in KIC and Vp occurred between 450 and 650�C. This
observation is likely the result of the transition of alpha quartz to beta quartz at 573�C,
which is discussed further in Section 4.

Considering the SEM images prepared from the thin sections made perpendicular to

fracture propagation plane at the tip of the notches (Fig. 9), the evolution of the test

fracture path with temperature is evident. Considering the RT specimen, the test crack

cuts through various minerals in its path, splitting the minerals, whereas the fracture path

for 850�C specimens proves to be quite selective following the gaps between the grains

(open grain-grain boundaries) induced by thermal stresses. Observing the images from

specimens treated to intermediate temperatures, the gradual evolution of the fracture

propagation path from traversing grains to following grain-grain boundaries is clearly

demonstrated.

3.2. Fracture Roughness

The fracture surfaces produced during CCNBD fracture toughness testing were

digitized and analyzed with the aim of estimating the magnitude and directional

distribution of surface roughness as a function of the temperature of thermal treatment. In

total, the fracture surfaces of five CCNBD specimens (one for each treatment

Table 2

Variation of Vp, KIC, and fracture roughness (h*max/C) of CCNBD specimens of Westerly granite treated to

various temperatures (mean ± standard deviation)

Temp. of thermal

treatment (�C)
Vp (m/s) KIC (MPa

.m1/2)

Average roughness value (h*max/C) Roughness

anisotropy ratio*

a. b. c.

RT 4488 ± 65 1.43 ± 0.05 5.33 ± 0.57 4.88 ± 0.26 5.85 ± 0.52 1.20

250 3725 ± 50 1.35 ± 0.05 5.06 ± 0.54 4.56 ± 0.24 5.77 ± 0.48 1.27

450 3040 ± 70 0.98 ± 0.07 5.24 ± 0.55 4.61 ± 0.35 5.78 ± 0.50 1.25

650 1560 ± 30 0.43 ± 0.08 6.36 ± 0.38 6.23 ± 0.23 6.51 ± 0.39 1.04

850 985 ± 40 0.22 ± 0.02 6.79 ± 0.47 6.90 ± 0.62 7.17 ± 0.26 1.04

a. Average roughness in all directions

b. Average roughness in the direction parallel to the direction of fracture propagation

c. Average roughness in the direction perpendicular to the direction of fracture propagation

* Calculated as the ratio of c. to b.
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temperature) were analyzed. For each specimen, only the areas of the four fracture

surfaces corresponding to unstable crack propagation were considered (Fig. 4(b)). The

parameters A0, C, and hmax
* were calculated at 5 degree increments all around the average

plane of each surface. The resultant values of hmax
* /C for each direction are plotted in

Figure 4(c) for the RT specimen and Figure 10 for the thermally treated specimens. To

facilitate comparison of the roughness distributions for each thermal treatment

temperature, the average roughness of the four surfaces of each CCNBD specimen was

calculated and plotted in the same polar diagram (Fig. 11(a)). For treatment temperatures

up to 450�C, the distribution of roughness has an elliptical shape, with higher values

perpendicular to the direction of fracture propagation (90–270 degrees) indicating there is

Figure 6

Variation of grain-grain boundary cracking density as a function of temperature in thermally-treated Westerly

granite.
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a well-defined anisotropy in roughness. Beyond 450�C the polar distribution of roughness

becomes nearly circular, indicating that the anisotropy in roughness nearly vanishes. To

further illustrate this homogenization of roughness beyond 450�C, the average roughness
values and their respective standard deviations in directions parallel and perpendicular to

the direction of fracture propagation were plotted as a function of temperature

(Fig. 11(b)). The plot shows that up to 450�C the average roughness values measured

in each direction differ by approximately 1.0 to 1.2 roughness units (18% to 23%), while
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for 650�C and 850�C the values differ by only 0.28 and 0.27 roughness units (4%),

respectively. Defining the ‘‘anisotropy ratio’’ as the roughness perpendicular to

propagation divided by the roughness parallel to propagation, the surfaces measured in

Figure 9

SEM images of thin sections taken perpendicular to direction of fracture propagation in tested CCNBD

specimens of thermally-treated Westerly granite. Comparison of the fracture paths as a function of temperature

shows how the fracture path transitions from cutting through grains to following grain boundaries with

increasing temperature. It must be noted that the crack widths shown in the RT and 250�C images appear wider

than they should as a result of the slide preparation process and, therefore, are not comparable with the crack

widths of the other three specimens.
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this study display anisotropy ratios that range from 1.27 for 250�C to 1.04 for both 650�C
and 850�C. A complete summary of the anisotropy ratios for each temperature as well as

the corresponding values of roughness and their respective standard deviations are

included in Table 2.

Comparison of the roughness values for specimens treated to various temperatures

showed that, overall, the average roughness in all directions (Fig. 11(c)), as well as the

roughness measured parallel and perpendicular to the direction of fracture propagation

(Fig. 11(b)), increased with the temperature of thermal treatment. Considering Fig-

ure 11(c), the change in roughness with increasing temperature up to 450�C is minimal

(less than 4% change from RT to 450�C). However, between 450�C and 650�C there is a

sizeable increase in roughness as the average roughness value increases from 5.2 to 6.4,

an increase of more than 20%. This increase appears to correspond to the loss of
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Polar distribution of roughness values (hmax
* /C) for the fracture surfaces created during cracked chevron notched

Brazilian tests of thermally-treated Westerly granite: (a) 250�C, (b) 450�C, (c) 650�C, and (d) 850�C.
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anisotropy described above. Beyond 650�C the roughness continues to increase to an

average value of 6.8 at 850�C. Adding the average values of fracture roughness in the

direction of propagation to Figure 8 indicates there is a negative correlation between

roughness and both KIC and Vp, and a positive correlation with qGB.

4. Discussion

4.1. Correlation of Fracture Toughness and Fracture Roughness

In the present study, the measured fracture toughness and corresponding surface

roughness displayed a negative correlation with increasing thermal treatment (Fig. 8). In

a recent study, NASSERI et al. (2007a, 2009) correlated the fracture roughness with

fracture toughness obtained along specific planes in two granitic rocks which were not

thermally treated (see Fig. 14 in NASSERI et al., 2009). These rocks were characterized by

preferred petrofabric orientation and different constituent grain sizes. The roughness in

both granites showed a positive correlation with measured KIC as a function of preferred

petrofabric orientation. The lowest values of KIC and roughness were measured in a

direction parallel to the preferred petrofabric orientation, while the highest values were

obtained along a direction perpendicular to the preferred petrofabric orientation. It has

been concluded that such a correlation between toughness and roughness within one rock

type is due to the nature and type of the interaction between the propagating test crack

and the pre-existing preferably oriented petrofabric elements. Crack propagation

perpendicular to the latter produces a stress shielding effect that causes significant out-

of-plane propagation, while propagation parallel to the pre-existing preferably oriented

petrofabric elements creates stress amplification around the microcrack tips leading to

much lower values of KIC and a less tortuous fracture path. Considering the effect of grain

sizes, it was concluded that larger grains and associated microcracks could lead to larger

roughness values but not necessarily larger KIC values. Another recent study by

VASCONCELOS et al. (2008) on a suite of granitic rocks found a similar positive correlation

between fracture roughness and fracture energy measured via direct tension tests. A

similar increase in both roughness and fracture energy was observed when the test crack

was propagated in a direction perpendicular to pre-existing, preferably oriented,

petrofabric elements. The increase in fracture energy with fracture roughness was

attributed to the increased energy needed to propagate a fracture along a more tortuous

path.

Although the negative correlation between fracture toughness and fracture roughness

observed in this study appears to contradict previous results, there are some key

differences in the nature of specimens tested. In this study, Westerly granite, an even

textured, isotropic granite, was selected to avoid the effects of preferred microstructural

orientation on the resultant fracture toughness and roughness. Instead, the change in

toughness and roughness was dictated by the amount of damage induced by thermal
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(a) Polar distribution of average roughness values (hmax
* /C) for the fracture surfaces created during CCNBD tests

of thermally-treated Westerly granite. (b) A comparison of the fracture roughness in directions parallel and

perpendicular to fracture propagation as a function of the thermal treatment temperature. (c) A comparison of

the average fracture roughness as a function of the thermal treatment temperature. Error bars represent ± one

standard deviation.
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stresses. Granitic rocks are subject to significant amounts of thermally induced damage in

the form of grain-grain boundary microcracking due to differential thermal expansion of

their constituent minerals (Fig. 5). Weakening and opening of grain boundaries allows

the test crack to preferentially propagate along grain boundaries and thus the failed

surfaces, at increasingly higher temperatures, portray the roughness of both expanded

grains and grain-grain boundaries. Conversely, due to the lack of a pre-existing damaged

area ahead of the propagating crack (in its process zone) in samples treated to lower

temperatures (RT and 250�C), test cracks are characterized by much smoother profiles as

they cut through grains rather than follow expanded grain-grain boundaries. This

phenomenon can be observed when comparing the test crack’s path in the RT specimens

to that of the 450�C specimen, as shown in Figure 7. Since the fractures increasingly

follow grain-grain boundaries with temperature, the relative increase in fracture

roughness with temperature is dictated by the shape, size, and expansion of the grains

which comprise the rock. It is important to note that although a finer or coarser grained

granitic rock would experience increases in grain-grain boundary microcrack density

when subjected to the same thermal treatment, the relative changes in fracture roughness

between RT and 850�C specimens would likely differ significantly as a result of the

different grain sizes.

Interestingly, the largest increase in the measured surface roughness occurred

between 450�C and 650�C which corresponded with the largest decreases in both Vp,

and KIC. A review of previous work on thermally-treated granitic rocks found that

several other physical/mechanical rock properties have been shown to undergo

significant variation when the temperature of thermal treatment extends over similar

temperatures. Examples of such properties include: unconfined compressive strength

(NAGARAJA RAO and MURTHY, 2001), Young’s modulus (DAOYING et al., 2006; MOMAND-

ETIENNE and HOUPERT, 1989; TAKARLI and PRINCE-AGBODJAN, 2008), tensile strength

(MOMAND-ETIENNE and HOUPERT, 1989), and porosity and permeability (GLOVER et al.,

1995; TAKARLI and PRINCE-AGBODJAN, 2008; NASSERI et al., 2007). This large variation

of mechanical/physical properties is explained by the a-b quartz phase transition which

is known to occur at roughly 573�C under atmospheric conditions. This phase transition

increases the differential expansion between the quartz grains and other constituent

minerals leading to increased microcracking of the specimen. In this study, the a-b
quartz phase transition is regarded as the likely cause of the large decrease in KIC and

Vp, and corresponding large increase in fracture roughness observed between 450�C
and 650�C.

4.2. Anisotropy in Fracture Roughness as a Function of Temperature

As presented in Section 3.2 of this paper, a distinctive anisotropy in fracture

roughness was observed in the fracture surfaces of the RT, 250�C, and 450�C
specimens with increased roughness perpendicular to the direction of fracture

propagation. Beyond 450�C this anisotropy greatly diminished as the
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roughness parallel and perpendicular to the fracture propagation direction became

nearly equal.

Currently, it is hypothesized that the observed anisotropy in roughness is related to

the nature of energy dissipation during fracture propagation in CCNBD specimens.

The initiation and propagation direction of fractures in a CCNBD test is imposed by

the orientation of the applied loading. The tensile loading applied perpendicular to the

plane containing the specimen notch causes a fracture front to propagate outward

from the notch tip at the disc center towards its outer edge where the compressional

line loading is applied (along Y direction defined in Fig. 1). The fracture must

dissipate more energy in this direction compared to the direction perpendicular to

crack front propagation (laterally along Z direction defined in Fig. 1). Therefore, it is

thought that additional energy present in the Y direction allows the advancing

crack front to cut through grains, while the lesser energy in the direction

perpendicular to the propagation (Z direction) causes the fracture to preferentially

follow grain-grain boundaries. The loss of the anisotropy observed between the 450�C
and 650�C is again thought to be related to the a-b quartz transition. With the large

increase in damage associated with the mineral phase transition, the advancing

orthogonal crack front (along both Y and Z directions as shown in Fig. 1)

preferentially follows the path of least resistance which is characterized by open

grain-grain boundaries.

It should be emphasized that the above hypothesis is only one possible explanation

for the deterioration of anisotropy in fracture roughness. Providing a conclusive

explanation of the existence of the anisotropy in roughness at lower temperature

continues to be a future research objective.

4.3. Impacts/application

The observations of decreased mode I fracture toughness and Vp, and increased grain-

grain boundary microcrack density and fracture roughness with increasing thermal stress

could have many important impacts on the field of rock mechanics. Considering a rock

mass, the mechanical and hydraulic behavior is heavily dependent on the nature of the

fractures that divide the rock into blocks and less so by the intact rock itself. Since the

conditions for mode I fracture genesis and the resulting roughness of these fractures in

Westerly granite have been shown to depend on the response of the intact rock to thermal

stresses, it can be surmised that the strength and permeability of granitic rock masses may

be significantly altered by exposing them to various thermal stresses (heating, cooling, or

both).

The creation of new fractures in a rock mass would enhance its permeability and

decrease its strength while the corresponding fracture roughness would have a

secondary impact as it is well known that roughness controls both the shear strength

and permeability of rock fractures. Examples of engineering situations that would benefit
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from a better understanding of fracture development resulting from thermal stress in

granitic rock include:

• the optimization of thermal rock fragmentation processes to augment mechanical

excavation techniques in strong rock where blasting is not desired;

• the analysis of long-term rock mass stability and permeability surrounding nuclear

waste repositories in crystalline rock environments in response to the heat generated by

waste canisters; and

• the prediction of the development of new fractures in engineered geothermal reservoirs

in which cool water is injected and warm water extracted for energy production

purposes.

Furthermore, an improved understanding of the effect of thermal stresses on the

genesis of rock fractures may lead to a better understanding of natural geologic processes

including: the emplacement of dykes and sills, the movement of hydrothermal fluids in

the subsurface and crustal fault slip behavior.

The presence of anisotropy in roughness and its loss due to thermal treatment may

also have several important impacts on the engineering behavior of rock masses. At low

temperatures the anisotropy in fracture roughness may potentially lead to the creation of a

preferential direction for shear displacements (anisotropic shear strength) and fluid flow

(anisotropic permeability), while rocks exposed to higher temperature may display

isotropic strength and transport properties.

5. Conclusions

In this study an attempt is made to correlate the fracture roughness of tested thermally

treated Westerly granite up to 850�C with its respective fracture toughness measured

under mode I. There exists a negative correlation between the former and the latter as

thermal stresses target the grain-grain boundaries, which in turn, provides a path of less

resistance for the test fracture to propagate under mode I. Grain-grain boundary crack

density and Vp were found to have opposing correlation as a function of temperature as

well. A distinctive anisotropy in fracture roughness was observed in the fracture surfaces

of the RT, 250�C, and 450�C specimens with increased roughness perpendicular to the

direction of fracture propagation. Beyond 450�C this anisotropy greatly diminished as the

roughness along both directions within the fracture propagation plane became nearly

equal. Reduction in the roughness anisotropy as a function of temperature is proposed to

be related to the openness of grain-grain boundaries to which both the test crack

propagation front and lateral front responded equally after a-b quartz phase transition is

achieved.

It is important to note that, although increasing roughness of discontinuities in rocks

is typically thought to increase their shear strength and decrease permeability, the intact

strength of the asperities of fracture walls of the thermally damaged specimens maybe
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significantly reduced due to the presence of extensive grain-grain boundary micro-

cracks. Therefore, despite the increased roughness, the shear strength of thermally

treated granite may be significantly decreased relative to undamaged rock, thus,

enhancing the fracture slippage potential. Overall, an improved understanding of the

effect of temperature on rock fracture genesis and related properties of granitic rocks

could allow for improved engineering projects and a better understanding of complex

geologic phenomena.
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Acoustic Emissions Monitoring during Inelastic Deformation of Porous

Sandstone: Comparison of Three Modes of Deformation

JEROME FORTIN,1 SERGEI STANCHITS,2 GEORG DRESEN,2 and YVES GUEGUEN
1

Abstract—In some reservoirs, large deformations can occur during oil or gas production because of the

effective stress change. For very porous rocks, these production operations can be sufficient to cause inelastic

deformation and irreversible damage. Rock formations can undergo deformation by different mechanisms,

including dilatancy or pore collapse. In the laboratory, it has been shown that the inelastic deformation and

failure mode of porous rocks are pressure sensitive. Indeed, when subjected to an overall compressive loading, a

porous rock may fail by shear localization, compaction localization, or by cataclastic compaction. Acoustic

emission (AE) records provide important information to understand the failure mode of rocks: the spatial

evolution of damage as well as the source mechanisms can be followed using this technique. In this paper, we

present three different laboratory axisymmetric compression experiments, performed on Bleurswiller sandstone,

which enable us to compare the acoustic emission signature of these three modes of deformation. Our data show

that compaction localization and cataclastic compaction are characterized by similar acoustic signatures (in

terms of AE sources characteristics and evolution of AE number), in comparison to the acoustic signature from

shear localization. This implies similar micromechanisms involved during compaction bands formation and

cataclastic compaction.

Key words: Porous sandstone, acoustic emissions, source mechanisms, shear localization, compaction

bands, cataclastic compaction.

1. Introduction

When subjected to an overall compressive loading, a rock can fail by shear localization,

compaction localization or cataclastic compaction (WONG et al., 1997, 2004; KLEIN et al.,

2001; FORTIN et al., 2005). The laboratory investigations provide important physical

insights into tectonic processes in relation to faulting, in sandstone formation, as well as

reservoir and geotechnical problems. Reservoir compaction is one of the most important

processes in the oil and gas industry. Hydrocarbon production decreases the pore pressure

and hence increases the effective stress. For very porous rock, the changes in effective

stresses can be sufficient to induce inelastic deformation, which can i) lead to seafloor
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subsidence (for example, the extraction of oil and gas in the Ekofisk field in the North Sea

has produced a subsidence of more than 4 meters); ii) cause casing failures; or iii) can

decrease significantly the permeability of the reservoir (NAGEL, 2001; OSTERMEIER, 2001).

In porous sandstone, a transition in failure mode from brittle faulting to cataclastic

compaction occurs as effective pressure increases. Under a relatively low effective

confining pressure the differential stress attains a peak before it undergoes strain softening;

the failure of sample occurs by shear localization (WONG et al., 1997). Cataclastic

compaction is commonly observed as a response to purely hydrostatic loading: Under

pressure, the pore space is initially reduced by elastic deformation and the rock becomes

stiffer. However, as the hydrostatic loading increases, the rock reaches a critical point,

where it suddenly becomes increasingly more compliant, showing a dramatic increase in

compaction (ZHANG et al., 1990; DAVID et al., 1994;MENÉNDEZ et al., 1996;WU et al., 2000).

In the transitional regime from brittle faulting to cataclastic compaction, different

laboratory studies conducted on porous sandstones show that localization can occur purely

by compaction, without shear (formation of compaction bands) (KLEIN et al., 2001; BAUD

et al., 2004; FORTIN et al., 2005, 2006). Compaction bands are zones of material which

extend subperpendicular to the main compressive stress. From microstructural observa-

tions a compaction band appears as a crushed zone of reduced porosity. If the

microstructure of the rock outside the band remains largely undeformed, inside the band

grains are crushed and the fragments fill up the collapsed pore space (BAUD et al., 2004;

FORTIN et al., 2006). In addition, significant reduction of permeability has been reported

while a sample undergoes compaction localization, which demonstrates that a compaction

band acts as a barrier for fluid flow (VAJDOVA et al., 2004).

The three modes of failure, — shear localization, compaction localization, cataclastic

compaction — are very different on the macroscopic scale, however they involve similar

micromechanical processes. Indeed, grain-scale microcracking is commonly observed

(MÉNENDEZ et al., 1996) and as a consequence these three modes of deformation lead to

radiation of acoustic emissions. Acoustic emission (AE) records provide important

information to understand the failure mode of rocks: (i) AE activity can be recorded using

one piezoelectric transducer, and the number of AE can be related to the inelastic

deformation (SCHOLZ 1968; SANO et al., 1981), (ii) Using multiple transducers attached to

the surface of a specimen under stress, the spatial origin of the damage can be located.

For example, different authors have used this technique in axisymmetric compression

experiments to investigate shear-fracture nucleation (e.g., LEI, 1992; LOCKNER, 1993;

ZANG et al., 1998) and recently to analyze the development of discrete compaction bands

(FORTIN et al., 2006; STANCHITS et al., this issue). (iii) Finally AE waveforms provide

information on the source mechanisms taking place during the deformation of the rock,

allowing a better understanding of the micromechanisms (STANCHITS et al., 2001).

The aim of this study is to focus on the acoustic emission signature of the three modes

of failure commonly observed in porous sandstone. In a recent paper, FORTIN et al. (2006)

used acoustic emission analysis to investigate the formation of compaction bands in

Bleurswiller sandstone. Two more experiments have been conducted on this sandstone:
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A purely hydrostatic one, and a triaxial compression test at an effective confining

pressure of 10 MPa, where shear localization is observed. We also used the data from a

triaxial experiment at an effective confining pressure of 70 MPa, published in FORTIN

et al. (2006), where compaction bands are observed. These three experiments enable us to

compare the acoustic emission signature for the three different modes of failure: shear

localization, compaction localization and cataclastic compaction.

2. Experimental Procedures

The Bleurswiller sandstone has a nominal porosity of 25% ± 0.5%. Grain sizes range

from 80 lm to 150 lm with a mean value of 110 lm. Cylindrical specimens of 100 mm

in length and 50 mm in diameter were prepared from the same block as that studied by

FORTIN et al. (2005, 2006, 2007) and TEMBE et al. (2008). As in previous studies, the

samples were cored perpendicular to the bedding. Figure 1a) gives a picture of an intact

specimen. The modal composition of this sandstone is 50% quartz, 30% feldspars, and

20% oxydes-micas (FORTIN et al., 2006). Fig. 1b) shows a SEM (scanning electron

microscopy) of an intact specimen, for comparison: Porosity appears in black and quartz

grains appear darker than the feldspar grains.

The experiments were performed at the GeoForschungsZentrum Potsdam. We used a

servo-controlled MTS loading frame with load capacity of 4600kN (Fig. 2a). All

experiments were carried out at room temperature. Following the methodology of FORTIN

et al. (2006), the samples were saturated with distilled water and deformed under fully

Figure 1

a) Picture of a non-deformed sample of Bleurswiller sandstone. b) SEM micrograph (backscattered) of intact

sandstone. Epoxy-filled pores (p) appear in black, porosity is about 25%. Quartz, feldspar, and clay are denoted

by qtz, feld, and c, respectively.
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drained conditions at a constant pore pressure of 10 MPa. The pore pressure was

maintained constant, and the variation of pore volume was recorded using a

volumometer. From this, the evolution of connected sample porosity was deduced. For

the hydrostatic experiment (VO#5), confining pressure was increased up to 120 MPa with

a pressurization ramp of 1 MPa/s, then confining pressure was increased by steps of

5 MPa. At the end of each step, confining pressure was kept constant in order to reach

equilibrium in pore volume variation. The two triaxial experiments (VO#3 and VO#4)

were carried out at a constant strain rate of 10-5 s-1.

Then, the deformed samples were unloaded and retrieved from the pressure vessel,

the jackets were carefully removed, and samples were impregnated with epoxy for

microstructural analysis.

AE activity and elastic wave velocity changes were monitored by twelve P-wave

piezoelectric sensors, either embedded in the pistons or glued to the sample surface and

sealed in a neoprene jacket using two-component epoxy (Fig. 2b). P-wave sensors were

produced from PZT piezoceramic discs with 5 mm diameter and 2 mm thickness.

Transducer signals were amplified by 40 dB using Physical Acoustic Corporation

preamplifiers. Full-waveform AE data and the ultrasonic signals for P-wave velocity

measurements were stored in a 12-channel transient recording system (DaxBox, Prökel,

Germany) with an amplitude resolution of 16 bit at 10 MHz sampling rate. For periodic

Figure 2

Experimental setup. a) MTS loading frame with 200 MPa pressure vessel. b) Cylindrical specimen encapsulated

in rubber jacket with P sensors glued directly on the sample surface.
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elastic wave speed measurements, six P sensors were used as senders applying 100 V

pulses every *30 seconds during the loading.

Ultrasonic transmissions and AE waveforms were discriminated automatically after

the experiments. Onset time of P wave and AE were picked automatically. Hypocenter

locations were estimated, using a downhill simplex algorithm considering time-

dependent changes of the anisotropic velocity field. AE events with ‘‘adjusted amplitude’’

exceeding 300 mV were selected. Adjusted amplitude is calculated from the maximum

amplitude on each channel and for a distance of 10 mm from the AE hypocenter

assuming geometrical spreading of elastic waves (LOCKNER et al., 1992; ZANG et al.,

1998). AE hypocenter location errors are estimated to be ±1 mm (STANCHITS et al., 2006).

First-motion amplitudes were picked automatically and first-motion polarities were used

to discriminate AE sources types in tensile, shear, and collapse events (ZANG et al., 1998).

3. Results

3.1. Mechanical Data and Failure Mode

In this section, data from two new experiments (VO#4 and VO#5) are presented. We

also used data from a triaxial experiment (V0#3) performed at an effective confining

pressure of 70 MPa, published in FORTIN et al. (2006).

We use, in this study, the convention that compressive stresses and compactive strains

are positive. The maximum and minimum (compressive) stresses are denoted by r1 and
r3, respectively. The pore pressure is denoted by Pp, and the difference between the

confining pressure (Pc = r3 = r2) and the pore pressure is referred to as the ‘‘effective

confining pressure’’. The effective mean stress (r1 ? 2r3)/3 - Pp will be denoted P and

the differential stress r1-r3 by Q.

From previous studies performed on Bleurswiller sandstone (FORTIN et al., 2005;

TEMBE et al., 2008), the brittle faulting regime is observed for effective confining pressure

lower than 30 MPa, whereas discrete compaction bands are observed for effective

confining pressure higher than 60 MPa. For effective confining pressure in the range of

[30–50 MPa], samples of Bleurswiller sandstone develop a hybrid failure involving both

discrete compaction bands and shear bands.

Figure 3 summarizes data for the three samples deformed i) under hydrostatic

pressure (VO#5), ii) under triaxial loading at an effective confining pressure of 10 MPa

(VO#4), iii) and at an effective confining pressure of 70 MPa (VO#3).

Figure 3a) illustrates the hydrostatic compaction behavior. The first part of the

loading is representative of elastic deformation. However at the stress state P*, the

sample shows a dramatic reduction in porosity (cataclastic compaction). This inflection

point P* occurs at an effective pressure of 125 MPa. This value is different from the

previous results presented in FORTIN et al. (2005), who found 135 MPa. This difference

can be partially explained by the methodology: in this study we determined P* using
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mechanical and AE data, whereas in FORTIN et al. (2005) the authors mostly relied on

mechanical data.

The evolution of cumulative AE number registered during this experiment is given in

Figure 4a. The critical stress state P* coincides with a surge in AE activity in agreement

with previous studies (ZHANG et al., 1990; BAUD et al., 2004). Due to the large amount of

AE during this experiment (more than 200,000), the DaxBox memory was overloaded

when the effective pressure reached 140 MPa, and we were not able to record the AE

events during an interval of pressure increasing from 140 to 145 MPa (Fig. 4a).

The sample deformed at an effective confining pressure of 10 MPa is representative

of the brittle faulting regime (Figs. 3b, 4b). For reference, the hydrostatic loading is

plotted as the dashed line (Fig. 3b). The differential stress attains a peak, beyond which

strain softening is observed (Fig. 4b). The porosity initially decreases, but at a stress state

C’ it reverses to an increase indicating dilatation of the pore space (Fig. 3b). The AE data

in this experiment follow a trend that has been reported in earlier studies (WONG et al.,

1997; ZANG et al., 1998; LEI et al., 2004; SCHUBNEL et al., 2007): the critical stress state C’

is associated with a surge in AE events (Fig. 4b) and the rupture is characterized by a

surge in AE rate at an axial strain of *1% (Fig. 4d). However the number of AE

recorded during this experiment is only 10,000; one order of magnitude less than the AE

number recorded during the experiment VO#5.

For the sample deformed at an effective confining pressure of 70 MPa, the failure

mode is associated with an appreciable porosity reduction (Fig. 3c). In the first part of the

loading, the triaxial data (solid curve) coincides with the hydrostat (dashed curve).

However at stresses higher than C* the deviatoric stresses contribute significantly to the

compactive strain (Fig. 3c). This phenomenon of inelastic yield by ‘‘shear-enhanced

compaction’’ (WONG et al., 1997) is attributed to the inception of grain crushing and pore

collapse in the sandstone (MENÉNDEZ et al., 1996). During this second stage, strain

hardening is observed (Fig. 4c). The number of AE events during this loading is given in

Figure 3

Effective mean pressure versus porosity reduction. a) Hydrostatic loading (for reference, the two triaxial

experiments are shown as the dashed lines). b) and c) Triaxial compression experiments performed at effective

confining pressure of 10 MPa and 70 MPa, respectively (for reference, the hydrostatic loading is shown as the

dashed line). The critical stress state P*, C’ and C* are indicated by arrows.
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Figure 4c. The critical stress state C* is also associated with a surge in AE events as

reported in WONG et al. (1997), WU et al. (2000), and BAUD et al. (2006). Cumulative AE

events increase with strain, due to the progressive increase of damage (Fig. 4c). As

pointed out by BAUD et al. (2004) important data to track compaction band is the AE rate.

BAUD et al. (2004) and more recently STANCHITS et al. (this issue) correlated AE rate

surges with the formation of discrete compaction bands. In our experiment AE rate surges

can be observed (Fig. 4e). These surges are not as clear as those observed in experiments

on Bentheim sandstone (BAUD et al. 2004; STANCHITS et al., this issue), but can be

compared to the observations from experiments on Diemelstadt sandstone (BAUD et al.,

2004). At an axial strain of 3.16% the number of AE events is *118,000; a number

comparable to the AE records performed during the experiment VO#5.

3.2. Acoustic Emissions Hypocenters

The three modes of failure are very different on the macroscopic scale, nonetheless

they involve the same micromechanical processes (microcracking at grain scale; see

Section 3.4). As a consequence these three modes of deformation lead to radiation of

acoustic emissions.

Figure 4

a) Hydrostatic experiment: Effective pressure (solid curve) and cumulative AE (dotted line) as functions of

porosity reduction. Triaxial experiments: b) and c) differential stress (solid curve) and accumulative AE (dotted

line) versus axial strain; d) and e) differential stress (solid curve) and AE rate (dotted line) versus axial strain.

Effective confining pressure was 10 MPa in Figures b) and d) and 70 MPa in Figures c) and e). Six intervals are

defined for each experiment (a to f) corresponding to the AE hypocenter distributions shown in Figure 5. The

critical stress state P*, C’ and C* are indicated by arrows.
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Cataclastic compaction. AE locations from sample deformed under hydrostatic loading

are shown in Figure 5 (top) and can be compared to the stress-strain curve plotted in

Figure 4a. Stress increments a-f in Figure 4a correspond to the AE hypocenter distributions

a-f shown in Figure 5 (top). Each dot represents one acoustic event. Whereas the loading is

isotropic, the location of the AE indicates that the processes of grain crushing and pore

collapse are not distributed homogeneously. In stage a of Figure 5 (top), the AE location

shows that the events are mostly concentrated near the ends of the specimen. This is

expected as stress concentrations due to end effects are important. However, in stage b AE

events form clusters distributed through the specimen volume and AE concentrations near

the ends due to end effects tend to disappear. The clusters formed in stage b grow during

stages c and d and form compacted zones mostly distributed in the middle part of the

specimen. In latest stages e and f, the compaction seems to be more homogeneous.

Shear localization. AE hypocenter locations registered during deformation of sample

VO#4 in the brittle regime are given in Figure 5 (middle) and can be compared to the

stress-strain curve plotted in Figure 4b. In stage a, AE activity appears near the ends of

the sample as initial loading begins, probably due to end cap friction. During stages b and c

around 3000 AE events are located and demonstrate the early stages of shear localization

in the upper part of the specimen. During stage d, the stress starts to drop, and the

nucleation zone prior to failure extends. Within the next stages e and f, unstable failure

propagates through the upper part of the sample.

The AE hypocenter locations show that the failure propagates in the last stages of the

loading (stages e and f). This result is consistent with the previous experiments on

sandstone performed at AE rate control by LOCKNER et al. (1992). The initiation of shear

localization appears, in stages c and d, in the upper left of the specimen. The initiation

might have been controlled by some pre-existing heterogeneities, as seen by LEI et al.

(2004) in granite or SCHUBNEL et al. (2007) in sandstone.

Compaction localization. AE locations registered during deformation of sample VO#3 at

an effective confining pressure of 70 MPa are shown in Figure 5 (bottom) and can be

compared to the stress-strain curve plotted in Figure 4c. Stress increments a-f in

Figure 4c correspond to the AE hypocenter distributions a-f given in Figure 5 (bottom).

In the first stage of the loading, the spatial distribution of the AE is similar to the location

obtained during the first stage in VO#5 (the specimen deformed under hydrostatic

loading): Events are located at the ends of the specimen and at the same time AE clusters

form through the specimen volume. However, in this experiment, the migration of AE

clusters is not random: In stage b the clusters propagate mostly normal to the compression

direction. In stages c to f several discrete compaction bands formed normal to the

compression direction can be observed. The overall AE activity is also more intense: 13

times more events were recorded during compaction localization than during shear

localization. Two reasons explain such behavior in the overall AE activity: i) For the

sample deformed by shear localization, rupture appears at an axial strain of *1%
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(Fig. 4d), however for the sample deformed by compaction localization, no rupture of the

sample is observed and damage increases with progressive loading, ii) moreover, the

damage volume induced by shear localization is less in comparison to the damage volume

induced by compaction localization (Fig. 5).

In a recent study, TOWNEND et al. (2008) used AE to track the spatial and temporal

evolution of a single, discrete, compaction band across the full diameter of a core sample

Figure 5

AE hypocenter distribution. The intervals (a to f) are defined in Figure 4. Top plot is a projection of all the

events located between -5 mm < x < 5 mm, on the (z, y) plane recorded during the hydrostatic experiment.

Middle plot is a projection of all the events on the (z, y) plane recorded during the triaxial experiment at 10 MPa

effective confining pressure. Bottom plot is a projection of all the events located between -5 mm < x < 5 mm,

on the (z,y) plane recorded during the triaxial experiment at 70 MPa effective confining pressure.
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of Diemelstadt sandstone. In contrast to our observations, TOWNEND et al. (2008) observed

that compaction band growth in Diemelstadt sandstone originated at the sample boundary

before propagating across the sample. Similar observations are also reported in STANCHITS

et al. (this issue), from experiments done on notched samples. The nucleation of

compaction band will be discussed in Section 4.1.

3.3. AE Source Characteristics

During the experiments, the full-waveform AE data are recorded which allows us to

conduct P-wave first-motion studies (see ZANG et al., 1996; LEI et al., 1992; STANCHITS

et al., 2001). In our experiment local AE source mechanisms were separated into pure

tensile mechanisms (T), shear-type events (S) and implosion type events (C) representing

tensile cracks, shear cracks and pore collapse, respectively.

The results are summarized in Figure 6a for the specimen deformed under a

hydrostatic loading, in Figure 6b for the specimen deformed in the brittle regime, and in

Figure 6c for the specimen deformed at an effective confining pressure of 70 MPa. In the

three experiments, the source type distribution reveals i) a dominance of pore collapse

(C-type), ii) a small number of tensile cracks (T-type). During cataclastic compaction,

S-type and C-type represent, respectively, *28% and *67% of the source mechanisms.

For the specimen deformed in the brittle regime, the amount of shear-type events (S-type)

increases from *20% at the beginning of the loading to *50% of all the events in the

postfailure region where the sample strength drops. At the same time, the amount of pore

collapse events decreases from *80% to *40%. For the experiment performed at

70 MPa effective confining pressure, the amount of shear-type events increases from

Figure 6

Top: Color code indicates AE-source type distribution during loading. C-, S-, and T-type events possibly

represent signals radiated from pore collapse, shear and tensile cracks, respectively. The percentages of each part

are indicated on the left vertical scale in the three figures: For example in Figure a) T-type, S-type, and C-type

represent, respectively, *5%, *28% and *67% of the source mechanism. For reference, the evolution of

effective pressure (right vertical scale) is plotted versus porosity reduction in Figure a). The evolution of

differential stress versus axial strain (right vertical scale) is plotted in Figures b) and c).
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*12% to *26% during shear-enhanced compaction whereas the amount of pore

collapse events decreases from *84 % to *70%.

The distribution of the events during cataclastic compaction and during the formation

of compaction bands seems to be similar, indicating that the micromechanisms are

similar. However, the development of a shear band is associated with a different acoustic

signature. These results will be discussed in Section 4.2.

3.4. Microstructural Observation

Detailed microstructural analysis was performed on the three deformed specimens

using scanning electron microscopy (SEM). To prepare SEM sections, samples

25 9 40 mm in size were cut parallel to the long specimen axis. Sections were

impregnated with epoxy and subsequently polished and gold coated.

Cataclastic compaction. Figures 7a are SEM micrographs of the deformed sample and

illustrate the extensive grain crushing that took place during deformation (compare

Fig. 7a and Fig. 1b). The spatial distribution of damage is quite homogeneously in

agreement with the last stages of the AE locations (Fig. 5, top). Grain fragments fill up

the existing pores leading to a large decrease in porosity. The grain crushing process was

probably triggered by extensile cracking initiated at the contact region where stress

concentration had been induced by grain-grain contacts, in a manner analogous to the

Hertzian fracture model proposed by ZHANG et al. (1990).

Shear localization. Figure 7b illustrates the damage evolution in the specimen that failed

by dilatant failure and shear localization. The shear localization developed in the upper

part of the sample along a planar zone, which is inclined at an angle of *45� to r1
(Fig. 5, center and Fig. 7b). The width of the shear band is *0.3 mm, which is *3 time

the average of mean grain diameter (0.11 mm). The central part of the localization shows

an intense grain crushing. Inside the band, mica minerals accommodate the deformation,

indicating displacement of neighboring quartz or feldspar grains. Outside the band,

damage is very small. These observations are in agreement with those reported by

MENÉNDEZ et al. (1996) in Berea sandstone and by BÉSUELLE et al. (2003) in Rothbach

sandstone.

Compaction localization. In Figures 7c we present SEM micrographs corresponding to

the specimen deformed at 70 MPa effective confining pressure. In these pictures, a

compaction band appears as a zone of intensive cracking. The orientation of this zone is

subhorizontal (perpendicular to r1), in agreement with the AE locations (Fig. 5, bottom).

Grain crushing is evident; the fragments fill the pore space leading to a decrease in the

overall porosity. The thickness is about *0.6 mm which represents *5 mean grain

diameters. A compaction band in Bleurswiller sandstone appears thicker than those

observed in Diemelstadt sandstone or Bentheim sandstone, where the thickness of a
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compaction band represents *2-3 grains (TEMBE et al., 2008). Outside the band, the

microstructure of the rocks remains largely undeformed with a porosity of *25%. Mica

minerals are present, and accommodate the deformation, showing the displacement of

neighboring quartz or feldspar grains.

4. Discussion

4.1. Nucleation and Propagation of Damaged Zones

From Figure 5, we observed that AE events occur during the early stages of loading

in the three experiments. Following LOCKNER (1992), ZANG et al. (1998) and LEI et al.

(2000) the behavior of the AE during the early stages is interpreted as indicating the

presence of significant weak zones or zones of stress concentration which acted as

nucleation sites. This interpretation is also confirmed by medical X-ray scanner

tomography done by FORTIN et al. (2005) on an intact specimen: This technique reveals

zones of several mm2 of high porosity, randomly located in the sample. Using X-ray CT

scan, a more precise technique, LOUIS et al. (2006) report in Rothbach sandstone, porosity

variation reaching 7% across the sample. Pre-existing microcracks and high porosity

regions appear to be the most important factors controlling the local strength of the rock,

and thus controlling the nucleation sites.

For the specimen deformed at an effective confining pressure of 10 MPa (Fig. 5,

center), the early AE events are relatively diffuse, however in stage c, local heterogeneity

appears to be sufficient in magnitude to determine where failure will initiate.

For the specimen deformed at an effective confining pressure of 70 MPa, the early

AE events form clusters (stages a and b in Figure 5, bottom). Local high porosity regions

may determine the location of theses clusters. Subsequently, these heterogeneities act as

zones of stress concentration and initiate compaction bands. This process is similar to the

effect of a notch, which induces stress concentration and facilitates the initiation of a

compaction band (see STANCHITS et al., this issue). In notched specimens only one

compaction band is initiated. In contrast, in Bleurswiller sandstone, local heterogeneities

can induce several bands. However, in our specimen, when compaction bands propagate,

they can merge (stages c and d on Figure 5, bottom). As a consequence, compaction

bands in Bleurswiller sandstone are not perfectly plane, but are an association of parts of

pure compaction localization formed perpendicular to the main compressive axis

connected with small shear bands.

Figure 7

SEM micrographs (backscattered) of deformed Bleurswiller sandstone loaded a) under hydrostatic pressure

(cataclastic compaction), b) in triaxial compression at an effective confining pressure of 10 MPa (Shear

localization), c) in triaxial compression at an effective pressure of 70 MPa (compaction band). For b) and c)

maximum compressive stress is vertical. Epoxy-filled pores appear in black. Grain crushing is pervasive in the

three deformed specimens, which led to radiation of acoustic emissions.

b
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For the specimen deformed under hydrostatic loading, the local heterogeneities

appear to be sufficient to induce AE clusters (stage b on Figure 5, top). However, in this

experiment the orientation of the compacted zones seems to be random (stages c and d on

Figure 5, bottom). With increasing pressure, the compacted zones merge, and in the last

stages the AE event distribution seems to be more diffuse. Local heterogeneities may

control the early stages of the deformation during the formation of compaction bands and

during cataclastic compaction. To understand further the role of local heterogeneities in

the process of Bleurswiller sandstone deformation, it would be useful to perform X-ray

CT scan (where the resolution is in the order of *50 lm), because with this

nondestructive method it would possible to acquire images of the same sample before and

after failure (LOUIS et al., 2006).

4.2. Micromechanics of Failure

The ratio of shear-type cracking (S-type) to pore collapse event (C-type) is related to the

stress boundary conditions and porosity of the sample. Tensile cracking appears to be

negligible. The ratio
S�type
C�type during cataclastic compaction is *0.41; a similar ratio of

*0.37 is obtained during formation of compaction bands (Fig. 6). During the formation of

shear localization the ratio increases to *1.25. Thus during the three experiments, AE

source types indicate dominance of pore collapse and shear cracking.However, shear cracks

are seldom seen in the microstructure (Fig. 7). What causes this source type distribution?

First, it is important to keep in mind that the AE records represent a small fraction of

the total damage. For example, during the deformation of the specimen under hydrostatic

loading, about 220,000 AE events were typically detected. For a grain size of *110 lm,

this gives approximately one AE event for every *1,000 grains, or a mean distance lh i
between two AE locations of lh i& 10 d, where d is the mean grain diameter. During

experiment VO#4, where shear localization was observed, around 9, 000 AE events were

recorded. Assuming that the damage volume could be roughly estimated as the area of the

shear localization (27.9 cm2) multiplied by the thickness of the band (0.3 mm), this gives

approximately one AE event for every *150 grains or a mean distance lh i between two

AE locations of lh i& 5 d, similar to the result found in the hydrostatic experiment. In his

paper LOCKNER et al. (1992) recorded, using a different threshold level,*5,000 AE events

during shear localization in sandstone, which is approximately one event for every

*3,000 grains. Thus cracking events detected by AE represent a small fraction of the total

microcrack damage occurring in the rock. However, the excellent agreement between AE

locations and observed fault or compaction bands found by LOCKNER and BYERLEE (1977),

LEI et al. (2004), FORTIN et al. (2006) and STANCHITS et al. (this issue) support the idea that

microcracks detected by AE are representative of the overall microcrack population.

Figure 8 gives a conceptual model of a tensile event (Fig. 8a), a shear type event (8b)

and a pore collapse event (8c). A pore collapse event is a mixed mode: a pore collapse

event is a consequence of re-arrangement of the grain-packing (Fig. 8d). In order to

collapse the pore, grains and parts of the cement need to be broken (8c, 8d); the breakage
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of grains and then the collapse of the pore lead to a collapse event (C-type) (STANCHITS

et al., 2001).

During the formation of shear localization (Fig. 6b) our AE source type analysis

indicates a ratio of shear-type cracking to pore collapse events of *1.25, in agreement

with the study of ZANG et al. (2000). However, during the formation of compaction bands

and cataclastic compaction our AE focal analysis indicates a ratio of *0.4. From

Figure 8c, we would expect that these two kinds of inelastic deformation would be

associated with pore collapse events and shear-type sources (see above). Two

explanations can be given: i) Pore collapse induced grain cracking (Fig. 8d), thus with

loading these cracks can be activated (frictional shearing) and radiate shear-type events;

ii) from AE locations, we suggested in Section 4.2 that the interaction between two

compaction bands can lead to small shear bands when they merge. Thus, these small

shear bands can also lead to shear-type events.

4.3. Yield Surface

Data for the brittle strength and compactive yield stress are compiled in Figure 9.

The equivalent von Mises shear stress for a compressive axisymmetric stress state are

defined by s = (r1-r3)/H3 = Q/H3. The stress path of the three experiments presented

in this study (VO#3; VO#4, VO#5) are drawn as grey dashed-lines. Data of FORTIN et al.

Figure 8

Conceptual model of a tensile event (a), a shear-type event (b) and a pore collapse event (c). A pore collapse

event is a mixed mode: a pore collapse event is a consequence of a packed re-arrangement (d). Note that

breakage of some grains or/and cement is needed to collapse a pore and radiate a C-type event.
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(2005, 2006, 2007) and TEMBE et al. (2008) are also included. Duplicate experiments

indicate that experiments performed on cylindrical specimens of 38.1 mm in length and

18.4 mm in diameter (grey symbols on Fig. 9, TEMBE et al., 2008) lead to peak stresses

and compactive yield stresses lower than the values inferred from experiments performed

on bigger specimens (black symbols): in FORTIN et al. (2005) and (2007) the length and

diameter of the specimens are 80 mm and 40 mm, respectively; and in this study and in

FORTIN et al. (2006) the length and diameter of the specimens are 100 mm and 50 mm,

respectively.

The shape of the yield envelope controls the predictions of bifurcation analyses

(RUDNICKI and RICE, 1975; ISSEN and RUDNICKI, 2000; BÉSUELLE, 2001, RUDNICKI, 2004).

One of the important parameter is the pressure-sensitivity parameter l, which can be

inferred from the slope of the yield stress data as indicated in Figure 9. In the brittle

regime the elastic domain can be bounded by a line, with a positive slope l = 0.73. This

value is inferred from all the data plotted on Figure 9. In the compactive regime, yield

stresses (C*) usually map an ellipse (WONG et al., 1997; BAUD et al., 2006), however our

data show that compactive yield stresses in Bleurswiller sandstone rather map a straight

line, with a negative slope l = - 0.48, a value inferred from all the data plotted on

Figure 9. The physical explanation for the geometry of the yield envelope in the

Figure 9

Peak stress, onset of dilatancy (stress state C’) and onset of shear-enhanced compaction (C*) in the Von Misès

shear stress versus effective mean stress plane. Note that elastic domain can be delimited by two straight lines. l
can be inferred from the slope of the lines and denotes the friction coefficient.

838 J. Fortin et al. Pure appl. geophys.,



compactive domain remains unclear: It can be due to the presence of heterogeneity in the

rock; it can also be the consequence of a nonnegligible part of mica minerals in the

mineralogical composition of the rock.

5. Conclusions

In this paper, three modes of deformation were investigated during the compaction of

porous rock. Under hydrostatic pressure, a large mechanical decrease of porosity is

observed at a critical pressure, where pore collapse and grain crushing occur. Under

axissymmetric compression, the mechanical response of the sample deformed at 10 MPa

effective confining pressure is characterized by brittle faulting. However, at 70 MPa

effective confining pressure, compaction bands can be observed.

From acoustic emission records, we observed that;

i) The number of acoustic events during shear localization is around one order of

magnitude less than the number of events recorded during the formation of compaction

bands or during cataclastic compaction. However, the mean distance between two AE

locations is, in both experiments, in the same range (between 5 and 10 d, where d is the

mean grain diameter). In fact, the occurrence of AE activity is associated with the total

damage volume, which is more important during cataclastic compaction or during the

formation of compaction bands than during shear localization.

ii) AE locations allow us to characterize the spatial evolution of the damage in the rock

during the three modes of deformation. Nucleation seems to be strongly affected by

material heterogeneity (high local porosity). The AE locations indicate that the early

stages of deformation during the formation of compaction bands and during

cataclastic compaction are similar.

iii) First-motion studies show that the micromechanisms taking place during the

formation of compaction bands and cataclastic compaction are similar (predomi-

nance of pore collapse events), whereas the shear localization is characterized by a

different acoustic emission signature (predominance of shear events).
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Initiation and Propagation of Compaction Bands in Dry and Wet Bentheim

Sandstone

SERGEI STANCHITS,1 JEROME FORTIN,2 YVES GUEGUEN,2 and GEORG DRESEN
1

Abstract—We investigated initiation and propagation of compaction bands (CB) in six wet and four dry

Bentheim sandstone samples deformed in axial compression tests with strain rates ranging from 3.2 9 10-8 s-1

to 3.2 9 10-4 s-1. Circumferential notches with 0.8-mm width and 5-mm depth served to initiate CB at mid-

sample length. Wet samples were saturated with distilled water and deformed at 195 MPa confining pressure

and 10 MPa pore pressure. Dry samples were deformed at 185 MPa confining pressure. Twelve P-wave sensors,

eight S-wave sensors and two pairs of orthogonally oriented strain-gages were glued to the sample surface to

monitor acoustic emission (AE), velocities and local strain during the loading process. Nucleation of compaction

bands is indicated by AE clusters close to the notch tips. With progressive loading, AE activity increased and AE

hypocenters indicated propagation of a single CB normal to the sample axis. CB propagation from the sample

periphery towards the centre was monitored. Microstructural analysis of deformed samples shows excellent

agreement between location of AE clusters and CBs. In both dry and wet samples the lateral propagation of CBs

was about 100 times faster than axial shortening rates. At the slowest displacement rate, AE activity during band

propagation was reduced and CB nucleation in wet samples occurred at 20% lower stresses. This may indicate

an increasing contribution of stress corrosion processes to the formation of the compaction bands. In dry and wet

samples inelastic compaction energy per area ranged between 16 and 80 kJ m-2. This is in good agreement with

previous estimates from laboratory and field studies.

Key words: Compaction bands, acoustic emission, fracture, rock.

1. Introduction

Localized compaction bands in high porosity rocks are narrow zones with

significantly reduced local porosity. MOLLEMA and ANTONELLINI (1996) described the

existence of CBs in the Navajo sandstone formation of southern Utah (USA). STERNOF

et al. (2005) observed CB arrays in Aztec sandstone exposed in the southeastern part of

Nevada (USA). Inside the CBs, porosity is only a few percent and significantly reduced

with respect to the initial 20–25% porosity of the sandstone.
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Compaction bands may form permeability barriers affecting fluid circulation and

extraction of oil and gas from reservoirs, and may have important implications for the

management of both groundwater and hydrocarbon resources (TAYLOR and POLLARD,

2000; STERNLOF et al., 2004 and 2006). Recent laboratory studies have demonstrated that

compaction localization is an important failure mode in different sandstones with

porosities ranging from 13 to 28% (OLSSON and HOLCOMB, 2000; DIGIOVANNI et al., 2000;

KLEIN et al., 2001; WONG et al., 2001; BAUD et al., 2004, 2006, FORTIN et al., 2005).

FORTIN et al. (2006) analyzed the AE hypocenter distribution in order to investigate CB

propagation in Bleurswiller sandstone. They found a close spatial correspondence of AE

clusters and CB observed in the deformed samples.

Some field observations suggest development of compaction bands induced by local

stress concentrations. For example, MOLLEMA and ANTONELLINI (1996), observed

formation of compaction bands in the compressional quadrant close to the tip of a

shear band. In laboratory tests on sandstone specimens, nucleation of CBs was found to

occur at boreholes or notches. Haimson and co-workers (HAIMSON 2001, 2003; KLAETSCH

and HAIMSON, 2002; HAIMSON and KOVACHICH, 2003; HAIMSON and LEE, 2004) in true-

triaxial tests of porous sandstones observed the formation of slot-like borehole breakouts

that are very similar to compaction bands.

VAJDOVA and WONG (2003) investigated formation of CBs in Bentheim sandstone

samples with a circumferential V-shaped notch. They observed propagation of CBs from

the notch tip in sequential increments. CB formation was accompanied by bursts of AE

activity and reduction of axial force applied to the sample. TEMBE et al. (2006) report CB

initiation in sandstones with porosities ranging from 21% to 23% subjected to confining

pressures between 150 MPa and 350 MPa. These authors found a close correspondence

of experimental results with a spring network model presented by KATSMAN and

AHARONOV (2006), which simulates local compactive failure by shortening the bond

length. The model of KATSMAN and AHARONOV (2006) shows that discrete compaction

bands could be nucleated at the notch tip and propagate incrementally through the entire

sample cross section, similar to experimental observations. In the spring-network model

the shortening of the bonds is also accompanied by a local stress drop.

The energy required to develop compaction bands was estimated to range from 6 to

43 kJ m-2 (VAJDOVA and WONG, 2003; TEMBE et al., 2006). This is more than 1000 times

higher than the specific surface energy (of the order of 1 J m-2) of tensile fractures of

minerals (ATKINSON and MEREDITH, 1987), yet comparable to shear fracture energies for

rocks under triaxial compression (WONG, 1982; LOCKNER et al., 1991). TEMBE et al. (2006)

suggested that micromechanisms involved in the formation of compaction and shear

bands are similar (intense microcracking and grain crushing), leading to dissipation of

significant amounts of inelastic energy. The energy estimates based on laboratory tests

are in a good agreement with field observations (about 40 kJ m-2, STERNLOF et al., 2005),

and with energies predicted from mechanical models (RUDNICKI and STERNLOF, 2005;

RUDNICKI, 2007). RUDNICKI (2007) recently presented an anti-crack-dislocation model of

CB propagation. The model predicts the band thickness (or midpoint closure) to increase
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with the square root of the band half-length, assuming that energy release rate of CB

propagation remains constant. This theoretical prediction is in good agreement with the

results of field observations (MOLLEMA and ANTONELLINI, 1996; STERNLOF et al., 2005).

VAJDOVA and WONG (2003) identified three stages of CB formation in notched

Bentheim sandstone: (a) Nucleation of a compaction band, (b) extension of a diffuse

compaction band, and (c) development of an array of compaction bands. AE activity

suggested that growth of CBs occurred in increments and is roughly 100 times faster than

axial shortening of the samples. Brittle faulting of low-porosity rock has been thoroughly

studied in the laboratory during the last two decades using AE hypocenter localization

(LOCKNER, 1993; LEI et al., 1992, 2000; ZANG et al., 1998, 2000; THOMPSON et al., 2006;

STANCHITS et al., 2006). It has been demonstrated that AE data provide important

constraints for the analysis of the onset of shear localization. In a recent paper FORTIN et al.

(2006) successfully applied AE hypocenter analysis and showed a close spatial agreement

between the position of individual CBs and the corresponding AE hypocenter clusters. In

this study we use a similar technique to monitor geometrical and AE characteristics and

energy dissipation during CB propagation in dry and wet Bentheim sandstone.

2. Experimental Techniques

2.1. Sample Material and Testing Procedure

Experiments were performed on cylindrical samples of 50 mm diameter and 105 mm

length cored from Bentheim sandstone (Gildehaus quarry, Germany). Bentheim

sandstone (BS) is a Lower Cretaceous, homogeneous, yellow sandstone, containing

95% quartz, 3% feldspar, and 2% kaolinite (KLEIN and REUSCHLE, 2003). Porosity of BS is

about 22%, grain size varies from 18 lm to 500 lm and the mean grain size is about

300 lm (REINICKE et al., 2008). Specimens were prepared with a circumferential notch at

mid-sample length. The notch is 0.8 mm wide with a depth of 5 mm (Fig. 1). A teflon

O-ring of about 0.7 mm thickness was used to fill the notch to prevent rupture of the

Neoprene jacket used to insulate samples from the oil confining medium. Experiments

were performed on dry and wet Bentheim samples. Dry samples were kept in an oven at

50�C temperature under vacuum (*10-2 bar) for at least 12 hours. After jacketing and

installation in the pressure vessel the samples were subjected to a vacuum of *10-2 bar

for about 12 hours before loading. The vacuum was maintained during the experiment.

To prepare wet samples, specimens were first saturated with distilled water for more than

12 hours. Tests were carried out at drained conditions with a constant pore fluid (water)

pressure PP = 10 MPa using a QUIZIX pore pressure pump.

For all tests, effective confining pressure was maintained constant at Peff ¼ (PC-PP) =

185 MPa, where PC and PP are confining pressure and pore pressure, respectively.

Experiments were performed at constant displacement rate in a servo-hydraulic loading

frame from Material Testing Systems (MTS) with a load capacity of 4600 KN. Strain
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rates were varied between 3.2 9 10-8 s-1 and 3.2 9 10-4 s-1. Axial load was measured

with an external load cell with an accuracy of 1 kN corrected for seal friction of the

loading piston.

Figure 1

(a) Sketch of notched sample; (b) projected sample surface showing position of P-piezoelectric sensors (circles),

S sensors (squares) and strain-gages (dashed-squares). Arrows indicate direction of S-sensors polarization;

(c) photo of sample assembly. Vertical extensometers, measuring shortening between upper and lower halves of

the sample are marked as V1 and V2.
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2.2. Strain Measurements and Acoustic Emission (AE) Monitoring

Axial strain eax was measured using a linear variable displacement transducer (LVDT)

mounted at the end of the loading piston. Data were corrected for the effective stiffness (793

kN/mm) of the loading frame. In addition, two pairs of orthogonally oriented strain gages

were glued directly to the specimen surface in axial and circumferential direction (Fig. 1b).

Volumetric strain DS was calculated using: DS ¼ e1 ? 2e3, where e1 and e3 are axial and
circumferential strain, respectively. For wet specimens the change in pore fluid volume and

connected porosity DW was monitored using a volumometer with accuracy of about

0.001 cm3. Compressive stresses, compactive strains and porosity reduction are considered

positive. The maximum and minimum compressive stresses are denoted by r1 and r3, and
the differential stress by Q = (r1-r3).

To monitor AE and ultrasonic velocities, twelve P-wave and eight polarized S-wave

sensors were glued directly to the surface of the rock and sealed in the jacket with two-

component epoxy (Fig. 1c). Piezoelectric P- and S-wave sensors were fabricated from PZT

piezoceramic discs with 5 mm diameter and 2 mm thickness and rectangular piezoceramic

plates 5 9 5 9 1 mm, respectively. The thickness and diameter-related resonant frequen-

cies of the P-wave sensors are about 1 MHz and 400 KHz, respectively. Transducer signals

were amplified by 40 dB using Physical Acoustic Corporation (PAC) preamplifiers

equipped with 100 kHz high-pass filters. To measure P- and S-wave velocities in different

sample directions andmonitor velocity changes during the loading, some sensors were used

periodically for elastic wave emission applying 100 V electrical pulses. Intervals between

velocity measurements varied with sample loading rate from 5 to 1000 seconds. Full-

waveformAE and ultrasonic signals were stored in a 12- channel transient recording system

(DAXBox PRÖKEL, Germany) with an amplitude resolution of 16 bit at 10 MHz sampling

rate (STANCHITS et al., 2006). Ultrasonic transmissions and AE waveforms were

discriminated automatically after the experiments. During the experiments, all waveforms

were recorded in transient memory with no dead time between consecutive signals. During

periods of high AE activity signals were recorded continuously.

The AE hypocenters location procedure includes automatic picking of P-wave onset

time based on the Akaike information criterion (LEONARD and KENNETT, 1999) and

minimization of travel-time residuals using the downhill simplex algorithm (NELDER and

MEAD, 1965) considering time-dependent changes of velocities (STANCHITS et al., 2006).

The recording system allows locating successfully up to 1000 AE signals per second. We

estimate the AE hypocenter location accuracy to be < 2 mm.

3. Experimental Results

3.1. Mechanical Data

In total, ten experiments were performed on notched samples. Six samples were

deformed wet and four samples were dry. Based on the analysis of mechanical and AE
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data, we separate several deformation stages (Fig. 2). The initial part of the loading curve

(eax < e0) is almost linear (Fig. 2a), and the volumetric strain monitored by strain gages is

close to the strain estimated from the change in the pore fluid volume (Fig. 2e). In all

experiments we observed the appearance of diffuse AE clusters close to the sample top

and bottom. About 13% of AEs registered during this stage were located in the notched

area, whereas 87% were located at the top and bottom part of the sample (Fig. 2b). These

clusters most likely result from stress concentration due to end-cap friction, beginning at

a stress level of 40%–60% of the stress required for CBs initiation at the notch tip.

Similar concentration of AE events near the ends of the specimens was observed for other

Figure 2

(a) Stress-strain curve and acoustic emission activity registered during deformation of wet sample Be2 with

intermediate strain rate 3.2 9 10-6 s-1; (b) AE hypocenters registered during interval of axial deformation (e0 –
e1); (c) AE hypocenters registered during CB propagation (e2 – e3); (d) distance between AE hypocenters in the

notched area (32.5 < Z < 72.5 mm) and the sample axis (r ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
;) (e) volumetric strains measured from

a change in the pore volume (DW) and by strain gages (DS) versus axial strain.
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sandstone and loading conditions in FORTIN et al. (this issue). With progressive loading

the Young’s modulus decreases (Fig. 2a). At axial strain eax > e1, the volumetric strains

DW and DS diverge (Fig. 2e). The change in pore fluid volume DW is a representative

measure for the entire specimen, as opposed DS from the strain gages, which represent

local measurements of areas of about 10 mm2 below the gage.

CB nucleation is characterized by the onset of AE activity near the notch tip, and the

nonlinear shape of the loading curve (Fig. 2a). At CB nucleation about 72% of AE

hypocenters are located at the notched area of the sample, indicating to the propagation of

CB through the entire crosssection (Fig. 2c). For each AE event we calculated the

distance (RAE) of AE hypocenter (X, Y) to the center of sample as RAE ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
:

Propagation of the AE front starting from the notch tip (Fig. 2d) towards the specimen

center coincides with an increase of AE activity (Fig. 2a). Propagation of the CB front is

not uniform, but involves emission of episodic AE bursts (Figs. 2a, 2d), probably

indicating individual increments of CB propagation.

Young’s moduli from all experiments from different loading stages are given in

Table 1. We separate elastic DEl, eax_El and inelastic DInel, eax_Inel. volumetric and axial

strain, respectively, assuming that DTot ¼ DEl ? DInel and eax_Inel. ¼ eax – eax_El (SCHOLZ,
1968; Fig. 3b). The cumulative AE number registered in the central part of the sample

Table 1

Summary of experimental results. E0 and E1 —Young’s modules registered during two elastic stages of loading;

e1 and e2 —axial strain at the moments of CB initiation and completion, respectively; Q1 and Q2 — differential

stress at the moments of CB initiation and completion, respectively; hCB — compactive shortening across the

band determined as the slope of curves Figure 14; EAE_Eff and WCB — cumulative effective AE energy and

dissipated inelastic mechanical energy, respectively, at the moment of CB completion; last three columns —

energy release densities determined by different techniques: GCB — from mechanical data according to equation

(5); GCB_AC — according to anti-crack model of RUDNICKI and STERNLOF (2005) by equation (6); GK1 — using K1

according to TEMBE et al. (2006) by equation (8)

Wet Samples

Sample Strain

Rate

E0,

GPa

E1,

GPa

e1,% e2,% Q1,

MPa

Q2,

MPa

hCB,

mm

WCB,

J

EAE_Eff,

V2 s

GCB,

kJ/m2

GCB_AC,

kJ/m2

GK1,

kJ/m2

Be4 3.2 9 10-8 24.7 22.5 0.59 0.76 132 156 0.073 30.5 0.86 24.3 23.3 16.0

Be11 3.2 9 10-7 24.8 20.7 0.66 0.90 148 179 0.107 25.0 0.76 19.9 35.6 20.0

Be2 3.2 9 10-6 26.1 22.3 0.75 0.99 173 205 0.148 62.1 2.09 49.4 52.9 26.1

Be10 3.2 9 10-5 27.1 17.5 0.79 0.99 183 210 0.094 27.2 3.06 21.7 34.6 28.1

Be17 1 9 10-5 26.6 18.7 0.77 0.97 171 197 0.076 20.3 2.08 16.2 31.9 24.9

Be3 3.2 9 10-4 26.2 19.8 0.81 0.98 176 198 0.089 34.2 4.53 27.2 32.2 27.2

Dry Samples

Sample Strain

Rate

E0,

GPa

E1,

GPa

e1,
%

e2,
%

Q1,

MPa

Q2,

MPa

hCB,

mm

WCB,

J

EAE_Eff,

V2 s

GCB,

kJ/m2

GCB_AC,

kJ/m2

GK1,

kJ/m2

Be15 3.2 9 10-8 26.6 22.8 0.71 1.0 168 201 0.228 100 4.56 79.6 82.6 24.1

Be14 3.2 9 10-6 23.9 21.1 0.66 0.92 147 179 0.111 63.1 8.66 50.3 38.8 20.4

Be6 3.2 9 10-5 25.8 22.6 0.67 0.84 149 176 0.075 39.8 13.9 31.7 23.7 19.7

Be19 3.2 9 10-4 25.8 22.0 0.62 0.92 134 181 0.104 38.9 15.0 31.0 63.5 16.0
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corresponds closely to the increase of the inelastic axial strain (Figs. 3a, b). Inelastic axial

strain eax_Inel monitored by axial shortening of the sample and inelastic volumetric strain

DW_Inel estimated independently from a change in the pore fluid volume are very similar

during CB propagation stage e2 < eax < e3. Assuming that sample deformation is

localized in the notched area having radius r = 20 mm and height HCB = 0.8 mm (equal

to the notch width), we can roughly estimate local inelastic porosity reduction from

eax_Inel and DW_Inel (Fig. 3c). For comparison we also included results, obtained from

Figure 3

(a) Loading curve and cumulative AE number registered during deformation of wet sample Be2 at intermediate

strain rate 3.2 9 10-6 s-1 versus axial strain; (b) inelastic axial and volumetric strains; (c) Local porosity

reduction estimated by three independent measuring techniques, assuming that deformation of notched sample is

localized in the notched area (radius r = 20 mm and height HCB = 0.8 mm); (d) synoptic picture indicating CB

formation adopted from KATSMAN and AHARONOV (2006).
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vertical extensometers, DV_Local (marked as V1 and V2 in Fig. 1c), directly measuring

shortening between upper and lower parts of the sample. From these measurements we

conclude that during CB propagation radial strain is negligibly small (Fig. 3c). At CB

completion, (e3 in Fig. 3c), local porosity reduction DInel_Local inside the CB obtained by

three independent techniques ranges from 10.4%–15.5%.

3.2. Analysis of AE Hypocenters and CB Propagation

In all experiments discrete compaction bands nucleated at the notch tip and

propagated towards the center of the specimen covering the entire crosssection. Loading

was stopped after completion of compaction band propagation. After the experiment, the

samples were cut in two halves parallel to the long sample axis and the maximum

compressive stress direction. Locations of AE hypocenters and trace of CB on cut

through the sample are in good agreement indicating high location accuracy (Figs. 4a,

4b). This suggests that the uncertainty in hypocenter location for high amplitude AEs is

possibly < 1 mm, as it has been observed in our previous study (FORTIN et al., 2006).

Analysis of AE hypocenter locations allows monitoring of CB nucleation and

propagation (Figs. 5, 6). Usually CB propagation towards the center of the specimens

follows a corrugated path, in agreement with microstructural observations (see

section 3.3, Figs. 10, 11). In general, CB propagation involves coalescence of individual

defect clusters, finally resulting in complex through-going and curved bands slightly

Figure 4

(a) Photo of deformed sample Be10 (strain rate 3.2 9 10-5 s-1, wet conditions). Light areas in the photo

(Fig. 4a) correspond to highly damaged areas of sandstone, or CBs; (b) hypocenter locations of acoustic

emission events in (X-Z) plane between Y = -1.5 mm and Y = ?1.5 mm, selected with AE adjusted

amplitude higher than 2 Volts (we determined AdjAmp according to ZANG et al. (1998), as amplitude adjusted

for geometrical spreading of AE); (c) hypocenter locations of acoustic emission events in (X-Y) plane between

Z = 32.5 mm and Z = 72.5 mm; (d) loading history and cumulative AE number versus axial strain. Gray color

code corresponds to the time sequences of AE events appearance: lighter color — earlier events, darker color —

closest to the completion of CB events. To highlight stage of CB propagation, AEs registered after CB

completion are marked by light color.
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inclined to the plane of the circumferential notch (Figs. 5, 6). Completion of compaction

band propagation is associated with a small stress drop in the loading curve (Fig. 5e, 6e),

similar mechanical characteristics were observed by VAJDOVA and WONG (2003) and

TEMBE et al. (2006). After compaction band completion we can see some branching and a

reduced AE activity (Figs. 5f, 6f).

AE hypocenter locations, onset of inelastic deformation, P-wave velocities, and

abrupt increase in AE activity all indicate CB nucleation and reveal the evolution of

individual bands (Fig. 7, 8). To define CB nucleation we investigated the spatial

distribution of AE, calculating the correlation integral (HIRATA et al., 1987):

CðRÞ ¼ 2

NðN � 1ÞNðr\RÞ; ð1Þ

where N(r < R) is the number of AE hypocenter pairs separated by a distance smaller

than R. C(R) is a measure for the degree of clustering and localization varying between

0 and 1. For R ? ?, C(R) = 1 and for R = 0, C(R) = 0. Correlation coefficient

Figure 5

Compaction band initiation and propagation in sample Be10 during loading at intermediate strain rate

(3.2 9 10-5 s-1) at wet conditions. In the lower and middle rows two projections of cumulative hypocenter

distributions are shown, divided by 6 time sequences (a)–(f). For the middle row, demonstrating X-Y

projection, we selected AE events from the central part of the sample at 20 mm distance to the notch

(32.5 < Z < 72.5 mm). For the lower row we selected AE events located in the same (Z-X) plane as shown in

Figure 4b (-1.5 < Y <? 1.5 mm). Upper row plots show dependence of differential stress and cumulative AE

number versus axial strain. Gray color code is the same for all three rows, demonstrating time sequences of AE

events appearance for each snap-shot (a)–(f): lighter color — earlier events, darker color — most recent events.

In total in experiment Be10 we have successfully located about 25000 AE events.
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(C value) is calculated by (1) for R = 1 cm (ZANG et al., 1996). Drastic increase of

C value indicates CB nucleation coinciding with the increase in AE activity (Figs. 7c,

7d and 8c, 8d).

P-wave velocities help identifying completion of the CB (Fig. 7e, 8e). As shown by

FORTIN et al. (2006) elastic wave velocities decrease during formation of compaction

bands. This is explained by the nucleation of new cracks involved in the process of

compaction localization. In our experimental setup, P-wave velocities along ray paths

outside and across the CB were recorded. Close to the moment of CB completion P-wave

velocities along ray paths outside and across the CB start to significantly diverge. The

velocity of ultrasonic signals crossing single CB decreases by almost 1% (Figs. 7e, 8e).

In addition, AE magnitudes and AE activity (Figs. 7c, 8c) decrease after the CB reached

the specimen centre.

The cross-section area covered by AE is estimated from (X-Y) projection of AE

hypocenter distribution of events with adjusted amplitude more than 3 V that exceed a

critical density varying between samples in the range 2.5–13.5 AE events/mm2. Adjusted

amplitude is calculated for a distance of 10 mm from the AE hypocenter assuming

geometrical spreading of elastic waves (LOCKNER et al., 1992; ZANG et al., 1998). The

cross-section area defined in this way shows an increase with axial strain (Figs. 7b, 8b),

that corresponds closely to the increase in inelastic axial strain.

Figure 6

Time sequences of compaction band initiation and propagation in sample Be4 — slowest strain rate (3.2 9

10-8 s-1, wet conditions). Figure captions are the same as in Figure 5. In total in experiment Be4 we have

successfully located about 10000 AE events.
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3.3. Microstructural Analysis of CB

After the tests, samples were unloaded and impregnated with blue epoxy. Optical thin

sections (30 lm thickness) were prepared from the notched part of the samples. We

analyzed wet samples deformed at the fastest (Be3) and the slowest (Be4) loading rates

by optical microscopy at GFZ Potsdam and by scanning electron microscopy (SEM) at

ENS Paris. The photo mosaics of Figure 9a reveal that starting from the notch the CBs

are zones of intense grain damage and reduced porosity, following an angular path

through the specimen. Inside the bands, grains are crushed and fragments fill up the

collapsed pore space (Figs. 9, 10). Regardless of the applied loading rate, the reduced

porosity inside the bands is in the range of 10–15%, as determined by SEM picture

analysis. Outside the band, the rock matrix remains mostly undeformed with a porosity of

about 24%.

From SEM pictures, we determined the damage zones (Figs. 11a, 12a). The

comparison with the AE hypocenter locations reveals close spatial agreement (Fig. 11).

Analysis of SEM micrographs for the slowest loading rate (Fig. 11) gives a total CB

length, LCB = 47.6 mm and the damaged area, SCB * 37.8 mm2. For the fastest loading

rate (Fig. 12), CB length and damage area are LCB = 55.6 mm and SCB = 51.7 mm,

respectively. However, we found slightly higher mean width of CB in the fastest

experiment Be3 (HCB = 0.92 mm) compared to the slowest experiment Be4

(HCB = 0.8 mm). Note that in both cases, the thicknesses of the compaction bands are

close to the thickness of the notch (0.8 mm).

4. Discussion

4.1. Rate Dependence of Stress Required to Initiate CB and Propagation Velocity

Differential stress Q, and axial strain eax, at the nucleation and completion of the

CBs increases slightly for samples deformed in the presence of a pore fluid, but

remains about constant for dry samples (Figs. 13a, 13b). We refer to completion of a

CB once the entire sample diameter is covered with located AE hypocenters. In wet

samples, the stress needed to initiate CB is strain rate sensitive, and increases with

increasing strain rate. Similar results were reported for the stress needed to initiate

shear localization in creep experiments performed on Darley Dale sandstone by Baud

Figure 7

Parameters indicating initiation and completion of compaction bands in experiment Be4 (slowest strain rate, wet

conditions) versus strain rate. (a) Differential stress (Q), inelastic axial strain (opened circles) and inelastic

volumetric strain (filled circles) measured by pore pressure pump volumometer; (b) CB area calculated from AE

hypocenter distribution analysis; (c) AE activity (opened circles) and logarithm of adjusted AE amplitude (solid

line); (d) correlation coefficient calculated by equation (1) for R = 1 cm; (e) P-wave velocity measured outside

of notched area (opened circles) and crossing notched area along ultrasonic transmission trace (9)–(10) (solid

circles).

b
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Figure 8

Parameters indicating initiation and completion of compaction bands in experiment Be3 (fastest strain rate, wet

conditions) versus strain rate. Figure captions are the same as for Figure 7.
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and Meredith (1997). It is conceivable that the loading rate dependence of CB

formation of wet samples may be related to stress corrosion processes contributing

significantly to sample compaction at the lowest rates (ATKINSON and MEREDITH, 1981).

This explanation is confirmed by the results obtained for dry samples. In dry samples,

no strain rate dependence for the stress at the onset of CB is observed (Fig. 13c). The

stress corrosion process is time-dependent and should depend on the stress field because

the chemical activity of the pore fluid is affected by pressure. Similar influence of

strain rate on the strength of dry and wet Tennessee sandstone was reported by RUTTER

and MAINPRICE (1978).

Irrespective of the loading rate, the total axial strain required to propagate individual

CBs across the sample diameter (axial strain at completion minus axial strain at

initiation) remains roughly constant between about 0.1–0.3% (Figs. 13b, 13d) corre-

sponding to vertical displacements between 0.1–0.3 mm. The radial distance from the

notch tip to the specimen center is 20 mm. This indicates that the propagation velocity of

the CB tip across the sample is approximately a factor of 100 faster than the axial

shortening velocity perpendicular to the band in agreement with observations of VAJDOVA

and WONG (2003), and TEMBE et al. (2006). This ratio remains almost constant over about

four orders of magnitude shortening rates for wet and dry samples (Fig. 13).

Figure 9

(a) Optical and (b) SEM microphotos (backscattered electron image) of sample Be4 thin section (slowest strain

rate 3.2 9 10-8 s-1, wet conditions); (c) dash rectangle indicates position of taken microphotos on the

Be4 sample map.
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4.2. Compaction Band Shortening during CB Propagation

The inelastic component of the axial strain of the sample increases during propagation

of CB towards the sample center (Fig. 3b). Inelastic axial strain monitored by strain

gages and inelastic volumetric strain monitored by the volumometer are almost identical

within error of the measurements (Fig. 3b). This indicates that the radial component of

Figure 10

(a), (b) SEM microphotos (backscattered electron image) of sample Be3 thin section (fastest strain rate

3.2 9 10-4 s-1, wet conditions). (c) Dash rectangles indicate positions of taken microphotos on the Be3 sample

map.

Figure 11

Comparison of damage zones obtained by SEM microstructural analysis (a) and AE hypocenter locations (b)

of sample Be4 (slowest strain rate 3.2 9 10-8 s-1, wet conditions).
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the plastic strain is zero and that compaction only involves axial shortening.

Consequently, the slope of the change in plastic volumetric strain and plastic shortening

with change in area covered by the compaction band are measures for the compactive

shortening across the band (hCB):

hCB ¼ oðPVol InelÞ
oðSCBÞ ffi oðdInelÞ

oðSCBÞ � SN ; ð2Þ

where PVol_Inel is inelastic pore volume reduction, SCB is area covered by AE cloud, dInel
is inelastic displacement and SN ¼ pr2 is area of the notched part of the sample

Figure 12

Comparison of damage zones obtained by SEM microstructural analysis (a) and AE hypocenter locations (b) of

sample Be3 (fastest strain rate 3.2 9 10-4 s-1, wet conditions).

Figure 13

Differential stress (a), (c) and axial strain (b), (d) versus strain rate for wet (a), (b) and dry (c), (d) experiments.

Error bars presented in the figure indicate accuracy of moments of CB initiation (gray color) and completion

(black color) estimation. They are calculated for each experiment as maximal and minimal values determined by

combination of different mechanical, ultrasonic and AE criteria.
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(r = 20 mm). The data for wet and dry samples indicate a linear relation of inelastic pore

volume reduction (Figs. 14a, 14b) and inelastic displacement (Figs. 14c, d) with a change

in CB area. The CB shortening hCB remains relatively constant between 70–230 lm
during propagation of the band (Table 1). This value is similar to the average grain size in

Bentheim sandstone and significantly smaller than the thickness of the notch. From this

the local axial and volumetric strain are estimated to be *10%–20% for most samples.

A linear relation between local compaction and CB area was also suggested by

KATSMAN and AHARONOV (2006) and KATSMAN et al. (2006) using a Spring Network

Model (SNM). Our data indicate that CB propagation is a stable process that occurs by

episodic increments of unstable compactive events indicated by bursts of AE activity

(Figs. 2a, 2d). This is reminiscent of the run–away instabilities suggested in the Katsman

– Aharonov model.

4.3. Energy Dissipation during CB Propagation

The total inelastic work per unit volume, dw, done on the sample by the inelastic axial

deformation deax_inel, is (EDMOND and PATERSON, 1972):

dw ¼ Qðdeax inelÞ þ PCdDinel; ð3Þ
where dDinel is the increment of inelastic volumetric strain. The total inelastic work per

unit volume is then (WONG, 1982):

Figure 14

Inelastic pore volume reduction in wet experiments (a), (b) and inelastic displacement in dry experiments (c), (d)

versus area covered by AE events. Experiments were performed at slowest (a), (c) and fastest (b), (d) loading rates.
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wCB ¼
Zeinel C

0

Qðdeax inelÞ þ PC � PPð ÞDVol Inel; ð4Þ

where DVol_Inel is inelastic volumetric strain, and einel_c is the inelastic strain at

completion of the compaction band.

From equation (4), the total dissipated inelastic mechanical energy W during

formation of CB can be written as a function of the inelastic sample shortening hinel:

WCBðhinelÞ ¼
Zhinel
0

FDif ðdhinelÞ þ ðPC � PPÞ � XðhinelÞ; ð5Þ

where differential force FDif ¼ QpR2 and X(hinel) is pore volume reduction expected in

the notched part of the sample. Neglecting inelastic radial deformation of the notched part

of the sample (DVol_inel & eax_inel), we assume that inelastic pore volume reduction is

given by X(hinel) & pr2hinel. (R is radius of the sample; r is radius of notched part of the

sample). Compactive shortening hinel is measured directly in our experiments as

described in Section 4.2. The total energy dissipated during CB formation is in the range

of WCB = 20–100 J. The results for different samples are summarized in Table 1. The

dissipated energy release rate GCB is in the range 16–80 kJ m-2 (Table 1).

For all samples the dissipated mechanical energy is linearly related to CB area as

estimated from AE analysis (Fig. 15), with a slope representing GCB_AE. GCB_AE is in the

range of 27 to 110 kJ m-2 irrespective of pore fluid content and loading rate (Fig. 15).

Figure 15

Dissipated inelastic energy versus area covered by AE events in wet (a), (b) and dry (c), (d) experiments

performed at slowest (a), (c) and fastest (b), (d) loading rates.
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RUDNICKI and STERNLOF (2005) and RUDNICKI (2007) derived an expression for the

energy released during CB propagation:

GCB AC ¼ r1�fh � ep; ð6Þ
where r1 is uniaxial stress far ahead of the band tip, ep is the local plastic compactive

strain and fh is the band thickness. Although the model does not necessarily imply a

specific shape of the band or distribution of ep, it does assume that the thickness and

inelastic strain reach asymptotic values at some lengthy distance behind the tip.

For the specimens investigated in this study, the CB thickness fh is in the range of

0.8–0.9 mm (Section 3.3, samples Be3, Be4) and ep is roughly 0.1. The GCB_AC values for

our specimens predicted by the Rudnicki model are in the range 23–83 kJ m-2 in good

agreement with our experimental measurements GCB (Table 1, Fig. 16). In wet samples,

the stress required to initiate CB is strain rate sensitive. Stress increases with rising strain

rate, which may indicate a stress corrosion process (Section 5.2, Fig. 13). However, in

wet and dry samples the energy release for CB propagation appears to be almost

independent of the strain rate within error (Fig. 16).

TEMBE et al. (2006) proposed a formulation of the stress intensity factor K1 for

notched cylindrical samples, deformed under uniaxial loading:

K1 ¼ ðr1 � PCÞ
ffiffiffiffiffi
pt

p ð1þ 0:5gþ 0:375g2 � 0:363g3 þ 0:731g4Þ
2g3=2

; ð7Þ

where g ¼ r/R; t is the notch depth (t ¼ R - r) and r1 the axial stress. Equation (7)

shows that K1 is a function of the notch geometry and the stress state. From our

measurements, we estimate the axial stress r1 at the moment of CB initiation and

calculate a critical stress intensity factor K1c for CB nucleation from equation (7). From

K1c the energy release rate may be calculated using the relation (LAWN, 1993):

Figure 16

Strain rate dependence of normalized dissipated energy in wet (a) and dry (b) sandstones. Open circles — GCB

dissipated inelastic mechanical energy at the CB completion, equation (5); square symbols — GCB_AC critical

release rate calculated according to anti-crack model, RUDNICKI and STERNLOF, (2005), equation (6); Gray

circles — GK1 critical release rate calculated according to equation (8).
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GK1 ¼ K2
Ic

E
ð1� m2Þ; ð8Þ

where E is Young’s modulus, m is Poisson ratio. Using these relations, we estimated

energy release rates GK1 for our samples in the range 16–28 kJ m-2 (Table 1).

For most wet and dry specimens experimental measurements of GCB and estimates

predicted by the models agree within a factor of two (Fig. 16, Table 1). However, for

some samples the model predictions GCB_AC and GK1 vary by up to a factor of 5, and for

all samples GK1 is lower than GCB_AC (Table 1). Probably, the calculation of energy

release rate GK1 using the critical stress intensity factor K1c (equation 7) underestimates

G. For all samples, the experimentally measured energies and those predicted by the

models are in the range 16–83 kJ m-2 (Table 1) — roughly similar to the results of

VAJDOVA and WONG (2003) and TEMBE et al. (2006). Based on the field observations of

STERNLOF et al. (2005), RUDNICKI and STERNLOF (2005) estimate G = 40 kJ m-2. This

value is also in the range of our results.

4.4. Energy Radiated by AE during CB Propagation

The plastic workWCB done on the sample during formation of CBs is dissipated in the

formation of structural defects, as heat, and as kinetic energy radiated as elastic waves or

AE. The radiated AE energy EAE is proportional to A2 where A is the amplitude of the

electrical signal registered by the piezoelectric sensors (LOCKNER et al., 1991). Our

recording system has no rearming time, so AEs could be registered continuously. This

allows calculation of the cumulative electrical energy EAE recorded by ten sensors as a

proxy for the radiated kinetic energy (ZANG et al, (1996)):

EAEðNÞ ¼
XN
1

X10
i¼1

XT
j¼1

ðA2
ijDtÞ; ð9Þ

where Ajj is the amplitude registered by sensor i at the sampling time tj amplified by

40 dB; Dt = 10 ns is the sampling interval; T is the duration time of a single AE

exceeding the voltage threshold (2 V) for at least one channel.

For all experiments during CB formation electrical energy EAE is proportional to

dissipated inelastic energy (Fig. 17). Strain rate dependence of radiated electrical

energy EAE at the moment of CB completion is shown in Figure 18a, the values are

summarized in Table 1. The radiation efficiency DEAE (i.e., the ratio of electrical

energy EAE and total inelastic energy WCB, Fig. 17) is higher for dry compared to wet

samples and it increases with increasing loading rate (Fig. 18b). At slow loading rates,

wet and dry samples show similar DEAE. This indicates that the observed difference

could not be attributed to a difference in attenuation of wet and dry samples. We

suggest that at slow loading rates and in wet samples subcritical crack growth

contributes more efficiently to compaction and CB formation compared to dry
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conditions and fast loading rates. At high loading rates unstable cracking is dominant.

This is in agreement with observations of BACKERS et al. (2005) on mode I fracturing of

sandstone. They found that increasing the loading rate by four orders of magnitude

resulted in a five-fold increase of AE events.

5. Conclusions

Nucleation of compaction bands in notched specimens is indicated by the appearance

of AE clusters close to the notch tips, a drastic increase of correlation coefficient

(C value), an increase in AE activity and the onset of inelastic deformation. With

progressive loading, AE activity increased and AE hypocenters indicated propagation of

a single CB normal to the sample axis. Completion of CB was indicated by maximum of

AE amplitudes and maximum AE activity, coinciding with AE hypocenter location near

the center of specimens and a decrease of P-wave velocities across the CB. Location of

CB and AE hypocenter locations shows excellent spatial agreement. Microstructural

analysis of deformed samples confirmed that regardless of the applied loading rate, the

reduced porosity inside the band ranges from 10–15%, while outside the band, the rock

matrix remains mostly undeformed with porosity of about 24%. We found slightly higher

mean width of CB in the fastest experiment Be3 (HCB = 0.92 mm) in comparison with

the slowest experiment Be4 (HCB = 0.8 mm), but both values are very close to the initial

Figure 17

Effective radiated AE energy versus dissipated inelastic energy in wet (a), (b) and dry (c), (d) experiments

performed at slowest (a), (c) and fastest (b), (d) loading rates.
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notch width. During propagation of CB pore volume reduction is linearly related to the

area covered by AE hypocenters, and compactive shortening of the CB damage zone

remains constant during CB propagation. Local porosity reduction inside the CB is about

10%–15% in agreement with microstructural observation. In all samples, lateral

propagation of CBs was about 100 times faster than axial shortening rates. At the

slowest displacement rate, AE activity during band propagation was reduced and CB

nucleation in wet conditions occurred at 20% lower stresses. In both dry and wet samples,

inelastic compaction energy per area ranged between 16 and 80 kJ m-2, in good

agreement with previous estimates from laboratory and field studies.
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Figure 18

Effective cumulative radiated AE energy at the moments of CB completion (a) and AE radiation efficiency (b)

versus strain rate. Solid symbols — dry experiments, open symbols — wet experiments. Error bars correspond to

the uncertainty of CB completion moments determination shown in Figure 13.

Vol. 166, 2009 Compaction Bands in Bentheim Sandstone 865



REFERENCES

ATKINSON, B.K. and MEREDITH, P.G (1981), Stress corrosion of quartz: A note on the influence of chemical

environment, Tectonophysics 77, 1–11.

ATKINSON, B.K. and MEREDITH, P.G., Experimental fracture mechanics data for rocks and minerals. in Fracture

Mechanics of Rock, ed. B. K. Atkinson, pp. 477–525 (Academic Press, London. (1987)).

BACKERS, T., STANCHITS, S., and DRESEN, G. (2005), Tensile fracture propagation and acoustic emission activity

in sandstone: The effect of loading rate, Int. J. Rock. Mech. Min. Sci. 42, 7–8, 1094–1101.

BAUD, P. and MEREDITH, P.B. (1997), Damage accumulation during triaxial creep of Darley Dale sandstone from

pore volumometry and acoustic emission, Int. J. Rock. Mech. Min. Sci. 34, Art. 024.

BAUD, P., KLEIN, E., and WONG, T.-F. (2004), Compaction localization in porous sandstones: Spatial evolution of

damage and acoustic emission activity, J. Struct. Geol. 26, 603–624.

BAUD, P., VAJDOVA, V., and WONG, T.-F. (2006), Shear-enhanced compaction and strain localization: Inelastic

deformation and constitutive modeling of four porous sandstones, J. Geophys. Res. 111, B12401, doi:10.1029/

2005JB004101.

BORJA, R.I. and AYDIN, A., (2004), Mathematical and geologic framework for failure modes in granular rocks,

Comput. Methods Appl. Mech. Eng. 193, 2667–2698.

BRACE, W.F., PAULDING Jr. B.W., and SCHOLZ, C. (1966), Dilatancy in the fracture of crystalline rocks,

J. Geophys. Res. 71(16), 3939–3953.

COSTIN, L.S. (1983), A microcrack model for the deformation and failure of brittle rock, J. Geophys. Res.

88(B11), 9485–9492.

DIGIOVANNI, A.A., FREDRICH, J.T., HOLCOMB, D.J., and OLSSON, W.A., Micromechanics of compaction in an

analogue reservoir sandstone. In Girard, J., Liebman, M., Breeds, C., Doe, T. (eds.), Proc. the North American

Rock Mechanics Symposium, July 31. (A.A. Balkema, Rotterdam, (2000)), pp 1153–1158.

EDMOND, J.M. and PATERSON, M.S. (1972), Volume changes during the deformation of rocks at high pressures.

Int. J. Rock. Mech. Min. Sci. 9, 161–182.

ESHELBY, J.D. (1957), The determination of the elastic field of an ellipsoidal inclusion, and related problems.

Proc. Royal Society of London (A), Mathematical and Physical Sciences 241 (1226), 376–396.

ISSEN, K.A. and RUDNICKI, J.W. (2000), Conditions for compaction bands in porous rock, J. Geophys. Res. 105,

21529–21536.

FORTIN, J. SCHUBNEL, A., and GUEGUEN, Y. (2005), Elastic wave velocities and permeability evolution during

compaction of Bleurswiller sandstone, Int. J. Rock. Mech. Min. Sci and Geomech. 42, 873–889.

FORTIN J., STANCHITS S., DRESEN, G., and GUEGUEN, Y. (2006), Acoustic emission and velocities associated with

the formation of compaction bands in sandstone, J. Geophys. Res. 111, B10203, doi:10.1029/2005JB003854.

FORTIN, J., STANCHITS, S., DRESEN, G., and GUEGUEN, Y. (2008), Acoustic emissions monitoring during inelastic

deformation of porous sandstone: Comparison of three modes of deformation, Pure Appl. Geophys. this issue.

HAIMSON, B. (2001), Fracture-like borehole breakouts in highporosity sandstone: are they caused by compaction

bands? Phys. Chem. Earth. A 26, 15–20.

HAIMSON, B.C. (2003), Borehole breakouts in Berea sandstone reveal a new fracture mechanism, Pure Appl.

Geophys. 160, 813–831.

HAIMSON, B. and KOVACICH, J. (2003), Borehole instability in highporosity berea sandstone and factors affecting

dimensions and shape of fracture-like breakouts, Eng. Geol. 69, 219–23.

HAIMSON, B. and LEE, H. (2004), Borehole breakouts and compaction bands in two high-porosity sandstones, Int.

J. Rock Mech. Min. Sci. 41, 287–301.

HIRATA, T., SATOH, T., and ITO, K. (1987), Fractal structure of spatial distribution of microcracking in rock,

Geophys. J. R. astr. Soc. 90, 369–374.

KATSMAN, R. AHARONOV, E. and SCHER, H. (2006), Localized compaction in rocks: Eshelby’s inclusion and the

Spring Network Model, Geophys. Res. Lett. 33, L10311, doi:10.1029/2005GL025628.

KATSMAN, R. and AHARONOV, E. (2006), A study of compaction bands originating from cracks, notches, and

compacted defects. J. Struct. Geol. 28, 508–518.

KLAETSCH, A.R. and HAIMSON, B.C., Porosity-dependent fracture-like breakouts in St. Peter sandstone. In

HAMMAH et al. (eds.),Mining and tunneling innovation and opportunity (University of Toronto Press, Toronto,

(2002)) pp. 1365–1372.

866 S. Stanchits et al. Pure appl. geophys.,



KLEIN, E., BAUD, P., REUSCHLE, T., and WONG, T.-F. (2001),Mechanical behaviour and failure mode of Bentheim

sandstone under triaxial compression, Phys Chem Earth (A) 26, 21–25.
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Compaction and Failure in High Porosity Carbonates: Mechanical Data

and Microstructural Observations

P. BAUD,1 S. VINCIGUERRA,2 C. DAVID,3 A. CAVALLO,2 E. WALKER,1 and T. REUSCHLÉ
1

Abstract—We investigated systematically the micromechanics of compaction in two carbonates of porosity

above 30%, Majella grainstone and Saint Maximin limestone. The composition, grain size and pore surface area

of these rocks were determined. Hydrostatic compression experiments were performed under dry and wet

conditions beyond the onset of grain crushing. A significant water weakening effect was observed in both rocks.

A set of conventional triaxial experiments was also performed on both rocks under dry conditions at confining

pressures ranging from 3 to 31 MPa. Microstructural observations were carried out on the deformed samples.

The mechanical behavior of these high porosity carbonates is dominated by shear-enhanced compaction

associated in most cases with strain hardening. Stress-induced cracking and grain crushing are the dominant

micromechanisms of deformation in both rocks. In Majella grainstone, compactive shear bands appeared at low

confinement, in qualitative agreement with the deformation bands observed in the field. At higher confining

pressures, compaction localization was inhibited and homogeneous cataclastic flow developed. In Saint

Maximin limestone, compaction localization was observed at all confining pressures. An increasing number of

compactive shear bands at various orientations appeared with increasing strain. These new data suggest that

compaction localization is important in the mechanical compaction of high porosity carbonates.

Key words: High porosity carbonates, triaxial deformation, microstructural observations, microcracking,

compaction localization.

1. Introduction

Compactive and dilatant deformation in porous rocks is a crucial problem in fault

development, geotechnical engineering and reservoir/aquifer management. Active

tectonics and extraction of hydrocarbons and groundwater modify the pore pressure in

a reservoir/aquifer, causing variations of the effective stress possibly leading to faulting

and inelastic deformation. The ability to interpret and predict the occurrence and extent of
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such deformation depends on a fundamental understanding of inelastic behavior, failure

mode and brittle-ductile transition in porous rocks.

Numerous studies have described mechanical compaction in porous silicate rocks

(HANDIN and HAGER, 1957; HADIZADEH and RUTTER, 1983; BAUD et al., 2004). At room

temperature, the failure mode evolves with increasing pressure from brittle fracture to

either cataclastic flow or more complex failure modes (WONG et al., 1997). In the

brittle regime, stress-induced dilatancy precedes the development of macroscopic

fractures (BRACE, 1978). In the compactive regime, the pore space undergoes

significant inelastic compaction while the rock strain hardens (EDMOND and PATERSON,

1972; WONG et al., 1997; BAUD et al., 2006). In porous sandstone, recent studies

(WONG et al., 2001; BAUD et al., 2004; FORTIN et al., 2005; TEMBE et al., 2008) show

that in many cases the rocks do not fail by cataclastic flow but by discrete compaction

bands developed at the brittle-ductile transition. The different failure modes, all

involving microcracking (MENÉNDEZ et al., 1996; BAUD et al., 2004), can be

recognized in the laboratory by different acoustic emission activity at the onset of

inelastic deformation.

In carbonates, the brittle-ductile transition shows some different attributes. Lime-

stones and marbles undergo the brittle to plastic transition at room temperature for

confining pressures accessible in the laboratory (ROBERTSON, 1955; PATERSON, 1958;

HEARD, 1960; RUTTER, 1974; EVANS et al., 1990) because calcite requires relatively low

shear stresses to initiate mechanical twinning and dislocation. Many previous studies

focused on the mechanical behavior of very low porosity rocks such as Carrara marble

(RUTTER, 1974; FREDRICH et al., 1989), or very porous chalks (TEUFEL et al., 1991, RISNES

et al., 2005). In limestones of intermediate porosity (from 3% to 18%), a similar

phenomenology of failure was observed (BAUD et al., 2000a; VAJDOVA et al., 2004).

Dilatancy and shear localization developed under low confining pressure, while strain-

hardening and shear-enhanced compaction were observed at high confining pressure. After

a certain amount of strain-hardening, the samples consistently switched from compaction

to dilatancy. This phenomenology of dilatant and compactant failure is similar to that of

many porous sandstones. Several micromechanical models were used to capture the

interplay of dilatancy and compaction in carbonate rocks (VAJDOVA et al., 2004). In

carbonates, unlike for sandstone, because of crystal plasticity, microcracking is not always

the dominant micromechanism of deformation. In the compactive regime, a model

involving plastic pore collapse (CURRAN and CARROLL, 1979) was tested to interpret the

experimental data. However, this approach was unsuccessful, suggesting that macroscopic

yielding is controlled by a complex interplay of cracking and crystal plasticity (VAJDOVA

et al., 2004). To date there is however a paucity of microstructural data to constrain more

elaborate models.

In this study we have extended the scope of VAJDOVA et al.’s (2004) work on limestones

to investigate systematically the micromechanics of compaction in two carbonates of

porosity greater than 30%. We specifically focused on several related questions:
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• Is the phenomenology of compaction in these very high porosity rocks similar to that of

less porous limestones and silicate rocks? In Tavel and Indiana limestone, VAJDOVA

et al. (2006) reported significant twinning and microcracking during cataclastic flow.

The extent and intensity of twinning increased with increasing pressure and strain, and

its coupling to microcracking can be very complicated, in particular if the pore

structure is complex.

• What is the dominant micromechanism of deformation leading to macroscopic

compaction in very high porosity carbonates? Unlike that for sandstone, no compaction

localization has been reported in laboratory experiments on calcitic rocks. Recent field

observations in porous carbonates (TONDI et al., 2006) suggested however that complex

failure modes involving deformation bands and compaction bands could be observed in

this type of rock.

• How does the starting microstructure of porous carbonates trigger or inhibit the

development of compaction localization over a wide range of pressures?

• Is the weakening effect of water comparable to what has been quantified in porous

sandstones (RUTTER and MAINPRICE, 1978; BAUD et al., 2000b)? Most recent mechanical

data on porous carbonates were obtained under dry conditions.

In this paper we address these issues by presenting new mechanical data; detailed

analysis of rock microstructure, and by comparing our results with the prediction of

bifurcation analysis.

2. Petrophysical Description of the Studied Materials

2.1. Source of Materials

Two high porosity carbonates were selected in this study: Majella grainstone (MA)

from the Madonna delle Mazze quarry in the Apennines (Central Italy) and Saint-

Maximin limestone (SML) from the Rocamat quarry in Saint-Maximin-sur-Oise, north of

Paris (France). The blocks of Majella considered in this study belong to the undeformed

host rock outcropping in the quarry, which is situated on the inner part of the forelimb of

the Majella anticline (TONDI et al., 2006). The petrophysical description of both rocks is

summarized in Table 1.

Table 1

Petrographic description of the rocks used in this study

Rock Name Porosity

(%)

Average grain

radius (lm)

Origin Composition Specific

Area (m2/g)

Majella grainstone 30 27 Central Apennines (Italy) 100% calcite 0.15

Saint-Maximin

limestone

37 70 Paris (France) 61% calcite,

39% quartz

1.4
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2.2. Porosity, Composition, Grain and Pore Characterization

Starting porosity was determined for both rocks using two techniques: water

saturation and gas pycnometer (Accupyc 1330). Porosity values of 30% and 31%

for MA and 37% and 39% for SML were respectively found, through the two

techniques.

We studied the composition and the grain size of both carbonates from petrographic

thin sections. Intact samples were immersed in a bath of epoxy, ground flat and polished.

The thin sections were carbon-coated and analyzed with a Field Emission Gun-Scanning

Electron Microscope (FESEM) and an Electronic Probe Micro Analyser (EPMA).

FESEM and EPMA allowed us to semi-quantitatively analyze the chemical composition

of grains over an area of about 5 lm2. FESEM images have been collected using the

backscattered electron (BSE) mode at magnification 50 to 5000. Grain size was

determined from the obtained images from the mean of the minimum and maximum

Feret diameters.

The semi-quantitative chemical analysis combined with the image analysis indicate

that MA is a pure calcite grainstone formed from rudist bivalve fragments (TONDI et al.,

2006), without a preferred orientation, cast into a poorly consolidated calcite cement

(Fig.1a). The grain size is widely variable from a few microns to mm-sized with an

average grain diameter of *54 lm.

SML conversely shows subangular and poorly sorted grains, mainly formed by

CaCO3 (61%) and SiO2 (39%) embedded into a calcite matrix and frequent fossils

fragments (Figs. 1 b-c). Grain size variability is between 1–500 microns with an average

grain diameter of *140 microns. The silica grains are slightly larger (*150 lm) than

the calcite grains (*100 lm).

Pore throat statistics were determined on intact samples from mercury injection

experiments using a micrometrics Autopore IV 9500. SML has a broader spectrum of

pore throat sizes than Majella (see Fig. 2). A strong peak is observed for SML at 26.4

microns. In Majella, the peak value is centered at 16.2 lm and there is no pore throat

with a diameter lower than 0.2 lm. The internal pore surface area of the connected

porosity was measured using the BET method (BRUNAUER et al., 1938). The pore

surface area was found to be 1.4 m2/g for SML and 0.15 m2/g for Majella grainstone.

Since no significant crack porosity was observed in either rock, the surface area

difference is likely due to the presence of smaller particles in SML, and the grain shape

and pore size distributions.

2.3. Fabric Anisotropy

The variability of physical properties was used to assess the orientation of the bedding

plane in both rocks, which was not obvious from visual inspection of the blocks. P-wave

velocity was measured on core samples in different directions following the method

described in LOUIS et al. (2004). A set of 21 independent P-wave velocity measurements
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was obtained on samples cored in three orthogonal directions. For each sample 8

measurements were made across diameters with an angular spacing of 22.5�. From this

data set it is possible to build a second-rank velocity pseudo-tensor from which principal

Figure 1

Micrographs of intact samples of Majella grainstone (a) and Saint Maximin limestone (b). (c) Semi-quantitative

analysis of Si in SML. High Si concentrations are brighter.
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directions can be inferred. These directions, corresponding to minimum, intermediate and

maximum eigenvalues of the velocity pseudo-tensor can be compared to geological

features such as bedding, strike and dip of folded structures, as well as direction and

magnitude of regional stresses. These measurements were made first on dry samples, then

in water saturated conditions. Figure 3 shows the evolution of P-wave velocity as a

function of the measurement angle for the samples for which the largest variations were

observed, for dry and wet samples of both Majella grainstone and Saint-Maximin

limestone. For both rocks the velocity of the water saturated samples is systematically

higher than that of the dry samples as expected. The angular velocity variations, however,

are smaller in the saturated samples than the dry. This decrease in anisotropy occurs when

the pore space is filled with a stiffer phase and can be interpreted as a pore shape

anisotropy effect, as measured from BAUD et al. (2005) for Bentheim sandstone and

confirmed by both theoretical and microstructural studies (LOUIS et al., 2005). Although

other sources of anisotropy are possible, pore shape anisotropy might be important in

both Majella and SML. Figures 3b,d show stereoplots of the orientation of the principal

values for the P-wave velocities derived from the pseudo-tensor analysis on the data set

corresponding to the water-saturated samples. For both rocks, the fabric is triaxial, with 3

different eigenvalues. The anisotropy factor A (Fig. 3) is calculated as the difference

between maximum and minimum eigenvalues normalized to the mean velocity. For

SML, the anisotropy in the saturated samples is negligible and should not have a strong

influence on the mechanical behavior. However we found that A is close to 13% in dry

SML.

Figure 2

Pore throat statistics derived from mercury injection tests on intact samples of Majella grainstone (light grey)

and Saint-Maximin limestone (dark grey).
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2.4. Sample Orientation for Mechanical Tests

The core sample axis for the mechanical tests corresponds to the Z direction for SML.

Assuming that the bedding plane incorporates two of the principal directions, the

direction in which the samples were cored is oblique with respect to both the bedding

plane and the bedding pole. Compared to SML, the P-wave velocity anisotropy for MA is

Figure 3

Evolution of P-wave velocity (a-c) across 8 different diameters in dry (circles) and water-saturated (squares)

core samples for (a) Majella grainstone and (c) Saint. Maximin limestone. The directions X, Y and Z correspond

to the reference frame linked to the blocks from which the core samples have been prepared. Stereoplots (b, d)

with the orientation of the principal velocity values derived from the pseudo-tensor analysis with the

corresponding velocity magnitude (in km/s), the 95% confidence ellipses and the anisotropy factor A for wet

samples of the two rocks investigated.
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significantly higher in both the saturated (A = 14%, Fig. 3) and the dry samples

(A = 27%). The direction in which the samples for the mechanical tests were cored

corresponds to the X-axis, which approaches the direction corresponding to the minimum

velocity. Assuming that the minimum velocity indicates the direction perpendicular to the

bedding (BAUD et al., 2005; DAVID et al., 2007), the direction of the core axis is almost

parallel to the bedding pole for MA samples tested in the triaxial experiments. Due to the

high elastic anisotropy in MA, it is expected that the behavior would be significantly

influenced by anisotropic features such as bedding orientation, pore shape anisotropy or

distribution of contacts between grains at a small scale.

3. Experimental Procedure

Cylindrical samples of 20-mm of diameter and 40-mm of length were cored in the Z

direction (oblique with respect to the sedimentary bedding, see previous section) for SML

and in the X direction (assumed to be almost perpendicular to bedding) for MA. Jacketed

samples were deformed in conventional triaxial configuration at room temperature at

École et Observatoire des Sciences de la Terre (EOST) in Strasbourg, see KLEIN and

REUSCHLÉ (2004) for apparatus and measurements details. Most tests were performed at

confining pressures ranging from 3 to 50 MPa in nominally dry conditions. A few tests

were performed on wet samples saturated with deionized water. A computer-controlled

stepping motor connected to a pressure transducer regulated the confining pressure with

an accuracy of 0.05 MPa. The axial load was applied by a piston controlled by a second

computer-controlled stepping motor. Axial displacement was measured outside the

pressure vessel with a capacitive transducer with accuracy 0.2 lm mounted on the

moving piston and servo-controlled at a fixed rate (corresponding to a nominal strain rate

of 10-5/s).

Hydrostatic experiments were performed at a fixed pore pressure of 10 MPa under

fully drained conditions. The pore volume change was recorded by monitoring the

displacement of the pore pressure generator with an angular encoder. The porosity change

was calculated from the ratio of the pore volume change to the initial bulk volume of the

sample. Due to the very porous and weak nature of the rocks investigated in this study, it

was impossible to use strain gauges to measure axial and radial strain in the dry

experiments. In all attempts, stress-induced pore-collapse resulted in breakage of the

gauges even when the surfaced pores were filled with a thin layer of fast-cured epoxy.

Volumetric strain was thus recorded in dry and wet tests by monitoring the piston

displacement of the confining pressure generator with an angular encoder. This method

was tested over the pressure range investigated in this study by comparing the volumetric

signal (ekk) with the porosity change inferred from a comparable pore volume monitoring

(D/) during experiments on water-saturated samples in drained conditions. The

independent regulations of pore and confining pressures lead to comparable estimations

of the volumetric strain and porosity reduction: ekk = DV/V & D/. Because this method
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is a measurement of the whole sample volume, the volumetric strain was not affected by

strain localization.

4. Mechanical Data

In this paper we will use the convention that the compressive stresses and compactive

strains (i.e., shortening and porosity decrease) are considered positive. We will denote the

maximum and minimum (compressive) principal stresses by r1 and r3, respectively. The
pore pressure will be denoted by Pp, and the difference Pc - Pp between the confining

pressure (Pc = r2 = r3) and pore pressure will be referred to as the ‘‘effective pressure’’

Peff. The effective mean stress (r1 ? 2r3)/3-Pp will be denoted by P and the differential

stress r1 – r3 by Q.

4.1. Majella Grainstone

Sixteen dry and four wet experiments were performed on MA. Figure 4 presents our

data for hydrostatic compaction in wet (Fig. 4a) and dry (Fig. 4b) conditions. The wet

hydrostat (symbols) shows two stages; (1) an approximately linear poroelastic stage at

low pressure, indicative of no significant crack porosity; and (2) a second stage showing

deviation from linearity, corresponding to the onset of grain crushing and pore collapse
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Figure 4

Representative mechanical data for hydrostatic compression experiments on Majella grainstone. (a) Effective

pressure versus porosity reduction (symbols) and volumetric strain (line) for a sample deformed in wet

conditions at a constant pore pressure of 10 MPa. (b) Confining pressure versus volumetric strain for a sample

deformed in dry conditions. The arrow indicates the critical pressure P* for the onset of pore collapse.
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(ZHANG et al., 1990). The effective pressure at the transition is denoted P*, which

corresponds to an inflexion point in the hydrostat. The critical effective pressure P* for

saturated MA was observed to be 26.5 MPa. Figure 4a also shows the volumetric

response recorded from the confining pressure monitoring. When the confining pressure

increased during the hydrostatic test, the calibrated volumetric strain did not match the

porosity reduction. However, for a weak and compressible rock such as Majella

grainstone, grain crushing and pore collapse resulted in a very strong acceleration of the

compaction which appeared clearly and simultaneously on both volumetric signals from

pore and confining pressure monitoring. The volumetric signal from the confinement

control can therefore be used to estimate P* in dry conditions. Several dry hydrostatic

tests were performed and gave comparable results. P* appeared more evident if instead of

increasing the confining pressure by small steps, as was done in the wet experiment

presented in Figure 4a, a very slow continuous rate was applied. A representative

example is presented in Figure 4b where the confining pressure was increased at a rate of

0.001 MPa/s. P* was found to be 37 MPa in dry conditions.

Mechanical data for selected experiments performed at confining pressures ranging

from 5 to 31 MPa are shown in Figure 5. The differential stress as a function of axial

strain is shown in Figure 5a while the volumetric strain is shown as the function of the

mean stress in Figure 5b. Up to 10 MPa of confining pressure, behavior typical of the

brittle faulting regime, was observed with stress-strain curves reaching a peak beyond

which strain softening was recorded. At confining pressure of 16 MPa and above, a more

ductile behavior was observed. At the highest pressure tested (26 and 31 MPa),

significant strain-hardening was observed beyond the yield point. WONG et al. (1997)

showed that the hydrostatic and nonhydrostatic loadings are coupled in a triaxial

compression experiment. In the compactive regime, they identified the yield point as the

onset of shear-enhanced compaction (CURRAN and CARROLL, 1979), the critical pressure,

C*, at which the triaxial volumetric curve manifests an accelerated compaction with

respect to a hydrostatic test. They also showed that for porous sandstones this critical

pressure corresponds to a dramatic increase in the acoustic emission activity. BAUD et al.

(2000a) and VAJDOVA et al. (2004) determined C* for a series of experiments on

limestone relying on strain gage volumetric data only since they recorded no significant

acoustic emission activity during their tests. A similar behavior was observed here: The

mean stress-volumetric strain curve was first linear. At C*, compaction accelerated

abruptly and significantly. Shear-enhanced compaction was observed in all experiments,

even at low confining pressures (Fig. 5b).

4.2. Saint-Maximin Limestone

Seventeen dry and four wet experiments were performed on Saint Maximin

limestone. The hydrostatic data for SML are qualitatively similar to those for Majella

grainstone (Fig. 6). SML is weaker than Majella grainstone and the onset of grain

crushing and pore collapse P* was equal to 13 MPa in wet conditions. For SML the
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volumetric strain inferred from the confining pressure monitoring gave results very

similar to those inferred from the porosity reduction (Fig. 6a). The volumetric signal

for SML represents a proxy for the hydrostat for wet and dry hydrostatic loadings. For
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Figure 5

Representative mechanical data for selected triaxial compression experiments on dry Majella grainstone. (a)

Differential stress versus axial strain for experiments at confining pressures. (b) Mean stress versus volumetric

strain. The mechanical behavior of Majella grainstone is purely compactant.
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Figure 6

Mechanical data for hydrostatic compression experiments on Saint Maximin limestone. (a) Effective pressure

versus porosity reduction (symbols) and volumetric strain (line) for a sample deformed in wet conditions at a

constant pore pressure of 10 MPa. (b) Confining pressure versus volumetric strain for a sample deformed in dry

conditions. The arrow indicates the critical pressure P* for the onset of pore collapse.
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the dry case, the same method as for Majella grainstone was used. The confining

pressure was increased at 0.001 MPa/s, giving the onset of grain crushing, P* equal to

17 MPa.

Triaxial experiments were performed on SML at confining pressures ranging from 3

to 12 MPa. Dissimilar to Majella grainstone, the response of this rock exhibited

variability at all pressures. Mechanical data for representative experiments are presented

in Figure 7. Three different behaviors were observed: 1) at the lowest confining pressures

(3–5 MPa), the stress-strain curves reached a peak beyond which strain softening was

observed (Fig. 7a), behavior typical of the brittle faulting regime. Visual inspection of

samples indeed revealed the presence of macroscopic failures at relatively high angles

with respect to the major principal stress. 2) At confining pressures between 6 and

12 MPa, the stress-strain curves were mostly flat beyond the yield point. In porous

sandstone this behavior is typical of a transitional regime (BÉSUELLE, 2001; BAUD et al.,

2004) where the failure modes usually involve high angle conjugate shear bands. 3) At

the highest confining pressures (12 MPa), the stress-strain curves were punctuated by

episodic stress drops while the rock strain hardened. This behavior is comparable to the

observations of BAUD et al. (2004) on Bentheim sandstone in which discrete compaction

bands developed. However, in both cases, visual inspection of the samples revealed no

clear evidence of strain localization. The failure modes of SML samples were therefore

unclear above 5 MPa of confining pressure and a detailed microstructural analysis was

performed to describe them (see section 5). Shear-enhanced compaction was observed at

all pressure conditions.
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Figure 7

Representative mechanical data for selected triaxial compression experiments on dry Saint Maximin limestone.

(a) Differential stress versus axial strain for experiments at confining pressures indicated next to each curve. (b)

Mean stress versus volumetric strain. The mechanical behavior of Saint Maximin limestone is purely

compactant.
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4.3. Critical Pressures

The critical pressures C* for the onset of shear-enhanced compaction are summarized

in Table 2. Because no dilatancy was observed in our experiments, for both rocks our

data mapped a single failure envelop for C* for each rock (Fig. 8). For MA, the

variability between samples was relatively small and the compactive envelop is well

constrained with a few experiments (Fig. 8). For SML we observed some variability

between samples and we therefore duplicated all the experiments. Since we measured no

significant variations of porosity in our blocks, this variability could be the result of some

local variations of the silica content of our samples.

5. Microstructural Observations

Selected samples at different stages of deformation were unloaded and retrieved from

the pressure vessel. The deformed samples were first impregnated with epoxy and then

Table 2

Summary of mechanical data for the samples investigated in this study

Confining pressure,

MPa

Compactive yield stress C* Comments on failure modes

Differential stress

Q = r1-r3, MPa

Mean stress

P = (r1 ? 2r3)/3–Pp, MPa

Majella grainstone

5 25.5 13.5 compactive shear bands

10 24.6 18.2 compactive shear bands

16 22.9 23.7 homogeneous cataclastic flow

21 19.6 27.5 homogeneous cataclastic flow

26 15.7 31.3 homogeneous cataclastic flow

28 13.2 32.40 homogeneous cataclastic flow

31 10.5 34.5 homogeneous cataclastic flow

P* 37 homogeneous cataclastic flow

P*(1) 0 26.5 homogeneous cataclastic flow

Saint Maximin limestone

3 8 15 high-angle compactive shear bands

3 8.1 15.4 high-angle compactive shear bands

5 10. 14.8 high-angle compactive shear bands

6 10.6 13.6 compactive shear bands

6 10.4 13.2 compactive shear bands

9 12.8 11.5 compactive shear bands

9 12.8 11.4 compactive shear bands

12 14.62 7.3 compactive shear bands

12 14.1 6.2 compactive shear bands

P* 0 17 homogeneous cataclastic flow

P*(1) 0 13 homogeneous cataclastic flow

(1) Wet hydrostatic experiment with Pp = 10 MPa
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sawed along a plane parallel to the axial direction to prepare petrographic thin sections.

The thin sections of about 150 lm of thickness were sputter-coated with 0.1 lm of

carbon. Back-scattered electron (BSE) images have been taken through a FESEM (see

section 2).

5.1. Hydrostatic Compaction

Figure 9 presents a selection of micrographs for two samples of Majella grainstone

deformed hydrostatically beyond P* in dry (Figs. 9a-b) and wet conditions (Fig. 9c). In

both wet and dry samples, grain crushing was pervasive. Damage was distributed

homogeneously in the samples. The dry sample reached a peak confining pressure of

50 MPa (13 MPa beyond P*) which corresponded to a relatively modest level of plastic

strain < 4%. Figure 9a shows that a large proportion of the grains are undamaged and

therefore the sample is in an early stage of cataclastic flow. Microcracks appeared to

radiate from grain contacts in qualitative agreement with the Hertzian fracture model

developed by ZHANG et al. (1990). Twinning was observed in a few grains (Fig. 9b) but

twinning activity did not appear as an important deformation mechanism at this level of

compaction. More intense grain crushing was observed in the wet sample deformed to

about 5% of plastic strain, leading to significant grain size reduction (Fig. 9c).

Similar observations were made in samples of SML deformed hydrostatically

(Fig. 10). The microstructure of this rock is more complex than Majella grainstone, with
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calcite and quartz grains and fossils. Figures 10a-c present micrographs of a sample

deformed in dry conditions to a confining pressure of 27 MPa (10 MPa beyond P*).

Damage appeared homogeneously distributed in this sample and cracking was mostly

observed in the quartz and calcite grains and less in the fossils (Figs. 10a-b). Limited

Figure 9

Field emission SEM back-scattered micrographs of Majella grainstone samples deformed hydrostatically

beyond P* in (a) dry and (c) wet conditions. Grain crushing is pervasively observed. Limited twinning activity is

visible under transmitted light (b).
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twinning activity was observed in a few calcite grains (Fig. 10c). For a sample deformed

in wet conditions to an effective pressure of 20 MPa (7 MPa beyond P*), we observed a

similar development of cataclastic flow. The intensity of grain crushing appeared

somehow more important in this sample (Fig. 10d). As in Majella grainstone,

microcracking initiated from grain contacts and did not appear to differently affect

silica and calcite grains. Our observations on both rocks are qualitatively similar to what

has been described for porous sandstone of different porosities by MENÉNDEZ et al. (1996)

and WU et al. (2000).

Preliminary measurements revealed an increase of the internal pore surface in

hydrostatically deformed samples of Majella grainstone, from 0.15 m2/g to 0.30 m2/g for a

dry sample pressurized to 50 MPa of confinement. The increase in the pore surface due to

microcracking was found directly proportional to the plastic strain and was comparable

in dry and wet samples. In SML, no clear increase of the internal pore surface was observed

in samples deformed hydrostatically just beyond P*. More intense microcracking (i.e.,

Figure 10

Micrographs of Saint Maximin samples deformed hydrostatically beyond P* in (a, b, c) dry and (d) wet

conditions. Grain crushing is observed in both silicate and carbonate grains. Limited twinning activity is visible

under transmitted light (c).
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higher plastic strain) was presumably needed to impact significantly the much larger

internal pore surface in SML compared to Majella. A systematic study is underway to

confirm this first series of observations.

5.2. Shear-Enhanced Compaction

Mechanical data on dry Majella grainstone (section 4.1) suggest that shear-enhanced

compaction is followed by the two main failure modes in this rock: shear failure and

cataclastic flow. Microstructural observations performed on a series of triaxially

deformed samples confirm these conclusions. At low confining pressure (5–10 MPa),

we observed compactive shear bands in all the samples. Figure 11a presents an example

for a sample deformed at 5 MPa of confining pressure to an axial strain of 1%. The band

has a thickness of about 2 to 3 grains and is oriented at a low angle (45–50�) with respect

to the major principal stress. The compactive shear band appears as alternating fine

2.5mm

0.2mm

σ1

σ3

(a)

(b)

Figure 11

(a) Mosaic of micrographs showing the details of a compactive shear band in a sample of Majella grainstone

deformed at 5 MPa of confining pressure. (b) extensive grain crushing inside the band. Maximum principal

stress r1 was along the vertical direction.
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powder layers subparallel to the band orientation and heterogeneously cracked grains

(Fig. 11b).

At higher confining pressures (>10 MPa), homogeneous cataclastic flow was

observed in all the deformed samples. Figures 12a-b present two typical damaged zones

in two samples deformed at 16 MPa of confining pressure and to 3% of axial strain

(Fig. 12a) and 26 MPa of confining pressure and 5.8% of axial strain (Fig. 12b). In both

cases, the samples were deformed beyond C* and grain crushing was the dominant

deformation mechanism. The level of isotropic damage appeared linked to the amount of

plastic strain accumulated in the various studied samples. An example of microcracks

initiating from grain contacts is shown in Figure 12a. It corresponds to a plastic

volumetric strain of about 1.5% while after an accumulation of 2.3% of plastic volumetric

strain some grains are completely crushed, comminuted into micron size particles

(Fig. 12b). In some areas, part of the pore space has been filled with fine material.

Therefore two distinctly different failure modes were observed in Majella grainstone, i.e.,

shear failure and cataclastic flow, without any sign of hybrid failure modes, suggesting

that the brittle ductile transition occurred over a narrow window of confining pressures in

this rock.

The evolution of the failure mode with increasing pressure in Saint-Maximin

limestone could not be unambiguously determined from the mechanical data and visual

inspections of the samples (section 4.2). Over the confining pressure range of 3 MPa to

12 MPa (P* is at 17 MPa), various patterns of strain localization were observed in all the

samples. At pressures of 3 and 5 MPa, after only a few percent of plastic strain beyond

C*, a single band oriented at relatively high angle with respect to the major principal

stress was observed. The macroscopic band started in the middle of the sample (Fig. 13)

or from one end. In the example presented in Figure 13, the band orientation was about

80 degrees with respect to the major principal stress. The band has a thickness of 3 to 4

Figure 12

Micrographs of Majella samples deformed in dry conditions at (a) 16 MPa of confining pressure to 3% axial

strain; and (b) at 26 MPa confining pressure to 5.8% axial strain. Maximum principal stress r1 was along the

vertical direction.
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grains and no significant damage was visible outside the band. A macroscopic crack

developed in the central part of the band, suggesting that this structure is not purely

compactant and therefore is interpreted as a compactive shear band. At higher confining

pressures (9, 10 and 12 MPa), more complex and very variable spatial distribution of

damage is observed. Damage appeared in all cases in a few compactive shear bands (from

2 to 4) oriented at various orientations with respect to the major principal stress.

Figure 14 shows two examples for samples deformed at 9 MPa (Fig. 14a) and 10 MPa

(Fig. 14b) of confining pressure. The compactive shear bands appear as dark bands if the

sample is saturated with colored epoxy. Inside the bands, intense grain crushing was

observed (Fig. 14d) while no visible damage appeared outside (Fig. 14c). Since for the

same pressure conditions significantly different microstructures were observed in

different samples, it is likely that pre-existing heterogeneities in the samples played a

role in the nucleation and development of the compactive shear bands. Differing from

Majella limestone, compaction localization was the dominant feature of compaction in

triaxially deformed SML samples.
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0.4mm0.4mm
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Figure 13

(a) Mosaic of micrographs showing the details of a high angle compactive shear band in a sample of Saint

Maximin limestone deformed in dry conditions at 5 MPa of confining pressure. Details of (b) intense grain

crushing inside the band and (c) the absence of damage outside the band. Maximum principal stress r1 was

along the vertical direction.
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6. Discussion

6.1. Microstructural Control of Strength in Porous Carbonates

Microstructural observations indicate that microcracking was the dominant mechanism

of deformation in both Majella grainstone and SML at both hydrostatic and triaxial

conditions. In hydrostatically deformed samples, extensive cracking occurred mostly from

grain contacts in qualitative agreement with theHertzian fracturemodel developed byZHANG

et al. (1990). Thismodel was based on observations on sandstones and predicts that for a rock

of porosity / and grain radius R, the critical pressure P* follows the trend P� / /Rð Þ�3=2:

VAJDOVA et al. (2004) compiled published values of P* for carbonates and siliciclastic rocks

and compared them with this model. For the same value of /R, they showed that the

5mm

40 mm
σ1

σ3

(a)

(b)

(c)

(d)

Figure 14

Optical (a) and Field Emission SEM micrographs mosaic (b) of compactive shear bands in samples of Saint

Maximin limestone deformed in dry conditions at 9 and 10 MPa of confining pressure, respectively. Details

showing (c) no damage outside the band; (d) intense grain crushing inside the band. Maximum principal stress

r1 was along the vertical direction.
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limestones are significantly weaker than the siliciclastic rocks and that they do not follow the

trend predicted by the Hertzian model. In Figure 15a, we added the critical pressure P* for

Majella and SML in dry and wet conditions to VAJDOVA et al. (2004) compilation. Our new

data confirmed their conclusions and the whole set of limestone data follows a much less

steep trend P� / /Rð Þ�0:7: Because crystal plasticity did not appear to be a major factor

leading to the observed pore collapse in our samples, the discrepancy between the Hertzian

model and themeasuredP* for carbonates reflects an intrinsic limit of themodel in particular

because it considers uniform defect structure (VAJDOVA et al., 2004). The results shown here

indicate that more data, particularly for weaker materials, will be needed to confirm this

trend, and more elaborate models should be developed. BAUD et al. (2000b) analyzed the

effect of water in conventional triaxial experiments on porous sandstone. They interpreted

the water-weakening effect as due to the reduction of the surface energy in the presence of

water and quantified this effect using a parameter k defined as:

k ¼ c0

c

� �
¼ P�

wet

P�
dry

 !2=3

;

where c and c0 are the surface energies in dry and wet conditions, respectively. From our

hydrostatic dry and wet data, we inferred k = 0.80 and k = 0.84 for Majella grainstone
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Figure 15

(a) Critical pressure P* for the onset of grain crushing in various carbonates under hydrostatic loading as a

function of the product of initial porosity and grain radius. Open symbols represent data for dry conditions and

dark symbols represent data for wet conditions, for Solnhofen limestone (BAUD et al., 2000a), Tavel limestone,

Indiana limestone (VAJDOVA et al., 2004), Chauvigny limestone (FABRE and GUSTKIEWICZ, 1997), Majella

grainstone and Saint Maximin limestone (this study). The crosses represent data for siliciclastic rocks from

WONG and BAUD (1999). The dashed line is a prediction of the Hertzian fracture model. The dotted line is the

best fit for the carbonate rocks. (b) Compilation of yield envelopes for carbonate rocks. Initial porosity is

indicated for each rock. Data sources: Lixhe chalk: HOMAND and SHAO (2000), Indiana limestone: VAJDOVA et al.

(2004), Majella grainstone and Saint Maximin limestone: this study. The curves represent the best fit using the

model of GRUESCHOW and RUDNICKI (2005).
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and SML, respectively. BAUD et al. (2000b) found values in the range [0.79; 0.97] with

the lower value for Boise sandstone in the same porosity range as Majella and SML. This

suggests that the weakening effect of water measured in our carbonates can also be due to

the reduction of the surface energy. Previous studies reported a weakening effect of water

of various magnitudes in carbonates (BOOZER et al., 1963; RUTTER, 1974; RISNES et al.,

2005). Several chemical mechanisms, in particular pressure solution (HELLMANN et al.,

1996) and stress corrosion (HADIZADEH and LAW, 1991) were proposed to explain the

observed reduction in strength. Pressure solution was unlikely to be a factor in our

experiments performed at room temperature over short periods of time. The stress

corrosion effect leads to macroscopic creep and time-dependent behavior both in

extension and in compression (ATKINSON and MEREDITH, 1987; BAUD and MEREDITH,

1997). Our wet experiments were performed under fully servo-controlled pore fluid

pressure and no significant macroscopic creep was observed. It suggests that stress

corrosion only slightly impacted on our results, if any. RISNES and FLAAGENG (1999) and

HEGGHEIM et al. (2005) studied the weakening effect of pore fluid on chalks. They showed

that the strength of chalks is strongly dependent on the nature of the pore fluid and

increases according to: water < methanol < oil < dry. RISNES et al. (2005) performed a

systematic study on Lixhe chalk of porosity > 40% using water-glycol mixtures. Their

data for water saturated and glycol saturated cases would lead to k < 0.60 for Lixhe
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Figure 16

(a) Compaction factor at the onset of shear-enhanced compaction C*. Open symbols represent data for Majella

grainstone and Saint Maximin limestone (this study), dark symbols represent data for Bentheim and Darley Dale

sandstone (BAUD et al., 2006). (b) Constitutive parameters for the nonassociative model of RUDNICKI and RICE

(1975). The dilatancy factor b is plotted as a function of the internal friction coefficient l. The open symbols

represent the data for Majella grainstone and Saint Maximin limestone (this study). For reference data for

samples of Bentheim and Darley Dale sandstone (BAUD et al., 2006) are given as dark symbols. Two of the

failure modes (compaction bands and shear bands) predicted from bifurcation analysis (ISSEN and RUDNICKI,

2000) are separated by the dashed line bþ l ¼ � ffiffiffi
3

p
: The normality line b = l is also represented as a dashed

line.
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chalk. However, RISNES et al. (2005) interpreted part of this very important weakening as

the result of complex capillary effects (since dry chalk still contains water). Because the

strength reduction observed in our wet samples was much less pronounced and

comparable for two rocks of very different internal surfaces, it is unlikely that such

capillary effects contributed significantly to the water weakening in Majella grainstone

and SML.

In Figure 15b we compile our data in the stress space (P-Q) and compare them with

VAJDOVA et al.’s (2004) data on Indiana limestone of 16% porosity and data on Lixhe

chalk of 43% porosity from HOMAND and SHAO (2000). Figure 15b shows clearly that

porosity significantly influences the strength of porous carbonates. Unlike for porous

sandstone for which the compactive failure envelopes can in most cases be fitted with an

elliptical cap (WONG et al., 1997; BAUD et al., 2006), the failure envelopes of porous

carbonates display a wide variety of shapes. To quantify the differences in the shapes, we

used an expression proposed by GRUESCHOW and RUDNICKI (2005):

P

A

� �n

þ Q

B

� �n

¼ 1: ð1Þ

The exponent n varies from 2 to 2.5 and seems to increase with increasing porosity.

The ratio B/A also shows a wide variability from 0.48 to 0.97. This variability underlines

the difficulty of the constitutive modeling of porous carbonates. Attempts using a model

based on plastic pore collapse (CURRAN and CARROLL, 1979; BAUD et al., 2000a; VAJDOVA

et al., 2004) yielded in most cases limited success. VAJDOVA et al. (2004) suggested that a

more appropriate model should consider the coupling of plasticity and microcracking.

Such an approach is however unlikely to apply to our new data, considering the lack of

evidence of crystal plasticity in deformed samples of Majella grainstone and SML. A

more appropriate micromechanical model should take into account the geometric

complexity of the rock microstructure (pore shape, grain size distribution, etc). It would

therefore require more mechanical data, and particularly a very accurate description of

the rock microstructure employing techniques such as mercury porosimetry, BET and

further quantitative microstructural analyses using various techniques of imaging such as

Computed Tomography (CT). Building such a model is beyond the scope of this study,

however mechanical and microstructural data presented here could be adopted as a

referring base.

6.2. Compaction Localization in Porous Carbonates

Several studies have described experimentally the brittle-ductile transition in

sandstone (WONG et al., 1997; BÉSUELLE, 2001; BAUD et al., 2004) and carbonates

(PATERSON, 1958; HEARD, 1960; EVANS et al., 1990; VAJDOVA et al., 2004). In porous

sandstone, recent experimental work revealed a wide variety of failure modes involving

compaction localization at effective pressure higher than that of brittle failure. With
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increasing effective pressure, a transition from dilatancy to compaction is observed while

the failure evolves from dilating shear-band to high angle compactive shear bands mostly

on the left-hand side of the failure envelope. Further increase in the effective pressure

leads to the developments of homogeneous cataclastic flow or in many cases to the

sequential growth of discrete compaction bands (BAUD et al., 2004; 2006). The brittle-

ductile transition in sandstone is therefore not a sharp transition and not concomitant to

the dilatant/compactant transition. In rocks where the pervasive development of

compaction bands is observed, the terminology brittle-ductile transition is actually not

really suitable since ductile deformation occurred mostly under hydrostatic conditions. In

porous limestone, the data of VAJDOVA et al. (2004; 2006) suggest that the transition

between the dilatant brittle regime and homogeneous catatclastic flow is sharper and

relatively closer to the dilatant/compactant transition. However, more microstructural

data are needed to confirm this tendency.

The behavior of Majella and SML is different from that of less porous limestones, in

particular because of the absence of dilatancy. Compactive shear bands were observed at

the lowest tested pressures in both rocks. Unlike for sandstone, we had no evidence of the

band angle decreasing with increasing pressure. A quantitative description of the band

geometries (orientation, tortuosity, thickness) would be very difficult to give because of

the variability between samples and the small interval of pressures at which the bands were

observed to form for these weak materials. In Majella limestone this failure mode is

followed by homogeneous cataclastic flow, and the compactive behavior of this rock at

high pressures appears similar to that of Indiana and Tavel limestones (VAJDOVA et al.,

2004). The Majella limestone used in this study was from the host rock in the S. Madonna

delle Mazze quarry described by TONDI et al. (2006). A variety of structures involving

deformation and compaction bands and stylolites was observed in the quarry. The

deformation bands are oriented at various angles to the bedding and show both porosity

reduction and shearing. In this sense, they are comparable to the compactive shear bands

observed at low confinement in the laboratory experiments. The compaction bands were

the first structures of this type observed in a carbonate rock (TONDI et al., 2006). These field

compaction bands are mostly oriented parallel to the bedding direction. Recent

experiments on porous sandstones (TOWNEND et al., 2008; LOUIS et al., 2009, this volume)

indeed support the idea that in a material with significant bedding anisotropy, compaction

bands tend to develop preferentially in the bedding plane. Starting from a comparable host

material taken from the same formation, we observed no evidence of compaction bands in

our laboratory samples, although they were cored in the most favorable orientation (i.e.,

perpendicular to bedding). This suggests that the field compaction bands could have

appeared after the deformation bands and were the results of complex stress interactions

between different structures. It is also possible that water played a major role in the

evolution of the failure in this type of material. Wet triaxial experiments are currently

being performed in our laboratory to study this question.

Compaction localization appeared in all triaxially deformed samples of Saint

Maximin limestone and can be considered for this carbonate as the dominant feature of
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compaction. However, a certain number of differences were observed with respect to

the patterns of compaction localization reported in porous sandstones. First, when the

deformation is localized, the bands observed in SML were in most cases not

orthogonal to the major principal stress and thus not labeled as compaction bands.

Second, bands appeared less tortuous and thicker than the discrete compaction bands

observed in Bentheim and Diemelstadt sandstones (BAUD et al., 2004). The sequential

growth of the bands, similarly to the sandstone, seemed strongly influenced by the

presence of heterogeneities in the sample. Given the weak velocity anisotropy

measured in this rock (see section 2), it is unlikely that the sample orientation with

respect to the sedimentary bedding played a key role in our observations. Further

analysis is needed to understand the nucleation and growth of these bands. Some

variability in the quartz content and spatial distribution of quartz grains in the samples

could explain the relative scattering observed in the mechanical data, as well as the

variability in the failure modes. DRESEN et al. (1998) showed that a synthetic marble

containing about 20% quartz is about 5 times stronger than without quartz. The

relative weakness of SML and the fact that P* follows the carbonate trend (Fig. 15a)

suggest some complex quartz-calcite interaction in this rock. It will be difficult to

improve our understanding of these hard/soft grain interactions and their impact on

strain localization relying solely on more microstructural work. Recent studies using

X-ray computed tomography (LOUIS et al., 2006, 2007) showed that it is possible to

image anisotropic damage in a nondestructive way. This technique could be used on

SML to characterize the heterogeneity of this material and facilitate understanding of

the onset of compaction localization. The pilot use of Digital image correlation on CT

images of intact and deformed samples gave promising results on sandstone (LOUIS

et al., 2007). It will be the subject of future work on SML.

In a recent study, BAUD et al. (2006) determined the constitutive parameters for a

series of porous sandstones and checked the prediction of bifurcation analysis (RUDNICKI

and RICE, 1975; ISSEN and RUDNICKI, 2000) focusing on compaction localization. Because

we observed compaction localization in both studied carbonates, we quantified as a pilot

study the constitutive parameters for both Majella and SML. Following WONG et al.

(1997) we inferred the plastic compaction factor from:

Depkk
Dep1

¼ Dekk=De1ð Þ � /b/ DQ=De1½ 	
1� DQ=De1½ 	=E ; ð2Þ

where b/ is the pore compressibility, e1 the axial strain and E Young’s modulus.

In Figure 16a, the plastic compaction factor is presented as a function of the effective

pressure normalized by P*. The data of BAUD et al. (2006) for Darley Dale and Bentheim

sandstone are given for reference. Since only compaction was observed in the

experiments reported here, the plastic compaction factor for the dry experiments is

positive. The evolution with pressure is very similar the one observed in the more porous

Bentheim sandstone (/ = 23%). Darley Dale sandstone behaves somewhat differently,
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most probably because of its lower porosity (13%). Most of our measurements fall in the

range 0\Depkk=De
p
1\1; with the implication that 0\Depkk\Dep1: Since de

p
kk ¼ dep1 þ 2dep3

in a conventional triaxial experiment, our data require that inelastic yield in these

carbonates be accompanied by an overall reduction in volume that involves the interplay

of axial shortening (dep1 [ 0 with our sign convention) and lateral expansion

dep2 ¼ dep3\0
� �

:

Conditions for strain localization in the context of the bifurcation analysis were

formulated by RUDNICKI and RICE (1975) for shear localization and more recently by ISSEN

and RUDNICKI (2000) for compaction localization. In this framework, these conditions

were expressed in terms of a dilatancy factor b and a friction parameter l defined for a

conventional triaxial experiment as:

b ¼ �
ffiffiffi
3

p Depkk=De
p
1

3� Depkk=De
p
1

� � and l ¼ 1ffiffiffi
3

p oQ
oP

; respectively:

In particular, ISSEN and RUDNICKI (2000) showed that compaction bands should

develop if:

lþ b\�
ffiffiffi
3

p
: ð3Þ

Figure 16b illustrates that overall our new data on carbonates are relatively close to

the normality line b = l. For a comparable value of l, the compaction factor is

significantly lower than the estimations for Bentheim sandstone in which discrete

compaction bands were observed. A majority of the points for Majella grainstone and

Saint Maximin limestone falls in the domain where shear bands are predicted, in

agreement with our microstructural observations. WONG et al. (2001) showed that in this

parameter range, the theory also predicts strain-softening. Although we did not calculate

the hardening parameter, because both strain-softening and strain-hardening were

observed in the mechanical data (Figs. 5 and 7), some discrepancies exist between our

observations on carbonates and the theoretical predictions. WONG et al. (2001) observed

more significant discrepancies in sandstone, for which the theory failed to predict the

apparition of compaction bands. They attributed the observed discrepancies to the

inadequacy of the constitutive model to capture the partitioning of several mechanisms,

such as stress-induced microcracks, pore collapse and grain crushing. Similar conclusions

may be applicable here. Work is ongoing to collect more data to confirm these

preliminary results, particularly tests performed under wet conditions, within which the

dilatancy factor b is better constrained.

7. Conclusion

We presented recent advances of a work in progress on two very porous carbonates,

Majella grainstone and Saint Maximin limestone. New data indicate that the mechanical
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behavior of porous carbonates is dominated by shear-enhanced compaction associated, in

most cases, with strain-hardening. Stress-induced cracking and grain crushing are the

dominant micromechanisms of deformation in both rocks, with no major crystal plasticity

being observed. In Majella limestone, compactive shear bands comparable to the field

deformation bands were observed at low confinement. At higher pressures, compaction

localization was inhibited and homogeneous cataclastic flow developed. Recent field

observations suggested the development of compaction bands in the Majella formation.

Further laboratory and microstructural work will be needed to explain the discrepancies

between the failure mode observed in the laboratory and the structures described in the

field. In the more porous Saint-Maximin limestone, compaction localization was

observed in all of the triaxially deformed samples. Localized bands developed at various

orientations with respect to major principal stress. These bands are interpreted as

compactive shear bands. The number of bands increases with increasing strain. Although

compaction localization can develop in porous carbonates, it remains unclear whether

discrete compaction bands can develop in such materials. Identifying compaction

localization in porous carbonates has proven more difficult than for porous sandstones,

mostly because the carbonates are essentially made of calcite. To further understand the

development of the localized deformation structures in porous carbonates, microstruc-

tural analyses are being combined with X-ray computed tomography to capture the 3D

geometry of the bands and to better understand their formation.
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Stress Transfer During Pressure Solution Compression of Rigidly Coupled

Axisymmetric Asperities Pressed Against a Flat Semi-Infinite Solid

Y. BERNABÉ,1 B. EVANS,1 and D. D. FITZENZ2

Abstract—In a previous work, we developed a numerical model of compression by pressure solution (PS) of

a single axisymmetric asperity pressed against a flat semi-infinite solid. The dissolution rate at any point along

the contact and at any time t was determined by (1) computing the normal stress distribution from the current

shape of the asperity, and (2) solving the diffusion equation inside the fluid-saturated solid-solid interface,

including local dissolution source terms corresponding to the stress field previously determined. The change in

shape of the asperity during an infinitesimal time interval dt can then be calculated and the entire procedure

repeated as many times as desired. Our results showed that, as the contact flattens and grows during PS, the

initial elastic deformation is partially relaxed and the stress transferred from the contact center to the edge. Our

goal in the present paper is to demonstrate that, among a population of asperities, stress can also be transferred

from one contact to another and that the overall compaction rate can be significantly affected by this process. For

this purpose we extended our previous numerical model to simulate PS of two rigidly coupled spherical

asperities simultaneously pressed against a flat semi-infinite solid. We considered two end-member cases:

1) transfer of stress to a newly created, not initially present contact, 2) transfer of stress between asperities with

different sizes. In both cases, stress was transferred from the most stressed asperity to the least, and, the overall

PS displacement rate was reduced. Thus, formation of new contacts and heterogeneous distribution of asperity

sizes, which are both expected to exist in rough fractures with self-affine aperture or in heterogeneous granular

materials with variable grain-packing geometry, may significantly slow down PS creep compaction.

Key words: Pressure solution, creep.

1. Introduction

Pressure solution (PS) has been widely recognized for many years as an important

deformation mechanism in the upper crust (e.g., THOMSON, 1959; HEALD, 1961; RENTON

and HEALD, 1968; GROSHONG, 1972; ELLIOT, 1973; DURNEY, 1976; RUTTER, 1983; GRATIER,

1987) and extensive effort has been expended for the development of a macroscopic PS

creep law based on experimental data and theoretical arguments (among many others,

e.g., SPIERS et al., 1990; PATERSON, 1995; NIEMEIJER et al., 2002; FITZENZ et al., 2007b).

Applications of the proposed PS creep laws include modeling fault gouge healing during
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the seismic cycle (e.g., BLANPIED et al., 1992; SEGALL and RICE, 1995; FITZENZ et al.,

2007b), predicting porosity decrease with depth in sedimentary basins (e.g., RENARD

et al., 2000; REVIL, 2001), or modeling deformation rates at the (time-dependent)

transition depths between the seismogenic and ductile zones (ROLANDONE et al., 2004).

The transition zone is presently under accrued scrutiny because its behavior during

coseismic slip could help resolve the stress drop scaling debate (e.g., SHAW and

WESNOUSKY, 2008, HILLERS and WESNOUSKY, 2008). Many treatments use constitutive laws

constructed by analogy to high-temperature diffusion creep where the deformation is

limited by dissolution or transport processes occurring along the grain boundary region

(ELLIOT, 1973; RAJ, 1982; PATERSON, 1995). In generalized form, the strain rate e0 in
steady-state conditions is given as:

e0 ¼ e00 exp �HPS=RT

 � reff
RT

; ð1Þ

where e00 is a prefactor (which must be dimensionally consistent with the rest of equation

(1) and is assumed to contain, among other things, the grain size dependence), R the gas

constant, T the absolute temperature, HPS the PS activation enthalpy (its experimental

value is often used to identify the rate-limiting process) and reff the effective normal

stress at a typical solid-solid contact. Note that this relation is only a generic version of

many postulated relations, which might involve many different mechanisms, each of

which could involve important changes to its mathematical form. For example, in a

common variant of equation (1), the linear reff term is replaced by reff
n , where the

exponent n must be empirically determined. In the case of isostatic compaction of a

granular aggregate, a similar generic equation has been proposed for the time rate of

change of porosity /0 (NIEMEIJER et al., 2002):

/0 ¼ /
0
0 exp

�HPS=RT

 � reff
RT

h /ð Þ; ð2Þ

where the porosity factor h(/) accounts for the expected reduction in /0 with decreasing

porosity (obviously compaction must stop when porosity / reaches zero). However, the

data from laboratory experiments may be quite complex and are often, at least partially,

in conflict with the simplified constitutive laws. There are many possible reasons for such

discrepancies. For example, all experiments have unavoidable uncertainties; equations

like those above, despite their appealing form and simplicity, could be inadequate; the

experimental data could contain significant contributions from other mechanisms,

including dislocation creep or brittle fracturing; equations such as those above are often

based on simple geometric assumptions that may be inappropriate owing to the presence

of a very broad distribution of contact sizes and shapes or to changes in grain-packing

geometry occurring during compaction. Motivated by such discrepancies, workers often

reformulate the constitutive law to account for multiple mechanisms or more complex

geometry. In this analysis, rather than try to match a simple constitutive law to complex

data from laboratory experiments, we take an alternate approach. First, we postulate a

very simple contact-scale model, but one which includes coupling of the elementary PS
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processes. A numerical analysis of the model system is used to generate ‘‘data’’, which

can then be compared with macroscopic scaling laws of which equations (1) and (2) are

examples.

The numerical model describes compression by pressure solution of a single axi-

symmetric asperity pressed against a flat semi-infinite solid (see BERNABÉ and EVANS,

2007, hereafter referred to as BE, who followed a theoretical work by LEHNER and LEROY,

2004, hereafter referred to as LL). The dissolution rate at any radial distance r along the

contact and any time t was determined by (1) computing the normal stress distribution

from the current shape of the asperity, and (2) solving the diffusion equation inside the

fluid-saturated contact interface, taking into account the local dissolution source terms

corresponding to the stress field previously determined. The change in shape of the

asperity during an infinitesimal time interval dt can then be calculated and the entire

procedure repeated as many times as desired. Under these assumptions, the asperity

flattens with time, the contact area grows, and stress is transferred from the contact center

to the edge. If the simulated creep data are interpreted in terms of a creep law such as

equation (2), the ‘‘constants’’ are not constant but vary with time, even when they are

determined by a Bayesian inference method (FITZENZ et al., 2007a). In particular, the PS

activation enthalpy, HPS, was observed to decrease with time, leading the latter authors to

suggest the mechanism of deformation evolved from being primarily controlled by

contact dissolution to being limited by diffusion of the dissolved solid along the grain

interface.

In this paper we extended that single contact models to include two coupled contacts,

thus allowing stress to be transferred from one asperity to the other. As intuitively

anticipated, the compaction rate slowed as a result of the stress transfer. Nonetheless,

despite the obvious oversimplification of the model, when realistic material constants are

added to the calculation, the details of the stress transfer, the length of transient behavior,

and the deformation rates of the system are considerably more complex than can be

described by a simple one-mechanism constitutive law.

2. Pressure Solution Model

2.1. Basic Assumptions

It is important, at the outset, to state the basic assumptions included in our model. We

essentially followed the classic approach (e.g., PATERSON, 1973, 1995), according to

which pressure solution creep is understood as granular flow accommodated by mass

transfer through an intergranular fluid. All other mechanisms such as dislocation creep or

brittle fracturing are excluded from this definition, although they might play an important

role in natural situations. Equally important, an infinitesimally thin, dynamically stable

interface that remains fully saturated by the pore fluid at pressure p, but nevertheless

transmits arbitrary normal and tangential tractions, must exist at each solid-solid contact.
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Several possible structures have been proposed for this interface (e.g., strongly adsorbed

films, RENARD and ORTOLEVA, 1997, RUTTER, 1983, WEYL, 1958; a dynamic island-channel

structure, LEHNER, 1990, PATERSON, 1995, RAJ, 1982; GHOUSSOUB and LEROY, 2001; stress

corrosion microcracks and fluid inclusions, DEN BROK, 1998, GRATZ, 1991; altered

mineral layer, REVIL, 1999, 2001). The properties of the contact interface may be

enhanced by the presence of clay particles (e.g., HICKMAN and EVANS, 1995; RENARD et al.,

1997). Conversely, healing may occur at grain contacts for some mineral systems and

‘‘wet’’ interfaces may then be inhibited (HICKMAN and EVANS, 1991; ZUBTSOV et al., 2004).

Here, for the purpose of numerical modeling, we only need to stipulate the interface

width w and the interface diffusion coefficient D*. For simplicity sake, we assume that w

is constant, insensitive to stress and temperature and that D* has the same temperature

dependence as the diffusion coefficient D of the ‘‘free’’ pore fluid (RENARD et al., 2000).

We can therefore write D* = fD with the (stress independent) correction factor 0 < f < 1

accounting for various retardation effects depending on the contact interface structure.

We further limited the numerical model to the case in which the pore fluid was buffered

in some way so the concentration in the ‘‘free’’ pore space (i.e., outside the contact

interface) was maintained constant at the equilibrium value ceq of the fluid (at pressure p

and temperature T) in contact with the solid. Consequently, there is no precipitation of

solid either in the contact interface or on the free surface of the pores. This assumption

greatly simplifies the model but prevents investigation of the grain-size dependence of PS

creep. Also, it is clear that precipitation and, therefore, advective and/or diffusive

transport in the ‘‘free’’ pore space may be essential ingredients of PS deformation in

natural conditions (e.g., HE et al., 2003; LEHNER, 1995). In this paper, we do not specify

the mechanism buffering the pore fluid composition (one possibility in natural conditions

is fast advective transport by the equilibrated fluid), and we do not claim that such

conditions are always obtained in geologic settings. Our aim is simply to investigate the

complexity of behavior that may occur even with a simple model. In summary, PS creep

is assumed here to be controlled by the interplay of two coupled processes: contact

dissolution, a driving mechanism, and interface diffusion, a resisting one.

2.2. Numerical Procedures

We begin by describing the geometry of the contact system we are analyzing in this

study. We consider two solidly attached hemi-spherical asperities of radii RC1 and RC2

pressed against a semi-infinite, flat solid of the same material (here, quartz). Each contact

is therefore axisymmetric and local polar coordinates can be used. We will hereafter

assume that the same vertical motion is imposed to both asperities simultaneously and

neglect any bending or other elastic deformation between the two asperities. One way to

justify this assumption qualitatively is to view the two-asperity system as one elementary

cell of a dense periodic array (see Fig. 1a). In this case, the elastic deformation is almost

exclusively located around the tips of the asperities and can be calculated knowing the

unstressed separation between each asperity and the flat semi-infinite solid. As illustrated
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in Figure 1b, the total unstressed separation hi
tot is a function of the local radial distance ri

and time t. It can be divided into two parts:

htoti ri; tð Þ ¼ h0i tð Þ þ hi ri; tð Þ; ð3Þ
where the index i = 1 or 2 indicates which asperity is being considered. The unstressed

separation hi
0(t) at the tip of asperity i is a nonnegative quantity that can only increase

with time or remain constant, since precipitation is not allowed to occur within the

contact interface. Note that, if both h1
0(t) and h2

0(t) are strictly positive, a downward rigid-

body motion equal to the smallest of the two is needed to achieve unstressed contact at

one of the two asperities. For convenience, we will always start a simulation with at least

one of the two hi
0(0) equal to zero (i.e., one of the two asperities in unstressed contact)

and the global dissolution displacement at any time t will therefore be defined as

udis(t) = min(hi
0(t)). The other separation term hi(ri, t) describes the current, unstressed

shape of asperity i. For initially hemi-spherical asperities, we have:

hi ri; 0ð Þ 
 r2i
2RCi

; ð4Þ

where ri B ai(0) < < RCi (with ai(0) denoting the initial contact radius).

Thus two end-member cases can be investigated: Case 1) identical asperities

(RC1 = RC2) with different initial tip separations (by convention, we chose

1 2 11 2 11 2

(a)

(b)

RCi

hi
0

hi hi
tot

ri

Figure 1

a) A schematic representation of the two-asperity system studied here. The rigidly coupled asperities 1 and 2 are

assumed to be part of a dense infinite periodic array, therefore bending or other deformations in the solid

between the asperities are negligible. b) Graphic definition of the unstressed separation hi
tot = hi

0 ? hi. It is

important to note that, for the sake of visibility (i.e., to avoid representing the asperity surface as nearly planar),

this diagram does not really show the assumed case of a radius of curvature RCi much greater than ri in the

contact region.
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h1
0(0) > h2

0(0) = 0), and, case 2) different asperities (by convention, RC1 < RC2) with

identical initial tip separations (h1
0(0) = h2

0(0) = 0). Case 1 corresponds to creation of a

new contact during PS creep. Indeed, when the elastic relative displacement uel initially

imposed is lower than the separation gap h1
0(0), asperity 1 is not initially in contact even

under load, but will eventually make contact at some later time during PS creep. Case 2 is

a first step towards investigating the effect of asperity (or grain) size distribution.

Obviously, more work is needed to go from this very simple binary distribution to a broad

continuous one.

2.2.1 Interface diffusion equations. Under the assumptions listed in section 2.1, the mass

of solid dissolved at any given time t and at any point ri of contact i per unit time and unit

area is, to a very good approximation, given by (see LL):

JðiÞ ri; tð Þ 
 qSKdis

XS

kT
rðiÞeff ri; tð Þ � ln cðiÞ ri; tð Þ.

ceq

 �� �
; ð5Þ

where qS denotes the solid density, XS the molecular volume of the solid, k the

Boltzmann constant, Kdis a phenomenological rate coefficient for contact dissolution

(here, Kdis is assumed identical to the rate constant of dissolution for a solid immersed in

a fluid at pressure p and temperature T), ceq the equilibrium concentration of the

interstitial fluid in the ‘‘free’’ pore space (i.e., outside the contact interfaces) and reff
(i) the

normal effective stress at the point considered. The concentration c(i)(ri) of the fluid

inside the interface of contact i is the solution of the quasi-static diffusion equation with

source terms J(ri)
(i)/wqF, where qF is the fluid density:

d2cðiÞ ri; tð Þ
dr2i

þ 1

ri

dcðiÞ ri; tð Þ
dri

þ KdisqS
wD�qF

XS

kT
rðiÞeff ri; tð Þ � ln cðiÞ ri; tð Þ.

ceq

 �� �
¼ 0: ð6Þ

If the stress fields reff
(i) are known at time t, the two equations 6 (i.e., one for each value of

the index i) can be numerically solved independently of each other, using the technique

described in BE. Thus, assuming that quasi-static conditions hold, the thickness of solid

dissolved in each contact during an infinitesimal time increment dt is:

dhi ri; tð Þ ¼ JðiÞ ri; tð Þdt
qS

: ð7Þ

The separation hi
tot can then be updated by adding dhi (i.e., hi(ri, t ? dt) = hi(ri, t) ?

dhi(ri, t) - dhi(0, t) and hi
0(t ? dt) = hi

0(t) ? dhi(0, t)) and the global dissolution

displacement udis(t ? dt) = min(hi
0(t ? dt)) can be determined. One final remark is that,

as explained in BE, the thickness of dissolved solid at the contact edges dhi(ai, t) may be

large enough to produce a small local irregularity in the asperity shape, which must be

smoothed out to avoid numerical instability when solving the subsequent contact

mechanics problem.
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2.2.2 Contact mechanics equations. At any given time t, the asperities normally pressed

against the planar body form circular contact zones of radius ai(t). The relative normal

displacements ui(ri, t) and the effective normal stress reff
(i) (ri, t) must verify the following

conditions:

ui ri;tð Þ¼uel tð Þ� h0i tð Þþhi ri;tð Þ�udis tð Þ
� �

and r ið Þ
eff ri;tð Þ�0 for ri�ai tð Þ; ð8aÞ

ui ri;tð Þ�uel tð Þ� h0i tð Þþhi ri;tð Þ�udis tð Þ
� �

and r ið Þ
eff ri;tð Þ¼0 for ri[ai tð Þ; ð8bÞ

where uel(t) is the global elastic relative displacement. Note that a negative value of

ui(0, t) (i.e., hi
tot(0, t) > uel(t) ? udis(t) = utot(t), or, total separation greater than total

relative displacement) indicates that the corresponding asperity is not in contact and

therefore reff
(i) (ri, t) = 0. To simplify the analysis we used the classic Hertzian contact

mechanics assumptions (i.e., no friction, no adhesion, contact radius much smaller than

the asperity size, and so forth; see JOHNSON, 1985). Accordingly, ui(ri, t) is given for

ri B ai(t) by (LI and DEMPSEY, 1990):

ui ri; tð Þ ¼ 8 1� m2ð Þ
pE

Z ai tð Þ

0

r ið Þ
eff si; tð Þ si

max si; rið ÞK
min si; rið Þ
max si; rið Þ
� �

dsi; ð9Þ

where E is Young’s modulus, m Poisson’s ratio, and K denotes the complete elliptical

integral of the first kind. The two equations (9) (for i = 1 and 2) are coupled through the

global equilibrium condition:Z a1 tð Þ

0

2ps1r
1ð Þ
eff s1; tð Þds1 þ

Z a2 tð Þ

0

2ps2r
2ð Þ
eff s2; tð Þds2 ¼ F1 tð Þ þ F2 tð Þ ¼ F; ð10Þ

where F is the (constant) total effective normal load externally applied to the asperities.

These equations can be numerically solved for ai(t), uel(t) and reff
(i) (ri,t) using a

generalization of the iterative method utilized by BE. The first step of this method is to

choose test-values for ai(t) and rewrite equations (9) and (10) in nondimensional

discretized form (distances are normalized with respect to the unknown ai, e.g., Ri = ri/ai;

note also that the time variable t is omitted in the rest of this section):

4

p
B:fðiÞ ¼ uel

ai
1�HðiÞ; ð11aÞ

a21A
T :fð1Þ þ a22A

T :fð2Þ ¼ F 1� m2ð Þ
pE

¼ F�; ð11bÞ

where the matrix B and transposed vector AT are calculated using Gauss-Chebyshev

discretization scheme (note that B and AT only depend on the number of discretization

nodes; see BE and LI and DEMPSEY, 1990, for more details), 1 is a vector whose

components are all equal to 1, and, the symbol . denotes matrix product. The components

of the vectors f(i) and H(i) are equal to the (nondimensional) values of 2(1-m2)reff
(i) /E and
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(hi
0 ? hi – udis)/ai, respectively, at the discretization nodes along one contact radius. The

next step is to decompose f(i) as:

fðiÞ ¼ uel
ai

f� fðiÞh ; ð12Þ

where f and fh
(i) are solutions of 4/p B.f = 1 and 4/p B.fh

(i) = H(i), respectively. Thus,

tentative stress fields reff
(i) (ri) in both contact regions can be determined. Finally, plugging

equations (12) into equation (11b) yields the global elastic relative displacement:

uel ¼ F � þa21A
T :fð1Þh þ a22A

T :fð2Þh

a1 þ a2ð ÞAT :f
: ð13Þ

If the test-values used for ai are equal to the correct ones, the conditions (8ab) must be

verified. Otherwise, the above computations are reiterated with new test-values until

solutions for ai are found. In the case of a single asperity the one-dimensional search

strategy for the solution contact radius a is rather simple: 1) Start with an over-estimated

test-value for the contact radius a- and verify that the tentative normal stress at the

contact edge reff(a
-) is negative, 2) find a lower test-value a? for which reff(a

?) is

positive, and, 3) explores the interval [a?, a-] by dichotomy until the value at which the

change of sign occurs is found with sufficient accuracy. As illustrated in Figure 2, for two

coupled asperities the solution corresponds to the intersection of two change-of-sign lines

in the (a1, a2) plan. Unfortunately these lines are not horizontal and vertical straight lines.

In particular, if one of the contacts is much smaller than the other (as happens if a new

contact is being formed), one of the lines becomes very strongly bent towards the

negative region (see Fig. 2). As a consequence, several sequences of horizontal, vertical

and oblique one-dimensional searches in the (a1, a2) plan must be used.

3. Simulations

As in BE, we consider that asperities and planar solid all consist of quartz

(E = 95600 MPa, m = 0.08, XS = 3.7 10-29 m3, qS = 2.65 g cm-3) and that the

interstitial fluid is water (qF = 1.0 g cm-3). We assume that the thickness of the contact

interfaces w is equal to 10-8 m and the diffusion correction factor f to 0.001 (i.e., the

middle of the range explored by BE). Although we believe that these values are

reasonable, the qualitative conclusions of this work are not very sensitive to the actual

numerical values used. The three temperature-dependent parameters used here, Kdis,

D* = fD and ceq, have an approximate Arrhenius behavior: Kdis & 3.39 10-4 Exp

(-79600/RT) 10-0.00203T ms-1 (corresponding to an activation enthalpy of around 72

kJ mol-1 in the temperature range explored here), D & 9 10-7 Exp(-15000/RT) m2 s-1

and ceq & 0.0307 Exp( -21200/RT) (see BE, LL and references therein). In both case 1

and case 2 the complete set of simulations was repeated for three values of the

temperature, T = 435, 508 and 574 K. In case 1 we considered three values of the total
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applied load, F = 0.11, 0.56 and 2.89 N and four initial separation gaps h1
0(0) = 0, 0.6,

1.2 and ? lm. Note that the simulations for h1
0(0) = 0 and ? were performed as single

asperity simulations in which the total applied load was F/2 and F, respectively. In case 2,

we used F = 0.21, 1.11 and 5.77 N, and, [RC1, RC2] = [600 lm, 600 lm], [500 lm,

696 lm], [400 lm, 784 lm] and [300 lm, 862 lm]. It is important to note that these

values were chosen so that the initial, total area of contact p(a1
2(0) ? a2

2(0)) for a given

load F was the same for all pairs [RC1, RC2]. If we define the normalized contrast in

asperity radius as DR = (RC2-RC1)/600 lm, the above [RC1, RC2] pairs correspond to

DR = 0.00, 0.33, 0.64 and 0.94, respectively. In all case 1 and case 2 runs, the amount of

time simulated was 4�107 s or about 1.3 years (in addition to the simulation sets

mentioned above, a few individual runs with different values of the parameters were also

investigated).

3.1. Results: Creation of a New Contact (Case 1)

In order to visualize the evolution of the asperities and understand how they interact

with each other during PS compaction, it is helpful to look at snapshots of the unstressed

separations and stress fields at increasing times tk. An example corresponding to

T = 508 K, F = 0.56 N and h1
0(0) = 0.7 lm, is shown in Figure 3 (in these diagrams

only half of each asperity is visible). In the left-side diagrams, we plotted the unstressed

separation hi
tot versus the local radial distance ri. The thick black line visualizes the

dissolution displacement, udis(tk), while the thin grey lines allow comparison of uel(tk),

the overall elastic displacement, and of h1
0(tk)-h2

0(tk), the effective separation of asperity

1 and the flat solid. We see that h1
0(tk)-h2

0(tk) decreases with time faster than uel(tk), so

asperity 1 makes contact slightly before tk = 1,750,000 s. Note that these curves can be

interpreted as showing the evolution of the unstressed shapes of the asperities (assuming

that the flat solid does not dissolve). In the right-side diagrams we plotted the

a1

a2a2

σ  eff(a1) > 0

σ  eff(a1) < 0

σ  eff(a2) < 0σ  eff(a2) > 0

(1)

(1)

(2)
(2)

Figure 2

Maps in the (a1, a2) plane (where a1 and a2 refer to the trial values of the contact radii of the two asperities)

showing the regions of positive and negative reff
(1)(a1) and reff

(2)(a2) and the change-of-sign lines that delimit them.

The solution of the contact mechanics problem is the intersection of these two lines.
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Snapshots of the unstressed separations and stress fields at increasing times tk for case 1 (i.e., creation of a new

contact). This example corresponds to T = 508 K, F = 0.56 N and h1
0(0) = 0.7 lm. The left-side diagrams

show the unstressed separation hi
tot versus the local radial distance ri. The thick black line visualizes the

dissolution displacement, udis(tk), while the thin grey lines allow comparison of uel(tk), the overall elastic

displacement, and of h1
0(tk)-h2

0(tk), the effective separation of asperity 1 and the flat solid. These parameters,

udis, uel and h1
0-h2

0, are indicated in light grey color. The right-side diagrams display the corresponding normal

effective stress fields reff
(i) (ri, tk).
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corresponding reff
(i) (ri, tk), illustrating how flattening and growth of asperity 2 are

accompanied by a decrease of the maximum contact stress (i.e., stress at the contact

center). As the new contact at asperity 1 is formed, very rapid growth of contact 1,

moderate increase of reff
(1) and accelerated decrease of reff

(2) occur simultaneously. Thus

stress is transferred from the old contact to the new one, and, as will be shown in the next

paragraph, this corresponds to a sizable reduction in dissolution displacement rate u0dis.
In Figure 4 we compare the simulated elastic and dissolution displacements for initial

separation gaps h1
0(0) = 0, 0.6, 1.2 and ? lm (T = 508 K and F = 0.56 N). The elastic

decay is fastest for h1
0(0) = 0 (curve ‘‘a’’ in Fig. 4a) and slowest for h1

0(0) = ? (curve

‘‘d’’), whereas u0dis is respectively minimum (curve ‘‘a’’ in Fig. 4b) and maximum (curve

‘‘d’’). As mentioned, these two end-member cases correspond to single asperities (both

with RC = 600 lm) submitted to external loads F/2 and F, respectively (in other words,
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a) Simulated elastic relative displacement uel(t) versus time for case 1 (i.e., the separation gaps h1
0(0) = 0, 0.6,

1.2 and ? lm correspond to the curves labeled a, b, c, and d, respectively). The physical conditions are

T = 508 K and F = 0.56 N. b) Dissolution displacement udis(t) versus time for the same simulations.
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F1 = F2 = F/2 in the former case while F1 = 0 and F2 = F in the latter). For all

temperature and load conditions used in single contact simulations, we found that

replacing F by F/2 produced a reduction of u0dis(t) by a factor of about 1.2 at t = 0 and 1.3

at t = 1.3 years. Note that the relationship between u0dis and F is not linear. This is

expected because reducing the total applied load also reduces the total area of contact

(see BE and the discussion in section 4). Extrapolating this behavior to times greater than

1.3 years suggests that the curves ‘‘a’’ and ‘‘d’’ in Figure 4b continue to diverge from

each other indefinitely. In the intermediate cases (i.e., for h1
0(0) = 0.6 and 1.2 lm), the

simulated uel and udis curves are coincident with the h1
0(0) = ? curves at early times and,

then, bend down towards the h1
0(0) = 0 curves (this is clearer for uel than udis because a

discontinuous change in displacement rate occurs for uel whereas the evolution is gradual

for udis). This switching process is slow at the time-scale investigated here and we could

not observe its final stage even at the highest temperature considered. Therefore, we

cannot be totally sure that the curves ‘‘b’’ and ‘‘c’’ asymptotically would approach their

lower limit (curve ‘‘a’’) in very long simulations, although it seems quite reasonable to

imagine such a behavior. The load transfer associated with the formation of a new contact

is shown in Figure 5 (F2 remains equal to F at early times, suddenly drops at the onset of

new contact creation, and, asymptotically reaches F/2 at late times).

In summary, the formation of a new contact produces a reduction of the PS

compaction rate. Clearly, this process will be compounded if, for each contact initially

present, N new contacts are formed during creep compaction. We obtained an upper limit

of the reduction in u0dis(t) by running single asperity simulations in which F was reduced

to F/N (i.e., the N new contacts are formed right at the beginning). For N = 10, we found

that the creep rate was reduced by a factor of about 2 at t = 0 and 3 at t = 1.3 years. For

N = 50, the reduction factors were approximately 3 and 6 for t = 0 and t = 1.3 years,

respectively. Interestingly, the long-term reduction factors tended to decrease with

time (x 100,000 s)

F
2/F
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Figure 5

Normalized load, F2(t)/F, supported by asperity 2 versus time for the same simulations as in Figure 4.
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increasing temperature (e.g., 6.3 for T = 435 K, 4.5 for T = 508 K and 4.1 for

T = 574 K, in the case N = 50). Formation of new contacts should occur when a

population of asperities with a broad distribution of separations is considered (e.g., in a

rough fracture with self-affine aperture). Tightening of grain packing during PS

compaction of a granular aggregate also corresponds to creation of new contacts.

3.2. Results: Asperities with Different Sizes (Case 2)

The evolution of two different asperities in initial unstressed contact (i.e.,

h1
0(0) = h2

0(0) = 0) is illustrated in Figure 6. The example shown corresponds to

T = 508 K, F = 1.11 N and [RC1, RC2] = [400 lm, 784 lm] (or DR = 0.64). On the

left-side diagrams, we plotted hi
tot(ri,tk)-h2

0(tk) to allow easy observation of the increase

with time of h1
0(tk)-h2

0(tk), that is to say, the lifting of the smallest asperity (i.e., asperity 1)

away from the flat solid. The right-side diagrams show that reff
(1) initially has a higher

maximum, is more concentrated (i.e., a1(0) < a2(0)), and subsequently decreases faster

than reff
(2). Thus, stress is transferred from the smallest asperity to the largest one

(RC1 < RC2), and, as will be shown in the next paragraph (see Fig. 7), this corresponds to

a reduction in displacement rate. It is important to point out right away that, although the

stress magnitude is greater in contact 1 than contact 2, it corresponds to a lower load

(F1 < F2) owing to concentration on a smaller area (see Fig. 8). Thus, the combination of

a higher stress magnitude and a lower diffusion distance leads to a higher dissolution rate

in contact 1 than in contact 2. Consequently, as surprising as it might seem, load is

transferred from the asperity experiencing the lowest load to that subjected to the largest.

In Figures 7 and 8 we compare the simulated uel(t), udis(t), h1
0(t)-h2

0(t) and F1(t)/F for

DR = 0.00, 0.33, 0.64 and 0.94 (T = 508 K and F = 1.11 N). It can be seen that the

greater the contrast in asperity radius, the slower the elastic decay and dissolution

displacement rate, the larger the lifting of asperity 1 (but note that, for the largest DR, this

effect appears to reach a maximum and to reverse after a certain time) period and the

greater the drop in load F1. By contrast with case 1 for which, as explained earlier, the

very long time behavior can be reasonably imagined, the very long time evolution in case

2 is impossible to extrapolate from the simulated curves (the only, although impractical,

solution is to run very long simulations). In particular, the transfer of load from the

smallest to the largest contact observed here may continue indefinitely or may turn back

at later times. The magnitude of the compaction rate reduction (defined as the ratio of

u0dis(t) for DR = 0 by u0dis(t) for the DR considered) is generally modest, increases with DR

and decreases with time. We found reduction factors of the initial displacement rates of

1.11, 1.22 and 1.30 for DR = 0.33, 0.64 and 0.94, respectively. For t = 1.3 years and for

all DR’s the rate reduction factors drop to values very near 1. Finally, we observed a very

small but systematic increase of the rate reduction factors with increasing T and F. The

reason for the rate reduction is easily understood by noting that the effectiveness of the

PS resisting process, interface diffusion, increases with contact area. Therefore, interface

diffusion is most effective as a resisting process when the total area of contact is assigned

Vol. 166, 2009 Stress Transfer during Pressure Solution Compression 911



0 s

500,000 s

1,000,000 s

2,000,000 s

3,000,000 s

-40 40

1

-40 40

-40 40

1

-40 40

1

-40 40

1

-40 40

1000

-40 40

1000

-40 40

1000

-40 40

1000

-40 40

1000

1

r2 (μm) r1r1 r2 (μm)

unstressed
separation
   (μm)

stress
(MPa)

0
h1 - h2

0

0
h1 = h2 = 0

0

udis

Figure 6

Snapshots of the unstressed separations and stress fields at increasing times tk for case 2 (i.e., different asperities,

both in initial contact). This example corresponds to T = 508 K, F = 1.1 N and [RC1, RC2] = [400 lm,

784 lm] (or DR = 0.64). The left-side diagrams show the unstressed separation hi
tot versus the local radial

distance ri. The thick black line visualizes the dissolution displacement, udis(tk), while the thin grey line allows

observation of the increase with time of h1
0(tk)-h2

0(tk), that is to say, the lifting of the asperity 1 away from the

flat solid (note that uel(tk) is not shown here). These parameters, udis and h1
0-h2

0, are indicated in light grey color.

The right-side diagrams display the corresponding normal effective stress fields reff
(i) (ri, tk).
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to only one (large) contact (the other one shrinking to a point) and least effective if it is

split into two equal (smaller) pieces.

As in case 1, the rate reduction process may be multiplied if a population of asperities

(or grains) with a broad size distribution is considered. However, we should remember

that the creep rate is reduced for non-identical asperities with respect to identical ones

only when the other state parameters are kept constant (i.e., same load, same initial total

area of contact and therefore same initial mean stress). As a consequence, we cannot

conclude that poorly sorted granular aggregates must necessarily compact more slowly

than well-sorted ones (recent experiments actually showed the opposite, A. NIEMEIJER,

personal communication), unless the different aggregates were prepared in equivalent

initial states (i.e., same grain packing and same total area of contact under the same

effective pressure). Such a preparation would be very difficult to achieve since brittle

fracturing of the mineral grains during the cold pressing stage is impossible to control
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a) Simulated elastic relative displacement uel(t) versus time for case 2 (i.e., the asperity radius contrast DR = 0

and 0.94 correspond to the curves labeled a and d, respectively). The physical conditions are T = 508 K and

F = 1.1 N. b) Dissolution displacement udis(t) versus time for the same simulations.
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(analysis of the data of NIEMEIJER et al., 2002, by REVIL et al., 2006, suggests that the grain

size distribution of cold-pressed quartz aggregates was much broader than the nominal

grain size distribution used).

4. Interpretation and Discussion

Our next goal now is to fit the simulated udis(t) and utot(t) = uel(t) ? udis(t) to a

heuristically posited creep law such as equations (1) or (2) and estimate the effective

values of its parameters. Here, we decided to test the following creep law:

u0 ¼ u00F
n exp �HPS=RT

 �
u�m; ð14Þ

where n is the load exponent and HPS the effective activation enthalpy (the 1/RT

factor in equation (1) can be ignored since it does not produce a significant discrepancy
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a) Lifting of asperity 1, h1
0(t)-h2

0(t), versus time for the same simulations as in Figure 7. b) Normalized load,

F1(t)/F, supported by asperity 1 versus time. The curves labeled a, b, c, and d correspond to the asperity radius

contrast DR = 0.00, 0.33, 0.64 and 0.94, respectively.
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with a pure Arrhenius behavior in the temperature range considered here). We prefer to

use the factor Fn rather than hreffin (where hreffi refers to the mean contact stress)

because F is held constant during the creep simulations whereas hreffi changes with time.

Moreover, the total load F is really a macro-scale quantity akin to the effective confining

pressure in granular aggregate compaction experiments while hreffi is a micro-scale

parameter usually not measurable directly in laboratory tests. The displacement variable

u may represent either udis or utot. The power-law displacement factor u-m was included

in equation (14) because it arises naturally from an analytical relation derived from the

LL model (equation (16) in BE), which was shown to approximate the BE results

within 20%. In the case of a hemispherical asperity initially in point contact, we have

u(t) & a2(t)/2RC and the LL relation becomes:

u0 tð Þ ¼
XS

kT

F

pRCu tð Þ
2

Kdis

þ qS
qF

RCu tð Þ
2ceqwD�

: ð15Þ

This ordinary differential equation takes a simple form in two extreme cases, 1) diffusion

much faster than dissolution (infinite D*) yielding u0 / u�1; and, 2) diffusion much

slower than dissolution (infinite Kdis) leading to u0 / u�2: According to this view, m

should lie between 1 and 2, and, its value gives an indication of the rate-limiting process.

Pressure solution creep is dissolution-controlled for m = 1 while m = 2 corresponds to

diffusion-control.

Equation (14) is easily solved, yielding:

u tð Þ ¼ mþ 1ð ÞCt þ u 0ð Þmþ1
n o 1

mþ1

; ð16Þ

with

C ¼ u00F
n exp �HPS=RT

 �
: ð17Þ

The problem is then to find the values of u00, n, HPS and m producing the best fits of

equation (16) simultaneously to the 9 simulated displacement time-series corresponding

to each value of h1
0(0) for case 1 or of DR for case 2 (see the beginning of section 3). We

followed the two-stage strategy devised by FITZENZ et al., 2007b). In the first stage, we

minimize the following cost function:

f
ð1Þ
cost ¼

X
j

X
i

u
ðjÞ
mod tið Þ � u

ðjÞ
sim tið Þ

 �2
; ð18Þ

where the subscripts ‘‘sim’’ and ‘‘mod’’ refer to the simulated and model (i.e.,

equation 16) displacement time-series, respectively, and the superscript (j) indicates the

temperature and load conditions (j = 1 to 9, see the beginning of section 3). Thus, using
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a commercially available minimization program, we estimate the best-fitting values of m

and C(j) (j = 1 to 9). In stage 2, we estimate the values of u0
0, n and HPS minimizing

another cost function:

f
ð2Þ
cost ¼

X
j

CðjÞ
mod � CðjÞ

est

 �2
; ð19Þ

where the subscripts ‘‘est’’ and ‘‘mod’’ refer to the values estimated in stage 1 and

modeled through equation (17), respectively. This technique is easier to implement but

much less powerful than the Bayesian inference method of FITZENZ et al. (2007b). In

particular, it does not yield the expected uncertainties on u0
0, n, HPS and m directly. One

way to estimate the uncertainties is to add a small, zero-mean, Gaussian noise (standard

deviation of 6 to 18 10-3 lm) to the simulated time-series usim
(j) (ti) and run the analysis on

a number of realizations (this procedure is highly time-consuming and we could only use

6 to 10 realizations). Our analysis is also unable to resolve the time dependence of the

creep parameters as thoroughly as the Bayesian inference method of FITZENZ et al.

(2007a) modified to allow identification of changes of creep regime. However, FITZENZ

et al. (2007a) reported difficulties in assessing which regimes are common to several

simulated creep curves, in particular when the T and F conditions are wide apart.

Following their discussion of these unresolved issues, we decided to simply analyze

shorter time-series constructed by selecting the first N data-points of the original time-

series (N = 400, 200 and 100 correspond to creep durations of 1.3, 0.6 and 0.3 years,

respectively) and observe that the parameters estimated vary when the time-series

duration is changed.

The estimated values of n, HPS and m for all the datasets are given in Tables 1 to 6.

Note that the results of Table 1 were obtained from the single asperity simulations

described in section 3.1. Thus, Table 1 characterizes the standard situation (i.e.,

h1
0(0) = 0 for case 1 or DR = 0 for case 2), to which all the other ones must be

compared. One important property already pointed out by BERNABÉ and FITZENZ et al.

(2007a) is that the creep parameters depend on time. Considering the entire set of udis
data, we found that n increased from about 0.7 to 0.9, HPS decreased from around 65 to 58

kJ mol-1 and m increased from 1.0 to 1.3 when the creep duration increased from 0.3 to

1.3 years. For utot the variations with time were smaller (decrease of n from 1.5 to 1.4,

Table 1

Values of the creep law parameters for the case 1 datasets corresponding to separation gaps h1
0(0) = 0 and ?,

and case 2 dataset DR = 0. The values in parentheses refer to utot and the other ones to udis. The uncertainty

values represent plus or minus two ensemble standard deviations

Duration (years) n EPS (kJ mol-1) m

0.3 0.76 ± 0.02 (1.44 ± 0.02) 65.2 ± 0.8 (58.5 ± 0.9) 1.05 ± 0.01 (2.01 ± 0.03)

0.6 0.84 ± 0.01 61.5 ± 0.3 1.20 ± 0.01

1.3 0.91 ± 0.01 (1.34 ± 0.01) 58.2 ± 0.3 (57.1 ± 0.1) 1.33 ± 0.01 (1.97 ± 0.01)
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decrease of HPS from 58 to 57 kJ mol-1 and decrease of m from 2.2 to 2.1). The variations

of HPS and m for udis are both consistent with an evolution of the rate-limiting mechanism

from contact dissolution at early times (activation enthalpy for dissolution = 72 kJ mol-1

Table 2

Same as Table 1 for case 1 dataset, h1
0(0) = 0.6 lm

Duration (years) n EPS (kJ mol-1) m

0.3 0.70 ± 0.01 (1.38 ± 0.01) 67.2 ± 0.6 (58.1 ± 0.3) 1.15 ± 0.01 (2.28 ± 0.03)

0.6 0.78 ± 0.01 62.9 ± 0.3 1.32 ± 0.01

1.3 0.85 ± 0.01 (1.28 ± 0.01) 58.7 ± 0.2 (56.6 ± 0.2) 1.47 ± 0.01 (2.23 ± 0.01)

Table 3

Same as Table 1 for case 1 dataset h1
0(0) = 1.2 lm

Duration (years) n EPS (kJ mol-1) m

0.3 0.74 ± 0.01 (1.45 ± 0.01) 67.3 ± 0.7 (58.7 ± 0.8) 1.13 ± 0.01 (2.25 ± 0.02)

0.6 0.82 ± 0.01 63.6 ± 0.3 1.31 ± 0.01

1.3 0.88 ± 0.02 (1.36 ± 0.01) 59.9 ± 0.3 (58.2 ± 0.2) 1.49 ± 0.01 (2.28 ± 0.01)

Table 4

Same as Table 1 for case 2 dataset, DR = 0.33

Duration (years) n EPS (kJ mol-1) m

0.3 0.70 ± 0.01 (1.52 ± 0.01) 64.1 ± 0.5 (58.3 ± 0.3) 0.98 ± 0.01 (2.13 ± 0.02)

0.6 0.78 ± 0.01 61.0 ± 0.3 1.14 ± 0.01

1.3 0.86 ± 0.01 (1.42 ± 0.01) 57.7 ± 0.1 (57.2 ± 0.1) 1.29 ± 0.01 (2.12 ± 0.01)

Table 5

Same as Table 1 for case 2 dataset, DR = 0.64

Duration (years) n EPS (kJ mol-1) m

0.3 0.67 ± 0.01 (1.56 ± 0.02) 63.5 ± 0.5 (58.4 ± 1.0) 0.93 ± 0.01 (2.20 ± 0.04)

0.6 0.75 ± 0.01 60.3 ± 0.4 1.09 ± 0.01

1.3 0.83 ± 0.01 (1.45 ± 0.01) 57.2 ± 0.1 (57.3 ± 0.1) 1.25 ± 0.01 (2.17 ± 0.01)

Table 6

Same as Table 1 for case 2 dataset, DR = 0.94

Duration (years) n EPS (kJ mol-1) m

0.3 0.64 ± 0.01 (1.64 ± 0.02) 62.7 ± 0.4 (58.5 ± 0.8) 0.89 ± 0.01 (2.33 ± 0.04)

0.6 0.73 ± 0.01 59.8 ± 0.3 1.06 ± 0.01

1.3 0.81 ± 0.01 (1.51 ± 0.01) 56.7 ± 0.1 (57.3 ± 0.1) 1.22 ± 0.01 (2.26 ± 0.01)
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and m = 1) to interface diffusion at late times (activation enthalpy for diffusion = 15

kJ mol-1 and m = 2). Note that equation (15) does not contain D* alone but the product

ceqD*, suggesting that the effective activation enthalpy for diffusion-controlled PS may

be 15 ? 21 = 36 kJ mol-1. In that case, our results suggest that PS may not need an

overly long period of time to become diffusion-controlled. We also observe that the load

exponent n for udis differs appreciably from 1 at early times. This is due to the fact that

the initial radius of contact a(0) varies with F (according to Hertzian contact mechanics

for spherical asperities a(0) must be proportional to F1/3). As illustrated by equation (15),

n is approximately equal to 1 only when a(0) is a constant. If we plug a 0ð Þ / F1=3 in

equation (15), we find u0dis 0ð Þ / F1=3 when contact dissolution is rate-limiting (i.e.,

infinite D*) and u0dis 0ð Þ / F�1=3 when interface diffusion is rate-limiting (i.e., infinite

Kdis). In order to verify this, we calculated the initial displacement rate u0dis(0) for F from

0.0016 to 50 N using the diffusion correction factor f = 0.1 (very fast diffusion). We

determined n by linear regression of log(u0dis(0))-log(F) data and found n = 0.33 as

predicted. We also tried to perform the same calculations for f = 10-6 (very slow

diffusion) but ran into numerical problems. We could obtain reliable values of u0dis(0)
only for small F (from 0.0016 to 0.05 N), from which we indeed estimated a negative

value n = -0.13. For f = 0.001, the value of f used in the bulk of this paper, we found

n = 0.28 < 1/3, indicating that PS creep was not perfectly dissolution-controlled in our

simulations even at t = 0. At finite times t > 0, the exponent of the power law

relationship between a(0) and F (initially equal to 1/3) decreases with time (probably

approaching 0 in the very long time limit). Consequently, this leads to an increase of the

load exponent n (probably approaching 1 at late times; extrapolating our results to periods

of 100–1000 years leads to much higher values of n, however this coupled model of PS is

highly nonlinear and extrapolation is, therefore, extremely unreliable) as indeed observed

in our simulations. Therefore, the time dependence of n for udis is also consistent with an

evolution with time from dissolution-to diffusion-control of PS creep.

Another general observation is that including the elastic deformation in the analysis

(i.e., replacing udis by utot) has a negligible effect on the long-term estimate of HPS but

leads to large increases of the exponents n and m. However, the elastic decay is a

transient phenomenon and its effect on n and m must decrease with time. Since it is a

transient effect, the elastic decay may be safely neglected in most geologic situations.

However, porosity changes at early times after an earthquake can impact pore pressure

and, therefore, both the aseismic deformation rate and the aftershocks occurrence. The

elastic decay might therefore be a necessary ingredient of numerical models of

postseismic fault models. In any event, our results show that the elastic decay should be

taken into account when analyzing laboratory experiments. In particular, it might

contribute to the high stress exponents often observed (e.g., NIEMEIJER et al., 2002).

Analysis of the case 1 simulations shows that creation of a new contact tends to

produce slightly greater m and HPS, and lower n, for both udis and utot. However, no clear

trend with h1
0(0) could be identified. This is to be expected since the time series

corresponding to h1
0(0) = 0.6 and 1.2 lm must lie between the udis(t) or utot(t) curves for
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h1
0(0) = 0 and ?. These two end-member time series were calculated using the single

asperity BE model with loads F/2 and F, respectively (see section 3.1), and, when

modeled by equation (14), should only differ by the value of the prefactor u00.
Unfortunately, u00 is rather difficult to study with the method described above because its

estimated values are very sensitive to the variations of the other parameters. However, we

did verify that u00 increased by factors of 1.1, 1.5 and 1.6 when h1
0(0) was increased from

0 to 0.6, 1.2 and ? lm. The distortions of the udis(t) and utot(t) curves due to the creation

of a new contact and the associated changes in n, HPS and m reflect the transfer of stress

from the old to the new contact. They accompany an elastic transient and should,

therefore, be limited in time. Only the decrease in u00 with respect to its initial value is

expected to be permanent (corresponding to the reduction in creep rate discussed in

section 3.1). In the very long time limit, the behavior should approach that corresponding

to h1
0(0) = 0 (identical asperities in initial contact). If a population of asperities with a

broad distribution of initial separation is considered, new contacts will be continuously

formed during a very long interval of time and more permanent changes of n, HPS and m

may be expected. The results of Tables 2 and 3 suggest that a (probably moderate)

decrease of n and an increase of HPS and m should occur.

For the case 2 simulations, we can identify the effect of DR on n, HPS and m clearly.

For udis, we observe moderate (approximately linear) decreases of n, HPS and m with

increasing DR. Moreover, the absolute values of the proportionality constants tend to

decrease modestly with time. For utot, n and m display a slightly more pronounced

(approximately linear) increase with increasing DR while HPS remains nearly constant.

These variations are not consistent with acceleration or deceleration of the transition from

dissolution-to diffusion-control of PS creep. They merely reflect the change in shape of

the udis(t) and utot(t) curves caused by the transfer of load from one contact to the other.

This load transfer is an elastic phenomenon and, as such, appears as a transient similar to

(but probably longer than) the elastic decay observed by BE for single contacts. If a

heterogeneous population of asperities is considered, load should be transferred from

roughly the smallest to the largest ones but the details of this evolution (i.e., load transfer

between specific asperities) must be very complicated.

A number of experimental studies of PS compression of a single indenter against a

flat solid substrate have been conducted in the past. However, comparison with our

simulations is difficult in many cases because sharp, rectangular or pyramidal indenters

were used (TADA et al., 1987; GRATIER, 1993; KARCZ et al., 2008). In this configuration

high stresses were produced at the edge of the contact and, therefore, PS undercutting was

triggered. When smooth, hemi-spherical halite indenters were used (HICKMAN and EVANS,

1992, 1995) decelerating contact growth was observed in qualitative agreement with our

simulations, nonetheless quantitative comparison is not possible owing to the difference

in material (note also that surface tension, which is not included in our model, played an

important role in these experiments). PS compaction experiments of quartz granular

aggregates were also performed in the laboratory (e.g., among many others, GRATIER and

GUIGET, 1986; SCHUTJENS, 1991; RUTTER and WANTEN, 2000; NIEMEIJER et al., 2002;
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CHESTER et al., 2007; KARNER et al., 2008). Comparison of our simulations to the results of

these studies is difficult for a variety of reasons (for example, deformation in the

experiments of CHESTER et al., 2007, and KARNER et al., 2008, is predominantly controlled

by subcritical crack growth) and we will limit our discussion to the work of NIEMEIJER

et al. (2002) who conducted isostatic hot pressing experiments on water-saturated quartz

granular aggregates at temperatures T ranging from 673 to 873 K and effective pressures

peff between 50 and 150 MPa. The porosity reduction was measured as a function of time.

The tests lasted on the order of 200 hours. For each experiment, the final porosity was

measured and the evolution of the porosity with time /(t) was back calculated. The /(t)
curves show qualitatively similar decelerating creep behavior as our simulations. In order

to interpret their data, NIEMEIJER et al. estimated the effective PS activation enthalpy HPS

and effective pressure exponent n by linear regression of selected values of log(d//dt)
with respect to 1/RT (i.e., Arrhenius plots) and to log(peff), respectively (note that we use

the same symbol, n, for the effective pressure and the load exponents because they are

somewhat equivalent; indeed, peff multiplied by the nominal surface area of the sample is

equal to the total compressive load). One important difficulty with this method is that the

estimated values of HPS and n are meaningful only if the selected values of log(d//dt)
(one value for each test) correspond to identical ‘‘internal’’ states. NIEMEIJER et al. argue

that the state of the compacting aggregate is uniquely determined by the ratio /(t)//0,

where /0 is the back-calculated porosity at the start of the creep test (after the preliminary

cold pressing stage). Using this method, they found HPS = 65, 75 and 85 kJ mol-1 and

n = 3.35, 3.45 and 3.58 for /(t)//0 = 0.9, 0.8 and 0.7, respectively. These values all

correspond to very early times (less than 10 hours). They are quite high compared to ours

and they tend to increase with /(t)//0 or, equivalently, with time (however, the time

dependence observed might be questionable because the linear regressions were run on

only three points). For /(t)//0 < 0.7, values less discrepant with our results are found, i.e.,

HPS = 62 kJ mol-1 and n on the order of 2.3 (but these values may not be reliable since the

linear regressions are based on only two points). FITZENZ et al. (2007b) re-interpreted these

data using a Bayesian inference method, which has the great advantage that no

assumptions about the ‘‘internal’’ state are needed (i.e., no data selection necessary,

although removing experimental artefacts is always a good idea). They found HPS = 37

kJ mol-1 and n = 2.55 for the complete dataset (but NIEMEIJER et al. warned that their late-

time data may contain experimental artefacts) and HPS = 57.6 kJ mol-1 and n = 3.56 for

the subset corresponding to /(t)//0 between 0.5 and 0.8 (i.e., times less than 10 hours for

most of the tests). The discrepancy with NIEMEIJER et al.’s results is clear, although there is

some convergence when the restricted dataset is used. The FITZENZ et al.’s estimates ofHPS

are not incompatible with ours but the values of n are much higher. These results also

suggest the same kind of time-dependence as we observed in our simulations (but the late-

time data may not be reliable).

In summary, it can be concluded that interpreting experimental PS creep data is a

difficult and uncertain task because of its sensitivity to the method used. For NIEMEIJER

et al.’s data, both interpretation methods yielded activation enthalpies more or less
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compatible with our simulations. It also appears that a possible time dependence of the

creep parameters could neither be ruled out nor clearly identified. The most dependable

observation is that the effective pressure exponents from NIEMEIJER et al.’s data are

substantially higher than those from our simulations. The main question, therefore, is to

find out the cause of such high values of n.

It is sometimes argued that PS creep rates should be exponentially related to peff, thus

producing a high power law exponent if a limited range of peff is considered (NIEMEIJER

et al. themselves invoke this argument). The proposed exponential dependence on peff is

derived as follows: 1) because the total dissolution mass flux within a contact and the

diffusion mass flux exiting it must balance each other, the relative displacement rate is

proportional to an ‘‘average’’ concentration gradient, u0dis�(hci-ceq)/a, where hci is a

‘‘representative’’ concentration inside the contact and a the contact radius; 2) a state of

equilibrium is then assumed, implying that the chemical potentials in the stressed

solid and in the contact fluid are equal, leading to hci = ceq exp(peff XS/kT) and,

therefore, u0dis� exp(peff XS/kT)-1. This reasoning is questionable for many reasons, the

most important one being that a state of equilibrium implies a complete halt of dissolution

(see equation (5) in section 2.2.1) and cannot be associated with a nonzero creep rate.

Although equations (5) and (6) are linear with respect to the local stresses reff(r,t), they
do not necessarily imply a load exponent equal to unity. This is best seen in equation (15)

after replacing u(t) by a2(t)/2RC. It clearly allows any value of n depending on the

relationship between a(t) and F. Concerning the load exponent n, the present study shows

two things: 1) the early-time elastic decay produces load exponents significantly greater

than 1, although not as large as the values found for NIEMEIJER et al.’s experiments; 2) this

effect is reinforced by heterogeneity in asperity size but not by creation of a new contact.

Accordingly we may conclude that elastic decay (obligatorily present in a short-term

compaction test) and a broad grain size distribution may have contributed to the high

values of n observed by NIEMEIJER et al. (2002) but could not be the sole cause. Most

likely, another creep mechanism such as dislocation creep or subcritical crack growth,

was also active during the experiments. Microstructure observations seem to rule out

microfracturing (NIEMEIJER et al., 2002), but it is reasonable to think that dislocation

creep, even if limited to a small region around the asperity tips, could have produced high

n values. Thus we will try, in the future, to extend the BE model and simulate a single

asperity simultaneously undergoing PS and power-law creep (with a high exponent).

5. Conclusion

The deformation of porous and fluid-saturated rocks in the upper crust of the Earth is

likely to occur via complex interactions among a variety of mechanisms, including

solution transfer, dissolution and precipitation, cataclastic and frictional processes, and

diagenetic reactions. Even in carefully designed and executed laboratory experiments it is

difficult to constrain these interactions. Most constitutive laws used to interpret the
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laboratory studies and to predict solution-transport deformation in nature rely upon

simplifying assumptions regarding the geometry of the microstructure and the relative

speed of competing mechanisms. In this work, we examined the mechanical behavior of a

simple numerical model system of two asperities deforming by only two processes:

dissolution of the stressed solid along the contact interface coupled with transport along

an intergranular fluid phase. The degree of simplification of this model when compared to

the complexities of pressure solution in natural situations is obvious. Notwithstanding the

limitations of the model, it is important to note that when typical material and kinetic

constants are used, the coupled model suggests that transient mechanical responses can

be quite long-lived, at least from the point of view of laboratory experiments. In addition,

if one inverts the numerical data to obtain material parameters to be used in the

simple aggregate constitutive laws, those parameters, normally viewed as material

constants, are not stationary in time. In particular, this numerical study suggests the

following conclusions:

1) Our simulations show that PS creep rates are reduced by the creation of new contacts

as well as by differences in asperity size (provided that the total area of contact

remains unchanged). These results can reasonably be generalized in a qualitative

sense to a large population of asperities. Therefore, PS creep models based on a single

‘‘representative’’ asperity (or grain) size and/or a fixed number of contacts may

significantly overestimate PS creep rates in rough fractures with self-affine aperture or

in heterogeneous granular materials with variable grain-packing geometry.

2) This study is consistent with previous results of BE and FITZENZ et al. (2007a),

suggesting that the empirically based creep-law parameters (in particular, the

activation enthalpy and the stress exponent in laws similar to eq. (1) are not constant

but depend on time. The reason for this is that PS creep results from the interplay of

two coupled processes, contact dissolution and interface diffusion, and that contact

growth during PS produces a change in the partitioning of these two processes,

namely, a transition of PS creep from dissolution-to-diffusion-control. It is important

to characterize this evolution as well as possible (see FITZENZ et al., 2007a) and to

include it in models of long-term geological phenomena, such as fault gouge healing

during the seismic cycle.

3) When interpreting the simulated creep curves, it is important to include the decay of

elastic strain, which leads to a (transient) increase of the apparent load exponent. The

elastic decay must indeed be present in short-term experimental data such as NIEMEIJER

et al.’s. However, the elastic decay is probably not essential for modeling long-term

field situations.

4) Finally, we saw that a broad asperity size distribution tends to enhance the above-

mentioned elastic decay effect (although not enough to explain load exponents on the

order of 2.5–3 as found by NIEMEIJER et al. (2002)). In contrast, creation of new

contacts produces an attenuation of the elastic decay effect.
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Common Evolution of Mechanical and Transport Properties in Thermally

Cracked Westerly Granite at Elevated Hydrostatic Pressure

M. H. B. NASSERI,1 A. SCHUBNEL,2 P. M. BENSON,1,3 and R. P. YOUNG
1

Abstract—Increasing the damage and crack porosity in crustal rocks can result in significant changes to

various key physical properties, including mechanical strength, elastic and mechanical anisotropy, and the

enhancement of transport properties. Using a Non-Interactive Crack Effective Medium (NIC) theory as a

fundamental tool, we show that elastic wave dispersion can be inverted to evaluate crack density as a

function of temperature and is compared with optically determined crack density. Further, we show how the

existence of embedded microcrack fabrics in rocks also significantly influences the fracture toughness (KIC)

of rocks as measured via a suite of tensile failure experiments (chevron cracked notch Brazilian disk).

Finally, we include fluid flow in our analysis via the Guéguen and Dienes crack porosity-permeability

model. Using the crack density and aspect ratio recovered from the elastic-wave velocity inversion,

we successfully compare permeability evolution with pressure with the laboratory measurements of

permeability.

Key words: Effective medium theories, transport properties, fracture toughness, thermal cracks,

hydrostatic stress.

1. Introduction

The mechanical and transport properties of crustal rocks are profoundly influenced

by cracks and pore spaces. The existence of embedded microcrack fabrics in rocks

significantly influences the elastic moduli and inferred permeability (HEARD and PAGE,

1982), fracture toughness (KIC) (NASSERI et al., 2005, 2006 and 2008), elastic wave

velocities (REUSCHLE et al., 2006; SCHUBNEL and GUÉGUEN 2003; SCHUBNEL et al. 2006),

and the permeability of rocks (GUÉGUEN and SCHUBNEL 2003; BENSON et al., 2006).
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The need for understanding of a coupled hydro-thermo-mechanical effect on fracture

toughness, elastic properties and permeability in rocks is increasingly in demand.

Seismic and velocity field data and its relation to complex, coupled phenomena is

important and has a role in many applied engineering fields, such as enhanced oil

production methods, hydro-fracturing, and the improved understanding of the stability

of underground waste repositories (RUTQVIST et al., 2005; ENGVIK et al., 2005). By

performing controlled thermal cracking experiments, we investigate quantitatively the

influence of thermal damage on fracture toughness, elastic wave velocity, and

permeability. Until now, few experimental studies have been performed on the effect

of thermal cracking on the mechanical strength, KIC and permeability of granitic rocks

together. A small number of studies have successfully measured an in-situ KIC data,

which shows a strong dependence upon other rock physical parameters, such as

elastic-wave velocities and permeability (MEREDITH and ATKINSON, 1985; DAROT et al.,

1992; BALME et al., 2004; FUNATSU et al., 2004). Conversely, however, measurements

of heat-treated specimens after cooling (ATKINSON, 1984) have suggested that

embedded microcrack fabrics in rocks significantly influence both elastic-wave

properties and permeability (SIMMONS and BRACE, 1965; KERN, 1978, 1997). NASSERI

et al. (2007) studied the coupled evolutions of fracture toughness and elastic wave

velocities at high crack density in thermally treated Westerly granite and used a

noninteractive crack theory to predict KIC relatively well at high crack density and

therefore will not focus on the said subject in the present study. Recently, BENSON

et al. (2006) used inverted elastic-wave velocities inversion and permeability models

of GUÉGUEN and DIENES (1988) to predict the evolution of permeability with increasing

pressure, from elastic-wave velocity variations.

Despite the fact that fractures generally represent only small amounts of porosity, the

theoretical evolution of elastic properties with damage can generally be predicted using

models developed in the framework of Effective Medium Theory (EMT), (e.g.,

O’CONNELL and BUDIANSKY, 1974; CHENG and TOKS}OZ, 1979; KACHANOV, 1994; SAYERS and

KACHANOV, 1995; LE RAVALEC and GUEGUEN, 1996; MAVKO et al., 1999). These models are

used in order to predict the material properties as a function of a single non-dimensional

damage parameter, the crack density and/or the porosity. Although elastic-wave

velocities and the fracture toughness are both known to decrease with microcracking

and permeability to increase with the latter, few attempts have been made until now to

link all the three properties and compare quantitatively their coupled evolution. The

present study presents the following, experimental and modeling study on samples of

thermally stressed (up to 850�C) Westerly granite: i) the experimental evolution of

fracture toughness and elastic-wave velocities under a dry unconfined state for a series

of chevron notched Brazilian discs, (ISRM, 1995); ii) the experimental evolution of

permeability as a function of effective pressure up to 35 MPa, contemporaneously with

the evolution of elastic-wave velocities up to 75 MPa of effective pressure; and (iii) the

theoretical evolution of permeability with increasing pressure, from elastic-wave velocity

variations.
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2. Experimental Methods and Procedures

2.1. Sample Selection

Westerly granite was chosen in this study due to its evenly textured, isotropic

initial microstructure (BRACE et al., 1968). In addition, the physical and mechanical

properties of Westerly granite are well known, with numerous studies performed on

this rock type over the years at elevated temperature and pressures (e.g., HADLEY,

1976; HEUZE, 1983; BAURE and JOHNSON, 1987; THOMPSON et al., 2006). Composition-

ally, Westerly granite is composed of 27% quartz, 36% microcline, 30% plagioclase,

6% phyllosilicates and 1% accessory minerals. The mean grain size is 0.75 mm with a

total porosity of less than 1% (MEREDITH and ATKINSON, 1985). Two types of samples

were prepared. Firstly, standard chevron notched Brazilian disc (CCNBD) of 75 mm

diameter and 30 mm thickness for KIC measurement and, secondly, right cylindrical

cylinders of 38 mm diameter and 78 mm length for permeability and elastic-wave

velocity measurement.

2.2. Experimental Methods

Isotropic crack damage was generated in sixteen CCNBD samples and four

cylindrical samples of Westerly granite (isotropic in nature) by thermally stressing the

samples to temperatures of 250�C, 450�C, 650�C and 850�C at a rate of 1.5�C/min using

a standard laboratory furnace. After cooling at the same rate, azimuthal elastic-wave

velocities (Vp) were measured at an interval of 30� circumferentially around each

CCNBD specimen in order to confirm and measure the level of isotropic crack damage in

each sample. Four samples were prepared at each temperature in the case of the CCNBD

samples, with a single example at each temperature for the cylindrical samples. Notches

were machined within the disc specimens only after this step, according to the standard

ISRM (1995) procedure (Fig. 1). Four additional CCNBD and one cylindrical sample

were not subjected to heating to provide an ‘unfractured’ room temperature (RT)

example.

Fracture toughness was determined using the standard ISRM (1995) technique

(Fig. 1) utilizing a stiff, servo-controlled loading machine to record displacement and

force as each sample was loaded until failure at a constant rate of 0.01 mm/sec. Fracture

toughness is given by:

KIC ¼ Pmax

B
ffiffiffi
R

p Y�
min; ð1Þ

where Y�
min ¼ l:eY:a1; Ymin

* is a critical dimensionless stress intensity value for the

specimen, determined by the specimen geometry dimensions a0, a1 and aB (Fig. 1); l and

Y are constants determined by a0, aB (ISRM 1995, Table 2); Pmax is the maximum load at

failure; B is the disc’s thickness; and R is the radius of the disc.
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Permeability was measured as a function of effective pressure (Peff = Pc-Pp, where

Pc is the confining pressure, and Pp is the pore pressure) up to 35 MPa. For cylindrical

specimens thermally stressed to 450�C, 650�C and 850�C, the steady-state flow method

was used, whilst for the RT and 250�C samples, the pulse decay method of BRACE et al.,

(1968) was employed, due to the much lower sample permeability. Calibration of the two

methods was made using the 450�C specimen tested at 2.5 MPa of effective stress. At

2.5 MPa of effective stress for 450�C heat-treated specimen steady-state flow method

was applied to measure permeability value and the result was compared to the

permeability value obtained for a similar situation using the pulse decay method. This

approach helps to calculate the water dead volume in the system which is an essential

input parameter in the pulse decay method. Permeability was measured using a

hydrostatic (instrumented Hoek-type cell made by Ergo Tech Ltd.) pressure vessel

equipped with platens allowing fluid flow through the cylindrical sample (Fig. 2).

Upstream and downstream pressures were maintained at approximately 5.5 to 4.5 MPa

respectively, using a high precision servo-controlled microvolumetric syringe pump

(Quizix QX20 k) capable of measuring cumulative fluid volume. Using this setup allows

permeability to be calculated via the application of Darcy’s law (e.g., GUÉGUEN and
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Figure 1

Geometry of the CCNBD and related parameters (after ISRM, 1995), R = Radius of disc; B = Thickness of

disc; D = Diameter of disc; RS = Radius of saw; a = Length of crack; a0 = Initial half length of chevron

notch; a1 = Final half length of chevron notch.
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PALCIAUSKAS, 1994). In addition, contemporaneous elastic-wave velocities (Vp, Vs) are

calculated axially using transducers embedded into the platens (Fig. 2). Elastic-wave

velocities were measured up to effective pressures reaching 75 MPa. Finally, porosity

change was determined at each step change in effective pressure by measuring the

volume of pore volume expelled via the pore volumometers for all the heat-treated

specimens. Permeability measurements were not continued beyond 35 MPa of effective

stress and the K value was significantly reduced and application of the pulse decay

method would take considerably longer and in practicality is not of great interest.

2.3. Determination of Optical Microcrack Density, (qOptical)

Thin sections (35 mm 9 22 mm) perpendicular to the fracture propagation plane

were made from the failed CCNBD specimens. Microstructural mapping, including

Pore fluid servo B

Pore fluid servo A

Pressure Transducer

Pressure Transducer
Confining fluid port

P
/S

1
/S

2
P

/S
1
/S

2

Steel pressure vessel
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Figure 2

Hoek cell for measurement of contemporaneous permeability, elastic-wave velocity (Vp, Vs1, Vs2) and porosity

change as a function of effective pressure to 100 MPa.
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intragranular and grain boundary microcrack mapping, and length measurements were

conducted using digital images taken from the thin section. In order to be certain that this

analysis was not affected by the crack propagation plane, these analyses were conducted

at some distance from the thoroughgoing fracture (approximately 15 mm away from the

area where test crack interacts with rock matrix). For intragranular crack measurement

length HADLEY’s (1976) definition of crack was applied where the crack’s orientation does

not deviate more than 20 degrees on any rolling 5 mm section of its length. A set cut off

limit of 0.05 mm was selected for the crack length mapping from the optical images to

ensure repeatability. Grain boundary microcrack lengths measurement involved unfold-

ing of the curved boundaries into straight lines where the latter vary between 0.07 to

3.6 mm as the temperature for the specimens varied from room temperature to 850�C.
For specimens treated at 650 and 850�C, where most of the grain boundary contacts were

cracked, maximum grain boundary length could not exceed the perimeter of the

maximum grain size. In addition to thin section analysis, scanning electron micrographs

(backscatter) were also prepared, allowing the average widths of intragranular and grain

boundary microcracks (50 measurements for each) to be directly measured as a function

of thermal stressing temperature (NASSERI et al., 2007).

The analysis of the thin section and SEM images were performed using the program

‘‘Intercept’’ developed by LAUNEAU and ROBIN (1996). This software allows the rapid

determination of microcrack density by scanning images along sets of parallel lines, and

counting the number of boundaries intercepted by those lines. The total number of

intercepts is then converted into an optical crack density, expressed in (mm/mm2) which

corresponds to the accumulated microcrack lengths (aj) from area (A) using:

qoptical ¼
P

aj
A

� �
: ð2Þ

3. Experimental Results

3.1. Microstructural Analysis for RT and Heat-treated Specimens

Figure 3 shows the evolution of both grain boundary (qGB) and intragranular

microcrack (qIG) densities with temperatures reaching 850�C determined through optical

microscopy. The initial ratio of qIG /qGB (RT specimens) decreased from approximately

2.85 to approximately 1.73 and 1.25 for 250�C and 450�C specimens respectively due to

the rapid increase in qGB. This ratio attains a value of *1.54 for 650�C specimens,

reflecting the fact that intragranular density increased more than grain boundary crack

density. Whereas this ratio reaches its lowest value of *0.95 for 850�C specimens,

reflecting a further increase in qGB especially observed due to the thermal splitting of

individual quartz and feldspar minerals at 850�C. A similar trend of observation has been

reported by FREDRICH and WONG (1986) on thermal cracking of Westerly granite.
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3.2. Fracture Toughness and P-waves Velocity Evolution with Temperature

Figure 4a shows the fracture opening displacement as a function of thermal stress

level. There is a clear dependence on the damage level and both peak stress intensity

factor K1 (normalized to the peak fracture toughness of 1.48 MPa.m0.5, measured in the

RT sample) and maximum fracture displacement. A 60% reduction of the fracture

Figure 3

Variation of intragranular and grain boundary cracking density as a function of temperature in thermally-treated

Westerly granite obtained using an optical method.
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toughness (from 0.98 to 0.43 MPa.m0.5) is observed for the heat-treated specimens

ranging from 450 to 650�C. Figure 4b displays the coupled evolution of KIC as a function

of temperature treatment as compared to normalized P-wave velocities, as a proxy to

damage level (normalized to RT specimen values). There is a clear negative correlation

of KIC and normalized Vp with thermal stressing temperature. However, the evolution of

KIC and Vp appears well coupled. Therefore, it is likely that Vp is a good geophysical

indicator of the deterioration of KIC. The maximum P-wave velocity was measured in RT

specimens (4.55 km/s), which rapidly decreased to 0.94 km/s at 850�C. This corresponds
to the 80% decrease in Vp, which compares favorably with the 85% decrease in KIC. The

biggest drop in velocity occurs between 450�C and 650�C as a result of the a-b quartz

phase transition. In general, the peak stress becomes ill-defined beyond 650�C and is

characterized with lower stress drops and increased post failure plasticity. These

observations are in close agreement with the previous results obtained on Westerly

granite (HEUZE, 1983; MEREDITH and ATKINSON, 1985).

Figure 4

(a) Evolution of relative stress intensity factor KI, versus displacement, and as a function of temperature. (b) A

comparison of the fracture toughness (KIC) and the mean P- wave velocity as a function of temperature

treatment. Both KIC and the Vp were normalized to that of the untreated specimens (after NASSERI et al., 2007).
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4. Experimental Results: Elevated Isostatic Pressure

4.1. Permeability and Seismic Wave Velocities at Elevated Hydrostatic Pressure to

35 MPa

Permeability was measured with an increasing effective pressure in a Hoek type

triaxial cell equipped with an elastic-wave measurement system (shown in Fig. 2).

Figure 5 shows that an approximately exponential decrease of permeability (k) occurs

with increasing effective pressure (where Peff = PC-PP), together with appreciable

hysteresis during depressurization. The phenomenon of ‘crack lips sticking’ is thought to

cause irreversible crack closure; this effect is more pronounced for the RT and heat-

treated specimens to 450�C as compared to the 650�C and 850�C specimens. This is best

illustrated by reference to the change in elastic-wave velocity (both VP and VS) shown in

Figure 6. During pressurization, elastic-wave velocities increased as a response to crack

closure, which, in turn, cause a concomitant reduction in permeability. During subsequent

depressurization, the viscoelastic property of the microcracks dominates and therefore the

complete restoration of permeability and elastic-wave velocities does not occur. The

permeability decreases by an order of magnitude (from 4.13E-19 m2 to 4.9E-20 m2) as

effective pressure increases from 2.5 MPa to 35 MPa (RT specimen). However, this

hysteresis (for RT specimen) is not as obvious when measured via the P-wave velocity,

which returned to within 5% of its initial values. This trend is also seen for S-wave data
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Variation of permeability (k in log values) with effective pressure for thermally-treated Westerly granite; the

solid lines show the path during the pressurization cycle and the dashed lines show the path for depressurization

cycles for different specimens.
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(Fig. 6b), which returned to within 4% more than their initial values. Whereas such a

hysteresis in terms of Vp and Vs as a function of effective stresses for heat-treated

samples, especially the second group, is quite distinguishable during depressurization.

For the specimens thermally stressed to 250�C and 450�C, a similar trend was

observed. However, there is considerable overlap with the RT data, and it is clear that the
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cycles for different specimens.

936 M.H.B. Nasseri et al. Pure appl. geophys.,



enhancement of permeability does not appreciably occur until a thermal stressing

temperature threshold, at between 450�C and 650�C, is crossed. 250�C and 450�C
samples show a reduction in permeability with increasing effective pressure, decreasing

respectively from 9.18E-19 m2 and 2.36E-18 m2 to 5.69E-20 m2 and 9.05E-20 m2. The

P-wave velocity experiences an increase of approximately *7–8% during pressurization

for both specimens. S-wave velocity for these two specimens increases about 19% for

both specimens (Fig. 6). On depressurization, elastic-wave velocities returned to within

4–5% above their initial values measured at 2.5 MPa of effective stress. Variation of

permeability for 650�C and 850�C specimens as a function of effective pressure up to

35 MPa shows a reduction of one to two orders of magnitude respectively. Vp and VS both

increase *13% for 650�C specimen where as this increase for 850�C is about 13% and

35% respectively as function of effective stress rising up to 35 MPa. On depressurization,

both elastic-wave velocities recover to within approximately 4–5% more than their initial

values, i.e., measured at 2.5 MPa of effective stress before pressurization.

5. Theoretical Analysis and Comparisons to Laboratory Data

The effective mechanical and physical (elastic and transport) properties of an initially

isotropic cracked medium depend on a number of key parameters combining linear

fracture mechanics and statistical physics. In the present method, the following key

parameters are defined:

• Fluid bulk modulus (Kf) and matrix elastic properties with Young’s modulus Eo and

Poisson ratio mo.
• Crack geometry (penny shaped cracks) with an average aspect ratio defined by:

f ¼ w=2ch i:
• Crack density q, defined by: q ¼ 1=V

PN
0 c3i ; where ci is the radius of the ith crack, N

being the total number of cracks embedded in the representative elementary volume V.

• Percolation factor f.

5.1. Elastic Properties

For an isotropic matrix containing a random distribution of cracks, the effective

Young’s modulus of a rock E* is a linear function of the crack density which can be

written in the form (first perturbation order):

E0

E� ¼ 1þ Hq: ð3Þ

A similar expression can be written for the effective shear modulus (l*). In equation

(3), Young’s modulus E0 is that of the crack-free matrix, and H is a positive scaling

parameter which is dependent upon the matrix and fluid properties, the geometry of the
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cracks and the interactions between them. The scalar H has been calculated by many

authors for a wide variety of crack geometries and fluid properties. In this work we use

an appropriate and widely used scalar for non-interactive penny shaped cracks

(KACHANOV, 1994; SCHUBNEL and GUÉGUEN, 2003; SCHUBNEL et al., 2006). One of the

most straightforward methods is KACHANOV’S (1994) non-interactive effective medium

theory, as it neglects stress interactions between cracks, and can therefore represent a

valid approximation for low crack densities (up to *0.5). However, it is important to

point out that above 0.5, the calculation remains physical (the elastic moduli fall

asymptotically to zero) such that the non-interactive theory remains a useful physical tool

to quantitatively evaluate damage. Because we neglect stress interactions between cracks,

calculations using the non-interactive approximation overestimate the actual crack

density within the samples and in the following, we evaluate only an upper bound for

crack density. More realistic values of crack density could be obtained using alternative

effective medium theories taking into account stress interactions such as the Extended

Differential Self Consistent scheme (LE RAVALEC and GUÉGUEN 1996). Comparing both

theories at high crack densities would probably demonstrate that non-interactive theory

continues to give physically interpretable results up to considerably higher crack densities

than *0.5. However, this last observation is beyond the scope of this paper.

In the present work we use the case of a random crack distribution (KACHANOV, 1994;

SCHUBNEL and GUÉGUEN, 2003). When neglecting crack interactions, effective elastic

moduli of a cracked solid can be calculated exactly and rigorously in a unique manner

that depends solely upon the average crack orientation and distribution. For certain

distributions, where stress interactions are compensating geometrically such as a random

(isotropic) or aligned crack distributions, it was shown that the non-interactive

approximation is the most effective scheme when compared to other effective media

theories (KACHANOV, 1994; SAYERS and KACHANOV, 1995). Moreover, in our case such a

model is pertinent because cracks are elastically opening and closing due to isostatic

Figure 7

Crack densities determined optically and by P-wave velocity inversion as a function of temperature for the

Westerly granite.
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pressure solely, whereas stress interactions are most important in the case of crack

propagation only. In such a scheme, the evolution of elastic-wave velocities can be used

to quantify uniquely both the crack density and aspect ratios. As all of these methods and

concepts have been well discussed in previous publications (e.g., BENSON et al., 2006;

SCHUBNEL et al., 2006), the precise details are not reproduced here.

5.2. Dimensionless Microcrack Density, Inversion Method (KACHANOV)

Figure 7 plots the dimensionless crack density q as a function of temperature. As

temperature increases, KIC decrease from 1.4 to 0.2 MPa.m0.5, and q increases from 0.26

to approximately 10. The optically determined crack density qoptical, which is not a

dimensionless parameter, is also plotted for comparison. Although qoptical and qkachanov
are correlated and show a very similar trend, it is hard to compare two parameters of

different dimensions. In order to palliate to any misinterpretation this comparison could

lead us to, microcrack aspect ratios f measured optically (using high resolution SEM

images) were calculated by simply using f ¼ wh i= 2ch i where w is the crack width and c

the crack radius. Remembering the fact that for penny-shaped cracks with constant aspect

ratio distribution, the total microcrack porosity is also equal to / = pqw/c, then the

aspect ratio can be expressed as a function of the porosity and the crack density, i.e.,

f = //2pq. Figure 8 shows the close comparison between the microcrack porosity as

deduced from the microstructural parameter (shown in detail in NASSERI et al., 2007) with

the porosity measured on the bulk samples as a function of temperature. Figure 9 shows
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Comparison between sample’s measured bulk porosity with microcrack porosity deduced form microstructural

parameters (after NASSERI et al., 2007). IG = intragranular, GB = grain boundary microcracks.
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the evolution of thermal crack length (intragranular and grain boundary) measured from a

thin section prepared at various temperatures. Needless to emphasize that it is not

physically possible to monitor such an evolution at various effective stresses and the

responses of crack length to applied pressures.

5.3. Simultaneous Inversion for Crack Porosity and Concomitant Permeability

In order to link the effect of microcrack aspect ratio, density, and aperture to crack

connectivity (and therefore permeability), the GUÉGUEN and DIENES (1989) crack

permeability model may be employed. Any crack represents a void space of non-zero

size, with the aperture being defined as the maximum width. If the cracks intersect, this

will produce a crack permeability based on the fluid movement through the network of

linked crack elements. GUÉGUEN and DIENES (1989) quantify the effect of penny-shaped

cracks on the permeability of an otherwise impermeable host matrix, and derived the

following relation:

kcracks ¼ 1

15
fcracksw

2fq; ð4Þ

where, q is the crack density, w and f are the crack aperture and average aspect ratio

(ratio of crack aperture to crack length), respectively, and fcracks is the percolation factor

(GUÉGUEN and DIENES, 1989; SCHUBNEL and GUÉGUEN, 2003), approximated via:

fcracks 
 4

9

p2

4
q� 1

3

� �2

;

and valid for 1/3 < qp2/4 < 1. In essence, fcracks describes the probability of two cracks

intersecting (qp2/4), in which case the volume element created by the intersecting cracks

is discounted in the method (an excluded volume). In all cases, 0 B fcracks B 1. Here and
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Evolution of intragranular and grain boundary crack length as a function of temperature at zero effective stress

(measured from thin sections prepared for each heat-treated specimen).
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for the sake of simplicity, we assume crack network to be always fully connected so that

fcracks = 1 in all the following. As we shall see later, even a simple model can provide

useful insight in helping estimate which factors dominate the bulk permeability and the

permeability changes.

Figure 10 shows the variation of crack density, aspect ratio and crack aperture as a

function of effective pressure for heat-treated and non-treated Westerly granite obtained

from the inversion methodology explained above. The evolution of crack aspect ratio is

shown up to 35 MPa of effective pressure. All the mentioned properties respond to

applied pressure with a decrease in magnitude. Figure 11 shows the comparison between

the experimental and modeled values for Vp, Vs, porosity (up to 75 MPa) and

permeability (up to 35 MPa) as a function of effective pressure. A detailed description

of the said figures is included in the next section.

6. Discussion and Interpretation

Two groups of samples based on intensity of induced thermal damages are

distinguished in this study. The first group of samples, treated up to 450�C, is

characterized with a comparable range of data in terms of porosity, crack density, elastic-

wave velocities (including the nature of depressurization responses), fracture toughness

and permeability (including the nature of depressurization responses) as a function of

temperature. These properties are substantially different from the same properties shown

by the second group of samples, which have been treated at 650� and 850�C (Figs. 3 to 6).

The modeled or predicted properties as well follow the similar overall trend with respect

to the range of thermal treatment acquired in this study (Figs. 10 and 11). A similar trend

Figure 10

(a) Variation of crack density obtained from inversion of Vp (b) aspect ratio and (c) crack aperture as a function

of effective pressure measured in instrumented Hoek-type cell for RT and treated specimens.
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of observations was noted in correlating between the fracture toughness and fracture

roughness as a function of temperature for Westerly granite, (NASSERI et al., Fig. 8, this

issue). Such a division based on distinctly different mechanical, physical and transport

Figure 11

(a)Variation of experimentally determined and modeled Vp (b) VS, (c) porosity and (d) permeability (k) as a

function of effective pressure for RT and treated Westerly granite. The solid lines show the experimental values

and square symbols show the modeled values.
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properties is directly related to the extend of thermal damages caused by a–b quartz phase

transition in granitic rocks, (DAROT et al. 1992).

The stress intensity factor generated at the tip of propagating test crack (unconfined,

dry specimens) drops 25% for the 450�C specimen in comparison to the RT specimen,

whereas the stress intensity factor drops about 75% and 80% for the 650�C and 850�C
specimens, respectively. Increased crack density above a–b quartz phase transition for

the 650�C specimen and further enlargement of grain-grain boundary apertures at the

850�C specimens is responsible for lower resistance to cracking at the onset of test crack

propagation. It has been concluded that during CCNBD testing, a macroscopic effective

medium approach can grasp the reduction of KIC with crack density and might well

explain the strong correlation observed experimentally between P-wave velocity and KIC

reduction (NASSERI et al., 2007).

Figures 12a and 12b show the evolution of porosity and P-wave velocities as a

function of effective pressure for RT and thermally treated specimens. In this graph each

measured value for porosity and Vp (U or Vp) is divided by its corresponding values (Uo

or Vpo) measured at 2.5 MPa of effective pressure. Porosity in RT and treated specimens

at 250�C and 450�C responds quickly to effective pressure increases, decreasing 55%-45%

respectively up to 45 MPa of effective pressure, followed with a more or less constant

decrease up to 75 MPa of effective pressure. This trend for 650�C and 850�C specimens

follows a decrease of 25% and 15%, respectively as effective pressure increases up to

75 MPa. P-wave velocity, on the other hand, increases linearly about 10% as a function

of effective pressure for RT, 250�C and 450�C specimens whereas 650�C and 850�C
specimens show a maximum increase of 20% and 35%, respectively. It is shown that in

the saturated specimens in the range of RT to 450�C, induced thermal cracks which are

characterized with lower crack density, smaller crack aperture and lower crack aspect

ratio (Fig. 11), behave differently to the sets of samples treated at 650�C and 850�C when

subjected to various levels of effective pressure. In the first group of specimens, thermal

crack density being less (*1) and characterized with much lower aspect ratio

(f, = *5.00E-4) comply with the applied stress quickly, and as a result porosity drops

instantaneously up to a threshold effective pressure in the range of 45 MPa. Whereas for

the second range of specimens, characterized with high initial thermal crack density

(*2–3), much higher crack aspect ratio (f = *2.00E-3) and bigger crack aperture

(0.5 lm) do not comply with applied pressure, immediately resulting in comparatively

little porosity reduction (15%–25%) as a function of effective pressure. The variation of

Vp with effective pressure for the said two ranges of heat-treated rocks follows a similar

trend. The first group of rocks show no large improvement in Vp (Fig. 12b) with applied

pressure during pressurization due to their lower porosity and lack of interconnected

saturated pores, where as the second group of rocks show an increase (20%-35%) in Vp

with effective pressure increasing to 75 MPa. During depressurization, crack opening is

delayed, suggesting irreversible closure of the cracks (Figs. 6a and 6b). Opening of

cracks results in a larger Vp and Vs for the second group of rocks in comparison to first
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group of rocks. Similarly the hysteresis between the closing and opening sequence is

more pronounced for the second group of rocks than for the first group.

Figure 10 compares the experimental Vp, Vs, porosity and permeability with the

modeled data during the pressurization sequence. Using the crack density and aspect ratio

recovered from the elastic-wave velocity inversion together with the model of Guéguen

and Dienes and initial porosity data; the recovered permeability variation can be mapped

(Fig. 11d) with pressure. Increase of elastic-wave velocities due to pressure is large and

controlled by crack density for specimens RT 250�C and 450�C (*10%). For specimen

650�C and 850�C the increase is larger because the crack density is indeed larger and also
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Figure 12

(a) Evolution of porosity and (b) P-wave velocities as a function of effective pressure for RT and thermally-

treated specimens. In these graphs each measured value for porosity and P-wave velocity (U or Vp) is divided by

its corresponding lowest value (Uo or Vpo) measured at 2.5 MPa of effective pressure.
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because cracks are fully open, as seen by the permeability inversion which shows that for

these samples, the crack aperture jumps almost one order of magnitude. In this case, the

variation of crack density is larger during pressurization, thus a larger variation of Vp. In

fact, the crack density q is an indirect measure of the average crack length 3 number of

cracks. For a given specimen, the variation of q with pressure can only be interpreted as

an average diminution of crack length (because the number of cracks remains constant)

due to the increase of crack surface contact points. However, the increase of crack length

with temperature treatment is harder to infer using wave velocities because both the

average crack length and number increase. In this case, only our optical analysis can give

bounds only for zero effective pressure (Fig. 9). However, in all cases, the permeability

order of magnitude is controlled by the aperture and the jump between 450�C and 650�C
samples is interpreted in a jump of crack average half aperture. However, the RT sample

shows a decrease in aspect ratio and crack density, but a slight increase in crack aperture

with effective pressure (Fig. 10c), which is counter-intuitive and probably shows the

limitation of our microstructural inversion that neglects the important problem of crack

connectivity. However, this could certainly be interpreted by introducing a percolation

factor f nonequal to 1, which shows that the latter probably plays an important role at low

effective pressures. The same observation can be performed in the case of the 650�C and

850�C samples, for which the crack aperture increases at low effective pressure while the

aspect ratio and crack density decreases.

The excellent fit is a confirmation that the model, based on a network of cracks, is

appropriate for this type of rock, which is consistent with previous experience with this

type of hybrid experimental-modeling approach (BENSON et al., 2006). While this strategy

does not predict permeability from base properties, the fact that the variation of

permeability with pressure is driven almost solely by crack aspect ratio, the crack density

and crack aperture thus allows important controls to be placed on how damage in rock

masses (natural or induced) controls and affects transport properties. This has important

implications in many areas of applied science and engineering, for example geothermal

reservoir production and mining.

7. Conclusions

In this study a series of 20 heat-treated CCNBD samples of Westerly granite were

tested in order to evaluate the effect of thermal damage on fracture toughness (KIC). Four

heat-treated and one untreated cylindrical samples were tested in a Hoek type of cell,

designed to measure contemporaneous permeability (up to 35 MPa of effective pressure),

elastic-wave velocity (Vp, Vs) and porosity change as a function of effective pressure to

75 MPa. The decrease in P-wave velocity matched well with that of fracture toughness in

samples heat-treated up to 850�C. Crack densities q obtained from wave-velocity

inversion showed similar trend to that determined optically. Thermal cracking was found

to induce a significant decrease in the mechanical and dynamic elastic properties, and to
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increase the permeability of Westerly granite of three orders of magnitude. Seismic wave

velocity measurements are a good geophysical indicator of the damage and hence the

deterioration of KIC and the enhancement of permeability with microcracking, and could

be used as a nondestructive technique to monitor the evolution of these parameters in the

laboratory and field. Permeability was estimated based on a method involving the

GUÉGUEN and DIENES (1989) crack permeability model, and prediction of the evolution of

permeability with increasing pressure from elastic-wave velocity variations is in good

agreement with the experimental data for the pressurization cycle. These constitute part

of an ongoing research project endeavoring to link mechanical properties (fracture

toughness, elastic constants) and physical properties (permeability, elastic-wave veloc-

ities) to quantitative microstructural parameters (crack density, aspect ratio).
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Improved Interpretation of Nuclear Magnetic Resonance T1 and T2

Distributions for Permeability Prediction: Simulation of Diffusion

Coupling for a Fractal Cluster of Pores

H. PAPE1,2 and C. CLAUSER
1

Abstract—NMR relaxometry is a powerful tool for inferring porosity and permeability data. In practice,

measured magnetization decay curves are inverted for relaxation time distributions. Subsequently, one presumes

a linear relationship between the pore radius distribution and the T1 and T2 distribution, for longitudinal and

transverse magnetization, respectively. The fundamental equations used are based on a pore model, in which

pores are assumed to be isolated from each other with respect to the NMR process and have smooth walls. The

present study is based on a geometrical pore space model with connected pores and structured pore walls. The

physical processes of surface relaxation, irreversible dephasing of magnetic spins and diffusive proton exchange

between pores, are described by a system of differential equations. The solution yields a set of exponential

functions representing the relaxation time distribution. We describe the difference between the distributions

obtained for diffusion coupling and for isolated pores. With diffusion coupling on, the spectral width of the T1
distribution is strongly reduced, which indicates that the influence of large and small radii according to the

T1-pore radius relationship is mixed to some extent. For a fractal pore space structure, where large pores are

surrounded by adjacent minor pores, the T1 distribution does not resolve these substructures. Nevertheless,

permeability values calculated from the logarithmic mean relaxation time T1,LM are quite the same for diffusion

coupling and for isolated pores. The T2 distribution for diffusion coupling is little constricted and gives a better

resolution of the pore wall structures than the corresponding T1 distribution. The permeability values from T2
distributions agree with the values from longitudinal magnetization, provided that we use a corrected relaxation

time T2,corr, accounting for the dependence of the surface relaxivity q2 on pore radius. The study shows that radius
distributions calculated from a T1 and from a T2 distribution differ from one another and both present an altered

image of the true pore radius distribution. In practice, this has no serious influence on estimating permeability of

medium- to high-permeability sandstones with the currently applied methods. The presented methodology of

calculating the NMR response of pore space models with diffusion coupling may facilitate understanding

porosity-permeability relationships of different rock types such as carbonate rocks with micro-porosity.

Key words: NMR, relaxation, diffusion, pore radius distribution, permeability, fractals.

1. Introduction

When considering physical processes in porous media, models with the highest

degree of simplification are constructed. For example, pores of uniform pore size can be
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assumed. However, natural rocks are better described by models with a pore size

distribution. The capillary bundle model, for instance, is such a simple model for the

interpretation of mercury intrusion measurements, neglecting the constrictions of pores

and the network structure. Similarly, the relationship between pore radius distribution and

distribution of NMR relaxation times is described by a linear equation valid for isolated

pores. In this study, we simulate relaxation time distributions based on a fractal model

with connected pores.

1.1. The Role of Diffusion Coupling between Pores of Different Size for the

Interpretation of NMR Data

NMR magnetization relaxation measurements provide a measure of porosity and an

estimate of permeability of reservoir rocks. Besides bulk porosity, different contributions,

such as free water, capillary-bound water and clay-bound water, can be calculated from

NMR data. The interpretation is based on the relationship between the relaxation time T

of the exponential magnetization decay curve and the specific surface S/V of the pores in

a porous medium.

1

T1;2
¼ q1;2

S

V
; ð1Þ

where S and V are pore surface and volume, q1,2 is surface relaxivity, and T1,2 the

relaxation time with index 1 and 2 for longitudinal and transverse magnetization,

respectively.

S/V is inversely proportional to the pore radius r where the factor depends on the pore

shape:

S

V
¼ a

r
with a ¼ 2 for cylindrical capillaries and a ¼ 3 for spheres: ð2Þ

Then, permeability k can be calculated from porosity / and the Kozeny-Carman

equation (KOZENY, 1927; CARMAN, 1937, 1948, 1956).

k ¼ /
8Thydr

r2; ð3Þ

where Thydr is the hydraulic tortuosity. In another study (PAPE et al., this issue), we

substituted Thydr with 1//1.2.

However, natural rocks such as sandstones are characterized by a large range of pore

sizes. This is expressed by the pore radius distribution curve where each radius class is

represented by its volume. Accordingly, the decay curve is the integral of exponential

terms characteristic for each of these classes. Therefore, a T1 distribution can be

calculated from the measured decay curve by Laplace transformation. According to

equation (1), the T1 distribution is identical to the pore radius distribution, if pores of

different size are not connected. For calculating permeability, the logarithmic mean T1,LM

950 H. Pape and C. Clauser Pure appl. geophys.,



or the logarithmic mean rLM can be used (PAPE et al., this issue). In practice, the

transverse magnetization, which yields the T2 distribution instead of the T1 distribution, is

usually measured rather than the longitudinal magnetization. This complicates the

interpretation in so far as the surface relaxivity q2 is not a constant, but decreases with

pore radius. In the case of Raethian sandstone from the Allermoehe borehole near

Hamburg (PAPE et al., this issue), q2 can be described by an empirical relationship:

q2 ¼ q2;eff
9:53

3q2;effT2

 !0:3

¼ q2;eff
9:53

r

� �0:3=0:7

; for r\ 9:53; or T2 \ 9:53= 3q2;eff
� �

;

ð4Þ
where q2,eff is the relaxivity for pores of radius 9.53 lm.

Up to this point we have summarized the general practice of interpretation of NMR

relaxation data. This is based on the assumptions of isolated pores and the fast diffusion

limit. The first assumption may be questioned because a permeable porous medium

requires connected pores for sustaining fluid flow and all studies of the pore system of

sandstones based on various methods show a network structure. On the other hand, this

structure can be described by an arrangement of larger voids connected by constricted

throats or ‘‘bottle necks’’. The interpretation of pore radius distributions from mercury

intrusion measurements, e.g., is based on this concept. In the case of NMR relaxometry,

the pore throats reduce the interchange of diffusing water molecules more or less

effectively. According to another study (PAPE et al., this issue), this effect will be more

pronounced for T2 than for T1 measurements, because relaxation of transverse

magnetization is influenced by an interlayer of strong field gradients along the pore

walls where the magnetic spins are irreversibly dephased. In this case, diffusion coupling

is measured only on those water molecules which traverse the pore throat through a small

channel surrounded by the interlayer. In order to study how diffusion between pores

affects the T1 and the T2 distributions we performed forward simulations on a geometrical

pore space model with a fixed number of pore radius classes. We obtained as many

relaxation times and corresponding coefficients as there are classes. In this way, we

calculated directly the exponential terms, the sum of which constitutes the decay curve

and which represent the accurate spectral lines of the relaxation time distribution.

Conversely, inverse Laplace transformation or inversion of a decay curve would yield a

similar but not the same result, if the distribution of the exponents is determined

beforehand and the corresponding coefficients are calculated.

Our study was inspired by thorough investigations of the topic by ARNS et al. (2005)

based on digitized core images of various sandstones. They calculated petrophysical

properties directly from 3-D images of the pore system and simulated NMR signals by a

random walk method. The acquired decay curves of transverse magnetization were

interpreted by Laplace transformation to calculate the corresponding T2 distribution. In

order to study the effect of diffusion coupling, the pore system of the 3-D image was

partitioned into pore bodies. Then, simulations with ‘‘diffusion on’’ and with ‘‘diffusion
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off’’ between the pore bodies were compared with respect to the interpreted T2
distributions. The general effect of diffusion coupling was a ‘‘sharpening’’ of the

distribution curve, which means that the ‘‘diffusion on’’ curve was compressed from both

sides compared to that corresponding to the ‘‘diffusion off’’ run.

1.2. A Fractal Pore Space Model as a Base for Simulation of NMR Data

The relationship between surface area and pore volume according equation (2) is

valid for smooth pore surfaces. Previously, we established a fractal pore space model for

describing electrical and hydraulic properties of porous rocks (PAPE et al., 1982, 1984,

1987a, b, 1999, 2000, 2005). It was also used for deriving the pore geometry of sandstone

from pulsed field gradient NMR (PAPE et al., 2006). From surface area measurements of

sandstone with different resolution power, PAPE et al. (1967a) calculated a mean value of

2.36 for the fractal dimension D. According to MANDELBROT (1977), the fractal dimension

of a self-similar pore model is given by

D ¼ logN

log 1
v

; ð5Þ

where N is the number of substructures and v is the ratio of the size parameters of the

substructure and of the larger structures. Figure 1 presents a cluster of pores which was

used for the simulations of NMR response. This model consists of connected pores on the

larger scale which allows the study of diffusion coupling. Moreover the model is fractal,

as the pores are surrounded by self-similar substructures. The cluster consists of 13

classes of pores with different radii; each class represented by one pore in the figure.

According to the multipliers, written at the sides of the subclusters and substructures, the

total number of pores is 341. The geometrical parameters of the model are presented by

Table 1. For the substructures of classes 2 and 3, we find N = 16 and radius ratio

1/v = 3.2 which yields D = 2.38 from equation (5).

1.3. Analytical Calculation of NMR Data for the Fractal Model

The function of magnetization is P(t), normalized to 1 for t = 0. For model with n pore

classes P(t) is the sum of the individual magnetization functions Pi(t) of each pore class.

PðtÞ ¼
Xn
i¼1

Pi: ð6Þ

If the pores are isolated from pores of different size, Pi are exponential functions

(KENYON, 1992).

Pi ¼ Vi exp � t

Ti

� �
; ð7Þ

where Vi denotes the relative volume of the pore class i and
Pn

i¼1 Vi ¼ 1.
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The relaxation time T1,i is calculated from equations (1) and (2) based on the

surface relaxivity q1 and geometrical parameters of the pore. In the case of T2,i,

the surface relaxivity is q2 which depends on the pore radius according to

equation (4).

sub-clusters

model pore cluster 

classes 1, 2, 3 

classes 4, 5 classes 10, 11 

classes 12, 13 
classes 6, 7, 8, 9 

Figure 1

Schematic model of a cluster of connected pores. Each pore class consists of pores with the same radius and is

represented by one pore with the volume Vi of the respective pore class. The number of substructures connected

to the central pore is explained in the figure. The total cluster is subdivided into 5 sub-clusters for the study of

relationships of individual relaxation time distributions due to diffusion coupling.
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1.4. Simulation of NMR-relaxation Using a Corresponding Electrical Circuit

In the case of connected pores, surface relaxation is coupled with diffusion of protons.

Both processes can be described by differential equations which have the same form as

electrical circuit equations. The circuit analogy consists of capacitors and resistors, where

a capacitor represents an elastic member such as a spring and a resistor stands for a

friction member like a dashpot.

The original equations for the time derivatives of the amount of activated protons p

and for the concentration c of activated protons are:

dp

dt
¼ � q1;2

S

V

� �
p and V

dc

dt
¼ � q1;2S

� �
c: ð8Þ

The analogous electrical differential equations describe decharging of a capacitor

through a resistor connected to the earth :

dQ

dt
¼ �R�1

a

Q

C
or I ¼ �R�1

a U and C
dU

dt
¼ �R�1

a U; ð9Þ

with the charge Q, current I, capacity C, resistance Ra and voltage U.

For simplicity, the diffusion coupling between two pores with the indices 1 and 2 is

described by Fick‘s first law:

Table 1

Geometrical parameters of the pore cluster model and the relaxation times for isolated pores, calculated with

surface relaxivities of Table 2

Pore

class

Number

of pores

Relative volume of

class = coefficient b

Pore

radius

[lm]

Radius of cross section area of pore connection Isolated pores

Connection

with larger

pores

Longitudinal

magnetization

[lm]

Transverse

magnetization

[lm]

T1
[ms]

T2
[ms]

1 1 0.422 31.62 — — — 2635 753

6 1 0.075 17.78 — — — 1482 331

12 3 0.135 15.00 — — — 1250 260

8 1 0.018 11.00 class 6 2.7500 1.7500 917 167

2 11 0.147 10.00 class 1 2.5000 1.5000 833 145

4 1 0.010 9.00 classes1, 6 2.2500 1.2500 750 125

10 3 0.021 8.00 classes 1, 12 2.0000 1.0000 667 106

7 16 0.027 5.00 class 6 1.2500 0.7500 417 54

13 48 0.041 4.00 class 12 1.0000 0.5000 333 39

11 48 0.027 3.50 class 10 0.8750 0.3750 292 32

3 176 0.072 3.13 class 2 0.7800 0.2800 261 28

9 16 0.003 2.50 class 8 0.6250 0.2250 208 20

5 16 0.002 2.00 class 4 0.5000 0.1000 167 15
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dp1
dt

¼�dp2
dt

¼� DdiffAcross

ldiff

� �
c1� c2ð Þ and

V1c1
dt

¼�V2c2
dt

¼� DdiffAcross

ldiff

� �
c1� c2ð Þ;

ð10Þ
whereDdiff is the diffusion coefficient, ldiff is a length, and Across is the cross-sectional area.

The corresponding electrical equations for two capacitors connected by a resistor are

of the same form:

dQ1

dt
¼ � dQ2

dt
¼ �R�1

b U1 � U2ð Þ and
C1dU1

dt
¼ �C2dU2

dt
¼ �R�1

b U1 � U2ð Þ; ð11Þ

with the resistance Rb.

Figure 2 shows the electrical circuit corresponding to the pore cluster of Figure 1.

Surface relaxation of a single pore can be represented by an RC-unit (Fig. 3) where

the electrical charge Q is equivalent to the amount of activated protons, i.e., the

measurable magnetization. The capacitance C is equivalent to the pore volume V and the

resistance R is equivalent to

RNMR ¼ q1;2S
� ��1

: ð12Þ

We obtain the relaxation time T1,2:

T1;2 ¼ RC ¼ q1;2
� ��1V

S
; ð13Þ

which corresponds to equation (1).

Figure 2

Electrical circuit corresponding to the pore cluster of Figure 1. Each pore class with volume Vi is represented by

an RC-unit for describing surface relaxation. The connections between pores of class i and class j are represented

by a resistor Ri_j describing the diffusion coupling.
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In the next step we connect this pore to a second one with a different size (Fig. 4).

The corresponding electrical circuit consists now of two RC-units connected by an

additional resistor characterizing the diffusion process:

Rdiff;1 2 ¼ D�1
diff ldiff Acrossð Þ�1; ð14Þ

where Ddiff is the diffusion coefficient, ldiff is the distance between the centers of the two

pores, and Across is the cross-sectional area of the throat connecting the pores (Fig. 4).

corresponding 
electrical circuit

isolated pore

R CNMR

Figure 3

RC-unit corresponding to an isolated pore for describing surface relaxation.

two connected pores

R1 C2C1

R1_2

R2

interlayer with strong 
magnetic field gradients

corresponding 
electrical circuit

Figure 4

Electrical circuit for describing surface relaxation coupled with diffusion across the pore throat between two

pores of different size. The upper cartoon shows diffusion length ldiff and the pore neck cross-section area Across

used for numerical calculations. An interlayer of strong magnetic field gradients causes irreversible dephasing in

the case of measured transverse magnetization.
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If transversal magnetization is measured, the radius of the cross section is reduced by the

thickness of the interlayer of strong magnetic field gradients.

On the basis of the analogous electrical circuit it is easy to establish a system of

differential equations which yields n decay functions Pi related to n pore classes. The Pi’s

are summed up to yield the decay function of the cluster. Each function Pi itself is the

sum of n exponential functions Pi,j.

P ¼
Xn
i¼1

Pi ¼
Xn
i¼1

Xn
j¼1

Pi;j ¼
Xn
i¼1

Xn
j¼1

bi;j exp
t

Tj

� �
¼
Xn
j¼1

Xn
i¼1

bi;j

 !
exp

t

Tj

� �

P ¼
Xn
j¼1

bj exp
t

Tj

� �
with bj ¼

Xn
i¼1

bi;j; ð15Þ

where the decay functions of the pores and of the cluster share the same relaxation times Tj.

The relative volume Vi of a pore class of index i is given by

Vi ¼
Xn
j¼1

bi;j; ð16Þ

which corresponds to the initial condition Pi,t=0 = Vi.

As an example, we take a small cluster of three pore classes with the corresponding

electrical circuit (Fig. 5). At each node of the circuit, the currents of the conductor

branches add to zero. For instance, in the case of node 1 in Figure 5, this yields:

C1dU1

dt
¼ � U1

RNMR;1
� 11 U1 � U2ð Þ

Rdiff;1 2

: ð17Þ

Figure 5

Cartoons of a cluster with three pore classes and the corresponding electrical circuit.
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The three nodes yield a system of differential equations for voltages Ui of the

capacitors Ci:

Y 0 ¼ AY

U0
1

U0
2

U0
3

2
64

3
75 ¼ A U1 U2 U3½ 	

A ¼

R�1
NMR;1 þ 11R�1

diff;1 2

C1

�11R�1
diff;1 2

C1

0

�R�1
diff;1 2

C2

R�1
NMR;2 þ R�1

diff;1 2 þ 16R�1
diff;2 3

C2

�16R�1
diff;2 3

C2

0
�R�1

diff;2 3

C3

R�1
NMR;3 þ R�1

diff;2 3

C3

2
666666664

3
777777775
;

ð18Þ
where Y is the row vector of the Ui, Y’ the column vector of the time derivatives of Ui and

Ci corresponds to the volume (4/3) p ri
3.

This system is solved for the initial condition Ui,t=0 = 1. The relaxation times Tj for

the system of Ui are the same as for Pi . The coefficients bi,j,U have to be calculated for the

initial condition Ui,t=0 = 1 which yields the decay curves

Ui ¼
X
j

bi;j;U exp
t

Tj

� �
: ð19Þ

The calculation of the decay functions Pi of equation (16) with bi,j = Vi bi,j,U follows

from UC = Q and the correspondences Qi¼̂Pi and Ci¼̂Vi:

2. Results

2.1. Simulation of NMR Data for Longitudinal Magnetization

The simulation of NMR data was performed on the basis of the model of Figure 1 for

longitudinal magnetization with geometrical parameters of Table 1 and physical

parameters of Table 2. For comparison, the T1 distribution was calculated for the case

without diffusion coupling.

Each relaxation time distribution for 13 pore classes is expressed by 13 relaxation

times and their coefficients. As was expected, the relaxation times Tj for diffusion

coupling differs from the set for isolated pores. The coefficients bj ¼
Pn

i¼1 bi;j for

‘‘diffusion on’’ are different from the set bi = Vi for ‘‘diffusion off’’. We are accustomed

that all coefficients of T1,2 distributions derived from decay curves are positive. However,

our analytical simulation yielded some of the coefficients bi,j and bj with a negative sign.

958 H. Pape and C. Clauser Pure appl. geophys.,



This is attributed to relaxation caused by diffusion coupling. Considering a single pore,

surface relaxation alone yields a decrease of activated protons, described by an

exponential function with a positive coefficient. A relaxation process based mainly on the

diffusion of protons from one pore class into the other yields a decrease of activated

protons for the one class characterized by a positive coefficient and an increase for the

other class characterized by a negative coefficient. Thus, the receiving class i gets a

negative coefficient bi,j of the relaxation time Tj. In Figure 5 we illustrate these

relationships for the model pore cluster which we split into sub-clusters as figured in

Figure 1. To each sub-cluster the decay curves Pi,j of equation (11) are summed up for

the indices of the pore classes which belong to this sub-cluster. Without diffusion

coupling, each sub-cluster has as a distribution with as many relaxation times as pore

classes, and each pore class has one relaxation time. With diffusion coupling, on the other

hand, each pore class and each sub-cluster has the same number of relaxation times as the

total cluster. However, note that lines with coefficients lower than 0.001 are not visible in

the plots.

The plots of T1 distributions of the sub-cluster are arranged such that the positive and

negative coefficients of diffusion coupling between pairs of sub-clusters are highlighted

for the corresponding relaxation times.

First, we discuss the T1 distribution of the cluster with pore classes 1, 2, and 3. There

are two lines for relaxation times of 121 ms and 287 ms with large coefficients of

opposite sign. For the other sub-clusters in Figure 5, the coefficients of these relaxation

times are very small. This implies that the diffusion process acts inside the cluster with

pore classes 1, 2, and 3. The pair of corresponding exponential functions describes the

diffusion coupling for short decay time t between the central pore with the pore classes 2

Table 2

Physical parameters for calculating NMR data

Diffusion coefficient

D [lm2/s]

Longitudinal magnetization Transverse magnetization

Surface relaxivity

q1 [lm/s]

Surface relaxivity

q2,eff [lm/s]

Pore radius

[lm]

Surface relaxivity

q2 [lm/s]

2299 4 23.40 31.62 23.40

17.78 23.40

15.00 23.40

11.00 23.40

10.00 23.40

9.00 23.98

8.00 25.22

5.00 30.85

4.00 33.95

3.50 35.95

3.13 37.71

2.50 41.52

2.00 45.69
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and 3, which are the sub-structures of the first- and second-order relative to the central

pore. For t = 0, concentration of activated protons is equal in each pore class. According

to equation (1) the relaxation of magnetization, i.e., concentration of activated protons, is

faster for larger specific surface Si/Vi, i.e., smaller pore radius ri. Due to surface

relaxation, concentration deceases from the central pore to class 2 and on to class 3.

Therefore, diffusion proceeds in the same direction. In other words, a portion of the initial

protons of the central pore loose their energy at the pore walls of the fractal substructures.

For longer times t, the two lines with very short relaxation times can be neglected, as the

corresponding exponential functions decay very fast. Subsequently, the concentrations of

the three pore classes approximate equilibrium values and the exponential functions with

the relaxation times 499 ms and 2089 ms predominate.

Next, we compare the relationships between the distributions of the sub-clusters

(Fig. 6). For some relaxation times we find a negative coefficient in sub-clusters where

the coefficient in the neighboring sub-clusters is positive. This is an indication of

diffusive coupling. For instance, the sub-cluster with classes 1, 2, and 3 is coupled at

relaxation time 611 ms with the sub-clusters in the right panel of Figure 6 and at the

relaxation times 322 ms, 410 ms, and 1028 ms with the sub-clusters in the left panel of

Figure 6.

For longer times t, the concentrations in the pore classes approximate equilibriumvalues

and the decay functions of all sub-clusters are dominated by the four shared relaxation times

at 499 ms, 884 ms, 1028 ms and 2089 ms (indicated by dotted lines in Fig. 5).

After this detailed study of the contributions of different sub-clusters we discuss the

T1 distribution of the entire cluster (Fig. 7). We compare the distribution for isolated

pores with the distribution accounting for diffusion coupling. Generally, the ‘‘diffusion

on’’ distribution (Fig. 7, center panel) is shifted towards smaller relaxation times

compared to the ‘‘diffusion off’’ distribution (Fig. 7, top panel). Three relaxation times

have negative coefficients. However, these lines are counterbalanced by lines with

positive coefficients such that all lines below 700 ms disappear, apart from the line at

499 ms with a reduced coefficient (Fig. 7, bottom panel and Table 3). The result is the

distribution on the bottom of Figure 7. The decay curve is composed of four exponential

curves with the relaxation times which we identified in Figure 6 as the dominating shared

ones. The resulting distribution is very compressed, which is referred to as ‘‘sharpening’’

by ARNS et al. (2005).

2.2. Simulation of NMR Data for Transverse Magnetization

Figure 8 shows the T2 distributions for sub-clusters of the model cluster for diffusion

coupling and for isolated pores. The NMR-relaxation process of transverse magnetization

comprises irreversible dephasing of magnetic spins in addition to the surface relaxation at

the pore walls. The irreversible dephasing is caused by large magnetic field gradients

within an interlayer. Both processes act together for the decay of transverse magneti-

zation, and therefore q2 is larger than q1. As a consequence, the corresponding T2
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relaxation times of isolated pores are smaller than the T1 relaxation times. This shift is

more pronounced for smaller pores than for larger pores. In the previous chapter, we

found that diffusion coupling generally causes a shift towards shorter relaxation times.

100 1000 T1 (ms)

100 1000 T1 (ms)

100 1000 T1 (ms)
0.001

0.010

0.100

1.000
P

100 1000 T1 (ms)

0.001

0.010

0.100

1.000

P

100 1000 T1 (ms)

0.001

0.010

0.100

1.000
P

100 1000 T1 (ms)

positive negative 

coefficient of isolated pores

indication
of diffusion

corresponding 
relaxation time

classes 1, 2, 3 classes 1, 2, 3

classes

6, 7, 8, 9

classes

4,5

classes

12,13

classes

10,11

coefficients of connected pores

Figure 6

T1 distributions of sub-clusters of the pore model according to Figure 1. Each sub-cluster has a relaxation time

distribution comprising 13 lines with common relaxation times for all sub-clusters, but with different positive or

negative coefficients. Spectral lines with coefficients smaller than 0.001 are not shown. The relationships

between the distributions of sub-clusters indicated by arrows are due to diffusion coupling and are explained in

the text.
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For transverse relaxation, the shift due to diffusion coupling is smaller because the pores

are constricted by a strong gradient interlayer. As a consequence, the cross section of the

pore throats is reduced by the effective thickness of the interlayer. This reduces the effect

of diffusion coupling.

We begin with the interpretation of the T2 distribution of the sub-cluster of classes 1,

2, 3 (Fig. 7, top panel). The lines of the relaxation times 27 ms, 137 ms, and 442 ms with

large coefficients correspond to the lines with 28 ms, 142, and 450 ms of isolated pores of

the three pore classes of the sub-cluster. The shift between the corresponding lines is very

100 1000
0.0001

0.0010

0.0100

0.1000

1.0000

P

T1 (ms)

coefficient 
of isolated 
pores

positive negative

coefficients 
of connected 
pores

coefficient of 
equivalent
distribution 

0.0001

0.0010

0.0100

0.1000

1.0000

P

100 1000 T1 (ms)

0.0001

0.0010

0.0100

0.1000

1.0000

P

100 1000 T1 (ms)

Figure 7

T1 distributions of the entire pore cluster with connected pores according to Figure 1: Raw results from the

differential equations (center) and the ‘‘sharp’’ distribution obtained by balancing positive and negative of

neighboring spectral lines (bottom). For comparison, T1 distribution calculated for isolated pores only (top).
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small. This indicates that diffusion coupling plays a minor role with respect to the fractal

structure of this sub-cluster. Before protons from pore class 1 or 2 reach the pore walls of

pore class 3, they become irreversibly dephased in the interlayer of pore class 2.

The additional lines in the distribution of the sub-cluster of classes 1, 2, and 3 with

positive or negative coefficients are due to diffusion coupling with the sub-clusters of

classes 4 to 13.

2.3. Permeability Inferred from Relaxation Time Distributions

Figure 9 shows the T1 and T2 distributions of the model cluster calculated for

‘‘diffusion off’’ and for ‘‘diffusion on’’. The original T2 distribution with diffusion

coupling contains a line with a negative coefficient for T2 = 207 ms which was cancelled

by the coefficient of the line at T2 = 153 (Table 3 and Fig. 8, bottom panel).

It is common practice to use the logarithmic mean T2,LM for inferring permeability

from relaxation time distributions (KENYON, 1992, 1997):

k ¼ a/bT2
2;LM; ð20Þ

with the standard values a = 1, b = 4.

According to another study (PAPE et al., this issue), permeability values calculated

from equation (20) and b = 4 are too low compared to permeability measured in low

porosity sandstone. Therefore, we prefer the Kozeny-Carman equation (3) (KOZENY,

1927; CARMAN, 1937, 1948, 1956) with the effective hydraulic pore radius reff substituted

for pore radius. The effective pore radius can be calculated from T2,LM (see equation (21)

below).

Table 3

Calculated T1 and T2 distributions

Longitudinal magnetization Transverse magnetization

Relaxation

time T1,j [ms]

Coefficients

bj

Coefficients of

equivalent distribution

Relaxation

time T2,j [ms]

Coefficients

bj

Coefficients of

equivalent distribution

88 0.0003 15 0.0017 0.0017

108 0.0009 20 0.0033 0.0033

121 -1.0944 27 0.0702 0.0702

139 0.8655 32 0.0262 0.0262

217 0.0134 39 0.0372 0.0372

287 0.0107 53 0.0255 0.0255

322 0.0137 96 0.0293 0.0293

410 -0.0004 121 0.0048 0.0048

499 0.3751 0.1847 137 0.1432 0.1432

611 -0.0169 153 5.5896 0.1529

884 0.2116 0.1948 208 -5.4367 0.0000

1028 0.1046 0.1046 244 0.0774 0.0774

2089 0.5159 0.5159 442 0.4283 0.4283
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As a result of our numerical simulation we obtained four relaxation time distributions,

T1 and T2 distributions for isolated pores and for diffusion coupling (Fig. 9) and discussed

above the differences between these distributions. It remains to assess the impact of the

above considerations on predicting permeability.
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Figure 8

T2 distributions of sub-clusters of the pore model according to Figure 1. This figure corresponds to Figure 6 for

the T1 distributions. Spectral lines with coefficients smaller than 0.0001 are not shown. The relationships

between the distributions of sub-clusters compared to Figure 6 are discussed in the text.
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First, we calculated reff from equations (1) and (2):

reff ¼ 3q1;2T1;2;LM: ð21Þ
For reff values larger than 9.5 we identify q2 with q2,eff according to equation (4).

Then, permeability k is calculated from equation (3) for a sandstone with a porosity of / =

0.1. The results are presented in Table 4. The T1 distributions for isolated pores and for

diffusion coupling are quite different due to the sharp compression in the latter case.

Nevertheless, the corresponding reff values and also permeabilities are nearly identical;

the values for diffusion coupling being a little larger. For transverse magnetization, the

effective pore radius and the permeability values with and without diffusion coupling are

also similar; the corresponding values for diffusion coupling being a little smaller.

However, the reff values calculated from T2,LM are distinctly smaller than the reff values

from T1,LM, and therefore permeabilities derived from T2,LM are smaller than the

10 100 1000 T1,2 (ms)
0.0001

0.0010

0.0100

0.1000

1.0000

P coefficients

T1,and T2 distribution for isolated pores

coefficients

longitudinal
transverse 
magnetization

T1,and T2 distribution for connected pores

0.0010

0.0100

0.1000

1.0000

P

10 100 1000 T1,2 (ms)

longitudinal
transverse 
magnetization

Figure 9

T1 and T2 distributions for the pore model with isolated pores (top) and with connected pores and diffusion

coupling (bottom). The negative coefficients resulting from solving the systems of differential equations were

cancelled by positive coefficients of adjacent spectral lines.
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corresponding values derived from T1,LM. The explanation comes from the decrease of q2
with pore radius. In order to bring the effective pore radius derived from the T2
distribution into agreement with the pore radius derived from the T1 distribution, we first

calculate the pore radius distribution from the T2 distribution and equations (1), (2), and

(4) and then the logarithmic mean of pore radii reff,LM:

log reff;LM
� � ¼Pi bi log rið ÞP

i bi
;

ri ¼ 3q2Ti

ð22Þ

where q2 is calculated from equation (4).

The reff and k values calculated in this way from the T2 distribution for isolated pores

are identical with the values of longitudinal magnetization. The values for diffusion

coupling are also shifted into the proper range (Table 4).

3. Summary and Conclusions

We calculated the NMR relaxation of transverse and longitudinal magnetization for a

fractal pore model by solving a system of differential equations. This represents the

physical processes of surface relaxation, irreversible dephasing and diffusive proton

exchange between pores. The analytical calculation yields the relaxation times of the

system and the coefficients of the exponential functions which contribute to the decay

curves of individual pore radius classes, of sub-clusters and of the entire studied pore

cluster. Negative coefficients indicate diffusion coupling. A comparison of relaxation

time distributions of pores and sub-clusters indicates coupling between the pore classes.

The T1 and T2 distributions with positive and negative coefficients were transformed

into distributions of exclusively positive coefficients by balancing the coefficients of the

opposite sign of neighboring relaxation times. These new distributions compare well with

distributions calculated from measured decay curves. These distributions for diffusion

Table 4

Permeability from T1 and T2 distributions of the model pore cluster, calculated with equation (3) for a sandstone

with porosity / = 0.1

Longitudinal magnetization Transverse magnetization

Isolated

pores

Diffusion

coupling

Isolated

pores

Diffusion

coupling

Logarithmic mean relaxation time T1,2,LM [ms] 1249 1259 198 189

Pore radius reff, calculated from T1,2,LM [lm] 14.99 15.11 13.92 13.25

Permeability k, calculated from reff [10
-15 m2] 135 137 116 105

Logarithmic mean pore radius rLM, calculated

from T2 [lm]

14.99 14.27

Permeability k, calculated from rLM [10-15 m2] 135 122
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coupling are compared to distributions for isolated pores of the same cluster. Diffusion

coupling causes a ‘‘sharpening’’ of the distribution curve (ARNS et al., 2005). In our

simulations, the T1 distribution was sharper than the T2 distribution. Thus, for

longitudinal magnetization the resolved pore radii of coupled pores are smoothed to

some degree. Consequently, the fractal sub-structures of pores are not resolved by the T1
distribution. In contrast, for transverse magnetization the resolution power is less reduced

by diffusion coupling.

The ‘‘sharpening’’ effect can be neglected when calculating permeability from the

logarithmic mean relaxation time T1,2,LM compared to the corresponding distribution for

isolated pores. This corresponds to the results obtained by ARNS et al. (2005) for transverse

relaxation. However, we found a discrepancy between permeability values calculated from

longitudinal and transverse magnetization. Permeability calculated from the T2 distribution

is smaller, because the surface relaxivity q2 depends on the pore radius. Therefore, we

propose a modified way for calculating permeability which brings the results in agreement

with those obtained for longitudinal magnetization. To this end, the T2 distribution is

converted into a pore radius distribution using a surface relaxivity q2 which depends on the
radius. Then, the logarithmic mean radius reff,LM is calculated and can be inserted, e.g., into

the Kozeny-Carman equation (KOZENY, 1927; CARMAN, 1937, 1948, 1956).

In conclusion, radius distributions calculated from a T1 and from a T2 distribution

differ from one another and both deviate from the true pore radius distribution. If we

compare them with the radius distribution from mercury injection, we must keep in mind

that differences should arise because mercury injection attributes the entire pore volume

accessible through a given pore neck to the neck radius and not to the pore size itself.

Nevertheless, the methods for estimating permeability currently in use yield good results

for average sandstones. Usually these methods extract one statistical parameter, for

instance the logarithmic mean radius, from the distribution and use equations with

parameters which are calibrated to core measurements. These methods may fail if the

pore structure differs from average types of grain packing. Of special interest are rocks

with low permeability compared to porosity. It was expected from NMR relaxometry that

T1,2 distributions would quantitatively yield all interesting details of fine structure such as

micro-porosity. However, the volume of small pores and cavities at the pore walls may be

obscured due to diffusion coupling. Another reason for underestimating the volume

portion of small pore radii may lay in the way experimental NMR decay curves

are inverted into T1,2 distribution curves. Before applying an inversion program or inverse

Laplace transformation, one must convert the time series of magnetization values, which

is usually measured with equal linear time intervals, into a new time series with equal

logarithmic time intervals. Otherwise the calculated distribution curve will be correctly

adjusted for long relaxation times but not for short ones.

Carbonate rocks, in particular, reveal a large variety of pore structures, which makes

it difficult to estimate permeability from NMR logs. In practice, this means that

additional logs, such as gamma-ray and density logs, are required for the identification of

rock type with respect to porosity-permeability relationship.
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The methodology of calculating the NMR response of pore space models presented

here may be applied to various pore models as a way to test their ability to explain the

porosity-permeability relationship of special rock types.
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KOZENY, J. (1927), Über die kapillare Leitung des Wassers im Boden (Aufstieg, Versickerung und Anwendung
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Oscillating Flow of a Compressible Fluid through Deformable Pipes

and Pipe Networks: Wave Propagation Phenomena

Y. BERNABÉ
1,2

Abstract—Similarly to blood pulse propagation in the artery system, oscillating flow can propagate as a

wave in fluid-saturated pipes, networks of pipes or, by extension, in porous media, if the fluid is compressible

and/or the pipes are elastically deformable. First, propagation of flow waves generated in a semi-infinite pipe by

harmonic pressure oscillations at the pipe entrance is analyzed. The dispersion equation is derived, allowing

determination of the phase velocity and quality factor as functions of frequency. Wave reflections at the end of a

finite-length pipe and ensuing interferences between forward and backward traveling waves are then examined.

Because of fluid storage in the pipe, the amplitude of the AC volumetric fluxes entering and exiting the pipe at

its upstream and downstream ends are not equal. Thus, two different, upstream and downstream, frequency-

dependent, AC hydraulic conductivities are introduced. Superposed on the classic viscous-inertial flow transition

(controlled by the value of the pipe radius), these complex-valued parameters show another transition between

an interference-free regime at low frequencies and a strong interference regime above a critical frequency that

roughly scales as the pipe length. Because of attenuation, the flow wave interferences tend to gradually weaken

with increasing frequencies. Finally, the single pipe model is used to investigate fluid flow waves through pipe

networks with results very similar to those described above. The flow waves analyzed here are akin to the Biot’s

slow P waves and their propagation properties could affect seismic soundings in some geological settings.

Key words: Porous media, acoustic properties, fluid flow.

1. Introduction

Time-dependent flow of interstitial fluid can potentially provide more information

about the structure of porous media than steady-state flow. For example, transient and

oscillating flow methods have been used in the laboratory to measure permeability

and storativity of rock samples simultaneously (e.g., FISCHER, 1992; FISCHER and

PATERSON, 1992; HSIEH et al., 1981; NEUZIL et al., 1981; see also SONG et al., 2004).

However, these methods rely on the assumption that the medium investigated is

homogeneous. As a consequence, they fail to properly explain certain features

observed in heterogeneous media. For instance, time-dependent flow through a stack

of layers (i.e., in series arrangement of heterogeneities) is affected by the order in
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which the layers are placed (e.g., KAMATH et al., 1992; SONG and RENNER, 2006). More

generally, AC flow through a strongly heterogeneous medium depends on frequency

(e.g., BERNABÉ et al., 2004; SONG and RENNER, 2006). Even in homogeneous media,

frequency-dependence arises from a transition from viscosity-controlled flow at low

frequencies to inertia-controlled flow at high frequencies (e.g., CHARLAIX et al., 1988;

JOHNSON et al., 1987). In most work on frequency-dependent, AC permeability (e.g.,

CHARLAIX et al., 1988; JOHNSON et al., 1987; ZHOU and SHENG, 1989), the interstitial

fluid is supposed to be incompressible and the pores rigid. One important consequence

is that fluid flow waves cannot propagate in the porous medium under these

conditions. To clarify this statement, let us consider a semi-infinite, rigid pipe

saturated with an incompressible fluid. A fluid pressure oscillation at the pipe entrance

produces an oscillating flow along the pipe, which, because of mass conservation and

complete absence of storage, is independent of distance from the pipe entrance. In

other words, a pressure disturbance in the incompressible fluid and the associated flow

are instantaneously transmitted from the pipe entrance to infinity. In contrast, studies

of blood circulation through elastic arteries (e.g., ZAMIR, 2000) show that the entire

body of fluid does not move in unison as in a rigid pipe. Fluid flow waves travel

along the elastic arteries with a finite velocity. Note that flow wave propagation is

similarly produced, even in rigid pipes, by fluid compressibility. These flow waves are

dispersive and attenuated. Their existence has far-reaching consequences. Indeed, flow

wave reflections and interferences greatly affect blood flow in the artery tree (e.g.,

DUAN and ZAMIR, 1995; WANG and PARKER, 2004; ZAMIR, 1998, 2000).

Logically, fluid flow waves must also occur in saturated pipe networks and, by

extension, in porous media, provided the interstitial fluid is compressible and/or the

porous medium is deformable, which is always true in natural settings. It is indeed well-

known since Biot’s classic work (BIOT, 1956a, b) that propagation of seismic waves is

qualitatively as well as quantitatively affected in fluid-saturated porous rocks. Fluid flow

waves may also occur in fractures, possibly causing resonance effects such as might be

involved in volcanic tremors (CHOUET, 1996; FERRAZZINI and AKI, 1987; KORNEEV, 2008).

The purpose of the present work is to derive a flow wave propagation model for a single

pipe and use it to investigate flow waves through pipe networks as a first step towards

application to porous rocks (note that it would be premature at this juncture to try to make

realistic simulations of rocks, so unrealistically simple two-dimensional networks will be

used here).

2. AC Flow of Compressible Fluid through a Single Pipe

2.1. Rigid Pipe

We consider an infinitely long, rigid pipe with a circular cross section of radius R. The

radial and axial coordinates are denoted r and z, respectively, and h is the polar angle. By
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reason of symmetry, the fluid velocity has no angular component and no h dependence.

The axial and radial velocity components are denoted u(r, z, t) and v(r, z, t), respectively,

where t is time. Lastly, p(r, z, t) represents the deviation with respect to an

unspecified, static, fluid back-pressure (i.e., p oscillates about zero). Like u(r, z, t) and

v(r, z, t), p(r, z, t) has no h dependence.

Since pores in rocks have very small radii, it is highly beneficial here to invoke the

long-wave approximation (i.e., wavelength k >> pipe radius R, and/or, wave speed

c >> average flow velocity). As an a posteriori justification, it was verified that the

long-wave model described in the next sections did not yield any numerical

inconsistency (such as wavelengths on the order of the pipe radius) for frequencies

up to 100 kHz in the case of water flowing through a rigid pipe with a radius of

100 lm or smaller.

It is best to start with the continuity equation:

oq
ot

þ q
ou
oz

þ q
ov
or

þ q
v

r
þ u

oq
oz

þ v
oq
or

¼ 0: ð1Þ

Since water is only moderately compressible and relatively low fluid velocities are

considered here, the space derivatives of the density q can be neglected with

respect to the time derivative, allowing removal of the nonlinear terms in equation

(1). Note that, although not dependent on the long-wave approximation, this

assumption is consistent with it. Finally, using the fluid compressibility definition

ðb ¼ ð1=qÞðoq=opÞÞ; we obtain:

b
op
ot

þ ou
oz

þ ov
or

þ v

r
¼ 0: ð2Þ

Next, the Navier-Stokes equations for u and v are written:

q
ou
ot

¼ � op
oz

þ g
o2u
oz2

þ o2u
or2

þ 1

r

ou
or

� �
; ð3Þ

q
ov
ot

¼ � op
or

þ g
o2v
oz2

þ o2v
or2

þ 1

r

ov
or

� v

r2

� �
; ð4Þ

where g is the fluid viscosity. The long-wave approximation yields:

q
ou
ot

¼ � op
oz

þ g
o2u
or2

þ 1

r

ou
or

� �
; ð5Þ

q
ov
ot

¼ � op
or

þ g
o2v
or2

þ 1

r

ov
or

� v

r2

� �
: ð6Þ

Equations (2), (5) and (6) admit axially traveling fluid flow waves as solutions (e.g.,

ZAMIR, 2000). Let us consider a wave traveling in the positive z direction:
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uðr; z; tÞ ¼ UðrÞe�ixðt�z=cÞ;

vðr; z; tÞ ¼ VðrÞe�ixðt�z=cÞ;

pðr; z; tÞ ¼ PðrÞe�ixðt�z=cÞ;

ð7Þ

where c is the complex-valued wave speed. Plugging these expressions into equations (2),

(5) and (6) leads to:

�ixbPþ ix
U

c
þ dV

dr
þ V

r
¼ 0 ð8Þ

�ixqU ¼ �ix
P

c
þ g

d2U

dr2
þ 1

r

dU

dr

� �
; ð9Þ

�ixqV ¼ � dP

dr
þ g

d2V

dr2
þ 1

r

dV

dr
� V

r2

� �
: ð10Þ

Changing the space variable r to f ¼ jr ¼ r
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ixq=g

p
yields:

dV

df
þ V

f
þ jg

qc
U ¼ jgb

q
P; ð11Þ

d2U

df2
þ 1

f
dU

df
þ U ¼ þ P

qc
; ð12Þ

d2V

df2
þ 1

f
dV

df
þ 1� 1

f2

� �
V ¼ 1

jg
dP

df
: ð13Þ

The radial boundary conditions are U(jR) = V(jR) = 0, and, U(0) and V(0) must be

finite quantities. Equations (12) and (13) are Bessel equations with a right-hand term so

the solutions should have the following form:

U fð Þ ¼ AJ0 fð Þ þ XP fð Þ; ð14Þ

V fð Þ ¼ A0J1 fð Þ þ X0 dP
df

; ð15Þ

where A and A0 are integration constants (note that they are not independent but are

related in such a way as to eliminate J0(f) and J1(f) from equations 11 to 13). It must

be pointed out that X and X’ are not integration constants, but are (temporarily

introduced) parameters that must be adjusted to reduce equations (11), (12) and (13)

to a single Bessel equation for P. Indeed, if A0 ¼ �A jg=qc; equations (11) to (13)

give:

d2P

df2
þ 1

f
dP

df
þ jg
qX0

X

c
� b

� �
P ¼ 0; ð16Þ
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d2P

df2
þ 1

f
dP

df
þ 1� 1

qcX

� �
P ¼ 0; ð17Þ

d3P

df3
þ 1

f
d2P

df2
þ 1� 1

f2
� 1

jgX0

� �
dP

df
¼ 0: ð18Þ

These three equations are identical Bessel equations if X ¼ ðj2g2bc� qcÞ=
ðj2g2 � q2c2Þ and X0 ¼ X qc=jg: Thus the final solutions are:

P rð Þ ¼ BJ0 cjrð Þ; ð19Þ

U rð Þ ¼ AJ0 jrð Þ þ c j2g2b� qð Þ
j2g2 � q2c2

BJ0 cjrð Þ; ð20Þ

V rð Þ ¼ �A
jg
qc

J1 jrð Þ � qc2

jg
c
j2g2b� q
j2g2 � q2c2

BJ1 cjrð Þ; ð21Þ

where B is an integration constant and

c2 ¼ j2g2

q2c2
1� bqc2

1� j2g2b
q

 !
:

Following ZAMIR (2000), we note that the absolute value of cjr is very small

owing to the long-wave approximation (cjr is proportional to xr/c = 2pr/k < < 1,

with a prefactor of order 1 at most). The solutions are therefore approximately

equal to:

P rð Þ 
 B; ð22Þ

U rð Þ 
 AJ0 jrð Þ þ B

qc
; ð23Þ

V rð Þ 
 �A
jg
qc

J1 jrð Þ þ B

2

c2

c2
0

� 1

q2c2

0
@

1
Aj2gr; ð24Þ

where c0 = 1/bq is the velocity of sound in the fluid. Note that, as a consequence of

the long-wave approximation, P is independent on r. Then, to determine the complex-

valued wave-speed c, the no-slip boundary conditions on the pipe wall,

U(R) = V(R) = 0, are written, resulting in a homogeneous system of two linear

equations in A and B, the determinant of which must be zero. This leads to the

dispersion equation for c:

c2 ¼ c20 1� 2J1 jRð Þ
jRJ0 jRð Þ

� �
; ð25Þ

and to the final expression for U(r):
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U rð Þ ¼ B

qc
1� J0 jrð Þ

J0 jRð Þ
� �

: ð26Þ

The axial volumetric flux q(z, t) = Q e-ix(t -z/c) can now be calculated by integration

of U over a cross section:

Q ¼
ZR
0

2prU rð Þdr ¼ �pR2B

qc
2J1 jRð Þ
jRJ0 jRð Þ � 1

� �
: ð27Þ

Note that, since, at any point along the pipe, the amplitude of the axial pressure

gradient is (rP = ixB/c, equations (26) and (27) for an infinitesimally short pipe are

identical to the following expressions for harmonic flow of an incompressible fluid

through a rigid pipe (e.g., BERNABÉ, 1997; CHARLAIX et al., 1988; JOHNSON et al., 1987):

U rð Þ ¼ rP

gj2
1� J0 jrð Þ

J0 jRð Þ
� �

; ð28Þ

and

Q ¼ �pR2rP

gj2
2J1 jRð Þ
jRJ0 jRð Þ � 1

� �
: ð29Þ

Note also that, although not exactly zero as in the incompressible flow case,

V rð Þ ¼ rrP

qcJ0 jRð Þ
J1 jrð Þ
jr

� J1 jRð Þ
jR

� �

is very small compared to U(r) (by a factor of 10-7 at x = 10-5 Hz to 10-4 at

x = 105 Hz). All this seems to justify the common practice of neglecting fluid

compressibility in AC flow analyses (e.g., ZHOU and SHENG, 1989). However, as pointed

out by ZAMIR (2000), an entirely new class of phenomena (i.e., wave propagation,

reflection and interference) arises from fluid compressibility and/or pipe deformability.

It is instructive also to visualize the frequency dependence of the complex-valued

flow wave velocity c for a pipe with a radius of 100 lm (obtained as the root of equation

(25) with a positive real part). As shown in Figure 1 (thin black line), Re(c/c0) increases

from 0 to 1 with increasing frequency, following a monotonic S curve with an inflexion

point at the same frequency xV,I as the transition between the viscous and inertial flow

regimes (e.g., CHARLAIX et al., 1988; JOHNSON et al., 1987). Im(c/c0) is negative and plots

on an inverted bell-shaped curve with a minimum at xV,I. Another interesting

representation is to plot the normalized phase velocity, cPh/c0 = Abs(c)2/c0Re(c), and

the inverse quality factor, QF
-1 = -2 Im(c)/Re(c), versus frequency (Fig. 2). We find that

both parameters follow monotonic S curves with nearly identical inflexion points at xV,I,

cPh/c0 increasing from 0 to 1 and QF
-1 decreasing from 2 to 0. Thus, strictly speaking,

flow waves are underdamped (i.e., propagating) at all frequencies except x = 0, for
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which they approach critical damping and zero phase velocity (i.e., non-propagating). Of

course, flow wave propagation may be difficult to observe in practice (especially at

frequencies below xV,I) owing to very high attenuation. It is also instructive to examine

how the wavelength k = 2pcPh/x varies with frequency. Above the transition frequency

k decreases as x-1 whereas below xV,I it varies only as x-1/2. Thus, in the viscous

regime, the wavelength of the flow waves is much smaller than that of sound waves in the

free fluid.

2.2. Elastic Pipe

We now consider an elastically deformable pipe with infinitely thick walls (a finite

wall thickness could, in principle, be treated in the same way but the algebra

manipulations are much more complicated). By reason of symmetry, the displacement in

the solid walls has no angular component and no angular dependence. The axial and

radial components of the displacement vector in the solid wall are denoted x and

y, respectively. A classic approach is to express x and y in terms of a scalar potential

U(r, z, t) and an azimuthal vector potential [0, W(r, z, t), 0] as:

Re(c/co)

Im(c/co)
log10(ω)

log10(ω)
0 1 2 3 4 5

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5

-0.4

-0.3

-0.2

-0.1

Figure 1

Real and imaginary parts of the flow wave velocity normalized to the sound velocity in the fluid as a function of

frequency from equation (25) (thin black line) and from equation (44) (thicker grey line).
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x r; z; tð Þ ¼ oU
oz

þ oW
or

þW
r
; and y r; z; tð Þ ¼ oU

or
� oW

oz
: ð30Þ

The force balance equations can be rewritten in the form of two-wave equations:

o2U
or2

þ 1

r

oU
or

þ o2U
oz2

¼ 1

V2
P

o2U
ot2

; ð31Þ

o2W
or2

þ 1

r

oW
or

�W
r2

þ o2W
oz2

¼ 1

V2
S

o2W
ot2

; ð32Þ

with

VP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E 1� mð Þ
qS 1þ mð Þ 1� 2mð Þ

s
and VS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E

2qS 1þ mð Þ

s
:

Thus, the solutions for U and W are also axially traveling waves:

Normalized Phase Velocity 

log10(ω)

log10(ω)
-2 0 2 4 6

0.2

0.4

0.6

0.8

1

-2 0 2 4 6

0.5

1

1.5

2

Inverse Quality Factor

Figure 2

Flow wave phase velocity normalized to the sound velocity in the fluid and inverse quality factor as functions of

frequency from equation (25) (thin black line) and from equation (44) (thicker grey line).
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Uðr; z; tÞ ¼ FðrÞe�ixðt�z=cÞ ¼ FðrÞe�ikðct�zÞ; ð33Þ
Wðr; z; tÞ ¼ GðrÞe�ixðt�z=cÞ ¼ GðrÞe�ikðct�zÞ; ð34Þ

where k = x/c is the complex-valued axial wave-number. The functions F and G verify

the following Bessel equations:

r2
d2F

dr2
þ r

dF

dr
� r2l2F ¼ 0; ð35Þ

r2
d2G

dr2
þ r

dG

dr
� 1þ r2m2
� �

G ¼ 0; ð36Þ

where l2 = k2 (1-c2/VP
2) and m2 = k2 (1-c2/VS

2) are the squares of the radial wave-

numbers. These waves must have zero amplitude at infinity in the r direction. Therefore,

the solutions are modified Bessel functions of the second kind:

FðrÞ ¼ CK0ðlrÞ; and; GðrÞ ¼ DK1ðmrÞ; ð37Þ
where C and D are integration constants. Note that, if the thickness of the pipe wall was

finite, the modified Bessel functions of the first kind, I0(lr) and I1(mr), and their

associated integration constants would have to be included in the solutions F(r) and G(r).

Then, the continuity conditions on the outer free surface of the pipe would provide the

two additional independent equations needed to solve the problem.

Assuming that the radial displacement of the pipe wall is negligible compared to R

(ZAMIR, 2000), the inner wall continuity conditions can be written at the fixed position

r = R. Consequently, the fluid velocity and pressure fields should be well approximated

by those of equations (22) to (24). Contrary to the classic model of Stoneley waves in

boreholes (e.g., BIOT, 1952; CHENG and TOKSOZ, 1981; PAILLET and WHITE, 1982), the

shear stress is not zero in the fluid and the tangential displacement is continuous across

the solid-fluid interface. Therefore, the complete set of continuity conditions is:

ox
ot

R; z; tð Þ ¼ u R; z; tð Þ; ð38Þ

oy
ot

R; z; tð Þ ¼ v R; z; tð Þ; ð39Þ

rr R; z; tð Þ ¼ qS 1� 2V2
S

V2
P

� �
o2U
ot2

þ qS2V
2
S

o2U
or2

� o2W
oroz

� �
¼ p R; z; tð Þ; ð40Þ

srz R; z; tð Þ ¼ qS
o2W
ot2

þ qS2V
2
S

o2U
oroz

� o2W
oz2

� �
¼ g

ou
or

R; z; tð Þ: ð41Þ

Note that, according to the long-wave approximation, the spatial derivative of the radial

velocity component v is neglected with respect to that of the axial component u in

equation (41). Thus, using equations (37) and (22) to (24), we obtain the following

homogeneous system of linear equation in the integration constants A, B, C and D:
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�J0 jRð ÞA� 1

qc
Bþ k2cK0 lRð ÞC þ ikmcK0 mRð ÞD ¼ 0; ð42Þ

1þ i

c

ffiffiffiffiffiffi
xg
2q

r
J1 jRð ÞAþ ixR

2qc2
1� c2

c20

� �
Bþ iklcK1 lRð ÞC � k2cK1 mRð ÞD ¼ 0; ð43Þ

�BþqS 2V2
S � c2

� �
k2K0 lRð Þþ2V2

S

R
lK1 lRð Þ

� �
Cþ iqS2V

2
Sk mK0 mRð ÞþK1 mRð Þ

R

� �
D¼ 0;

ð44Þ

q 1þ ið Þ
ffiffiffiffiffiffi
xg
2q

r
J1 jRð ÞA� iqS2V

2
SklK1 lRð ÞC þ qSk

2 2V2
S � c2

� �
K1 mRð ÞD ¼ 0 ð45Þ

Writing that the determinant of this system is zero leads to the dispersion equation.

According to the long-wave approximation, the products kR, lR and mR all have

negligibly small absolute values since they are on the order of the ratio R/k << 1. Using

the physical properties of water and quartz (Table 1) and taking R = 100 lm, one can

indeed verify that kR, lR and mR are small (absolute values lower than 7 10-3 for

frequencies up to 105 Hz). They also turn out to be approximately real-valued quantities

(imaginary part at least one order of magnitude smaller than the real part), although this

statement would have to be reversed for lR and/or mR in materials with VP and/or

VS < c0. After tedious algebraic manipulations and using the following approximate

relations, K0(e) & -Log(e) and K1(e) & 1/e for |e| << 1, we arrive at:

c4 � c2
2J1 jRð Þ
jRJ0 jRð Þ

q
qS

c20 þ c20 þ 2V2
S

� �
þ 2V2

Sc
2
0 1� 2J1 jRð Þ

jRJ0 jRð Þ
� �

¼ 0; ð46Þ

where terms of order eLog(e) were neglected. Note that this equation reduces to

equation (25) in the limit of a perfectly rigid solid (i.e., infinite VS). Equation (46) is a

second degree equation on the form, c4 – n1c
2 ? n2 = 0. Of the two pairs of roots of

Equation (46), only the one given by c2 ¼ 1=2 n1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � 4n2

q� �
; where the square-

root symbol refers to the root with a positive real part, leads to physically acceptable

values of c. As seen in Figures 1 and 2, equations (25) and (46) give nearly identical

Table 1

Properties of the fluid (water) and solid (quartz)

Density of fluid q = 1000 kg m-3

Viscosity g = 0.001 kg m-1 s-1

Compressibility b = 4.9 10-4 MPa-1

Density of solid qS = 2650 kg m-3

Young’s modulus E = 95600 MPa

Poisson’s ratio m = 0.08
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results when using the values of Table 1. Since it is easier to use, only equation (25)

will be used hereafter.

Finally, A is calculated as a function of B and plugged into U(r):

U rð Þ ¼ B

qc
1� jRJ0 jrð Þ

2J1 jRð Þ 1� c2

c20
þ c2

V2
S

q
qS

� �� �
; ð47Þ

and the volumetric flux Q can then be inferred:

Q ¼ � pR2B

qc
qc20
qSV

2
S

� 1

� �
c2

c20
: ð48Þ

Again, one finds that, in the limit of infinite VS, equations (47) and (48) reduce

to the rigid pipe equations (26) and (27), respectively (note that deriving this

statement requires using equation (25)). Consistent with the choice made earlier,

equations (26) and (27) (rather than (47) and (48)) will be used in the numerical

applications hereafter. This choice amounts to considering the infinitely thick quartz

pipe as fully rigid. This is reasonable for a pipe with a circular cross section but

would probably not be true for a pipe with a low aspect-ratio ellipsoidal cross

section. However, flow wave propagation in ellipsoidal pipes is out of the scope of

this paper.

2.3. Flow Wave Interferences in a Single Pipe

We now consider a pipe of length L. The complex-valued amplitudes of the pressure

oscillations at the ‘‘upstream’’ and ‘‘downstream’’ pipe ends (i.e., z = 0 and z = L) are

denoted PU and PD, respectively. The complex-valued amplitude of the global pressure

gradient is thus (PD - PU)/L. The pressure inside the pipe is the sum of two waves

traveling in opposite directions:

p z; tð Þ ¼ Bþe�ix t�z=cð Þ þ B�e�ix tþz=cð Þ: ð49Þ
We must have:

Bþ ¼ PD � PUe
�ixL=c

eixL=c � e�ixL=c
; and; B� ¼ PUe

ixL=c � PD

eixL=c � e�ixL=c
: ð50Þ

Similarly, the volumetric flux q(z, t) is the sum of two traveling waves:

q z; tð Þ ¼ Qþe�ix t�z=cð Þ þ Q�e�ix tþz=cð Þ: ð51Þ
The complex-valued amplitudes QU and QD of the volumetric flux at z = 0 and L,

respectively, are unequal and given by:

QU ¼ Qþ þ Q�; and; QD ¼ QþeixL=c þ Q�e�ixL=c: ð52Þ
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By applying equation (27) (or equation (48) in the limit of infinite VS), one obtains:

QU ¼ �ipR2

qc
PU cos xL=cð Þ � PD

sin xL=cð Þ
� �

2J1 jRð Þ
jRJ0 jRð Þ � 1

� �
; ð53Þ

QD ¼ �ipR2

qc
PU � PD cos xL=cð Þ

sin xL=cð Þ
� �

2J1 jRð Þ
jRJ0 jRð Þ � 1

� �
: ð54Þ

These two quantities are generally different, expressing the effect of storage inside the

pipe. They become identical only in the limit of an infinitesimally small pipe length.

2.4. Apparent Hydraulic Upstream and Downstream Conductivities

Because QU and QD are unequal, it is awkward to introduce the (usually very useful)

concept of hydraulic conductivity here. In steady-state flow conditions, the hydraulic

conductivity, KSS = -gQ/(P = pR4/8, can be considered an intrinsic property of the

pipe. In the case of the oscillating flow of an incompressible fluid through a rigid pipe, a

natural generalization consists in incorporating the frequency dependence into the so-

called AC hydraulic conductivity,

KAC ¼ pR2

j2
2J1 jRð Þ
jRJ0 jRð Þ � 1

� �

(e.g., BERNABÉ, 1997; CHARLAIX et al., 1988; JOHNSON et al., 1987). It is helpful for

interpreting the results in the following sections to visualize the real and imaginary parts

of KAC for water AC flow through a pipe with R = 100 lm. The real and imaginary parts

of the normalized AC hydraulic conductivity, KAC/KSS, are drawn on semi-logarithmic

plots in Figure 3. These two curves clearly reveal the existence of two distinct, limiting

flow regimes (i.e., viscosity- and inertia-controlled regimes at low and high frequencies,

respectively). The sharp transition between these two regimes precisely defines a

transition frequency xV,I, which scales as 1/R2 (e.g., BERNABÉ, 1997; CHARLAIX et al.,

1988; JOHNSON et al., 1987).

When flow waves occur owing to fluid compressibility and/or pipe deformability, the

approach mentioned above is no longer possible. The easiest way is to proceed formally

and define two complex-valued, (upstream and downstream) hydraulic conductivities, KU

and KD, as:

KU ¼ �gLQU

PD � PU

and KD ¼ �gLQD

PD � PU

: ð55Þ

Using equations (53) and (54), it is found that KU = KAC NU and KD = KAC ND,

where the functions NU and ND are given by:

NU ¼ xL
c

PU cos xL
c

� �� PD

sin xL
c
� �

PU � PDð Þ ; and; ND ¼ xL
c

PU � PD cos xL
c

� �
sin xL

c
� �

PU � PDð Þ : ð56Þ
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One interesting feature of these functions is that, in the limit of an infinitesimally

short pipe, NU & ND & 1 (therefore, KU & KD & KAC) for all frequencies. For finite

values of L, inspection of NU and ND reveals two regions: 1) at low-frequencies,

NU & ND & 1; 2) above a critical frequency x1,2, the functions NU and ND show wide

irregular oscillations, the magnitude of which increases to a maximum, then gradually

dies out (note that Im(NU) remains negative at all frequencies). In the limit of high

frequencies, Re(NU) * x1/2 and Im(NU) * -x while ND vanishes. In region (1), the

flow waves effectively see the pipe as infinitesimally short and wave interferences do not

occur. In region (2), the wavelength is sufficiently short for constructive and destructive

interferences to occur. The gradual weakening of the interferences at very high

frequencies is caused by the strong attenuation of the flow waves. The transition

frequency x1,2 separating (1) and (2) appears to correspond to a wavelength about one

order of magnitude larger than L. Thus, when x1,2 falls in the inertial regime (i.e.,

x1,2 > xV,I), it should scale with 1/L, but this scaling should breakdown in the viscous

regime, inside which x1,2 should vary as 1/L2. Thus, the products of NU and ND with KAC

Re(KAC/KSS)
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Figure 3

Real and imaginary parts of the normalized AC hydraulic conductivity for oscillating flow of an incompressible

flow through a rigid pipe.
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must yield very different results depending on the relative values of the transition

frequencies x1,2 and xV,I.

To illustrate the last statement, Figures 4 and 5 show the real and imaginary parts of

the normalized conductivities, KU/KSS and KD/KSS, calculated for PD = 0 (i.e., open-

ended pipe) and different values of L (in all cases, R = 100 lm). One important feature

of KU/KSS is that its real part does not vanish in the high-frequency limit, but approaches

a finite positive value K?/KSS. This observation is easily explained by remarking that the

pipe appears effectively infinite to the flow waves at very high frequencies. Thus, only the

forward wave propagates and QU approaches a finite value Q? independent of fluid

viscosity and pipe length, as should be expected. Using equation (25), it can be

demonstrated that Q? = pR2PU/qc0 for PD = 0 as in Figures 4 and 5, and, based on the

definition of KU, that Re(KU/KSS) = 8gL/R2qc0. Thus, K? increases linearly with L and

eventually becomes larger (possibly orders of magnitude larger) than the steady-state

value KSS. To the contrary KD/KSS vanishes in the high-frequency limit. This very strong

difference in high-frequency behavior between KU and KD is a consequence of fluid

storage inside the pipe.

It is also instructive to explore a more general type of downstream boundary

condition, i.e., that used in the oscillating flow method for measuring permeability

(e.g., FISCHER, 1992; FISCHER and PATERSON, 1992). However, the analysis of this situation

is secondary to the main purpose of this paper. Accordingly, it will be reported in

Appendix A.

3. Harmonic Flow through a Two-dimensional Network of Pipes

As shown in BERNABÉ (1997), the standard method for solving a stead-state flow

problem on a pipe network can be also used for an oscillating flow with a given

frequency, except that a complex-valued matrix has to be inverted. The Kirchoff’s laws

are written for every node i in the network,
P
j
QU Pi;Pj

� � ¼ 0; where Pi and Pj denote the

complex-valued amplitude of the pressure oscillation at the (connected) nodes i and j,

respectively, and the function QU is given by equation (53) (by convention, the central

node i is considered upstream and the connected nodes j downstream). This leads to a

system of linear equations, which depends on the network topology (i.e., two- or three-

dimensional, triangular, square, hexagonal, and so forth), the node-indexing scheme and

the boundary conditions. I emphasize here that my goal was not to make realistic

simulations of rocks but merely to illustrate the effect of wave reflections and

interferences in relatively complex pipe systems. Hence, I decided to limit the study to

two-dimensional square networks.

Semi-periodic boundary conditions were used here. In other words, unitary and zero

pressure amplitudes were respectively specified at nodes on opposite sides of the network

in the flow direction (i.e., the upstream and downstream sides) while periodic boundary
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conditions were set along the lateral sides (i.e., the network is wrapped around, forming a

cylinder with its axis in the nominal flow direction).

Once the flow problem is solved, the effective upstream and downstream conduc-

tivities for the network can be calculated using definitions similar to equation (55), in

which QU and QD now denote the amplitudes of the total volumetric flux into/out of the

upstream and downstream network sides, PD–PU = -1 is the global pressure amplitude

difference, and, L refers to the total length of the network in the flow direction.

Establishing and solving the appropriate matrix as described above must be carried

out numerically for each frequency considered. Here, 71 frequencies ranging between

10-2 and 105 Hz, with a constant logarithmic increment, were used, resulting in a

resolution in log10x considerably lower than that of Figures 4 and 5. For the sake of

limiting the computational cost to a minimum, I considered rather small networks (i.e.,

10 9 10, 20 9 20 and 40 9 40). Also, it seemed preferable to limit the level of

complexity arising from heterogeneity. Accordingly, the values of the pipe radius were

assigned according to a rather narrow uniform distribution (equal probability between a
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Figure 4

Real and imaginary parts of the normalized apparent conductivity KU/KSS for pipes with different lengths L

(thick grey line, L = 0.2 m; thin grey line, L = 1 m; thin black line, L = 5 m; the pipe radius is equal to

100 lm). The frequencies are given in Hertz.
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minimum radius of 90 lm and a maximum of 110 lm). With such a low level of

heterogeneity, 10 realizations were sufficient to estimate the ensemble average accurately

even at frequencies as high as 105 Hz.

Figures 6 and 7 show the real and imaginary parts of KU/KSS as a function of

frequency for 40 9 40 and 10 9 10 networks with different total length L. These curves

look very similar to those of Figure 4. In particular, a transition frequency similar to x1,2

in section 2.4 can be identified. This transition frequency appears to be a monotonically

increasing function of the network length L and, therefore, is likely related to wave

reflection from the upstream and downstream ends of the network. The internal

reflections (i.e., from the ends of individual bonds) are visible at high frequencies

although note that, at high frequencies, the resolution used here is insufficient to

accurately delineate the fluctuations of KU/KSS.

In order to confirm the role of wave reflections from the upstream and downstream

ends, the real and imaginary parts of KU/KSS were calculated for 40 9 40 and 10 9 10

networks with an identical total length. These networks are expected to have identical
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Figure 5

Real and imaginary parts of the normalized apparent conductivity KD/KSS for pipes with different lengths L (thin

black line, L = 5 m; thin grey line, L = 1 m; thick grey line, L = 0.2 m; the pipe radius is equal to 100 lm).
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reflections from the upstream and downstream ends but different internal ones. Indeed,

the 40 9 40 and 10 9 10 curves (thin black and grey lines, respectively) are nearly

coincident in the low-frequency range up to point A in Figure 8 (i.e., somewhat above the

transition frequency x1,2) but large differences appear at higher frequencies. I also

considered 20 9 20 networks containing a sharp discontinuity in the pipe radius

distribution at mid-length in the flow direction. The mean radius was increased by a

factor of 3 in the downstream half of the network, thus forming a reservoir with a large

storage and high permeability. It can therefore be expected that the pipes ending at the

mid-length discontinuity should act almost like open pipes and generate the same wave

reflections as before. The corresponding Re(KU/KSS) and Im(KU/KSS) curves are plotted

as thick light grey lines in Figure 8. The 20 9 20 curves are sufficiently similar to the

other two in the frequency range near A to conclude that they reveal the existence of a

strong reflection at the mid-length discontinuity. At higher frequencies, the 10 9 10 and
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Figure 6

Real and imaginary parts of the normalized apparent permeability KU/KSS for 40 9 40 networks with different

total lengths (thin, black line, L = 4 m; thicker, dark grey line, L = 1 m; thick, light grey line, L = 0.4 m; the

mean radius of the pipes is 100 lm). Note that the diagrams show results of discrete calculations with an

increment of 0.1 in log 10(x). The discrete data points are joined by straight lines for visibility.
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20 9 20 curves are nearly coincident, indicating that the internal reflections were

identical in both types of networks, as expected since the bond length was the same.

The interference of forward and backward traveling flow waves, owing to wave

reflection at the ends of a network, can be intuitively predicted based on Figures 4 and 5.

The effect of lateral reflections from transverse bonds (i.e., perpendicular to the nominal

flow direction) is considerably more difficult to foresee. However, these reflections do

exist. To demonstrate it, let us consider networks in which the radii of the transverse

pipes were reduced by a factor of 100 and transverse reflections are expected to be

negligible. Indeed, such modified networks are nearly disconnected in the transverse

direction and, therefore, approximately equivalent to an in parallel bundle of almost

identical pipes. A direct comparison with Figure 4 is then possible, as illustrated in

Figure 9. Within the frequency resolution used here, the normalized response of a single

open-ended pipe with L = 1 m and R = 100 lm (thin black lines) is identical to that of

modified 10 9 10 networks with the same total length and mean radius in the

longitudinal direction (thick light grey lines). On the other hand, the Re(KU/KSS) and
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Real and imaginary parts of the normalized apparent permeability KU/KSS for 10 9 10 networks with different

total lengths (thin, black line, L = 2.5 m; thicker, dark grey line, L = 1 m; thicker, light grey line, L = 0.25 m;

the mean radius of the pipes is 100 lm).
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Im(KU/KSS) curves for the isotropic 10 9 10 networks considered before (thin grey lines)

display large differences with the previous ones, in particular, a slightly lower transition

frequency and some large amplitude fluctuations at high frequencies. These differences

must be associated with transverse internal reflections.

4. Discussion

The main point of this paper is that harmonic flow of a compressible fluid through an

elastic pipe (or pipe network) propagates as a wave. Here, this type of wave was called

‘‘fluid flow wave’’ (or, more concisely, ‘‘flow wave’’) to emphasize that significant fluid

displacement occurs in response to fluid pressure changes. The characteristics of these
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Figure 8

Real and imaginary parts of the normalized apparent permeability KU/KSS for networks with the same total

length (L = 1 m) and the same mean radius (R = 100 lm) but different number of nodes (thin, black line,

40 9 40; thin, dark grey line, 10 9 10). The thick, light grey line represents the response of 20 9 20 networks,

in which the mean radius was suddenly increased by a factor of 3 at mid-length in the flow direction. The black

and dark grey curves are nearly coincident up to the point labeled A and the light grey curve is fairly similar.

Above point A the grey curves become nearly coincident while the black one is quite different (see text for more

details).
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waves were described in section 2. Among other things, it was shown that the

displacement amplitude in the solid pipe wall decays exponentially with distance from

the pipe axis. The flow waves are therefore interface waves similar to Stoneley waves in

boreholes (e.g., BIOT, 1952; CHENG and TOKSOZ, 1981; PAILLET and WHITE, 1982).

However, it must be emphasized that, despite this similarity, large differences in behavior

exist. For example, the fluid pressure varies radially in borehole Stoneley waves while it

does not in the flow waves presented here. Also, the dispersion equations are different. It

is interesting to identify the origin of these discrepancies. In the classic model of Stoneley

waves in boreholes, fluid viscosity is neglected, allowing use of a scalar elastic potential

to describe the fluid displacements. This approach is equivalent to equations 2, 5 and 6

with g = 0, and, it can indeed be verified (using properties such as cj ¼ ik
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2=c20

p
)

that the classic solutions of BIOT (1952) for Stoneley waves in an impermeable borehole

are identical to those of equations (19) to (21) in the limit of a vanishing viscosity.
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Figure 9

Real and imaginary parts of the normalized apparent permeability KU/KSS for a single pipe (thin black line) and

networks with the same total length (L = 1 m) and the same mean radius (R = 100 lm) in the flow direction.

The thin, dark grey line corresponds to networks with an identical mean radius in longitudinal and transversal

directions. The thick, light grey line represents the response of networks, in which the mean radius in the

transversal direction was reduced by a factor of 100, thus approximately removing all transversal bonds and

resulting in a parallel bundle of pipes with nearly constant cross section (see text for more details).
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Nevertheless, neglecting fluid viscosity leads to important qualitative differences because

it implies a qualitatively different set of continuity conditions at r = R (i.e., zero shear

stress at the solid-fluid interface and discontinuous tangential displacement). Another

crucial difference is that the Stoneley waves model does not assume the long-wave

approximation. If the long-wave approximation is applied to the dispersion equation for

Stoneley waves in an impermeable borehole (BIOT, 1952), we obtain

c2 ¼ c20 1� qc20
qSV

2
S

� ��1

;

whereas equation (46) reduces to c2 = c0
2 in the limit of zero viscosity. These two

equations do not coincide except in the case of a fully rigid pipe. This discrepancy is

caused by the use of different sets of continuity conditions at r = R.

The flow waves described in this paper can, in fact, be better identified with Biot’s

slow P wave. BIOT (1956a,b) established the equations of propagation of mechanical

waves in elastic, fluid-saturated, porous solids, from heuristically constructed potential

energy and dissipation functions. He directly worked at the macroscopic scale and only

considered macroscopically defined parameters and constants (Biot’s equations were later

rederived from microscale equations using various upscaling schemes, e.g., BURRIDGE and

KELLER, 1981, or, PRIDE et al., 1992). Most importantly, BIOT (1956a,b) demonstrated the

existence of two compressional waves, often called the fast and slow P waves. The slow P

wave is characterized by solid-fluid relative displacements much greater than the

displacements of the solid grains (the opposite is true for the fast P wave) and is therefore

akin to the fluid flow waves studied here. Biot’s slow P waves were actually observed in

the laboratory in various porous materials including natural rocks (KELDER and

SMEULDERS, 1997; NAGY et al., 1990; PLONA, 1980), although the presence of clay

particles tended to destroy the signal (KLIMENTOS and MCCANN, 1988). Unusually slow

compressional waves, possibly interpreted as slow P waves, were also observed in situ in

natural sediments (BOYLE and CHOTIROS, 1992).

One important similarity is that both slow P wave and flow wave models use the long-

wave approximation. One important difference is that Biot formulated the dissipation

function assuming incompressible fluid flow through rigid pores (i.e., equations (28) and

(29) in the case of pipe-like pores), conditions incompatible with flow wave propagation.

However, Biot considered that poro-elastic waves were generated by elastic waves

impinging on the saturated porous solid (here, they are produced by fluid pressure

oscillations at the boundaries) and simply used equations (28) and (29) (or their

equivalents for slit-like pores) to approximate the local fluid flow field in an

infinitesimally thin layer of porous material. As we have seen in sections 2.1 and 2.2,

the flow waves equations (26), (27), (47) and (48) also reduce to (28) and (29) for

infinitesimally short pipes. Nevertheless, a problem remains because Biot’s theory is

macroscopic and an infinitesimal volume element of porous solid is presumed to contain

many pores. Therefore, flow waves may be reflected at pore intersections and such
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internal wave reflections are not accounted for in Biot’s theory. Internal reflections are

not important in practice, however, because their effect is negligible except at very high

frequencies. Thus, it is reasonable to identify the flow waves investigated here and Biot’s

slow P waves, although a rigorous identification should entail thorough upscaling of the

single pipe results. For example, at the present stage it is not possible to compare the

dispersion equations for Biot’s slow P waves and for the single pipe flow waves. All that

can be said is that they do not appear obviously inconsistent (e.g., the slow P-wave phase

velocity increases with increasing frequency from 0 to near c0 when the material solid

skeleton is fairly rigid and the pores tortuosity approaches 1, conditions appropriate for

comparison with the single pipe results).

Since flowwaves were here envisioned as generated by fluid pressure oscillations at the

boundaries of the solid, the present work is more akin to AC permeability studies (e.g.,

CHARLAIX et al., 1988; JOHNSON et al., 1987; ZHOU and SHENG, 1989), than to those based on

Biot’s theory. One important finding of the above-referred studies was that the AC

permeability should be controlled by only one length scale. For a pipe, this length scale is

equal to the radius. For a porous medium, the relevant length scale is well approximated by

a dynamic volume-to-surface ratio proposed by JOHNSON et al. (1987) and, in most cases of

interest, is comparable in order of magnitude to the mean pore radius. Here, another

geometric length scale is introduced, the pipe length. In the case of a macroscopic poro-

elastic solid, this length scale should correspond to the distance between major flow wave

reflectors. As already discussed, reflections at pore junctions are not important in practice

since their effects can only be seen at very high frequencies. Nonetheless, reflections at

interfaces separating rock formations with very different physical properties should be

observable. Indeed, simulations of poro-elastic waves propagation through layered media

do show large oscillations of the wave attenuation (or, equivalently, wave amplitude) above

a certain transition frequency within or lower than the seismic range (e.g., GELINSKY et al.,

1998; GUREVICH et al., 1997; PRIDE et al., 2002; SHAPIRO andMULLER, 1999; but note that this

phenomena was not the main focus of these studies). One interesting consequence is that

discontinuities in hydraulic permeability alone (all other poro-elastic parameters remaining

constant) could have a seismic signature (MULLER et al., 2007; SHAPIRO and MULLER, 1999).

The effect of such a pure poro-elastic reflector can indeed be verified in network simulations

by constructing a 40 9 40 network and dividing in two in series 40 9 20 sub-networks, one

with pipe length and radius, L and R, and the other with 2L (this can be done by removing

some bonds and nodes) and R/21/2 so the porosity remains unchanged across the interface

while permeability decreases by a factor of 8. Plots ofKU/KSS show the same kind of effects

as in Figure 8, indicating that flow wave reflections do occur at the interface.

Flow wave interferences (or, if my interpretation is correct, Biot’s slow wave

interferences) also can be important in fracture networks. The relevant length should then be

the distance between intersections of major fractures. Of course, in the case of fractures, the

pipe geometry considered here (cylindrical pipes with a circular cross section) is quite

unrealistic. Unfortunately, solving the same problem analytically in pipes with an elliptic

cross section of arbitrary aspect ratio might not be possible and one might have to construct
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KU andKD numerically. Also, for very low aspect ratios, the displacement in the solid in the

direction normal to the pipe wall may no longer be negligible and writing the continuity

conditions on a deforming surface will yield non-linearity.

5. Conclusions

1) Harmonic flow of a compressible fluid through an elastic pipe propagates as a wave.

2) These flow waves are dispersive and attenuated. The dispersion equation was derived,

showing that the phase velocity increases from zero at low frequencies to the fluid

sound velocity at high frequencies while the inverse quality factor decreases from 2

(i.e., critical damping) to zero.

3) Thus, in principle, flow waves should always be propagative and only become diffusive

asymptotically at zero frequency.However, they are probably very difficult to observe in

practice owing to a very high attenuation, which could be further enhanced in natural

rocks by roughness of the pore walls, coating by clay particles, and so forth.

4) Reflections and interferences of flow waves become important if the distance between

reflectors is greater than about a tenth of the wavelength.

5) Although more work is required to confirm this conclusion, it seems that all these

properties are preserved at a greater scale, in relatively complex arrangements of pipes

(i.e., here, two-dimensional square networks).
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Appendix A

As mentioned at the end of section 2.4, we will now analyze the effect of the

downstream boundary conditions used in the oscillating flow method for measuring

permeability (e.g., FISCHER, 1992; FISCHER and PATERSON, 1992). In such measurements,

the downstream end of the pipe is connected to a reservoir with a known storage bD (we

retrieve the open pipe case if bD is infinite while bD = 0 corresponds to a closed pipe).

PU is prescribed at the upstream end of the pipe and PD measured. In addition to the flow

equations written for points inside the pipe, we need to express conservation of mass at
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the downstream end of the pipe, i.e., at any time t the downstream volumetric flux is

equal to bD times the time-rate of change of the downstream pressure. For a given

frequency x, this can be written as QD = -ixbDPD. Combining this expression with

equation (54) yields the value of the ratio PD/PU:

PD

PU

¼
pR2 2J1 jRð Þ

jRJ0 jRð Þ � 1
 �

xcbDq sin xL=cð Þ þ pR2 2J1 jRð Þ
jRJ0 jRð Þ � 1
 �

cos xL=cð Þ
: ðA1Þ

We see that, for an open pipe (i.e., infinite bD), PD = 0, as it should be. For a closed

pipe, we obtain PD = PU/cos(xL/c), which, as expected, reduces to PD & PU in the low-

frequency limit and/or for an infinitesimally short pipe.

How can we interpret this result in terms of an apparent hydraulic conductivity? We

could use the formal approach of section 2.4, but KU and KD are not easily measurable in

actual oscillating flow tests. Thus, it is more practical to follow an operational approach.

The first step is to derive PD/PU for an incompressible fluid and a rigid pipe:

PD

PU

¼
pR2 2J1 jRð Þ

jRJ0 jRð Þ � 1
 �

x2LbDqþ pR2 2J1 jRð Þ
jRJ0 jRð Þ � 1
 � : ðA2Þ

Note that equation (A2) is equivalent (to first order) to (A1) for an infinitesimally

short pipe. In the next step, a relation between PD/PU and KAC can be written:

KAC ¼ �ixLbDgPD=PU

1� PD=PU

: ðA3Þ

This relation remains valid even for a closed pipe since 1-PD/PU * bD for vanishing

bD. Note that an identical relation can be derived for a porous rock sample with negligible

intrinsic storage, provided KAC in equation (A3) is replaced by the product, AskAC, of the

sample cross-section area by the AC permeability (see BERNABÉ et al., 2006). It should be

emphasized here that KAC (or, equivalently, AskAC) can be explicitly expressed in

function of PD/PU only because the pipe storage (or, equivalently, the rock sample

storage) is negligible. Otherwise, hydraulic conductivity and storage (or, equivalently,

permeability and storage) are inextricably entangled (e.g., BERNABÉ et al., 2006).

Finally, the right-hand side of equation (A3) can be used as an operational definition

of the apparent AC hydraulic conductivity of the pipe K*AC. Plugging (A1) into (A3), we

obtain:

K�
AC ¼ KAC

c sin xL
cð Þ

xL � iKAC

xLbDg
1� cos xL

c

� �� � : ðA4Þ

We verify easily that, for any non-zero bD, K*AC & KAC in the limit of an

infinitesimally short pipe. In the open pipe case (i.e., infinite bD), we find that K*AC is

identical to KD for all frequencies, while it is equal to zero for a closed pipe (i.e., zero bD).
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For intermediate values of bD, K*AC is quite similar to KD, except that, for vanishing

frequencies, the ratio K*AC/KSS approaches a real-valued limit between 0 and 1. However,

for a given bD, this value remains very close to unity unless the pipe is very long. Thus, we

conclude that the operational definition (A4) should be largely satisfactory in laboratory

experiments since the ratio L/R cannot reach sufficiently high values, given the usually

rather low frequency range accessible. However, flow wave interferences in the tubing of

the pore pressure system could become a problem at frequencies on the order of 500 Hz and

higher.
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994 Y. Bernabé Pure appl. geophys.,



Microstructural Investigation of Naturally Deformed Leucogneiss

from an Alpine Shear Zone (Southern Calabria – Italy)

ROSOLINO CIRRINCIONE, EUGENIO FAZIO, PATRIZIA FIANNACCA, GAETANO ORTOLANO, and

ROSALDA PUNTURO

Abstract—In order to reveal any correlation between the preferred orientation of quartz and progressive

intensity of strain, a suite of deformed leucogneiss collected within a ductile shear zone outcropping in Calabria

(southern Italy) was investigated. Based on the microstructural approach and matrix-clast relationships, the

method applied here may be useful for appraising the connection between deformation mechanisms of

constituent minerals and bulk textural properties of naturally sheared rocks. Accordingly, quartz c-axis

orientation patterns were determined by image-assisted analysis. Results revealed a correlation between finite

strain and textural features: As strain increases, the matrix develops at the expense of the clast counterpart,

which is instead progressively reduced in both size and amount.

Key words: Textural anisotropy, quartz c-axis pattern, bulk rock rheology, shear-zone, mylonite.

1. Introduction

Shear zones are particular tectonic settings in which strain is located within the

Earth’s crust. They act as preferential pathways accommodating the deformation which

accumulates on a geological time scale in response to plate tectonics and, at the same

time, operate as efficient systems in both exhumation and burial processes during

orogenic phases. Due to their geological and structural significance, shear zones play an

important role in geodynamic reconstructions, since they are important environments for

understanding crustal rheology. As progressive deformation continues, rocks show

rheological behaviour varying in time and space, and their textures may thus furnish

important insights on the dependence of rock properties with varying intensive

parameters such as temperature, confining pressure, strain gradient, etc.

Recent enhanced knowledge (CHRISTIANSEN and POLLARD, 1997; STIPP et al., 2002;

HEILBRONNER and TULLIS, 2006; KURZ and NORTHRUP, 2008), not only of microstructural

deformation mechanisms but also better definition of the flow laws that control the

rheological behaviour of mineral phases in varying conditions (e.g., strain rate,
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homologous temperature, fluid availability), have given rise to new perspectives in the

characterisation of fault-related rocks.

The purpose of this work is to provide better understanding of the relationship

between deformation mechanisms and the textural properties of naturally deformed

rocks, by monitoring rock fabrics which are related to different finite strain conditions

and therefore proposing a helpful method for study of a mylonitic shear zone.

With this aim in mind, an outstanding example of clear strain gradient within a

crustal-scale shear zone is provided by the Montalto Shear Zone, located in the southern

sector of the Calabria-Peloritani Orogen (southern Italy; Fig. 1). This is a composite

orogenic segment of the internal Alpine chain outcropping in the peri-Mediterranean

Figure 1

Geological sketch-map of study area (modified after PEZZINO et al., 1990). a) Simplified geological sketch of

Calabrian-Peloritani Orogen; b) structural-geological map of Montalto crustal-scale shear zone, showing the

location of outcrop.

996 R. Cirrincione et al. Pure appl. geophys.,



region, and consists of a nappe-pile edifice enclosing Palaeozoic basement rocks and their

Mesozoic sedimentary cover. In particular, the Montalto Shear Zone developed during

the Alpine orogenesis (from 33 to 28 Ma; HEYMES et al., 2008), at the boundary between

an upper Hercynian amphibolite facies unit and an underlying early Alpine greenschist

facies unit (PEZZINO et al., 2008), involving several lithotypes (marble, amphibolite,

micaschist, phyllite, leucogneiss, augen gneiss, paragneiss), all with differing rheological

behaviour.

In order to quantify the progressive strain increment produced by this Alpine shearing

event, we selected an outcrop (of approximately 6 m3), characterised by a monoclinal

attitude and located at about two kilometres ESE of Mt. Montalto (geographic coordinates:

38�901.1300N, 15�56042.1600E) (Fig. 1). This site was chosen because of: a) the

homogeneity of the constituent lithotype (leucogneiss); b) the relatively simple rheology

of its constituents (mainly quartz and feldspars); c) the rare occurrence of brittle structures

disturbing the continuity of the mylonitic fabric. Microstructural analysis was therefore

carried out on three mylonitic rocks considered to be representative of different finite

strain conditions.

Aimed at evaluating the strain gradient of this shear zone, our work included: a) a

detailed structural and geological survey, for planning meaningful sample collection; b) a

microstructural description of the sheared rocks, including the definition of dominant

deformation mechanisms; c) image-assisted modal analysis of rocks, focusing on the

rheological classification of minerals; d) determination of the preferred crystallographic

orientation of mineral phases such as quartz, which control the bulk rheology of the

mylonitic rock.

2. Geological Setting

The studied shear zone is an Alpine crustal-scale mylonitic horizon located in the

southern sector of the Calabria-Peloritani Orogen (southern Italy; Fig. 1), along which

two main basement tectonic slices, Madonna di Polsi Unit (MPU) and Aspromonte

Peloritani Unit (APU), were stacked during late Oligocene-early Miocene syn-convergent

exhumation (ORTOLANO et al., 2005). The two units have different preshear tectono-

metamorphic histories: High-pressure Alpine-type metamorphism exclusively affecting

the MPU, and high-temperature Hercynian-type metamorphism exclusively affecting the

APU. Both units show evidence of a greenschist-facies metamorphic overprint, since they

were involved in the same late Alpine mylonitic shearing event that stacked them during

the late Miocene (thin-skinned Alpine-Apennine thrust system).

This structural framework reveals how the southern sector of the Calabria-Peloritani

Orogen is the result of a complex evolution which led to the formation of an Alpine

crustal-scale mylonitic belt, the most representative outcrops of which are essentially

located along the contact between the Hercynian amphibolite-facies rocks of the APU

and the underlying greenschist to lower amphibolite-facies metapelites of the MPU
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(CIRRINCIONE et al., 2008). This shearing event produced pervasive mylonitic foliation and

stretching lineation: The former strikes averagely N45, with dip ranging between 20� and
80� SE or NW; the stretching lineation plunges 15–35�, alternatively SW or NE. The

mylonitic rocks contain kinematic indicators, showing a top-to-NE sense of shear in the

present-day geographic coordinates. Depending on the rheological behaviour of

the various lithotypes involved, this shearing event gave rise to a series of non-coaxial

structures such as r- and d- type porphyroclasts, S-C fabric, C’-shear bands and mica fish

(PASSCHIER and TROUW, 2005).

Evolution of the compressional thrust belt in shallower conditions produced SE-verging

asymmetrical metric to hectometric folds, which involved the original mylonitic foliation

together with the tectonic contact between APU and MPU, causing pronounced thickening

of the original mylonitic band which currently ranges from 0.5 to 0.8 km.

In this work, attention focuses on rheological study of a single leucogneiss outcrop

from the APU, considered as an ideal site for inferring the strain gradient within the shear

zone.

3. Methods

The leucogneiss outcrop was selected on the basis of detailed structural field data

(PEZZINO et al., 1990; 1992; ORTOLANO et al., 2005; FAZIO et al., 2007; 2008). Sampling

criteria involved rocks showing: 1) Mesoscopically evident grain-size reduction,

covering possible strain variations inside the shear zone; 2) occurrence of abundant

interconnected matrix (essentially quartz); 3) absence of visible fractures and/or

evidence of weathering.

According to the microstructural classification proposed by SCHMID and HANDY

(1991), leucogneiss rocks were considered as composed of two rheologically different

phases consisting of porphyroclasts (mostly K-feldspar) and matrix (mainly quartz). This

discrimination is based both on a distinction between rheologically stronger and weaker

mineral(s) and on the definition of dominating deformation mechanism(s) operating

during shear strain evolution.

Following the above criteria, microstructural study focused on three oriented and

progressively sheared leucogneiss specimens (samples M8, M12, M13), selected from the

same outcrop and characterised by an interconnected quartz-rich matrix, more than 30%

in volume, which thus governs the bulk rheology of the rock (HANDY, 1990).

Clast and matrix abundances were quantified with an integrated analytical technique

combining modal investigation by the point-counter method (about 2000 points for each

sample) and image-assisted analysis, with the application of a density slice and phase

recognition tools of SXM image analytical software (v. 1.84; BARRETT, 1997) on pictures

of the entire thin section acquired by a scanner (Epson Perfection 3490 Photo) at a

resolution of 1200 dpi, with either single and crossed polariser sheet. Microstructure

quantification was also carried out by the image analysis technique applied to thin-section
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pictures taken within quartz microdomains. All pictures were taken with a Nikon D70

reflex-digital camera mounted on a Zeiss Axiolab microscope with ordinary white light.

Then, within each sample, various quartz-rich domains were chosen, which were

considered to be representative of the main shear plane rather than the result of the local

orientation of secondary foliations (e.g., S-C fabrics and C’-shear bands). The choice of

several sites (Fig. 2) was based on the statistical significance of measurements and the

need to limit, or theoretically avoid, the influence of local effects on finite strain due to

the potential effects of the larger porphyroclasts.

The crystallographic orientation of quartz grains was quantified by the AAVA method

(Automatized Achsen Verteilungs Analyse) introduced by SANDER (1950) and automa-

tised with AVA Generator and StereoNett software (DUYSTER, 1996), as reported in

STOCKHERT and DUYSTER (1999). This software package applies the image analysis

technique to calculate the azimuth and inclination of the quartz c axes at every position

within the field of view by recording the changes in birefringence colours when the

microscope is rotated by 90� for every pixel position. It should be noted that the azimuth

determined here was bipolar (i.e., no distinction is made between a dip NE or SW).

This method yielded the crystallographic orientation of quartz, allowing us to

examine the contribution of bulk rheology, with particular regard to the role of the

activation of different slip systems as an effect of shearing temperature (SCHMID and

CASEY, 1986; KRUHL, 1996; CAVALCANTI et al., 2003).

4. Structural and Textural Data

The studied leucogneiss outcrop has two main mesoscopic structures: Pervasive

mylonitic foliation averagely oriented 20�/230� (dip/dip direction) and marked stretching

lineation at about 18�/185� (dip/dip direction). Mineral abbreviations used here are after

KRETZ (1983).

The mylonitic leucocratic gneisses show a porphyroclastic texture, with 3–10 mm

sized augens, mostly K-feldspar grains, in a fine-grained strongly foliated quartz-rich

matrix. The common assemblage is Qtz ? Wm ? Pl ? Kfs; accessory phases are

garnet, biotite, epidote, tourmaline and chlorite. The resulting modal abundances,

inferred by the point-counter method, were refined by image-assisted analysis and two

main rheological categories were identified: clast and matrix (Table 1), with contrasting

rheology. Because of the abundant amounts of matrix (from 64.92 to 75.90 vol%), these

mylonitic rocks plot within the clast-matrix domain of the diagram of SCHMID and HANDY

(1991) for genetic classification of fault-rocks, in which the interconnected matrix

controls the bulk rheology of the rock.

The matrix (mostly Qtz, Wm and Pl) behaves as the weak constituent of the rock, and

the porphyroclasts (mostly Kfs, Wm and Pl) as the strong ones.

The observed textural features mean that the study area exhibits the most peculiar

aspects of the evolution of a complex crustal-scale shear zone. The site clearly shows that
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Figure 2

Location of quartz-rich domains within each thin section (samples M8, M12, M13), selected to determine quartz

c-axis orientation patterns by means of image analysis techniques.
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various intra-crystalline deformation mechanisms operated during strain evolution, as a

consequence of the rheological behaviour of each mineral phase during the evolution of

the mylonitic event. In particular, the deformation behaviour of mineral phases evolves

from: a) Solid-state flow deformation developing in a high-temperature regime, testified

by syn-kinematic growth of biotite and feldspar grains showing flame perthites (VERNON,

1999), surrounded by syn-tectonically recrystallised ribbon-like quartz; to: b) semi-brittle

behaviour, indicated by fractured sigmoidal garnet aggregates and bookshelf-sliding of

feldspars, characterised by antithetic fractures with respect to the direction of shear, both

surrounded by grano-xenoblastic ribbon-like quartz.

The quartz c-axis orientation patterns are shown in Figure 3. In all the pictures,

the reference foliation and lineation (Sr, Lr) corresponding to mylonitic foliation and

stretching lineation are horizontal and directed E-W. The quartz c-axis fabrics show

specific relationships with the kinematic stretching axes during deformation, so that it

is inferred that the environmental conditions of the shear zone were activated by

various deformation mechanisms (LISTER and DORNSIEPEN, 1982; MAINPRICE et al.,

1986; HIRTH and TULLIS, 1992; STIPP et al., 2002; HEILBRONNER and TULLIS, 2006). The

data were then quantified by AAVA maps through the corresponding colour-coding

scheme (top-right inset in all sketches of Fig. 3) and the relative quartz c-axis

stereoplot. For each sample, results are then reported for the selected quartz-rich

domains.

4.1. Sample M12 (Qtz ? Wm ? Kfs ? Pl ? Grt ? Bt)

Three different intersecting foliations characterise this specimen; they are interpreted

as S-C fabric and C’-type shear bands, indicating a top-to-NE sense of shear in the

present-day geographic coordinates. Augens (major axes up to 10 mm) are essentially

Table 1

Modal abundances of mylonites grouped into two main classes (clast and matrix) according to rheological

behaviour. Brackets indicate small amounts of minerals

Class Mineral Vol. % Sample

M12 M13 M8

polymineral aggregate Clast Kfs 21.02 9.90 10.73

Wm ? Bt 6.80 8.79 9.02

Grt ? Tur 1.31 5.40 4.03

Pl 5.95 8.77 0.33

Subtotal 35.08 32.86 24.10

Matrix Qtz 45.85 59.20 47.43

Wm ? Bt ? (Chl) 10.98 7.41 16.13

Pl ? Ep 8.08 0.53 12.33

Subtotal 64.92 67.14 75.90

Sum Total 100.00 100.00 100.00
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K-feldspar grains (Fig. 4a) with common plagioclase inclusions; they usually have

irregular margins and sometimes form bookshelf-sliding microstructures. K-feldspar

augens, frequently untwinned and showing flame perthites, reveal syn-tectonic recrys-

tallisation, evident at the edges of porphyroclasts, where a fine mixture of white mica,

quartz and epidote occurs, together with myrmekite colonies.

Garnet, which is also present as a porphyroclast, appears to be stretched along the

plane of the mylonitic foliation and acts as a stronger mineral.

White mica and subordinate biotite are preferentially characterised by a sigmoidal

shape, testifying to their pre-kinematic character. Rare intra-crystalline deformation

produced kink banding. Quartz grains, preferentially elongated along the mylonitic

foliation, form ribbon-like structures locally characterised by syn-kinematic grain

boundary migration recrystallisation (Figs. 4d–f). The fine-grained quartz-rich matrix

recrystallised in a dynamic regime, with major mineral axes elongated parallel to the

local foliations (S and C’ surfaces) and flows between porphyroclasts.

Lastly, it should be noted that another quartz population sometimes occurs at the

border of large K-feldspar porphyroclasts. It was found in both pressure shadows and

Figure 3

Various sites of quartz-rich domains selected for each sample and quartz c-axis patterns obtained by AAVA

software (equal area projection, lower hemisphere; Sr is reference foliation plane; Lr is reference direction,

parallel to stretching lineation). Reference stereoplot with slip systems activated at shear temperature: Modified

after SCHMID and CASEY (1986) and HEILBRONNER and TULLIS (2006).
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inside flank gulfs (Fig. 5b) and shows triple junctions, patchy extinction, and no

elongation. These quartz grains were interpreted as relics of the early fabric, preserved in

low strain domains near the edges of feldspar porphyroclasts. These relics form a foam

Figure 4

Photomicrographs of mylonites. a) Sigma-type feldspar porphyroclasts (sample M12) bordered by ribbon-like

quartz grains, with tails mainly composed of white mica and sericite, also constituting the retrogression rim at

the external edge of clast; b) pre-kinematic white mica augen (sample M8), internally deformed, as shown by

curved cleavage planes and undulose extinction at clast margins; c) K-feldspar porphyroclast, with flame

perthites and myrmekite at margins (sample M13) and a large mica crystal (bottom of Fig.) and other clasts

defining the main near-horizontal foliation; d, e, f): Possible evolution of textures due to incremental shear strain

inside quartz-rich domains. (sample M12): Note progressive elongation of grains, starting from quartz grains

forming a foam texture (relic) (top), which become more elongated (center), evolving towards ribbon-like quartz

in last stage of finite strain (bottom).
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texture composed of polygonal quartz and plagioclase with linear grain boundaries and

interfacial angles of about 120�.
The results of c-axis pattern analysis of this sample show how the prevalent activated

slip systems are the prism ch i (sites 2, 3, 4) and the basal ah i (site 1). In addition,

secondary rhomb ah i and prism ah i slip systems are visible in sites 3 and 4 (Fig. 3,

Table 2).

Figure 5

Sample M13: a) Myrmekites developing near a K-feldspar margin; b) polygonal quartz grains preserved inside a

gulf of external border of a K-feldspar augen. These grains are very different in size with respect to matrix-

forming quartz grains.

Table 2

Quartz c-axis patterns and related active slip systems. Temperature ranges after CAVALCANTI et al. (2003)

Metamorphic facies Approx.

T (�C)
C-axis pattern Active slip

system

M12 M13 M8

Lower greenschist ? Faster

strain rates

400�–450� type 1 near Z

maximum

basal ah i moderate moderate dominant

Mid-greenschist 450�–500� type 2 rhomb ah i weak weak weak

Amphibolite 500�–650� type 3 near Y

maximum

prism ah i weak nearly

absent

moderate

Upper amphibolite 650�–700� type 4 near X

maximum

prism ch i dominant moderate moderate

Low shear strain – type 5 c-axes close

to r1
Unfavorable

slip

weak moderate Nearly

absent
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4.2. Sample M13 (Qtz ? Wm ? Kfs ? Pl ? Grt ? Bt ? Ep ? Tur)

This rock is characterised by dominant S-C fabric, defined by the alignment of mica

and quartz-rich layers, whereas the C’-type shear bands are poorly developed.

Porphyroclasts, up to 7 mm in diameter, are mostly composed of K-feldspar with

variably developed cross-hatched twinning. White mica, plagioclase and rare garnet

sometimes form porphyroclasts, all adding the effects of the stronger phases to the whole

rheological behaviour.

Instead, perthites, frequent within large grains (Figs. 4c, 5a), are poorly developed

within the smaller K-feldspar porphyroclasts. Large K-feldspar porphyroclasts are often

poikiloblastic, due to the occurrence of idiomorphic to allotriomorphic plagioclase with

common albite rims; biotite and subordinate small muscovite flakes may also be present.

The enclosed plagioclase either show magmatic features such as euhedral tabular habit,

simple twinning and idiomorphic zoning, or may result from the textural evolution of

myrmekites (VERNON and COLLINS, 1988). The latter are mostly visible in the strain caps

of the large porphyroclasts and are bulbous, with convex boundaries towards the K-

feldspar (Figs. 4c, 5a). Quartz-muscovite symplectites may also be found in the same

textural position. K-feldspar porphyroclasts are mantled by white mica and a fine-grained

quartz-rich matrix.

Widespread ribbon-like quartz levels are well developed. They have variable grain size,

indicating multistage syn-shear crystallisation, as highlighted by large relic grains with

diffuse undulatory extinction, surrounded by small new ones forming an incipient oblique

foliation parallel to the S surfaces. Relic polygonal quartz is also shown by the foam texture

inside feldspar flank gulfs (Fig. 5b). Analysis of quartz c-axis patterns reveals activation of

basal ah i slip at differing intensities. It is weak in sites 1 and 3, but becomes dominant in site

2. Prism ch i slip is nearly absent in site 1, discernible in site 2, and moderately developed in

site 3. Rhomb ah i and prism ah i are minor. A maximum of c-axis density is present about

45� from X and Z positions, close to the great circle (Fig. 3, Table 2).

4.3. Sample M8 (Qtz ? Wm ? Kfs ? Pl ? Grt ? Ep ? Tur)

Like the other two mylonites, sample M8 has three intersecting foliations (S-C fabric

C’-type shear bands). Augen boundaries are often more rounded and smoothed. Micas

(Fig. 5b) and subordinate garnet, together with feldspars, also constitute large porphyr-

oclasts. Mica is often fish-shaped and bookshelf-sliding structures are sometimes present.

K-feldspar augens (up to 5 mm) are mantled by a fine-grained white mica-quartz

aggregate surrounding the porphyroclast edges. Relics of pre-kinematic K-feldspar are

commonly involved in retrograde crystallisation of white mica, quartz, plagioclase and

epidote, probably due to widespread fluid circulation during the last exhumation phase;

diffuse sericitisation and saussuritisation were also detected within plagioclase.

Ribbon-like quartz layers constitute most of the rock; large relic quartz grains with

undulatory extinction are almost entirely replaced by recrystallised syn-tectonic smaller

grains, which sometimes give rise to an oblique foliation.
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Within quartz domains, grain boundary migration recrystallisation and incipient

subgrain rotation recrystallisation were also observed, probably reflecting strain

accommodation by a dislocation creep mechanism. The c-axis pattern of sample M8

has various activated slip systems. Basal ah i slip is dominant in sites 1, 3 and 4. Prism ch i
is weakly developed, except for sites 1 and 4, in which it otherwise prevails. Prism ah i
slip was observed in sites 2, 3 and 3b, whereas rhomb ah i slip occurs exclusively in sites 2
and 3b (Fig. 3, Table 2). There is no evidence of relic polygonal texture.

5. Discussion

Microstructural study of naturally deformed mylonitic rocks (samples M12, M13 and

M8; Fig. 2) allowed us to evaluate the shear-strain gradient as well as the thermal

shearing evolution of a leucogneiss level within the Alpine crustal-scale shear zone of

Montalto (Fig. 6). The bulk rheology of these samples was ascertained according to the

fault-rock genetic classification criteria of SCHMID and HANDY, (1991). Determination of

the LPO patterns of the most abundant matrix-forming mineral (i.e., quartz) also revealed

the environmental conditions operating during mylonitic shearing evolution.

Although the leucogneiss rocks share several microstructural features (e.g., r- and
d-type feldspar porphyroclasts; pre-kinematic mica fish; ribbon-like quartz), they were

discriminated on the basis of the relative difference in the percentage amount and

dimension of porphyroclasts, and by means of quartz c-axis pattern analysis, which are

both meaningful controlling factors of the bulk rheology of naturally deformed rocks.

Sample M12, with the lowest shear strain, has the highest content in the stronger

phases (35.08 vol %; Table 1) and less grain size reduction of porphyroclasts, especially

K-feldspar (up to 10 mm sized). K-feldspar frequently shows flame perthites and

Figure 6

Classified images of thin sections (samples M8, M12 and M13), mineral modal abundances, and bulk quartz

crystallographic preferred orientation. Matrix amount in different samples is positively correlated to increasing

strain gradient within shear zone.
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myrmekites at its borders, both indicating solid-state flow (VERNON, 2000). Syn-tectonic

crystallisation of fine-grained aggregates of white mica and quartz was also observed at

edges of porphyroclasts. High-temperature microstructural relics of quartz, like coarse

and polygonal grains, are also preserved in low-strain domains at the edges of feldspar

porphyroclasts (Fig. 5b). Quartz c-axis pattern analysis confirms the presence of several

generations, with activation of moderate basal ah i and dominant prism ch i slip systems,

consistent with high-temperature shearing conditions (Fig. 6, Table 2).

Sample M13 contains intermediate amounts of the strong constituent (32.86%;

Table 1), the dimensions of augens being 4 mm on average. Myrmekites and flame

perthites are widespread both at the edges and within K-feldspar grains, which are further

mantled by a very fine-grained layer of quartz and white mica. Although ribbon-like

quartz is abundant, early polygonal quartz forming a foam texture is still preserved in low

strain domains (e.g., inside the gulfs of augen boundaries). All these features suggest that,

compared with sample M12, this rock was affected by higher shear strain. The quartz

c-axis pattern of sample M13 shows moderate activation of three distinct slip systems

(Fig. 6; Table 2), corresponding to shearing evolution over a wide thermal range.

Lastly, sample M8 has the lowest percentage of strong constituent (24.10%; Table 1).

Porphyroclasts, essentially K-feldspar and white mica, are more rounded than those

occurring within the other two mylonites (Fig. 6). K-feldspar forms large porphyroclasts

and white mica small ones, depicting both r- and d-type objects. Quartz grains

(dominantly ribbons) have their maximum elongation parallel to the main mylonitic

foliation, whereas no relics of polygonal quartz are present; here, shear strain attained its

maximum value. The quartz c-axis pattern of this sample exhibits a dominant basal ah i
slip system, with subordinate prism ch i and prism ah i slip systems (Table 2). The LPO

patterns were consistent with greenschist-facies shearing conditions.

According to temperature and strain rate, the quartz c-axis patterns of all samples

indicate the activation of several slip systems during shearing deformation history

(Table 2). This complex shear evolution is further confirmed by the occurrence of various

quartz microtextures, reflecting thermal ranges of syn-shear crystallisation (STIPP et al.,

2002). Quartz textures visible in the differing domains of the rock do indicate different

recrystallisation conditions: low temperature is indicated by bulging microstructure

(BLG), intermediate temperature by subgrain rotation recrystallisation microstructure

(SGR), and high temperature by grain boundary migration recrystallisation microstruc-

ture (GBM). It is worth noting that the most frequent microstructure (SGR) is due to

intermediate-temperature conditions, whereas evidence of high-temperature microtexture

(GBM) is only visible within the pressure shadows of large porphyroclasts.

On the whole, quartz c-axis patterns indicate that the main active slip systems are

basal ah i and prism ch i, with subordinate rhomb ah i and prism ah i. According to SCHMID

and CASEY (1986), the prevailing slip systems were generated in very different thermal

shearing conditions, as revealed by the dominant prism ch i pattern in sample M12 (upper

amphibolite-facies conditions) and the dominant basal ah i in sample M8 (lower

greenschist-facies conditions).
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These apparently contradictory data may be interpreted as the result of: a) The

influence of factors which shift the patterns usually associated with high temperatures

to lower thermal shearing conditions; b) the ‘‘memory’’ of a former, distinct, high-

temperature event, followed by the low-temperature Alpine event; c) a complex tectono-

thermal shear history, evolving from high amphibolite-facies conditions at deep crustal

levels towards greenschist-facies conditions at shallow levels, as a response to

exhumation processes.

As regards the first hypothesis, particular fluid pressure conditions may enhance

reactions and generate quartz c-axis patterns typical of higher temperatures than the true

shearing climax. These occurrences are generally due to high partial fluid pressure (e.g.,

reactive pore fluids; SMITH and EVANS, 1984) or to a water weakening process (BLACIC,

1975; MAINPRICE et al., 1986).

The second hypothesis involves the possibility that former quartz LPO relic patterns

are maintained over a considerable period of time. However, it must be pointed out that

intense shear events are often accompanied by a pervasive metamorphic overprint, which

obliterates pristine microstructures and assemblages.

The third hypothesis is supported by examination of quartz c-axis patterns. Those

related to high- temperature estimates (600-650�C) were observed in sample M12, that is

a mylonite which, deformed to a lesser extent, therefore preserved the earliest

deformation texture better. This ‘‘high-temperature’’ texture is rarely preserved in the

other two samples, M8 and M13, in which the subsequent exhumation process caused

re-equilibration of high-T fabrics (i.e., foam texture), as testified by the quartz slip

systems ranging from ch i-prism to ah i-rhomb and ah i-prism. In addition, the activation of

a dominant basal ah i slip system in sample M8 (i.e., the most deformed; Fig. 6), due to

the lowest shearing temperature (400-450�C; Table 2), is associated with the latest stage

of shearing evolution which developed in greenschist-facies conditions.

On the whole, the three samples show a gradual decrease in clast amounts (from

35.08% to 24.10%) and an increase in interconnected matrix content (from 64.92% to

75.90%), which are due to increased finite strain within our rock suite (Fig. 6). This

implies that the mylonitic micro-augen leucogneiss is characterised by matrix-controlled

rheology, essentially composed of quartz, highlighting non-linear viscous creep

deformational behaviour.

6. Final Remarks

This microstructural study allowed the textural properties of naturally sheared

rocks to be determined, thanks to a rheological classification of rock mineral

constituents based on a simplified subdivision into two categories: clast and matrix,

respectively.

The lattice-preferred orientation of quartz defines two separate patterns due to the

activation of slip systems representing high-temperature ( ch i prism) and low-temperature
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( ah i basal) conditions, respectively, and providing information for reconstruction of the

tectono-thermal evolution of a crustal-scale shear zone.

In the future, we aim to examine the relationship between textural and seismic

anisotropy, in order to reveal the influence of bulk rock features on the elastic properties

of naturally deformed rocks as a consequence of increasing shear strain.
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Laboratory Characterization of Permeability and Its Anisotropy

of Chelungpu Fault Rocks

TZU-MO N. CHEN,1 WENLU ZHU,2 TENG-FONG WONG,1 and SHENG-RONG SONG3

Abstract—In Taiwan an international project to drill into the Chelungpu fault (TCDP) was initiated after the

Mw 7.6 Chi-Chi earthquake in 1999. At Takeng, two vertical holes (A and B) to depths of about 2 km have been

drilled through the northern portion of the Chelungpu fault system. In this study, we conducted systematic

hydromechanical tests on TCDP drillcores collected from Hole-A at various depths above and below the major

slip zone of the Chelungpu fault. We focus on the measurements of permeability as function of pressure and the

brittle failure behavior. Evolution of permeability as a function of pressure and porosity was measured using

either steady-state flow or a pulse transient technique. When subjected to an effective pressure reaching

100 MPa, permeability values of shaly siltstone samples range from 10-16 to 10-19 m2. In comparison,

permeability values of porous sandstones are at least an order of magnitude higher, ranging from 10-14 to

10-18 m2. To characterize permeability anisotropy associated with the bedding structure of the rocks of the

Chelungpu fault, cylindrical samples were taken from the TCDP drillcores along three orthogonal directions,

denoted X, Y and Z respectively. Direction Z is parallel to the TCDP core axis, and the other two directions are

perpendicular to the core axis, with X (N105�E) perpendicular and Y (N15�E) parallel to the strike of the

bedding. In shaly siltstones, permeability values of samples cored along the strike of bedding (direction Y) can

be up to 1 order of magnitude higher than those cored perpendicular to the strike of bedding (direction X). These

observations indicate that permeability anisotropy is controlled by the spatial distribution of bedding in

Chelungpu fault host rocks. Permeability evolution of fault rocks plays an important role in dynamic weakening

processes, which are particularly pertinent to large earthquakes such as the Chi-Chi earthquake. Our

experimental data on permeability and its anisotropy of TCDP core samples provide necessary constraints on

fault models and proposed weakening mechanisms.

Key words: Permeability and porosity, Chelungpu fault, bedding anisotropy, deformation tests, dynamic

weakening.

1. Introduction

The 1999 Mw 7.6 Chi-Chi earthquake in Taiwan was induced by the slip of

Chelungpu thrust fault (Fig. 1) at a focal depth of 10 km (KAO and CHEN, 2000). The

surface rupture of the Chi-Chi earthquake extended over 100 km, with scarps as high as

*8 m in some locations. Synthesis of the teleseismic, strong motion and GPS data for
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the Chi-Chi earthquake indicates significant spatial heterogeneity in the slip displace-

ment, velocity and acceleration. From Chushan (at the southern tip of the surface rupture)

to Fengyuan the surface break extends over 80 km along the previously recognized

Chelungpu fault, and then it deviates eastward as the rupture extended north for another

20 km (e.g., JOHNSON et al., 2001). Most analyses show an overall trend for the slip to be

appreciably higher in the northern region of the Chelungpu fault (WANG et al., 2001).

Figure 1

Geological map near the TCDP drill site, showing the surface rupture of the Chelungpu fault and the focal

mechanism of the 1999 event. The star denotes the epicenter of this event which is near Chi-Chi (SONG et al.,

2007).

1012 T.-M. N. Chen et al. Pure appl. geophys.,



While the ground velocity also follows a somewhat similar trend, surprisingly the ground

acceleration tends to be higher in the southern part of the fault (SHIN and TENG, 2001; MA

et al., 2003).

The large slip displacement and the spatial-temporal heterogeneity of rupture of the

Chelungpu fault during the Chi-Chi earthquake provide a unique opportunity to

understand styles of faulting, earthquake cycles and wedge tectonics. To interpret the

relatively low level of high-frequency radiation, large slip displacements and high slip

velocities (up to 4.5 m/s) in the northern portion of the fault, several dynamic weakening

mechanisms including frictional melting, elastohydrodynamic lubrication and thermal

pressurization have been postulated (e.g., KANAMORI and HEATON, 2000; BRODSKY and

KANAMORI, 2001; ANDREWS, 2002; RICE, 2006). Testing of these models requires

systematic measurements on physical and chemical properties and detailed microstruc-

tural observations of Chelungpu fault rocks.

To better understand physical and chemical processes operative within the plate-

bounding faults, an international project to drill into the Chelungpu fault was initiated in

January 2004 (Taiwan Chelungpu-fault Drilling Project, TCDP). Two vertical boreholes

(Hole-A and -B) to depths of about 2 km and one side-track (Hole-C) have been drilled

through at Takeng (Fig. 2), the northern portion of Chelungpu fault system where the

Figure 2

Schematic cross section near the TCDP drill site (modified from YEH et al., 2007; HUNG et al., 2007), showing

the formation distribution and major faults. The borehole encountered the Chelungpu fault within the Chinshui

Formation and the Sanyi fault near the contact of the Kueichulin and Cholan formations.
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larger displacement occurred during Chi-Chi earthquake. The objective of TCDP is to

investigate the physical and chemical properties that control the faulting mechanisms

during the seismic cycle to understand the dynamic faulting process.

We obtained TCDP cores at various depths from Hole-A. Hole-A penetrated three

formation units, Cholan (0 to 1029 m), Chinshui (1029 to 1303 m) and Kueichulin (1303

to 1712 m) Formation. While the layering sequence is typical of sedimentary rocks, with

the youngest Cholan Formation on top and the oldest Kueichulin Formation at the bottom

(SONG et al., 2007), the Cholan Formation (1712–2003 m) appeared again beneath the

Sanyi fault (Fig. 2). The core penetrated the Chelungpu fault at a depth of *1100 m, and

encountered another major thrust fault (the Sanyi fault) at a depth of *1712 m (Fig. 2).

The late Pliocene to the early Pleistocene Cholan formation is composed of sandstone,

siltstone, shale, sandstone with silty intervals, shale with sandy intervals and siltstone

with sandy intervals. The lithology of the late to the early Pliocene Chinshui formation is

dark gray shale with sandy or silty intervals. Greenish-gray shaly sandstone, gray

sandstone and shale are dominant in the late Miocene to the early Pliocene Kueichulin

formation (HO, 1988; SONG et al., 2007).

In this study, we focus on the two dominant lithologic facies: shaly siltstone and

porous sandstone samples (Fig. 3). Hydromechanical tests at various confining pressures

were conducted to determine the rupture mechanisms during the earthquake. Micro-

structural analyses were performed in the fault-related rocks to clarify how the internal

texture controls the anisotropy of physical properties. Specifically, how do the strength

and transport properties of the Chelungpu fault rocks vary with different lithologic units,

bedding orientations and depths? What is the extent of the anisotropic behavior of the

mechanical and permeability properties of the Chelungpu fault rocks? What are the

factors that control the anisotropic behavior within these rocks? Answers to these

questions provide insights into the deformation processes of the Chi-Chi earthquake,

where unusually large slip and unique rupture heterogeneity were observed.

2. Experimental Procedure

2.1. Sample Description

A well-developed fault zone architecture generally consists of fault core, damage

zone, and protolith (e.g., SIBSON, 1977; CHESTER and LOGAN, 1986; CAINE et al., 1996;

FAULKNER et al., 2003). During earthquakes, most displacements occur within the fault

core, and the associated damage zone is characterized by the extensive fractures and

small faults. The protolith represents the intact, undeformed country rocks. In Hole-A,

several fault zones were identified with thick fault gouge at the depth of 1111, 1153,

1222, 1580, 1712 and 1812 m. Fault zone FZ1111 at the depth ranging from 1106.29 to

1111.79 m (Fig. 3) is characterized by extensive fractures. Based on the appearance of

decreased resistivity and permeability, low density and seismic velocity Vp and Vs, high
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a) Stratigraphic column in TCDP Hole-A. The fault zone which is associated with Chi-Chi earthquake is

identified by gray dashed line. Black arrows indicate the sampling locations. b) Bioturbated sandstone sample

T588 which was located at the depth 587.86 to 588.76 m. c) Shaly siltstone sample T837 with a higher content

of clay minerals was located at the depth 837.25 to 837.75m. The diameter of samples is *80 mm. Gray and

black lines are the reference of orientation. d) Illustration of sub-core samples (with the diameter of 1.8 mm and

the length of 3.8 mm) taken from the drillcore in three orthogonal directions. Direction X samples are cored

along the orientation N105�E, which results in a 60� angle between the bedding plane normal and axial

direction; Direction Y samples are cored along the strike of the bedding, perpendicular to Direction X, which

results in a 90� angle between the bedding normal and axial direction; Direction Z samples are cored along the

axial direction of the drillcore, perpendicular to Direction X and Y, which results in a 30� angle between the

bedding normal and axial direction. The bedding is indicated by dark gray color.
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Vp/Vs, Poisson ratio and fluid contents (HUNG et al., 2007), and anomalously high CO2,

CH4 gas content (YANG et al., 2005), FZ1111 is considered as the major slip zone

associated with the 1999 Chi-Chi earthquake (SONG et al., 2007). Clay gouges of fault

core appear at the depth of 1110.37–1111.34 m, surrounded by the asymmetric damage

zone. The fault zone at the depth of 1712 m represents another major thrust fault – Sanyi

fault, with a drastic change of fast polarization direction (HUNG et al., 2007).

Due to the limited quantity of samples from the fault zone and the requirement of

larger-sized samples needed for the mechanical and permeability tests, only country rocks

were used in this study. Sampling locations were decided referring to the core

description, logging data, and mud gas analysis. Intact samples without macroscopic

fractures were selected using the logging data and gas analysis, locations with lower Vp

and Vs, anomalously high CH4, CO2, and radon gas concentration (HUNG et al., 2007;

YANG et al., 2005). The samples at various depths above and below the major slip zone of

Chelungpu fault were collected (Fig. 3a).

The lithological facies in Hole-A are dominantly siltstone, sandstone, and shale. The

relatively tight siltstones are composed of quartz, more than 20% clay minerals, and

minor feldspar. These shaly siltstones have porosities of about 4 to 6% and densities of

2590 kg/m3. The bedding identified by the lamination of clay minerals is dipping by

about 30� to the east (Fig. 3). Porous sandstones are predominated by quartz with minor

feldspar. The porosities of sandstones range from 15 to 18%, and the densities are about

2120 kg/m3. In general, bedding in porous sandstone is not visible. Both siltstone and

sandstone samples at depths from 588 to 1248 m in Hole-A were investigated in this

study (Table 1 and Fig. 3).

2.2. Sample Preparation

To understand the effect of bedding anisotropy on mechanical and hydraulic transport

properties of TCDP fault rocks, cylindrical samples were taken from the drillcores along

three orthogonal directions, denoted X, Y and Z, respectively (Fig. 3d). Direction Z is

parallel to the TCDP core axis, and the other two directions are perpendicular to the core

axis, with Direction X (N105�E) perpendicular and Direction Y (N15�E) parallel to the

strike of the bedding. As such, the angle between the normal of the bedding plane and the

Table 1

Description of samples used in this study

Core Name Depth (m) Formation # tested Porosity (%) Rock Type

T588 587.9–588.8 Cholan 3 15.9–18.7 sandstone

T785 785.4–786 Cholan 1 6.6 siltstone

T837 837.2–837.8 Cholan 14 3.5–4.3 siltstone

T850 850.3–850.8 Cholan 1 18.6 sandstone

T1248 1248.8–1249.2 Chinshui 2 4.0–5.0 siltstone

1016 T.-M. N. Chen et al. Pure appl. geophys.,



axial direction is approximately 60�, 0�, and 30� in Direction X, Y, and Z samples

respectively (Fig. 3d). The size of the samples used for our measurement is 18.4 mm in

diameter and 38.1 mm in length.

Each sample was dried in the vacuum at a temperature of 80�C for at least 24 hours

and then jacketed with thin copper foil. Two steel end-plugs were placed at the two ends

of the sample, and then three layers of heat-shrinkable polyolefine tubing were used to

keep the rocks insulated from the confining pressure medium (kerosene). Electric

resistance strain gages (TML type FLA 10-11, Tokyo Sokki Kenkyujo Co.) were attached

to the surface of the copper foil to measure the axial and transverse strains of the dry

samples.

3. Experimental Results

3.1. Mechanical Data

Triaxial deformation tests under either dry or water-saturated conditions were

conducted on TCDP siltstone and sandstone samples at room temperature (Table 1).

Pressures were selected to be comparable to the in situ conditions. For experiments on dry

samples, the confining pressure (Pc = r2 = r3) was fixed at 20 MPa, and pore pressure

Pp = 0. In water-saturated experiments, pore pressure Pp was set constantly at 10 MPa

and the confining pressures varied from 30, 50, to 70 MPa, therefore the corresponding

effective pressures (Peff = Pc - Pp) were 20, 40 and 60 MPa, respectively. The

experiments were conducted at a nominal axial strain rate of 2 9 10-5 /s, which was

sufficiently slow to ensure fully drained conditions.

The confining pressure with a resolution of 0.1 MPa was kept as a constant with

fluctuation within 1% during triaxial loading. The axial stress was measured with an

external loading cell with a resolution of 0.1 kN. The axial displacement was measured

with the displacement transducer (DCDT) mounted outside the pressure vessel, and the

displacement rate was servo-controlled at a constant strain rate. The volumetric strain for

the dry sample was evaluated from the two strain gage data using the relation

ev = ek ? 2e\, where ek and e\ are the axial and the transverse strains, respectively. The

porosity change of water-saturated sample was derived from the pore volume change

measured by a porosimeter with an uncertainty of 0.1%.

One of the complications in conducting water-saturated deformation experiments on

TCDP shaly siltstones is that these samples would split after they had been immersed in

fluids including distilled water, tap water, and also 0.01, 0.02 and 0.05 M KCl solutions.

It seems that interaction of the clay minerals with the solution can significantly reduce the

cohesion of the siltstone. To circumvent this problem, in a water-saturated experiment,

we would first subject the oven-dried sample to a confining pressure of 15 MPa, and then

evacuate the pore space by a vacuum pump before saturating the sample with distilled

water at a pore pressure of 10 MPa. By subjecting samples to a confining pressure before
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saturation, we were able to prepare fully saturated samples that remain cohesive after

deformation and permeability experiments that might last more than a week.

Both dry and water-saturated siltstone samples deformed at an effective pressure of

20 MPa show strain softening and brittle failure. The shaly siltstone sample deformed to

large strain develops multiple shear faults that are aligned almost exactly with the

bedding direction. Considerable water-weakening effect is observed on the brittle

strength of shaly siltstone T837 samples (Fig. 4). The yield strengths of the water-

saturated samples are *2/3 of those of dry siltstone samples (Fig. 4). The Young’s

modulus of the water-saturated siltstone samples is only *1/3 of those of dry siltstone

samples (Fig. 4).

The strengths of the Direction X samples are slightly stronger than those of the

Direction Z samples under both dry and water-saturated conditions. The anisotropy

behavior in sample strength under water-saturated conditions is illustrated in Figure 5a.

Porosity reduction as a function of axial strain is shown in Figure 5b. Before the onset of

dilatancy C’ prior to macroscopic fracture, porosity reduction was observed. The amount

of porosity reduction decreases with increasing axial strain (Fig. 5b). Beyond C’, only

small amount of dilatancy occurred for TCDP siltstone samples deformed at 20 MPa.

The mechanical data of saturated sandstone T588 deformed at an effective pressure of

20 MPa are shown in Figure 6. Strain softening and brittle failure in the form of a mosaic

of shear bands were observed. Similar to shaly siltstone T837, the strength of sandstone

T588 is anisotropic, with the sample cored in direction X being slightly stronger than that

cored in direction Z. Porosity reduction as a function of axial strain is plotted in

Figure 6b. Compaction was observed with increasing axial strain until C’, which

dilatancy was observed.

Although the initial porosity of sandstone T588 (*15–18%) is considerably higher

than that of siltstone T837 (3-4%), their brittle strengths are comparable under the same

saturation and effective pressure condition and coring orientation (Figs. 5a and 6a). This

implies that high content of clay minerals in the relatively compact siltstones significantly

lowers the brittle strength of the samples.

3.2. Permeability Data

Permeability of both sandstone and siltstone samples were obtained by measuring the

flow along the axial direction at different loading stages during hydrostatic and triaxial

compression (Tables 2 and 3). Our experimental setup allows us to use two alternative

techniques to measure permeability. Depending on the value of permeability of interest,

the steady-state flow technique was used for rocks with relatively high permeability

(k > 10-15 m2), and pulse transient technique was used when the samples were less

permeable (k < 10-15 m2). The two methods could be switched if necessary during a

deformation experiment (ZHU and WONG, 1997).

Shaly siltstone T837 with porosities of *4% have permeability values ranging

from 10-16 to 10-19 m2 at effective pressures ranging from 5 to 40 MPa (Table 2).
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The permeability values of siltstone T1248 (TC#21) are comparable (Table 2). Siltstone

T785 (TC#20) has the highest initial porosity (6.6%) and is most permeable among the

three siltstones studied.

Permeability measurement was also conducted on a shaly siltstone T837 sample

(TC#15) and a porous sandstone T588 sample (TC#12) during triaxial compression at an

effective pressure of 20 MPa (Fig. 7). Both are Direction Y samples with bedding
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Figure 4

Mechanical data for TCDP shaly siltstone T837 samples cored in a) Direction X and b) Direction Z, deformed at

an effective pressure of 20 MPa. Gray curves represent data from experiments under dry condition. Black curves

represent data from experiments under water-saturated fully-drained condition. Note that both Direction X and Z

samples saturated with water were significantly weaker and more compliant than the dry samples.
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parallel to the axial direction. Both samples failed by brittle fracture. Permeability of

T837-Y decreased by two orders of magnitude as stress increased to the peak value, and

then increased slightly during the stress drop accompanied by moderate dilatancy

(Fig. 7a). The initial permeability of T588-Y was an order of magnitude higher than that

of T837-Y. The permeability evolution of T588-Y during deformation was similar to that
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Figure 5

Mechanical data for siltstone T837 samples deformed at confining pressure of 30 MPa and pore pressure of

10 MPa. Data of Direction X samples are in black and data of Direction Z samples are in gray. a) Differential

stress as a function of axial strain. Notice that T837-X is slightly stronger than T837-Z. A post-failure T837-X

sample was shown as insert. Failure mode is that multiple planar shear faults align with the bedding. b) Porosity

reduction as a function of axial strain. Slight dilatancy is observed.
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in siltstone T837-Y. The post-failure permeability increase in T588-Y was slightly larger

(Fig. 7b), consistent with the larger dilatancy observed in this sandstone sample (Fig. 6).

Permeability evolution as a function of effective pressure can be empirically

described by an exponential equation (e.g., DAVID et al, 1994):
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Figure 6

Mechanical data for sandstone T588 samples deformed at confining pressure of 30 MPa and pore pressure of

10 MPa. Data of Direction X samples are in black and data of Direction Z samples are in gray. a) Differential

stress as a function of axial strain. Similar to siltstone samples, T588-X is slightly stronger than T588-Z. A post-

failure T588-X sample was shown as insert. Failure mode consists of conjugated shear bands at different angles.

b) Porosity reduction as a function of axial strain. Considerable dilatancy was observed beyond the onset of

shear-induced dilatancy C’ in both Direction X and Z samples.
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k ¼ k0 exp �c Peff � P0

� �� �
; ð1Þ

where k is the permeability at the effective pressure Peff, k0 is the permeability at the

effective pressure P0 which is 5 MPa in this study, and c is a pressure sensitivity

coefficient. In Figure 8, we plot permeability data of 6 siltstone T837 samples during

Table 2

Compilation of permeability data during hydrostatic compaction

Sample

Number

Depth and

Orientation

Effective Pressure

(MPa) Pc – Pp

Porosity /
(%)

Permeability k

(m2)

Siltstone

TC#07 T837-X 5 3.99 1.3 9 10-18

11 3.97 1.8 9 10-18

21 3.85 1.4 9 10-18

31 3.64 5.9 9 10-19

41 3.53 2.3 9 10-19

TC#08 T837-Y 7 3.99 1.7 9 10-17

10 3.93 2.0 9 10-17

20 3.69 7.6 9 10-18

30 3.40 3.1 9 10-18

41 3.20 9.6 9 10-19

TC#11 T837-Z 6 4.29 4.7 9 10-17

11 4.24 2.8 9 10-17

21 4.09 2.8 9 10-18

TC#17 T837-X 6 4.34 1.3 9 10-16

11 4.31 6.1 9 10-17

21 4.20 3.5 9 10-18

32 3.98 3.3 9 10-19

41 3.88 5.4 9 10-20

TC#18 T837-X 7 4.20 4.2 9 10-17

11 4.17 1.9 9 10-18

22 3.90 9.0 9 10-19

31 3.75 3.1 9 10-19

42 3.50 1.2 9 10-19

Siltstone

TC#20 T1248-X 6 4.01 6.5 9 10-17

10 3.98 3.0 9 10-17

20 3.78 4.0 9 10-18

31 3.59 5.3 9 10-19

TC#21 T785-X 6 6.64 2.0 9 10-16

11 6.58 1.6 9 10-16

21 6.41 1.2 9 10-16

31 6.31 7.9 9 10-17

41 6.25 5.2 9 10-17

51 6.23 3.1 9 10-17

60 6.18 1.1 9 10-17

71 6.08 5.3 9 10-18

81 5.98 1.8 9 10-18

91 5.86 9.8 9 10-19

102 5.74 3.8 9 10-19
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hydrostatic compaction. The values of c ranging from 0.07 to 0.25 (Table 4 and Fig. 8a)

are comparable to values for cores from the Kola, Cajon Pass and KTB boreholes

(MORROW et al., 1994; MORROW and LOCKNER, 1994), as well as the East Fort thrust fault

(EVANS et al., 1997) and Dixie Valley normal fault (SERONT et al., 1998) zones (Table 5).

Because high aspect ratio cracks are more sensitive to pressure than equal dimensional

pores (WALSH, 1965), higher values of c generally indicate higher crack density in the

fault rocks.

The permeability-porosity relationship during mechanical compaction can be

empirically described by a power law:

k ¼ k0 /=/0ð Þa; ð2Þ
where / and /0 are the porosity corresponding to the permeabilities k and k0,

respectively. Higher values of porosity sensitivity exponent a indicate larger permeability

loss related to porosity reduction during compaction. A compilation of our data on shaly

siltstone T837 in Figure 8b indicates that there is no strong correlation between the value

Table 3

Compilation of permeability data during triaixal deformation

Sample

Number

Depth and

Orientation

Effective Pressure

(MPa) Pc – Pp

Differential Stress

(MPa) r1 - r3

Porosity

/ (%)

Axial Strain e

(%)

Permeability

k (m2)

Siltstone

TC#15 T837-Y 6.4 0.0 3.99 1.2 9 10-15

21.0 0.0 3.74 0.00 6.4 9 10-17

20.9 59.9 3.55 1.13 1.8 9 10-18

21.0 92.6 3.55 2.88 1.3 9 10-19

21.0 94.9 3.57 4.27 1.4 9 10-19

Sandstone

TC#12 T588-Y 6.3 0.0 15.88 3.1 9 10-14

11.3 0.0 15.76 9.7 9 10-15

15.4 0.0 15.75 6.8 9 10-15

20.4 0.0 15.42 0.00 3.2 9 10-15

20.5 43.8 14.82 1.14 8.3 9 10-16

20.8 74.3 14.66 1.87 5.0 9 10-16

20.3 92.3 14.64 2.31 2.2 9 10-16

21.5 108.6 15.00 3.65 5.7 9 10-18

20.7 102.7 15.32 4.83 6.4 9 10-18

21.0 110.2 15.43 5.89 8.1 9 10-18

TC#19 T850-X 5.2 0.0 18.56 5.2 9 10-14

10.5 0.0 18.41 5.0 9 10-14

15.2 0.0 18.22 3.0 9 10-14

20.3 0.0 17.99 0.00 2.9 9 10-14

20.6 60.9 17.51 0.91 9.8 9 10-15

20.6 109.1 17.41 1.71 3.8 9 10-15

20.5 126.4 17.69 2.45 2.1 9 10-15

20.2 84.8 18.01 3.66 1.9 9 10-15

20.9 92.8 18.03 5.76 1.3 9 10-15
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of a and the initial porosity or bedding orientation. In general, higher a values are

observed at the initial stage of compaction, which is likely caused by pore connectivity

loss due to initial crack closure (e.g., WALSH, 1965).

3.3. Permeability Anisotropy

Permeability of a heterogeneous, anisotropic material is a second rank tensor. To

understand the mechanical coupling between deformation and fluid flow, the anisotropic

behavior of permeability change must be considered. In TCDP samples, the values of
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Figure 7

Stress-strain curve and permeability as a function of axial strain for a) a siltstone T837-Y sample; b) a sandstone

T588-Y sample deformed at a effective pressure of 20 MPa. Before peak stress, significant permeability

reduction (up to 2 orders of magnitude) was observed for both the siltstone and sandstone samples. Permeability

increased slightly accompanied by strain softening and dilatancy occurred during post-failure stage.
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permeability are controlled by not only the porosity change but also the spatial

distribution of bedding. Figure 8b shows the permeability evolution as a function of

porosity for siltstone samples T837 that were cored in three directions. Notwithstanding

the variations from sample to sample, at the same porosity. Permeabilities of the

Direction Y samples are significantly higher than those of the Direction X and Z samples.

Our permeability anisotropy data for the TCDP shaly siltstone samples can be

interpreted using a model of a composite made up of a parallel array of bedding planes
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Figure 8

Permeability evolution as a function of a) effective pressure; b) porosity for 6 siltstone T837 samples during

hydrostatic compaction. Data of samples cored in direction X, Y and Z are shown in gray, black and dark gray

respectively. Notwithstanding the variation from sample to sample, Direction Y samples are more permeable

than Direction X and Z samples.
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embedded in a relatively permeable matrix. With reference to Figure 9a, if d denotes the

cumulative thickness of bedding planes per unit thickness of the composite, then the

effective permeability perpendicular to bedding is given by

k? ¼ 1

d=kb þ 1� dð Þ=km ¼ kbkm
dkm þ 1� dð Þkb ; ð3Þ

where kb and km denote permeabilities of the bedding and matrix materials, respectively.

The effective permeability for flow parallel to bedding (corresponding to Direction Y as

depicted in Figure 9b) is given by

ky ¼ kjj ¼ dkb þ 1� dð Þkm: ð4Þ

For a rock with layered heterogeneity described here, an equivalent anisotropic rock

can be derived with the minimum and maximum principal directions of its permeability

Table 4

Effective pressure sensitivity and porosity sensitivity exponent for TCDP samples

Sample Number k = k0 exp[-c (Peff - P0)] k = k0 (/ / /0)
a Pore Compressibility

c (MPa-1) k0 (m
2) a /o (%) 10-3 MPa-1

Siltstone

TC#07 0.078 1.99 9 10-18 18.41 3.92 4.23

TC#08 0.098 2.01 9 10-17 14.14 3.88 6.94

TC#11 0.202 4.72 9 10-17 60.92 4.29 3.32

TC#15 0.199 1.17 9 10-15 45.44 3.99 4.37

TC#17 0.228 1.27 9 10-16 66.34 4.34 3.44

TC#18 0.091 1.92 9 10-18 16.24 4.17 5.62

TC#20 0.193 6.48 9 10-17 42.10 4.01 4.59

TC#21 0.041 1.98 9 10-16 24.48 6.64 1.67

0.085 3.11 9 10-17 50.76 6.23 1.67

Sandstone

TC#12 0.155 3.14 9 10-14 66.14 15.88 2.34

TC#19 0.045 5.21 9 10-14 21.70 18.56 2.06

Table 5

Compilation of pressure and porosity sensitivity of permeability for other host rocks associated with various

fault zones

Material Type c [MPa-1] a Reference

gneiss (Kola) 0.032 MORROW et al., 1994

basalt (Kola) 0.106 MORROW et al., 1994

amphibolite (KTB) 0.058–0.116 MORROW et al., 1994

granodiorite (Cajon Pass) 0.127 MORROW and LOCKNER, 1994

East Fort thrust fault, Wyoming protolith 0.165–0.2 EVANS et al., 1997

Dixie Valley normal fault protolith 0.04–0.152 53.48 SERONT et al., 1998
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tensor corresponding to the effective permeabilities perpendicular and parallel to bedding

planes, respectively (FREEZE and CHERRY, 1979). The symmetry intrinsic to these two

end-members (with applied hydraulic gradients parallel and perpendicular to bedding)

ensures that the flow is one-dimensional, if the matrix and bedding materials can be

approximated as isotropic (FREEZE and CHERRY, 1979). However, if the bedding is

inclined at an angle to the hydraulic gradient, it is unlikely that the flow remains one-

dimensional. As illustrated in Figures 9c and 9d (for Directions X and Y), flow lines will

(a) (b)

(c) (d)

d

d1

d2

dn

kb
km

Σ di
n

i=1

d
= δ

Direction Y

Direction ZDirection X

Figure 9

Schematic diagram of a composite of thickness d made up of a parallel array of bedding planes embedded in a

relatively permeable matrix. The orientations of the bedding planes (dark grey stripes) are a) perpendicular; b)

parallel; c) at 30�; d) at 60� with respect to the flow direction. Permeabilities of the bedding and matrix materials

are kb and km, respectively. The thickness of each bedding plane is di, and the cumulative thickness of bedding

planes per unit thickness of the composite is d. Diagrams b), c) and d) are analogs to our flow experiments in

Direction Y, X and Z samples.
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be refracted at an interface between the matrix and bedding due to the permeability

contrast. While the effective permeabilities kx and kz (along the direction of the applied

hydraulic gradient) for Directions X and Y samples can be evaluated only if the spatial

distributions of bedding thickness and spacing are prescribed, we expect them to fall

between the upper and lower bounds given by (3) and (4) such that

k?\kz\kx\ky ¼ kjj: ð5Þ
In the limit kb/km ? 0, the flow lines will be axial in the matrix material and refract to

become perpendicular to bedding within the bedding planes (FREEZE and CHERRY, 1979).

Accordingly, the effective permeabilities of a composite with kb << km can be

approximated by

k? 
 kz 
 kx � ky ¼ kjj; ð6aÞ
which implies that the permeability anisotropy can be characterized by

ky
kz


 ky
kx


 kjj
k?

¼ 1þ d 1� dð Þ km
kb

þ kb
km

� 2

� �
: ð6bÞ

We plot in Figure 10 the permeability ratio as a function of the bedding thickness

parameter d and the matrix/bedding permeability contrast km/kb, as predicted by (6b). Our

data for the TCDP siltstone samples (Fig. 8b) indicate a permeability anisotropy of one to

1

10
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1000

0 0.05 0.1 0.15 0.2

km/kb = 100
km/kb = 500
km/kb = 1000

δ

k y
/k

x 
, k

y/
k z

Figure 10

Bedding orientation induced permeability anisotropy as a function of the bedding thickness parameter d and the

matrix/bedding permeability contrast km/kb. Shaded area highlights the permeability ratios between Direction Y

samples and Direction X or Z samples obtained in this study. If the matrix/bedding permeability contrast km/kb is

100, the bedding thickness parameter d has to be at least 0.14 to generate such an anisotropy. However, the value
of minimum d is reduced to 0.01 if km/kb is an order of magnitude higher.
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two orders of magnitudes. With reference to this model, such an anisotropy can be

explained by beddings with relative thickness d in the range of 0.01–0.1 and permeability

that is 2-3 orders of magnitude lower than the matrix, possibly due to the presence of

relatively fine-grained materials. The inferred permeability contrast is sufficiently large to

justify using the approximate relations (6a) and (6b).

4. Geological Implication

Our goal is to provide laboratory constraints to elucidate important questions

regarding earthquake physics. Several dynamic weakening models may be pertinent to

the large slip displacements and high velocities in the northern portion of the Chelungpu

fault during the 1999 Chi-Chi earthquake (e.g., KANAMORI and HEATON, 2000; BRODSKY

and KANAMORI, 2001; ANDREWS, 2002; RICE, 2006). Systematic laboratory measurements

on the TCDP core samples provide hydromechanical constraints on the extent to which

these proposed mechanisms are viable.

4.1. Pore Pressure Excess within the Chelungpu-Sanyi Thrust

One class of model hinges on the development of pore pressure excess. In an earlier

study SUPPE and WITTKE (1977) recognized the potential for such pore pressure excess in

the fold-and-thrust belt of northwestern Taiwan that may be controlled statigraphically by

a lithological transition from relatively permeable sandstone to impermeable shale. In

particular, SUPPE and WITTKE (1977) pointed out that the Chelungpu-Sanyi thrust likely

rides along the transition zone at the top of the overpressured section.

RICE (1992) formulated a model for generation and maintenance of pore pressure

excess in a seismogenic system. The pressure sensitivity coefficient c plays an important

role in his model. Previous studies demonstrated that significant pore pressure excess can

be maintained in compact rocks and fractures that typically have relatively high values of

c > 0.02 MPa-1 (e.g., WONG and ZHU, 1999). In contrast, the pore pressure in porous

rocks and unconsolidated materials that have low values of c < 0.02 MPa-1 only slightly

exceed the hydrostatic values. We obtained values of c ranging from 0.07 to 0.25 MPa-1

for siltstone T837, and 0.04 to 0.15 MPa-1 for sandstone T588 (Table 4). These values

are comparable to rocks from other boreholes and fault zones (Table 5)

It should be pointed out that the two coefficients c and a that characterize the

sensitivity of permeability to effective pressure and porosity are positively related.

A linear relationship between coefficients c and a can be derived (DAVID et al., 1994):

c ¼ � a
/
d/
dP

¼ ab/; ð7Þ

where b/ is the compressibility of pore space. A low c/a ratio corresponds to a

relatively stiff pore space. Experimental data for porous rock and unconsolidated
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materials can be bracketed by two linear boundaries corresponding to b/ = 4.4 9 10-4 to

3.3 9 10-3 MPa-1 (e.g., DAVID et al., 1994; WONG and ZHU, 1999). Compact crystalline

rocks and tight sandstones have relatively high ratios of c/a (> 3.3 9 10-3 MPa-1),

with the implications that such a compact rock is relatively compliant, possibly due to

high microcrack density within the rock.

Our data show that siltstones T837 and T1248 with lower porosity 4 to 4.3%

siltstones T837 and T1248 are more compressible and fall into the region of tight rocks

(Fig. 11). Siltstone T785 with a higher porosity and all sandstones are located within the

range of porous rocks bracketed by these two linear boundaries. These results indicate

that it is possible to maintain fluid overpressure near the décollement, where an

impermeable layer of shale dominates (SUPPE and WITTKE, 1977), and causes the

weakening of material and localization of faulting within the wedge.

4.2. Dynamic Weakening Mechanisms during Earthquake

Thermal pressurization, frictional melting and elastohydrodynamic lubrication have

been postulated as possible dynamic weakening mechanisms during large earthquakes

(e.g., KANAMORI and HEATON, 2000; BRODSKY and KANAMORI, 2001; ANDREWS, 2002; RICE,

2006).
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Figure 11

Correlation between the pressure sensitivity coefficient c and the porosity sensitivity exponent a for shaly

samples. Siltstones T837 and T1248 are more compressible and fall into the region of tight rocks. Siltstone T785

with a higher porosity and all sandstones are located within the range of porous rocks bracketed by these two

linear boundaries. Two dashed lines represent the lowest boundaries of tight and porous rocks corresponding to

the value of c/a equal to 4.4 9 10-4 /MPa and 3.3 9 10-3 /MPa, respectively (DAVID et al., 1994).
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In elastohydrodynamic lubrication, the fault zone material can be modeled as a thin

film of viscous fluid that is sheared between two rough surfaces (BRODSKY and KANAMORI,

2001). When such a viscous layer is sheared a ‘‘lubrication pressure’’ is induced that

would lower the effective stress and hence the frictional strength. MA et al. (2003)

adopted this model to interpret the significant difference in frequency content in

displacement and acceleration between the northern and southern portions of the rupture

zone for the 1999 Chi-Chi earthquake. It seems that to activate such a mechanism the

effective normal stress is implicitly assumed to be so low that the gouge layer behaves

like a ‘‘macroviscous’’ slurry, with a rheology similar to that for debris flow (WHIPPLE,

1997). However, despite the extensive physical and chemical analysis conducted on core

samples including fault gouge recovered from the entire length of Hole B, no physical

evidence related to the elastohydrodynamic lubrication was found (e.g., HIRONO et al.,

2006, 2007).

It is possible that elastohydrodynamic lubrication would not be activated unless and

until another mechanism can first generate a pore pressure excess that significantly lowers

the effective pressure. Frictional heating due to seismic slip can raise the pore pressure,

thus lowering the effective pressure and frictional strength.

As a mechanism for generating pore pressure excess and reducing the static strength,

thermal pressurization has been analyzed extensively (e.g., SIBSON, 1973; LACHENBRUCH

and SASS, 1980; MASE and SMITH, 1987; LEE and DELANEY, 1987). Its potential as a

dynamic weakening mechanism was elucidated by ANDREWS (2002), who explicitly

analyzed the consequence of thermal pressurization on stress drop during dynamic

rupture. He showed that for a planar circular crack that expands with rupture velocity vR,

stress drop induced by thermal pressurization is directly proportional to the
ffiffiffiffiffiffiffiffiffiffiffiffiffi
vRr=x

p
;

where r is the propagation distance, and hydraulic diffusivity x = k/(/gb), related to the

permeability k, porosity /, fluid viscosity g and b = bf - bs ? (bb- bs)// (where bf, bs
and bb denote the fluid, solid and bulk compressibilities, respectively) . The stress drop is

enhanced with decreasing permeability (and increasing / and b). If the intrinsic failure

behavior can be approximated as linear slip-weakening, then thermal pressurization

can induce a significant increase of the dynamic stress drop manifested by a

nonlinear slip-weakening behavior. There is a threshold distance R � x, beyond which

thermal pressurization dominates the stress drop process. Assuming a permeability of

5 9 10-17 m2, porosity of 2.5% and friction coefficient of 0.7 for the fault rock and

plausible fluid properties, ANDREWS (2002) arrived at a value of x * 0.02 m2/s which in

turn implies that R * 300 m; a distance that is comparable to the fault dimension of an

earthquake with M = 3.5. For earthquakes that involve larger slip distances, thermal

pressurization is expected to dominate and results in significant weakening during dynamic

rupture. The Andrews model neglects dilatancy and stress-dependent permeability changes.

A permeability of 5 9 10-17 m2 is a reasonable value according to laboratory data

for core samples from Nojima fault (LOCKNER et al., 1999), Dixie Valley (SERONT et al.,

1998), and Median Tectonic Line (WIBBERLEY and SHIMAMOTO, 2003). Except for the

Nojima samples, most existing data are for cores retrieved in proximity to the surface.
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TCDP provides a unique opportunity to study cores from depths corresponding to

different parts of the fault systems involved. According to our laboratory measurement of

TCDP shaly siltstone samples, if we take the permeability as 10-18 to 10-17 m2 and

porosity as 0.037, then the hydraulic diffusivity would be about 10-4 to 10-3 m2/s. This

is the upper-bound of permeability in TCDP fault zone because pervasive cataclasis

generally causes significant permeability reduction (e.g., ZHU and WONG, 1997). This

value is lower than Andrews’ (2002) critical diffusivity value by orders of magnitude. It

should be pointed out that the data of LOCKNER et al. (2005) for TCDP fault gouge with

permeability about 10-20 m2 indicated even lower diffusivity value. Since the frictional

strengths of the TCDP country rocks and gouge samples are comparable to Byerlee’s

Law (LOCKNER et al., 2005; CHEN, 2008), thermal pressurization of pore fluid would be

expected in the TCDP shaly rocks and may provide a mechanism for dynamic weakening

of Chelungpu fault. The threshold propagation distance that is derived from our

calculation of the hydraulic diffusivity for shaly samples is significantly less than 300 m

which was estimated by ANDREWS (2002). This result suggests that the thermal

pressurization effect could be significant in regions close to the main slip zone during the

Chi-Chi earthquake.

It should also be noted that even in the absence of pore pressure excess, a mechanism

such as frictional melting can also reduce the frictional strength. OTSUKI and MONZAWA

(2003) recently reported field evidence of fluidization and melting in surface exposure of

active faults in the Kobe-Osaka area. In core samples retrieved from boreholes

penetrating the Chelungpu fault, some researches (OTSUKI et al., 2005; HIRONO et al.,

2006; SONG et al., 2007) have reported microstructural and geochemical signatures that

they infer to be related to pseudotachylytes.

4.3. Bedding Related Anisotropic Behavior

Anisotropies of mechanical, permeability, magnetic and seismic properties were

observed in country rocks retrieved from TCDP Hole-A. In sedimentary rocks,

distributions of bedding and fabric foliation of the solid matrix and anisotropy in pore

space can all contribute to the anisotropic behavior of physical properties (ZHU et al.,

2002).

In shaly siltstones, permeability data show that Direction Y samples cored parallel to

the strike of bedding are more permeable than both Direction X and Z samples.

This anisotropic behavior is primarily controlled by the distribution of low-porosity, less-

permeable beds within the samples (Fig. 9).

The Chelungpu fault is located within and dips 30� to the east parallel to the strike of

the bedding of the Chinshui Shale Formation (Fig. 2). Therefore, the principal stresses in

triaxial compression tests on Direction X samples are analogous to the stress states in the

thrust faulting regime. Our data on siltstone samples cored along the orientation N105�E
(Direction X) have higher brittle strengths than those cored parallel to the TCDP core axis

(Direction Z) by about 10 MPa (Fig. 5). The amount of dilatancy observed in siltstone
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T837 (Fig. 5) is likely related to the strong control of bedding on its failure mode. The

failure mode of siltstones is characterized by planar shear faults almost aligned with the

bedding direction, which implies that bedding anisotropy may have dominant control

over the style of faulting within the Chelungpu fault zone.

For TCDP sandstones, the results of mechanical strength show similar characteristics

of anisotropy. Sandstone sample T588 cored along direction X is slightly stronger than

that cored in direction Z (Fig. 6). However, the porous sandstone samples develop a

mosaic of shear bands at different angles at brittle failure. In porous sandstones, the brittle

strength difference between Direction X and Z samples may not only be dominated by the

bedding orientation with respect to the maximum principal stress but the distribution of

pore space as well. The microstructural observation has revealed that crack anisotropy

exists in the TCDP sandstones. There are preferentially oriented microcrack planes

subvertical with azimuth N105�E with poles subparallel to the orientation of minimum

P-wave velocity, while the direction of the maximum P-wave velocity are along the crack

planes. This anisotropy of microcrack orientation could cause the elastic and magnetic

anisotropy in TCDP sandstones (CHEN, 2008; LOUIS et al., 2008).

5. Conclusions

Systematic measurements of the permeability and poromechanical properties were

conducted on TCDP core samples recovered from Hole-A at various depths. The

important conclusions are:

1) Brittle strength of clay-rich siltstones is significantly reduced at the presence of water.

Comparison of data between experiments conducted under dry and water-saturated

conditions show that the water-saturated samples are more compliant and their yield

strength is only *2/3 of that of the dry samples.

2) The mechanical properties of both shaly siltstones and porous sandstones are

anisotropic, with samples cored along the orientation N105�E (Direction X) having

higher brittle strengths than those cored parallel to the TCDP core axis (Direction Z).

With respect to the maximum principal stress (axial direction), the bedding

orientations (normal) in Direction X, Y (cored along the strike of the bedding) and

Z samples are 60, 90 and 30�, respectively.
3) Considerable permeability anisotropy related to bedding orientations is observed in

siltstones samples, with Direction Y samples with bedding parallel to flow direction

more permeable than both Direction X and Z samples, where beddings are at a certain

angle to the flow direction.

4) For siltstones, the anisotropy of mechanical strength and permeability is primarily

controlled by the distribution of bedding. The distribution of bedding as well as pore

space anisotropy in forms of microcracks both likely contribute to the anisotropic

behavior of porous sandstones. Our results imply that bedding anisotropy in the
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Chelungpu fault rocks exerts significant control over the mechanics of faulting in the

region.

5) Low permeability (10-16 to 10-19 m2) and high pressure sensitivity values (0.07–

0.25 MPa-1) were obtained for shaly siltstone samples with relatively low porosities

(3–4%). This indicates that pore pressure excess can be maintained and thermal

pressurization of pore fluid can be a viable mechanism for dynamic weakening of the

Chelungpu fault.
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Axial and Radial Permeability Evolutions of Compressed Sandstones:

End Effects and Shear-band Induced Permeability Anisotropy

JEREMIE DAUTRIAT,1,2 NICOLAS GLAND,1 JEAN GUELARD,1 ALEXANDRE DIMANOV,2 and

JEAN L. RAPHANEL
2

Abstract—The influence of hydrostatic and uniaxial stress states on the porosity and permeability of

sandstones has been investigated. The experimental procedure uses a special triaxial cell which allows

permeability measurements in the axial and radial directions. The core sleeve is equipped with two pressure

samplers placed distant from the ends. They provide mid-length axial permeability measure as opposed to the

overall permeability measure, which is based on the flow imposed through the pistons of the triaxial cell. The core

sleeve is also equipped to perform flows in two directions transverse to the axis of the sample. Two independent

measures of axial and complementary radial permeability are thus obtained. Both Fontainebleau sandstone

specimens with a porosity of about 5.8% to 8% and low permeability ranging from 2.5 mD to 30 mD and

Bentheimer sandstone with a porosity of 24% and a high permeability of 3D have been tested. The initial axial

permeability values obtained by each method are in good agreement for the Fontainebleau sandstone. The

Bentheimer sandstone samples present an axial mid-length permeability 1.6 times higher than the overall

permeability. A similar discrepancy is also observed in the radial direction, also it relates essentially to the shape of

flow lines induced by the radial flow. All the tested samples have shown a higher stress dependency of overall and

radial permeability than mid-length permeability. The effect of compaction damage at the pistons/sample and

radial ports/sample interfaces is discussed. The relevance of directional permeability measurements during

continuous uniaxial compression loadings has been shown on the Bentheimer sandstone until the failure of the

sample.We can efficientlymeasure the influence of brittle failure associated to dilatant regime on the permeability:

It tends to increase in the failure propagation direction and to decrease strongly in the transverse direction.

Key words: Directional permeability, end effects, permeability anisotropy, sandstone, shear band, stress

dependency.

1. Introduction

It is well known that the decrease of pore pressure due to oil production induces

changes of the field stress state, and for instance it increases the effective vertical and

horizontal stresses applied on the reservoir (HOLT, 1990; SCHUTJENS and DE RUIG, 1997).

The compaction stemming from this stress increase modifies the structure and thus the

petrophysical properties of the reservoir rocks. It is therefore of prime importance in
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reservoir engineering to understand the interplay between stresses, porosity and

permeability evolutions of the rocks. Many authors have pointed out the role of stress

anisotropy for permeability and also for other structure-sensitive parameters (MORITA

et al., 1992; AL-HARTY et al., 1999). In a recent paper, HEILAND (2003) reviews numerous

experimental studies of hydromechanical coupling and stress-dependent permeability.

In order to establish the dependency of the permeability of rocks on effective pressure,

the most commonly used experimental set-up is a triaxial cell, which allows investigation

of the effects of different stress paths, in hydrostatic (ZOBACK and BYERLEE, 1975; WALSH

and BRACE, 1984; MORROW et al., 1984; and others), deviatoric (RHETT and TEUFEL,

1992a,b; WONG et al., 1997; ZHU and WONG, 1997) or uniaxial conditions (TRAUTWEIN and

HUENGES, 2005). Owing to the geometry of a classical triaxial cell, some authors have

acknowledged the importance of frictional effects at the piston/sample interfaces.

However, these effects mostly have been documented in soil mechanic (LEE, 1978; FOURIE

and XIAOBI, 1991; SHENG et al., 1997) rather than for consolidated geomaterials. Recently,

KORSNES et al. (2006) have investigated the influence of these end effects on permeability

of both chalks and sandstones using a modified core sleeve, which allows pore pressure

sampling in a region distant from the interfaces where frictional effects take place.

The anisotropic evolutions of permeability as a result of effective stress increase are

also a fundamental issue in reservoir engineering. In most cases, the oil recovery rate is

closely related to horizontal permeability, which is sensitive to changes of the vertical

stress. Therefore, flow experiments should be performed under deviatoric stress states.

Besides, the geometry of the sample must be adapted in order to minimize end effects and

to allow independent measurements of axial and radial permeabilities. Anisotropic

permeabilities in porous sandstones under non-hydrostatic stress states were measured by

ZOBACK and BYERLEE (1975), BRUNO (1994) and ZHU et al. (1997). The authors used

triaxial compression and extension tests with conventional triaxial cells and measured

the permeabilities along the maximum and minimum principal stresses. Conversely,

SCHUTJENS and DE RUIG (1997) have utilized a true triaxial cell to perform fluid flows

along the minimum principal stress.

In this paper we present new experiments performed with a special triaxial cell

designed to operate under temperature and pressure conditions representative of reservoir

rocks and allowing simultaneous measurements of deformation, porosity and directional

permeability evolution. Two different sandstones have been studied: A tight Fontaine-

bleau sandstone with a low permeability and a permeable Bentheimer sandstone. Axial

and radial permeability measurements are presented and discussed for both materials. We

focus on suspected end effects, which we investigate by FEM calculations.

2. Experimental Set-up and Procedure

Axial and two perpendicular radial measurements of flows and pore pressures are the

most innovative features of the apparatus designed for this study (see Fig. 1). Two high
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pressure Isco pumps control independently axial load and confining pressure (Pc
max = 69

MPa). An intermediate pressure Isco pump either generates a brine flow through the

sample or regulates the pore pressure (Pp
max = 25 MPa). Since temperature fluctuations

affect the pore fluid viscosity, a temperature regulation is provided by placing the cell in

an oven (regulated up to a maximum temperature of 200�C) and also by regulating the

temperature of the pore fluid in the pump and outside lines by a thermostated bath and

heating resistances, respectively. All the results presented in this paper are obtained at a

temperature of 40�C, low limit for accurate temperature regulation of the oven. The

triaxial cell is also equipped with deformation sensors to measure both axial and radial

deformations of the sample. The axial displacement of the upper mobile piston is

recorded by two external high temperature LVDT sensors from RDP. The radial

deformations of the core are measured using a double cantilever sensor from

ERGOTECH fastened on the core sleeve inside the cell. The dimensions of the sample

are 38.1 mm in diameter and 80 mm in length.

The most important innovation of our experimental setup is the special core sleeve

which allows flows generation and differential pressure measurements along the core

diameter. Generally, permeability evolution of a sample subjected to deviatoric stresses is

measured along the direction of the maximal stress, by sampling the pressure differential

between the inlet and the outlet of the sample. Additionally, with our setup, we can

sample the differential pressure between two points 60 mm apart and located at *10 mm

Figure 1

(a) Simplified sketch of the triaxial cell, (b) picture of the equipped core sleeve, (c) pressure differential and flow

configurations for permeabilities kaz,FL, kaz,ML and krxy; item numbers refer to: (1) fixed piston, (2) mobile

piston, (3) sample, (4) sleeve, (5, 6) external LVDT, (7) internal cantilever, (8, 9) axial flow lines, (10, 11) pore

fluid pressure samplers, (12, 13) radial flow ports, (14) external flow lines connectors.
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from each end of the sample, using two pressure samplers (items 10 and 11 on Fig. 1)

placed at the contact of the lateral sample surface. This alternative way to measure axial

permeability avoids end-effects linked to the contacts between the sample and pistons

which will be discussed in a following section.

The radial permeability is measured by two pairs of injector-receptor ports (items 12

and 13 on Fig. 1) facing each other, positioned along two orthogonal diameters and in

two distinct planes. Each injector is made of a perforated PEEK plastic head (diameter

9 mm) for the fluid injection at the surface of the sample fitted with a coaxial Hastelloy

tube (diameter 1/16 in) for pressure measurement. In addition, to allow a better flow

distribution at the inlet and the outlet of the sample surface, Al316 fiber discs with

average mesh aperture of 25 lm are placed at the contact of the sample.

In order to measure the differential pressure induced by fluid flow through the sample,

we use a set of differential pressure sensors from ABB from ±15 mbar to ±400 mbar

adapted to measure the permeability of cores of 1 D to 1 mD. All the measurable

parameters are monitored on an acquisition bench and recorded on a computer.

The cylindrical samples are cored perpendicularly to the supposed stratification

according to the quarry block extraction information (no evidence of bedding planes on

the block sides). They are then dried during 48 hours. Their dry weight and exact

dimensions are recorded, and then they are placed under low vacuum for 5 hours. The

samples are then saturated by NaCl brine of concentration 20 g . l-1 (commonly

recommended salinity in core analysts community to prevent clays alteration), and from

the saturated weight we determine the initial porosity. The saturated sample is placed into

the instrumented sleeve; the cell is closed, filled with the confining oil, and the upper

piston is brought in contact with the sample. At this stage, confining and axial pressures

of a few MPa are applied to ensure the sealing of the sleeve. Fluid circulation is

established through the system to saturate the lines and to evacuate residual gas bubbles,

and the pore fluid pressure is brought at 1 MPa and regulated by a back-pressure system.

This low effective pressure limits microbubbles trapping, and insures an efficient liquid

permeability measurement; it also allows starting experiments at an initial low

hydrostatic pressure. The oven, the pore fluid pump and the external flow lines are

then regulated to 40�C. Thermal stabilization is achieved in a few hours for the cell and a

few minutes for the pump. At this stage the displacement sensors are set to zero.

Two kinds of compression stress paths are performed in this study with pore pressure

kept at 1 MPa. For hydrostatic loading some experiments are made stepwise, the pressure

being increased by increments of 2 MPa at low pressure and 5 MPa to 10 MPa at higher

pressure. Others tests consist of a continuous loading with an increase rate of confining

pressure fixed between 0.05 MPa . min-1 and 0.1 MPa . min-1, low enough to be close

to quasi-static conditions (HEILAND and RAAB, 2000). Deviatoric loadings are performed

at a low confining pressure of 3 MPa, which insures the sealing of the sleeve, while a

‘‘uniaxial’’ stress state is imposed.

The porosity evolutions and the deformations of the samples are recorded during

stress increase. The porous media is only connected to the thermostated Isco pump and
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pore pressure is regulated at 1 MPa. Hence, the variation of the pore volume of the core is

directly related to the variation of the fluid volume inside the pump. The data recorded by

the deformation sensors allow both the evaluation of strains and the control of the time

necessary to reach compaction equilibrium. The porosity values can thus be determined

precisely allowing for the total sample strains.

The axial and radial permeability measurements are based on the steady-state method.

At each constant pressure step we perform 4 sets of differential pressure measurements

(2 axial and 2 radial), each of them lasting about one hour. For each measurement we

check for the validity of the Darcy law (laminar flow regime), by performing a sequence

of 5 increasing flow rates and measuring the corresponding increasing pressure

differential. Permeability is finally calculated from the slope of a linear regression as

described in the following section.

All the measurements at each pressure step last about a day, consequently a complete

loading sequence of one sample takes about two weeks. Unloading is implemented

continuously from 65 MPa to 3 MPa at a small constant rate *0.1 MPa . min-1. The

permeability after unloading is measured for comparison to the initial values.

3. Permeabilities Calculation

Permeability measurements are based on the steady-state method. Darcy’s law is

applied for the two axial measurements:

Q

Aa
¼ � kaz

l
DPp

L
; ð1Þ

where Q is the flow rate, Aa is the cross section of the sample, l is the fluid viscosity, DPp

is the pressure differential, and L is the distance between the points of measurements. In

the case of overall axial permeability measures (kaz,FL), L refers to the current length of

the sample (L * 80 mm); in the case of mid-length measures (kaz,ML), L refers to the

spacing between the two pressure samplers (L = 60 mm).

For the two radial permeability measurements, a modified Darcy law is employed:

Q

Ar
¼ �G

kr
l
DPp

D
; ð2Þ

where G is a geometrical factor introduced to account for the noncylindrical shape of the

flow lines generated along the sample diameter D by the radial flow ports of cross-

sectional area Ar. Such geometrical factor was first determined analytically by COLLINS

(1961) for a 2D transverse flow problem on a circular core, using a conformal mapping

technique. More recently, BAI et al. (2002) calculated the geometrical factor using a

finite-element model for a three-dimensional geometry of a transverse flow in cylindrical

core. This is done using the equation:
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G ¼ DPcyl

DPp
¼ Aeq

Ar
; ð3Þ

where DPcyl corresponds to the equivalent differential pressure generated by a flow

through a cylinder with a cross-sectional area equal to Ar (conventional case for Darcy’s

law application) and Aeq is the unknown equivalent cross-sectional area of true

‘ellipsoidal’ flow.

For our specific experimental setup, the geometrical factor has been determined under

the assumption of isotropy, using a finite-element simulation to solve the equation of flow

at Darcy scale. The finite-element model is presented in Figure 2. Considering a sample

of diameter D = 38.1 mm and length L = 80 mm and a radial port of diameter

d = 9 mm, we calculated a geometrical factor G = 5.5 (see Fig. 2a). Nevertheless, it

also remains critical to quantify the impact of permeability anisotropy on the transversal

flow shape, and consequently on the geometrical factor value. Figure 2 illustrates the

evolution of the geometrical factor with transversal isotropy. As clearly shown on

Figures 2b and 2c, a variation of anisotropy ratio covering two orders of axial

permeability magnitude induces roughly a factor 2.5 on the G value. In addition, due to

the low initial anisotropy of the studied sandstones, it seems acceptable to consider a

constant value of 5.5 for the geometrical factor, for materials exhibiting an anisotropy

factor less than 20% (see Fig. 2d).

In order to estimate the accuracy of the permeabilities calculation, the following

accuracies have been used for the different variables:

— Common variables for all measurements: Volumic flow rate uQ ± 1%, viscosity

ul ± 2.5%.

— Axial permeability variables: Core length uL (full-length case) ± 0.125% and uL
(mid-length case) ± 0.25%, injection area uAa ± 0.5%, pressure differential

uDPp ± 1–2% (mostly dependent of Q and the stability of flow).

Figure 2

Geometrical model of the sleeve, radial velocity field and calculated Geometrical Factor G for different

transverse permeability isotropy (a, A) kaz = kr, (b, B) kaz > kr, (c, C) kaz < kr; (d) evolution of G factor with

the permeability anisotropy factor.
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— Radial permeability variables: Diameter uQ ± 0.25%, injection area uAr ± 2.2%,

differential pressure uDPp ± 5–10% (mostly dependent of ua and the stability of flow).

The accuracy calculation also integrates the error ua related to the slope of the linear

regression Q/DPp, which is expressed as the quadratic sum of the regression component:

ua ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

uQ
Q

� �2

þ uDPp

DPp

� �2
 !

þ u2reg a

vuut þ êsys; ð4Þ

with ureg a
2 the uncertainty related to the linear regression and êsys the systematic error

related to the slope offset. Then, the estimated uncertainty of the permeability was

calculated using the formula:

u2K ¼ La

S

� �2

u2l þ
la
S

 �2
u2L þ

�lLa
S2

� �2

u2s þ
lL
S

� �2

u2a: ð5Þ

This estimated uncertainty depends strongly on the differential pressure stability

during the measurement. As discussed above, the differential pressure response of radial

injection is generally noisier due to flow instability; and consequently, the radial

permeability uncertainty is higher. Depending on experiments, the uncertainty on both

axial permeabilities remains close to ±5%, whereas it ranges between ±10–20% for the

radial direction.

4. Characterization of Fontainebleau and Bentheimer Sandstones

Fontainebleau and Bentheimer sandstones (FS and BS) are well documented in the

literature (see for instance KLEIN and REUSCHLÉ, 2003 and SULEM and OUFFROUKH, 2006b).

Their composition is relatively simple and they have very different permeabilities, which

is a reason why they have been selected in this study. The Fontainebleau samples have

been cored from a single bar obtained in the core warehouse of I.F.P. and the Bentheimer

samples have been cored from a single block from the quarry of Nordhern in Germany.

The Fontainebleau sandstone is made of more than 99% quartz grains. The grain

cohesion is provided by siliceous cement deposited by fluid flow during the diagenetic

process (GRISONI and THIRY, 1988). Scanning Electron Microscope (SEM) observations

show a good sorting of the quartz grains around a grain size value of 250 lm. Figure 3a

presents a typical microstructure recorded in Electron Back-Scattering mode. This

technique allows detection of secondary phases. For instance, the light gray crystal in the

central part of the figure is a rutile crystal that has indented a larger quartz particle during

diagenesis. Most of the macroscopic measurable porosity value is due to large pores,

which are interconnected by intergranular micro-channels (or throats) at the grains

boundaries. As shown on Figure 3b, the mercury injection curves reveal a narrow

distribution of throat radii around a value of 7 lm, but the SEM observations and the
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micro-tomography reconstruction (see Fig. 3c) yield a value closer to 1 lm. This

discrepancy is essentially due to the shape of the throats in the Fontainebleau sandstone

far from the ideal cylindrical shape model used to calculate an equivalent pore throat

radius for the Mercury capillary pressure curve.

The very large range of porosity values from 2% to 30% of Fontainebleau sandstones

has been previously interpreted to result from spatial heterogeneities of the diagenetic

fluid flows BOURBIE and ZINSZNER (1985). This extended range of porosity values leads to

a large variation of the permeability. The two samples that we have tested present

different porosities of*5.8% and*8%, however their permeabilities differ by one order

of magnitude, since it varies between *2.5 mD and *30 mD (see initial porosity and

axial permeabilities, values measured with our experimental setup in Table 1).

The Bentheimer sandstone is composed of 95% quartz, a small fraction of altered

feldspars (less than 2%) and approximately of 3% clay homogeneously distributed in the

Figure 3

Microstructural characterization of Fontainebleau sandstone: (a) SEM Image in BSE mode, (b) Hg porosimetry

(up to 400 MPa) and (c) pore volume extraction from a 1 mm3 microtomography volume.
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rock matrix. The quartz grains are well sorted around a value of 200 lm. Bentheimer

sandstone exhibits larger permeability values (kaz,ML*2.9 D and kaz,FL*1.5 D)

associated with one large porosity of about 24%, and to a larger size of pore throats

homogeneously distributed around 20 lm as shown by the Mercury porosimetry curve in

Figure 4. The feldspar alteration also contributes to the porosity connectivity. SEM

investigations show that the intergranular contacts are narrower than for the Fontaine-

bleau sandstone, hence the radii of throats are larger and consequently the permeability is

substantially higher. Because the Bentheimer sandstone is quite homogeneous, perme-

ability measurements were also performed on additional cores on a classical permeameter

giving a permeability value of *1.6 D close to the value obtained for the full-length

axial permeability measured with our setup. The important discrepancy observed between

the two methods of axial permeability measurements (full-length vs. mid-length) will be

discussed in terms of end effects in a further section. Note that for the Fontainebleau

sandstone, we did not have enough available material to plug additional samples of

required dimension for measurement with the classical permeameter.

The difference of permeability between the two sandstones is in agreement with the

observed shift of the pore throat radii distribution peek estimated from the Hg

porosimetry. Indeed, since the local viscous dissipation varies as the power four of the

characteristic dimension of the pore throats (hydrodynamic radius) and the pressure drops

are located almost exclusively in the throats, the permeability is expected to follow

roughly k / rt
4 and then kBS=kFS 
 rt;BS

�
rt;FS

� �4
:

5. Directional Permeability Evolutions under Hydrostatic Loading

5.1. Low Permeability Fontainebleau Sandstone

The initial porosity values of the two tested samples of Fontainebleau sandstones FS1

and FS2 are respectively 5.8% and 8%. The hydrostatic compression tests have been

Table 1

Petrophysical parameters of the tested Fontainebleau samples FS1 and FS2, measured at the initial and final

stages of the hydrostatic loading and after unloading. The symbol—refers to improper conditions for

permeability measurement (either unstable pressure differential or plugging of the flow/pressure ports) or for

porosity measurement (leak on pore fluid lines)

Sample FS1 FS2

Pressure Level Initial at

5 MPa

Final at

57 MPa

Residual at

5 MPa

Initial at

3 MPa

Final at

55 MPa

Residual at

3 MPa

Porosity (%) 5.80 5.57 5.75 7.96 7.47 –

kaz,FL (mD) 2.47 1.53 1.89 31.14 22.87 25.20

kaz,ML (mD) 2.46 2.10 2.29 29.27 24.71 26.11

krx (mD) – – – 19.60 8.11 9.64

kry (mD) 4.71 - (?3.) 3.19 – – –
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started at low confining pressures, Pc = 6 MPa for FS1 sample and Pc = 3 MPa for FS2

sample, in order to ensure sealing of the core sleeve. At this stage we perform a first set of

permeability measurements in each direction (kaz,FL
0 , kaz,ML

0 , krx
0 and kry

0 ) reported in

Table 1. Both full-length and mid-length axial permeability measurements are well

correlated close to 2.5 mD and 30 mD for FS1 and FS2, respectively, whereas the radial

permeability exhibits a higher value close to 4.7 mD for FS1 and a lower value close to

19.6 mD for FS2. This ‘apparent’ permeability anisotropy is in disagreement with the

known homogeneity and low structural anisotropy of the Fontainebleau sandstone

(CLAVAUD et al., 2008); this discrepancy seems mostly induced by fluctuations of radial

flow conditions, as will be discussed further.

Despite the small porosity value differences between the two samples, we observe a

high permeability variability in this porosity range, as previously described by BOURBIE

Figure 4

Microstructural characterization of Bentheimer sandstone: (a) SEM Image in SE mode, (b) Hg porosimetry

(up to 400 MPa) and (c) pore volume extraction from a 6 mm3 microtomography volume.
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and ZINSZNER (1985). The hydrostatic compression tests have been performed on the

Fontainebleau Sandstone in a stepwise manner from the initial confining pressure up to

65 MPa. For each pressure step, the variation of porous volume and the strains of the

sample are monitored. After an equilibration time for deformation, we measure the

permeability in each direction using the protocol previously described.

In Figure 5, we present the porosity evolution inferred from the variation of porous

volume measurements and also the absolute and normalized directional permeability

evolutions with the mean effective pressure (Peff = Pc - Pp) obtained on the two

Fontainebleau sandstone cores FS1 and FS2. In the following we consider the effective

pressure nearly equal to the isostatic pressure, since the pore pressure remains constant at

1 MPa. By convention, the solid lines and open symbol represent the permeability in

the axial direction z, measured stepwise on the full sample length kaz,FL (circle) and on

the middle length kaz,ML (square), whereas the dashed lines and full symbols represent the

results obtained for the radial permeability krx (triangle up) and kry (triangle down).

The porosity decreases slightly from 5.80% to 5.57% for FS1 and from 7.96% to

7.47% for FS2. In a first stage of confining pressure up to 20 MPa the porosity response is

nonlinear, and then varies almost linearly up to 60 MPa in both experiments. After

unloading back to the initial pressure, the porosity of FS1 exhibits an hysteresis with a

residual value of 5.75%. The response of the Fontainebleau sandstone is therefore almost

elastic with a nonlinear behavior in the early stage of the compression, characterized by a

slight nonreversible deformation of the porous volume.

For the FS1 sample, the full-length axial permeability kaz,FL evolution shows a rapid

decrease of 30% of the initial value 2.47 mD until a pressure of 22 MPa. Above this

pressure, which is commonly assumed to be the closure pressure of pre-existing

microcracks (DAVID et al., 1994), the general trend becomes close to a slow linear

decrease with a slope of 2.1 E–3 MPa-1. The minimum permeability reaches a value of

1.53 mD. After unloading, we measure a residual permeability of 1.89 mD. These results

contrast with the evolution of the mid-length permeability kaz,ML. Indeed, the trend of

permeability loss remains linear with a slope of 3.1E-3 MPa-1 during the complete

loading. The absolute radial permeability exhibits a more pronounced linear response

with a slope of 6.7 E–3 MPa-1 without evidence of a nonlinear response at the early

stage of compression to reach a value of 3.27 mD at 50 MPa. The last measurement at

57 MPa could not be achieved.

Considering the results obtained on FS1, the hydrostatic compression test performed

on FS2 is started at lower pressure Pc
0 = 3 MPa and we increased the number of loading

steps to better identify the transition between the pseudo-elastic regime characterized by

strong and nonlinear permeability drop and the elastic regime characterized by linear

behavior.

As previously observed for FS1, axial full-length permeability kaz,FL strongly

decreases from 31.14 mD to17.41 mD at 30 MPa. However above this pressure the

general trend is very difficult to define, because unexpectedly the permeability

increases at 35 MPa to reach 23.71 mD and later follows a linear evolution with a
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slope of 1.95 E–3 MPa-1 up to 55 MPa. The mid-length axial permeability kaz,ML, of

initial value 29.27 mD, exhibits a weak diminution of almost 10% until 20 MPa, and

records a total decrease of less than 15% at the final effective pressure of 55 MPa, with

Figure 5

Porosity, absolute directional permeabilities and normalized directional permeabilities evolutions with the mean

effective pressure for the FS1 (respectively (a), (c) and (e)) and FS2 (respectively (b), (d) and (f)) samples.

Arrows show the loading/unloading paths; inverted filling properties of symbols refer to values at unloaded

states (pressure decreased back to the initial value, Pc = 6 MPa for FS1 and Pc = 3 MPa for FS2); symbol *

stands for: unloaded porosity value of FS2 sample could not be determinate due to a pump leak during the

unloading.
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a permeability value of 24.71 mD. After unloading, the residual full-length and mid-

length axial permeabilities show close values of respectively 25.20 mD and 26.11 mD.

The radial permeability krx drops drastically from 19.60 mD to *8 mD during the

first pressure steps up to 10 MPa. Above this pressure the permeability keeps more or less

a constant value, given the error estimate. After unloading back to Pc = 3 MPa, the

residual radial permeability value is equal to 9.64 mD.

5.2. High Permeability Bentheimer Sandstone

With Bentheimer sandstone we perform both stepwise and continuous hydrostatic

loading experiments. The initial axial permeabilities kaz,FL
0 and kaz,ML

0 measured at 3 MPa

are respectively 1774 mD and 2891 mD. Both axial measurements are expected to be

approximatively the same, nonetheless we find the mid-length value to be *1.6 time

higher than the full-length value. A similar discrepancy also has been observed by

KORSNES et al. (2006), who used a corresponding experimental apparatus. The radial

permeability krx
0 calculated with a Geometric Factor G = 5.5 (equation (3)) yields an

intermediate value of 2335 mD.

Figure 6 shows the evolution of the porosity with the increasing effective pressure.

The porosity decreases from 24.4% to 23.6%. As previously observed for the

Fontainebleau sandstone, the porosity response is nonlinear until 20 MPa and then

evolves linearly up to 65 MPa. After unloading at 2 MPa, a pronounced hysteresis has

been observed and the new residual porosity value is equal to 24.0%. The superimposed

continuous curve has been obtained from continuous loading cycles performed after

unloading to Pc = 3 MPa.

On Figure 6 we also present the evolution of directional permeabilities acquired

during both stepwise and continuous loading. The results obtained from stepwise loading

show a moderate response of the permeabilities with the confining pressure increase,

essentially due to rather high porosity and large pore throats of the Bentheimer sandstone.

Indeed, the mid-length axial permeability only shows a slight decrease, less than 10%

below 10 MPa. The full-length permeability shows a more pronounced decrease of

almost 50% up to 20 MPa. From 20 MPa to 65 MPa this permeability decreases linearly

with a slope of 2.14E -3 MPa-1. The general trend of the radial permeability is not

clear, nonetheless its evolution presents an intermediate behavior with high fluctuations.

After unloading, we have measured the residual permeabilities kaz,FL
r , kaz,ML

r , kry
r

respectively equal to 1185 mD, 2816 mD and 2151 mD.

To limit differed local mechanisms of inelastic deformation for stress accommoda-

tion, which could influence the permeability measurements at constant confining

pressure, we perform cycles of continuous loading with a rate of 0.1 MPa � min-1. For

instance, a similar procedure of continuous permeability measurements during triaxial

loading is discussed by HEILAND and RAAB (2000). We have measured each continuous

directional permeability during two cycles of loading/unloading, taking into account the

axial and radial strains of the sample. As shown on Figure 6, the results obtained by this
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method are in good agreement with those obtained step by step and are less disrupted by

experimental fluctuations. Those results confirm the loss of the permeability values kaz,FL,

kaz,ML and kry of almost 40%, 10% and 25% observed during the first loading cycle. As

previously pointed out, the permeability drop does not occur in the same range of

pressure. Indeed, the most important drop is recorded up to 25 MPa for kaz,FL, 10 MPa for

kry and is negligible for kaz,ML. Independently of the measurement direction, we also

observe a delay in the permeability response during the sample unloading, most probably

due to frictional effects.

6. Directional Permeability Evolutions under ‘‘Uniaxial’’ Loading

Transport properties of rocks are strongly influenced by the type of deformation

regime. In this section we aim at characterizing the influence of shear-band generation

and the importance of the evolutions of grain scale microstructures on the permeability

anisotropy. We also highlight the ability of our apparatus to follow the directional

Figure 6

Evolutions of (a) porosity, (b) absolute directional permeabilities, (c) and (d) normalized directional

permeabilities’ evolutions during respectively ((a), (b), (c)) stepwise and (d) continuous hydrostatic compression

tests. Arrows show the loading / unloading paths; inverted filling properties of symbols refer to values at the

unloaded states (here, Pc = 3 MPa).
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response with regard to strong modification of microstructures. The uniaxial compressive

strength of Fontainebleau sandstone exceeds the maximum axial stress accessible with

our experimental setup, therefore we did not observe brittle failure of the sample and thus

any major effects on the directional permeabilities. Hence, we only present the results of

three experiments obtained on the Bentheimer sandstone.

We have performed deformation and directional permeabilities’ measurements under

continuous triaxial loading at low confining pressure. The principal objective is to be

close to the true uniaxial conditions (i.e., without confining pressure), although the

application of a low confining pressure (Pc
0 = 3 MPa) is necessary to insure an initial

sealing of the core sleeve. The axial load is then continuously increased at a rate of

0.5 MPa . min-1 until failure of the samples. During loading, pressure differential is

monitored for each experiment in a given measurement direction and the directional

permeabilities kaz,FL, kaz,ML and kr are calculated on three different samples.

Prior to axial loading, a first set of permeabilities measurements is taken in each

direction k0az;FL; k
0
az;ML and k

0
r

n o
(see Table 2) at hydrostatic condition. Again we observe

differences within factors from 1.9 to 2.4 for both axial permeability measurements.

Regarding the axial and radial permeability measurements, the full-length axial

permeability is almost 1.9 times less than the radial permeability value.

As illustrated on Figure 7a, at first, axial full-length and radial permeabilities decrease

steeply. Next, a nearly linear regime is observed up to 43 MPa with slopes equal to

7.8 E–4 MPa-1 and 1.15 E–3 MPa-1 for axial full-length and radial permeability respec-

Table 2

Petrophysical parameters of the three Bentheimer samples BS1, BS2 and BS3, measured before and after the

brittle failure at confining pressure of 3 MPa. For BS1 permeabilities’ values, () refer to measurements before

hydrostatic cycling. The symbol - refers to improper conditions for permeability measurement (either unstable

pressure differential or plugging of the flow/pressure ports). The symbols (%, !, ?) refer respectively to the

increase, the decrease or the stability of the permeability in the investigated direction

Sample BS1 (krx
cont) (DAUTRIAT et al., 2009) BS2 (kaz,FL

cont ) BS3 (kaz,ML
cont )

Porosity (%) 24.4 24.4 23.8

Initial State Hydrostatic cycles

Pre-strained

No preliminary

hydrostatic cycling

No preliminary

hydrostatic cycling

Permeability kinit at

3 MPa

kC* at

3 MPa

kinit at

3 MPa

kC* at

3 MPa

kinit at

3 MPa

kC* at

3 MPa

kaz,FL (mD) (1774)

1185

% 1560 1347 ! 1315 1234 & 1089

kaz,ML (mD) (2891)

2816

% 2985 - - - 2826 & 2120

krx (mD) (2335)

2139

& 631 2571 & 2244 2363 & 1667

kry (mD) (2811)

-

- - 2620 & 2086 2097 & 1408
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tively. This stress corresponds to the dilatancy threshold (see Fig. 7b), and beyond this value

one records an important increase of the permeability independently of the measurement

directions. Note that the radial injection conditions might change locally, leading to

fluctuations of the pressure differential between the radial inlet and outlet and hence to a

noisier signal than the one obtained on the evolution of axial full-length permeability. After

the failure point, the pressure differential strongly diverges and can no longer be related to

permeability. The mid-length axial permeability follows a different trend without significant

evolution until the dilatancy threshold, and increases sharply after this point.

The critical failure pressure PC* is reached at 52.5 MPa for the two first tested

samples BS1 and BS2, whereas critical failure PC* occurs at 57 MPa for the last sample

BS3; this higher strength could be explained by the fact that the last tested sample has not

been subjected to hydrostatic loading cycles.

After failure, the axial stress is decreased back to its initial value and a new set of

directional permeability is performed. The permeability values measured after unloading

are presented in Table 2. Note that the geometrical factor G used for the radial

permeability is kept constant to 5.5, and consequently the absolute permeability value

could be significantly influenced by this approximation. In fact, it is the evolution of the

differential pressure which actually provides qualitative information pertaining to the

flow properties along the fracture. The full-length axial permeability of BS1 increases

slightly by a factor of 1.3, the mid-length is almost unaffected, and the radial permeability

decreases strongly by a factor 3.4. From the measurements performed on BS2 and BS3,

the failure induces a slight decrease of the axial permeability. Therefore, the radial

permeability measurements present about 12% to 32% decrease from their initial values,

according to the measurement direction.

In order to understand how the failure mode could affect the directional permeability

values, the sample has been delicately taken out of the core sleeve and oriented with

Figure 7

Evolutions of (a) directional permeability and (b) volumetric strains during continuous triaxial loading

performed at low confining pressure (Pc = 3 MPa) on three Bentheimer sandstone samples BS1, BS2 and BS3.

The average dilatancy threshold occurring at axial stress of *43 MPa is highlighted by dashed lines on the two

figures.
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respect to the injection directions and local pore pressure samplers positions. While the

failure direction is clearly identified on the sample surface, we have performed CT-scan

profiles of the sample along the three directions of performed flows. As shown on

Figure 8, the principal shear band extends from the top to the bottom of the sample with a

propagation angle close to 30�. The failure is also sub-perpendicular to the one of

the radial injection direction. Several conjugated fractures are visible by tomographic

analysis and their formation is probably related to the pressure control operation mode of

our setup leading to the inability to control the post-peak behavior (i.e., after the dilatancy

initiation). Our experimental setup does not allow the control of the strain rate applied on

the sample, thus after brittle failure the radial axial stress still remains sufficient to further

activate shear and to increase grain scale damage within the band.

It is known that the response in terms of porosity is highly related to the

microstructure of the shear band (VAJDOVA et al., 2004). In a recent study, SULEM and

OUFFROUKH (2006a) have shown by image processing analysis an increase of the porosity

inside the band and minor grain crushing at low confining pressure. The authors related

this observation to a dilating shear banding. The increase of the porosity in the band can

explain the axial permeability increase, whereas the high permeability decrease recorded

in the transverse direction of the band could be related to the important sliding of sample

blocks along the band, associated with intensive grain crushing after post-peak. As

clearly shown on Figure 8, we observe that the radial permeability decreases mostly

where the flow lines intersect an intensively damaged zone.

7. Discussion of the Experimental Results

The permeability of numerous rock types has been extensively studied under

hydrostatic conditions (ZOBACK and BYERLEE, 1975a; WALSH and BRACE, 1984; DAVID

et al., 1994) and triaxial conditions (VAJDOVA et al., 2004) in order to establish effective

Figure 8

Tomography-RX slices of the Bentheimer sandstone samples (a) BS1, (b) BS2 and (c) BS3 subjected to

‘uniaxial’ compressions leading to brittle failure. The presented slices correspond to the planes in which the

radial permeability measurement was performed.
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pressure dependency of the permeability. From those studies, the authors have shown a

decrease of the permeability with the effective pressure depending on three distinct

phases. During the first increments of effective pressure a large reduction of permeability

is observed and described by DAVID et al. (1994) as a probable microcracks closure. The

rate of permeability reduction decreases at high confining pressure and the authors

showed an exponential evolution of the permeability with the effective isostatic pressure.

When the effective pressure is further increased, the permeability exhibits a drastic drop

at the critical pressure, indicating the onset of inelastic deformation characterized by pore

collapse commonly associated with intensive grain crushing (ZHANG et al., 1990a). The

average critical pressure is about 200 MPa in sandstones, although it depends essentially

on the initial porosity value of tested material. Due to the limitations of our experimental

setup, we are not able to reach the pore collapse pressure of the Fontainebleau and

Bentheimer sandstone. However, we mostly focus our interest on the first two regimes of

permeability reduction mechanisms. In most cases, the pressure dependencies of the

permeability have been determined using the overall pressure drop over the complete

length of the sample. The results obtained with the additional sampling of pressure drop

on the middle length of the sample provide a complementary explanation for the drastic

permeability drop occurring at low effective pressure.

7.1. Evidence of End Effects on Axial Permeability

The presented results on Bentheimer sandstone show that axial permeabilities

measured by the two different methods differed strongly at the beginning of loading. The

comparable discrepancy factor has been observed by KORSNES et al. (2006) under

deviatoric stresses on both chalk and sandstone samples. The authors used a modified

core sleeve, allowing the measurement of mid-length permeability as in our study; they

found a discrepancy factor of 1.2 to 2.4 between the two axial measurements, as we do on

the Bentheimer sandstone. They concluded that end effects occurring at the sample/piston

interface were responsible for these initial discrepancies.

Conversely to the Bentheimer sandstone, the initial axial permeabilities measured on

the Fontainebleau sandstone samples show strictly the same value (according to the

estimated error). Because of different microstructures, the two sandstones may exhibit

different responses to end effects in terms of permeability damage on the first 3 MPa of

loading. Mechanical preparation, such as sample cutting, may also induce some near-

surface damage. Such effects may be more pronounced for the loosely packed

Bentheimer sandstone.

In addition, KORSNES et al. (2006) did not report different evolution divergences with

increasing pressure; conversely we have observed different trends depending on the

measurements method. Indeed, for the three samples subjected to hydrostatic loading,

the preliminary nonelastic regime response of the permeability is more pronounced for

the full-length measurement (30 to 50% of the initial value), than for the mid-length

measurement (less than 10% of initial value if it occurred). The porosity response also
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has manifested the same nonlinear evolution in the range of low effective pressure.

Furthermore, the porosity of the Bentheimer sandstone showed a hysteresis and the

residual value at 3 MPa is 24%. These observations suggest closure of a limited part of

the pore volume, however, this mechanism alone cannot explain the discrepancies of the

permeabilities evolution. We also suspect end effects to induce higher deformation of the

sample at the contact of the pistons. FORTIN et al. (2005) have shown that during

compression experiments on the Bentheimer sandstone, the acoustic emission relocal-

ization highlighted a compressive damage area close to the interface between the pistons

and the sample at an early stage of compression. This early localized compaction could

explain pronounced inelastic behavior of the full-length axial permeability, while the

mid-length permeability remains unaffected due to the distance of the pressure samplers

from the core ends.

7.2. FEM Modelization of End Effects on Strain Localization

We have performed FEM computations in order to estimate the effects of boundary

conditions and sample geometry on the stress distribution within the sample. The samples

are assumed to be homogeneous and to behave as isotropic linear elastic materials.

The ideal test assumes lubrication between piston and sample; in practice the

condition is closer to perfect adherence without slip, and this is even more so when there

is a groove in the piston head which may indent the sample. The pistons are made of a

titanium alloy with a Young’s modulus at least ten times larger than the modulus of

sandstone Esample = 10.3 GPa and Epistons = 114 GPa and also a different Poisson’s ratio

msample = 0.2 and mpistons = 0.24. At the interfaces (top and bottom) between piston and

sample, the strain incompatibilities induce local stress gradients. A FEM computation

cannot exactly reproduce the experimental end conditions, but allows the check of

assumptions which provide bounds to the actual conditions. A mesh of 9-noded

quadrilateral elements with initial square sections of 1 mm2 is utilized. The exact

dimensions of the cylindrical samples are given and one replaces the actual pistons by

two additional cylinders of 20 mm height and the same diameter. A perfect link is

assumed at the two interfaces piston/sample assembly. The behavior remains elastic, and

the load is applied by using pressure elements at the top and around the assembly pistons-

sample. One can thus easily perform the two virtual tests of hydrostatic loading (same

pressure, chosen as 10 MPa) and uniaxial loading with small confining pressure (10 MPa

on top and 3 MPa around).

Figure 9 presents the results of the simulation of both configuration tests with regard

to axial, radial, shear and equivalent stress inhomogeneities. The simulation shows that

the ends of the sample are regions where high stress gradients appear; in particular, there

is a departure from hydrostatic conditions, although the middle of the sample remains

under hydrostatic stress state. The axial stress in both loading cases (Figs. 9a and 9f) is

larger in magnitude near the interface and also at the outside edges of the samples. Its

variation along the sample axis is not uniform but after a region where it remains
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constant, it decreases at first and then increases again near the pistons. There is a lens-

shaped region near each end where the axial stress is slightly smaller than everywhere

else. In addition, the radial stress (Figs. 9b and 9g) is fairly uniform in the middle region

and compressive. It is however rapidly varying very near the interfaces and a shear stress

also develops at the interfaces, more pronounced in the hydrostatic case (Fig. 9c). In the

grooved pistons case (Fig. 9e) there is no evidence of a larger zone of heterogeneity than

in the simple configuration. The effect remains local but induces a larger perturbation of

the isocontours of stresses.

Keeping in mind the strong assumptions of homogeneity and purely elastic behavior,

it remains to check whether these computed variations are responsible for early damage

Figure 9

Results of FEM simulation for both hydrostatic at 10 MPa (top) and axial at 10 MPa with low 3 MPa confining

pressure (bottom) loading, and representations of the axial (a, f), radial (b, g), shear (c, h) and equivalent (d, i)

stress fields within the sample (unit in MPa). (e) Focus on the influence of the grooved piston on the axial stress

at the interface between the sample and the upper piston, for the hydrostatic configuration.
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of the samples. Indeed, the simulations exhibit a high inhomogeneity of the stress states

near the sample ends, especially during the hydrostatic loading. Due to their structural

heterogeneities, the sandstones may be very sensitive to this not purely hydrostatic stress

field, which could be responsible for stress localization within the grains boundaries and

local grain rearrangements near the pistons’ contacts. The results of the simulations

support the experimental observations, and would explain the high permeability drops

observed on the full-length axial permeability.

7.3. Radial Injection Conditions’ Fluctuations during Compression Experiments

We have showed and simulated how the mechanical response of the samples could

generate a strong loss of the axial permeability during the beginning of pressure

increase. Similar experimental results indicate end effects on the radial permeability

measurements, but these are related to the experimental setup and data retrieval

procedure. Firstly, we find a systematic weak discrepancy factor between initial axial

and radial permeability values. This factor varies from ?1.9 and -1.4 for the FS1 and

FS2 samples respectively, and of 1.4 for the Bentheimer sandstone, while LOUIS et al.

(2003) and BENSON et al. (2005) have shown slight permeability anisotropy for the

Bentheimer sandstone. This discrepancy is most likely related to the Geometric Factor

G introduced in equation (2) to calculate the radial permeability; experimental radial

fluid injection could indeed differ from the simple geometry used in our FEM model.

Secondly, we have observed an important loss of the radial permeability up to a

confining pressure of 10 MPa from 20% for the Bentheimer sandstone of the initial

value to 60% for the FS2 sample. Those strong evolutions are not observed on the FS1

sample that is subjected to higher initial confining pressure of 6 MPa. The important

loss of radial permeability could not be explained only by the response of the sandstone

sample, but also by an intensive deformation of fiber within the Al316 spacers placed

between injectors and sample surface. To understand how the discs are deformed during

the compression tests, we have observed the microstructure of as-received and

deformed discs by microtomography imaging analysis (see Fig. 10). The undeformed

disc exhibits two superposed layers with averaging mesh aperture of 10 lm (transect

A–B) and 25 lm (transect C–D) for an averaging thickness of 600 lm, whereas the

deformed disc is inhomogeneously compacted by up to 200 lm. The most porous layer

is the most intensively strained.

These high deformations of the discs might have reduced drastically their

permeabilities and certainly induced important perturbation of the flow conditions at

the inlet and the outlet of the injectors. The deformation of the discs could have been

more pronounced during the first steps of confining pressure increase, which could

explain efficiently the drastic drop of radial permeabilities. The impact of the discs

deformations on their permeabilities is very difficult to quantify; we suggest that

experimental measurements performed above 10 MPa might be representative of sample

behavior. Nevertheless, the discs are needed to perform radial flows; indeed, compression
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tests performed without the discs lead to clogging of the injectors and the loss of the

radial measurements capacity.

8. Conclusions

Our first experiments validate a new triaxial cell specifically designed for multi-

directional permeability measurements in reservoir rocks under hydrostatic and

deviatoric stresses. We have used two types of sandstones covering a wide range of

porosity (from 5.8 to 24.4%) and permeabilities (from 2.5 to 3000 mD). Classical axial

permeability measurements on Fontainebleau sandstone with our setup are in very good

agreement with other experiments and models from the literature.

However, our classical axial (full-length) and radial permeability measurements are

very sensitive at the beginning of the hydrostatic loading both for Fontainebleau and

Bentheimer sandstones. The evolutions of permeabilities are characterized, in most cases,

by an initial strong decrease followed by a slight linear variation. In contrast, the

innovative axial mid-length measurements present a more moderate and steady evolution.

Our experimental results and FEM simulations suggest stress inhomogeneities (variation

in magnitude and triaxiality) in the vicinity of the piston/sample interfaces which may

induce local microstuctural evolutions (damage at the grain scale or pore collapse), which

in turn might strongly reduce the full-length axial permeability. Such end effects would

not affect the mid-length axial permeability measurements, which are what we observe.

Our work clearly shows that hydromechanical end effects can alter significantly the

standard permeability measurements using classical permeameter, even on consolidated

rocks, like sandstones, thought to be less sensitive. This may lead to erroneous

micromechanical interpretation of permeability reduction and also to an overestimation

of the permeability decrease with overburden stress or effective stress evolution,

potentially critical for field case developments. Experimental data of pressure dependent

Figure 10

Microtomography slices of Al-316 fiber discs in (left) underformed (0.5 mm thickness) and (center) deformed

states; (right) drawing showing the fiber disc position on a radial flow port.
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permeability, reported in the literature, should therefore be considered with care.

Recent experiments performed on carbonates showed less pronounced end effects,

suggesting mineralogical and/or microstructural influences.

As for the radial permeability evolutions, we have clearly observed, after loading,

microstructural evolutions of the Al316 spacers inserted between the sample and the flow

lines that could explain the initial loss of radial permeability.

Additional uniaxial loading experiments do confirm the influence of shear-band

formation on radial permeability which is strongly reduced owing to grain crushing and

densification within the shear band. These motivating results show the interest of

directional measurements during a single loading experiment to investigate more

efficiently the influence of high deformation on generated anisotropy. With regards to the

pressure limit of our experimental setup (69 MPa) and the high strength of sandstone

samples, we are only able to investigate the influence of the brittle failure regime on the

permeability evolution. Nevertheless, preliminary experiments performed on soft

carbonates reach higher deformation regimes, such as the shear-enhanced compaction

regime, and provide a new set of data with which to understand the influence of stress

paths on permeability anisotropy evolutions.
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Microstructural Inhomogeneity and Mechanical Anisotropy Associated

with Bedding in Rothbach Sandstone

LAURENT LOUIS,1 PATRICK BAUD,2 and TENG-FONG WONG
3

Abstract—This study present the result of conventional triaxial tests conducted on samples of Rothbach

sandstone cored parallel, oblique (at 45 degrees) and perpendicular to the bedding at effective pressures ranging

from 5 to 250 MPa. Mechanical and microstructural data were used to determine the role of the bedding on

mechanical strength and failure mode. We find that samples cored at 45 degrees to the bedding yield at

intermediate level of differential stress between the ones for parallel and perpendicular samples at all effective

pressures. Strain localization at high confining pressure (i.e., in the compactive domain) is observed in samples

perpendicular and oblique to the bedding but not in samples cored parallel to the bedding. However, porosity

reduction is comparable whether compactive shear bands, compaction bands or homogeneous cataclastic flow

develop. Microstructural data suggest that (1) mechanical anisotropy is controlled by a preferred intergranular

contact alignment parallel to the bedding and that (2) localization of compaction is controlled by bedding

laminations and grain scale heterogeneity, which both prevent the development of well localized compaction

features.

Key words: Sandstone, mechanical strength, anisotropy, strain localization, heterogeneity.

1. Introduction

Significant anisotropy in mechanical behavior and failure strength can arise from

planar rock fabrics such as bedding in sedimentary rocks, cleavage in slates, as well as

preferred orientation or arrangement of minerals and cracks in igneous and metamorphic

rocks. The anisotropy of tensile and compressive strengths may be associated with

different failure modes and deformation mechanisms, depending on how stress is applied

relative to the anisotropy planes (BAUD et al., 2005).

Extensive studies have been conducted on the brittle strength of anisotropic rocks as a

function of the angle h between the maximum principal stress and the foliation or

bedding. In relatively compact rocks (such as slate, phyllite, schist, gneiss and

amphibolite) as well as in more porous rocks such as shale, the brittle strength
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anisotropy is characterized by a minimum in the peak stress at h = 30–45� and maxima

at h = 0� and 90�. Such strength anisotropy can be interpreted by a model with the

foliation or clay-rich bedding acting as ‘‘planes of weakness’’ that promotes frictional slip

and wing crack growth (e.g., WALSH and BRACE,1964; RAWLING et al., 2002; JAEGER and

COOK, 1979). However, the anisotropic behavior is fundamentally different in a porous

sandstone, the strength of which may attain maximum and minimum values at h = 90�
(perpendicular to bedding) and h = 0� (parallel to bedding), respectively. As reviewed by
BAUD et al. (2005), many questions related to the mechanics of anisotropic failure in

porous sandstone remain unanswered.

What are the actual microstructural attributes that govern the apparent influence of

bedding on failure in an anisotropic porous sandstone? In response to an applied

deviatoric stress field, the pore space in the rock may dilate or compact, and the brittle-

ductile transition is sensitively dependent on the interplay of dilatancy and compaction.

How does bedding influence the onset and development of compactive yield, and to what

extent can bedding anisotropy influence the development of strain localization and failure

modes associated with the brittle-ductile transition? We chose the Rothbach sandstone,

the anisotropic behavior of which had been investigated focusing on the two end-

members represented by samples cored perpendicular and parallel to bedding (WONG

et al., 1997; BAUD et al., 2005; LOUIS et al., 2007a). In this study, a series of new

experiments were performed on ‘‘oblique’’ samples cored at 45� with respect to the

bedding. Systematic microstructural investigation on undeformed and deformed samples

were conducted using optical and electron microscopy, as well as X-ray CT-imaging.

2. Characterization of Microstructural Inhomogeneity Associated with Bedding

The Rothbach sandstone belongs to the Lower Triassic ‘‘Vosgian sandstone’’

formation, with extensive outcrops on either side of the Rhine Graben in northeastern

France and southwestern Germany. Reddish in color, the Rothbach sandstone formed

from cross-bedded, fluvial sediments and has been widely used as a building stone. It has

been the focus of various studies on mechanical (DAVID et al., 1994; WONG et al., 1997;

BÉSUELLE et al., 2003; BAUD et al., 2004) and other physical (ZHU and WONG, 1997; LOUIS

et al., 2005) properties.

Our samples were cored from the block studied by BAUD et al. (2004), with initial

porosity of 20 ± 1%. Its modal composition is 68% quartz, 16% feldspar,*12% clays, 3%

oxides and mica (DAVID et al., 1994). Optical microscope observations of LOUIS et al.

(2005) indicate a granulometric layering, that alternates between zones with significant

contrasts in porosity and grain size. Whereas the more porous layers have coarser grains

(with diameters in the range 200–250 lm), the more compact layers have finer grains (with

diameters in the range 100–150 lm). The more compact layers (with thicknesses down to

1 mm) are significantly thinner than the more porous zones (with thicknesses up to 1 cm).

LOUIS et al. (2005) observed that a majority of grains in Rothbach sandstone were
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preferentially elongated along the bedding plane, and that the intergranular contacts were as

well aligned preferentially with bedding. They suggested that these microstructural

attributes may collectively contribute to elastic anisotropy (on the order of 5%), as

manifested by a relatively high P-wave velocity measured perpendicular to the bedding. An

objective of this study is to characterize quantitatively such microstructural inhomoge-

neities.

2.1. X-ray-computed Tomography: Density and Porosity Contrasts

To characterize quantitatively the density and porosity contrasts associated with

bedding and its spatial distribution, we used the High-Resolution CT Facility at the

University of Texas at Austin to scan the Rothbach sandstone samples. The facility there

employed a 200 kV microfocal X-ray source capable of a < 10 lm focal spot size, and

our data were typically acquired with the source at a peak energy of 180 kV. The

methodology for data acquisition and analysis was described in KETCHAM and ITURRINO

(2005) and KETCHAM and CARLSON (2001).

We show in Figure 1a an image (with voxel dimension 50 lm) for an undeformed

sample cored oblique to the bedding plane. The grey level of a voxel in the image

corresponds to the CT-number, which is related to the attenuation of X-ray passing

through the porous material. While the attenuation in a solid mineral is predominantly

controlled by the atomic number of its elements, its value in a porous material is also

dependent on the density, and hence sensitive to the local porosity in a voxel (KETCHAM

and CARLSON, 2001). In Figure 1a, the sedimentary layering is manifested by relatively

light narrow zones corresponding to dense laminations. In this sandstone sample, we

visually isolated 11 zones of alternating high and low porosity.

If the spatial distribution of minerals in the solid matrix is relatively homogeneous,

then the average CT-number in a given area can be approximated as linearly related to the

porosity (VINEGAR et al., 1991; DESRUES et al., 1996). In a plot of the grey level versus

density (Fig. 1b), this linear relation can be established by connecting a straight line

between the two points corresponding to the grey level of the void space (with zero

density) and the mean grey level of the sample image (with an average density of

2070 kg/m3 for our sandstone). Using this linear relation, the density of a subset of the

sample can then be inferred from the mean grey level of the voxels embedded in this

subset. As illustrated in Figure 1c, the 11 zones identified in Figure 1a have distinct mean

values of grey level, implying distinct values of average local density (Fig. 1c). The

inferred density variation among the 11 zones in the sample is about ± 5% with reference

to the bulk density of 2070 kg/m3 for the entire sample. If we assume a porosity value of

20.4% (which corresponds to the arithmetic mean for > 30 samples cored in the same

block), we can infer the local porosity of the 11 zones from these density estimates

(Fig. 1a). We thus infer that the presence of bedding in this sample of Rothbach

sandstone is associated with significant contrasts in porosity, ranging from 15.8% to

23.7%.
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2.2. Scanning Electron Microscopy: Anisotropy of Intergranular Contact Normal

A backscattered scanning electron microscope (SEM) image of the grain and pore

structure is presented in Figure 2a. The bedding of this sample was sub-horizontal. It can

be observed that the quartz grains and lithic fragments of quartz and K-feldspar are well

cemented and coated by clay minerals (mostly illite as determined by semi-quantitative

X-ray-based elemental mapping under the SEM). Similar features were observed under

the laser scanning confocal microscope (LOUIS et al., 2005). Details of an intergranular

contact in one of the more porous (and relatively thick) zones as revealed by

backscattered SEM (Fig. 2b) is contrasted with an image of the same area observed by

cathodoluminescence (CL) SEM (Fig. 2c). Since CL-SEM can distinguish different

Figure 1

a. X-ray CT scan of a sample of Rothbach sandstone cored at*45 degrees to the bedding and porosity values in

visually identified regions derived directly from density in Figure 1c assuming a porosity of 20.4% for the entire

sample image. b. Ad hoc calibration line retrieved from the CT scan image. c. Position of the zones isolated in

a. on the calibration line assuming a linear relationship between average grey level and effective density.
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diagenetic generations of crystallization, healed cracks and crushed grains that were

subsequently lithified which were not resolved by backscattered SEM are imaged in

Figure 2c. Similarly, Figures 2d and 2e present backscattered and CL images,

respectively, of an intergranular contact in one of the more compact (and relatively

thin) zones. For either intergranular contact, the geometry of the contact and damage

zone suggest that relatively intense compaction occurred after deposition and that the

effective contacting surface was enhanced sub-parallel to bedding.

To characterize the contact length distribution and its anisotropy, *1700 intergran-

ular contacts located in both low and high porosity areas were randomly selected from a

mozaic of SEM images of a sample with sub-horizontal bedding. Bedding is described

here as sub-horizontal due to its crosscut nature and fuzzy boundaries between layers.

The total surface investigated was about 6*20 mm2. Each grain contact was approxi-

mated by a linear segment, the length and orientation of which were measured. Figure 3a

shows the angular variation (in bins of 5�) of the contact normals so measured. The most

populated angular classes of contact normal are located close to the top direction of the

image that was used for the analysis. In Figure 3a we also plot the contact length as a

function of its orientation (represented by an angle that is complementary to the normal

direction). Compared with the contact normal distribution, even though the anisotropy of

contact length is not as pronounced, it still shows an overall trend for longer contacts to

be close to horizontal.

Figure 2

a. Scanning electron microscope image (BSE – backscattered electrons) of the Rothbach sandstone. Grains and

lithic clasts of quartz (Q) and K-feldspar (FK) are coated with clays (mostly illite, denoted by Il). The pore space

is denoted by P. b. BSE image of a grain contact in relatively high porosity zone. c. Cathodoluminescence image

of the grain contact in b. d. BSE image of a grain contact in relatively low porosity zone. e.

Cathodoluminescence image of the grain contact in d.
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We also conducted measurement of the angular distribution of linear intercept density

for this population of*1700 grain contacts. The linear intercept density is a stereological

parameter defined as the number of intersections between a test array of parallel lines and

a population of objects, normalized by the total length of the test array (UNDERWOOD,

1970). The anisotropy can be characterized by using arrays in different orientations. On

our digital image showing all the grain contacts, an automated procedure was developed

to count the number of intercepts made by the intergranular contacts with 180 test arrays

at angles varying from 0� to 179�. Such stereological measurements map out the

anisotropic distribution of contact length per unit area as imaged on the two-dimensional

section. If the distribution in the cylindrical sample can be approximated as axisymmet-

ric, then the stereological data can also be related to the anisotropic distribution of contact

area per unit volume in the sandstone. Our data in Figure 3b indicate a maximum

intercept density at 11� to the vertical, which corresponds to a maximum specific surface

area for intergranular contacts oriented at 11� to horizontal. Since the bedding in this

sample is sub-horizontal, this implies an overall trend for the intergranular contacts to

align in orientations sub-parallel to bedding.

3. Mechanical Deformation and Failure Mode

To complement the data sets of WONG et al. (1997) and BAUD et al. (2005) for

Rothbach sandstone samples cored parallel and perpendicular to bedding, in this study we

focused our mechanical tests on samples cored at an oblique angle of *45� to bedding.

In addition, selected tests were conducted on samples cored parallel and perpendicular to

Figure 3

a. Preferred intergranular contact orientation and average length as a function of the observation angle from a

SEM mosaic with nominally horizontal bedding. b. Digital intercept density taking into account both length and

orientation of the intergranular contacts. Larger effective contacting surface dips 10–15 degrees to the right.
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the bedding to acquire a more complete data set for all three orientations at several

effective pressures (Table 1). The samples were cylinders with diameter of 18.4 mm and

length of 38.1 mm. They were saturated with deionized water and deformed between

lubricated end caps in conventional triaxial tests under drained conditions at a constant

pore pressure of 10 MPa. The tests were performed at room temperature, axial strain rate

of 1.3 9 10-5 s-1 and effective pressures ranging from 5 to 250 MPa. The volume

change was approximated by the ratio of the pore volume change (given by the pore

volumometer DCDT) to the initial bulk volume of the sample (WONG et al., 1997). The

acoustic emission (AE) activity was pre-amplified and discriminated from electric noise

using signal amplitude and frequency characteristics (ZHANG et al., 1990).

In the following, we will use the convention that compressive stresses and compactive

strains are positive. Maximum and minimum compressive stresses will be denoted by r1
and r3, respectively. We will denote the pore pressure by Pp, the confining pressure by Pc

(Pc = r2 = r3) and the difference between the confining pressure and the pore pressure

(Pc-Pp) by Peff (effective pressure). The effective mean stress (r1 ? 2r3)/3-Pp will be

denoted by P and the differential stress (r1-r3) by Q.

We will refer to samples that were cored perpendicular, parallel and at *45� degrees
to bedding as ‘‘perpendicular’’, ‘‘parallel’’ and ‘‘oblique’’, respectively.

3.1. Stress-strain Data and Acoustic Emission Activity

Figure 4 presents the data of a hydrostatic compaction test for an oblique sample,

showing the effective pressure as a function of the porosity reduction. In such a hydrostat

for a porous rock, one typically observes an inflection point P* that corresponds to the

critical effective pressure for the onset of grain crushing and pore collapse. In a porous

sandstone, this grain crushing pressure is primarily controlled by the porosity and grain

size (ZHANG et al., 1990). For this particular experiment, we obtained a value of 239 MPa

for P*. A total of eight tests performed on perpendicular, oblique and parallel samples

gave an average value of 237 MPa for P* (see also Table 1).

We also present in Figure 4 the results of two conventional triaxial tests on oblique

samples deformed at 5 MPa and 150 MPa effective pressure. If the porosity change was

solely controlled by the effective mean stress, then the triaxial curves should coincide

with the hydrostat, and any deviation would indicate that the differential stress also

contributes to porosity change. In the test at 150 MPa effective pressure, we observed an

accelerated porosity reduction that initiated at the critical stress state indicated by C*,

which thus marked the onset of ‘‘shear-enhanced compaction’’ (WONG et al., 1997). In

contrast, in the test at 5 MPa, the porosity reduction was observed to decelerate with

respect to the hydrostat at the critical stress state indicated by C0, which thus marked the

onset of dilatancy.

In Figures 5a-b and Figures 5c-d we compare the mechanical data for perpendic-

ular, oblique and parallel samples deformed at these two effective pressures. At

relatively low confinement (5 MPa effective pressure), the mechanical responses for
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Table 1

Compilation of all mechanical data for the three coring directions investigated

Effective

stress

Regime (B):brittle

(C):compactive ?

(d):dilatancy

Mean and differential stresses

at failure ( ) Onset of shear-induced dilation C0

r3–Pp (MPa) (r1?2r3)/3-Pp (MPa) r1-r3 (MPa)

Perpendicular 5 (B) ? (d) 26 (13) 61 (24)

10 (B) ? (d) 35 (15) 74 (15)

20 (B) ? (d) 52 (38) 95 (54)

35 (B) ? (d) 77.5 (55) 127 (60)

40 (B) 77.5 111

55 (C) 97 124

55 (C) 99 130

90 (C) 131 122

110 (C) 161 137

130 (C) 172.5 123

130 (C) 173 125

150 (C) 193 126

165 (C) 202 112

240 (C) 240 0

245 (C) 245 0

245 (C) 245 0

Oblique (*45 deg) 5 (B) ? (d) 24 (8) 54 (9)

10 (B) ? (d) 31 (15) 62 (15)

20 (B) 50 86

30 (B) 65 103

55 (C) 95 116

90 (C) 127 108

130 (C) 163 98

150 (C) 182 93

170 (C) 199 82

190 (C) 214 70

238 (C) 238 0

239 (C) 239 0

Parallel 5 (B) ? (d) 22 (16) 48 (33)

10 (B) ? (d) 30 (21) 58 (33)

20 (B) ? (d) 47 (28) 80 (24)

30 (B) 57 82

50 (C) 80 90

55 (C) 88 97

90 (C) 124 99

115 (C) 150 102

130 (C) 161 91

130 (C) 162 94

140 (C) 168 84

150 (C) 177.5 79

190 (C) 204 38

200 (C) 210 30

220 (C) 220 0

234 (C) 234 0

238 (C) 238 0
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all three orientations are typical of the brittle faulting regime. The differential stress

as a function of axial strain attains a peak, and then the sample strain softens while

the differential stress drops to a residual level (Fig. 5a). With reference to the

hydrostat, the data for effective mean stress as a function of porosity reduction

(Fig. 5b) indicate the onset of dilatancy in the pre-failure stage before reaching the

peak stress. Our data indicate that the maximum, intermediate and minimum values of

peak stress were associated with the perpendicular, oblique and parallel samples,

respectively.

At relatively high confinement (150 MPa effective pressure), the mechanical

responses for all three orientations are typical of the cataclastic flow regime. The

differential stress continues to increase as a function of axial strain, characteristic of

strain hardening behavior (Fig. 5c). With reference to the hydrostat, the data of effective

mean stress as a function of porosity reduction (Fig. 5d) indicate the development of

shear-enhanced compaction in all three orientations. Our data indicate that the maximum,

intermediate and minimum values of the critical stress for the onset of shear-enhanced

compaction were associated with the perpendicular, oblique and parallel samples,

respectively.

0

10

20

30

40

50

-0,2 0 0,2 0,4 0,6 0,8 1

0

50

100

150

200

250

300

350

400

0 2 4 6 8 10

E
ffe

ct
iv

e 
m

ea
n 

st
re

ss
 (

M
P

a)

Porosity reduction (%)

C*

Hydrostat

C'

Peff=5 MPa

Peff=150 MPa

P*

Figure 4

Hydrostatic compaction test (r1 = r2 = r3) for a sample of Rothbach sandstone and results of two triaxial

experiments in an effective mean stress vs. porosity reduction plot. The effective stress corresponding to the

onset of grain crushing and pore collapse in the hydrostatic tests (*239 MPa) is denoted by P*. For the triaxial

test at Peff = 5 MPa, porosity change decelerates with respect to the hydrostat at a critical stress state marked by

C 0 (shear-induced dilation). For the triaxial test at Peff = 150 MPa, an accelerated porosity decrease occurs at

the critical stress state C* (shear-enhanced compaction).
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We compile in Figure 6 the stress-strain curves for all 6 oblique samples deformed at

effective pressures ranging from 55 MPa to 190 MPa. The AE activities recorded in these

experiments (except for the one at 55 MPa) are also presented. The data for 130 MPa

effective pressure were previously presented by LOUIS et al. (2007a), who compared the

AE activity of this oblique sample with a perpendicular and a parallel sample deformed at

the same effective pressure. They noted subtle differences in AE activity among these

three samples when stressed to beyond the onset of shear-enhanced compaction. Whereas
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Example of mechanical data obtained for perpendicular, oblique and parallel samples at low (5 MPa) and high

(150 MPa) effective pressure. a. Stress vs. strain curve at 5 MPa effective pressure. b. P vs. porosity reduction at

Peff = 5 MPa. c. Stress vs. strain curve at Peff = 150 MPa. d. P vs. porosity reduction at Peff = 5 MPa. For

both values of Peff, oblique samples have intermediate mechanical strength between perpendicular and parallel

samples.
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distinct upsurges in AE activity were observed in both the oblique and perpendicular

samples, AE rate in the parallel sample seemed almost constant. In light of the conclusion

of BAUD et al. (2004) that such differences in AE activity may signify differences in failure

mode, the data therefore suggest the possibility that these samples cored in different

orientations may have failed by different modes of strain localization. The data in Figure 6

show that the AE activities in oblique samples deformed at effective pressures of 90, 150,

170 and 190 MPa were qualitatively similar to the 130 MPa sample, in that the

development of shear-enhanced compaction was manifested by at least one AE upsurge,

which was sometimes accompanied by a small stress drop on the order of 10 MPa.

3.2. Brittle Strength and Compactive Yield Stress

In Figure 7a, we compiled in the P-Q space data on brittle strength and the stress state

at the onset of shear-enhanced compaction C* of Rothbach sandstone for the three coring

directions investigated (cf., Table 1). We plot the peak stress for samples that failed by

brittle faulting and the differential stress at the onset of shear-enhanced compaction. We

also plot in Figure 7b these critical stresses as functions of angle h between the maximum

principal stress and the bedding. There appears to be an overall trend for the maximum,

intermediate and minimum values of both the brittle strength and compactive yield stress

(at the same effective mean stress) to be associated with the perpendicular, oblique and

parallel samples, respectively. This result contrasts chiefly with the frequent observation

that strength is minimum at 30–45 degrees with respect to the bedding plane in a layered

material.
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Our brittle strength data for Rothbach sandstone are in basic agreement with the more

systematic investigation on Adamswiller sandstone by MILLIEN (1992), who deformed

nominally dry samples cored in seven bedding orientations (0�, 15�, 30�, 45�, 60�, 75�
and 90�) at six fixed confining pressures ranging from room pressure to 50 MPa. They

observed a general trend for the brittle strength to gradually decrease with decreasing

angle, from a maximum for the perpendicular sample (90�) to a minimum for the parallel

sample (0�). The brittle failure envelope for our oblique samples seems to fall very close

to that of the perpendicular samples. However, it should be noted that duplicate

experiments indicate significant sample-to-sample variability in the brittle strength. In

contrast, the data for the compactive yield stresses were not as variable. Although

previous studies (e.g., WONG et al., 1997) have investigated the yield stress contrast

between samples cored perpendicular and parallel to bedding, to our knowledge this is

the first systematic measurement of the yield stress of porous sandstone samples cored in

an oblique direction. Our data demonstrate that in general, the compactive yield stress of

an oblique sample is intermediate between those of the parallel and perpendicular

samples. It is likely that the compactive yield stress follows a trend similar to that for the

brittle strength, showing a progressive decrease with decreasing angle, from a maximum

for the perpendicular sample (90�) to a minimum for the parallel sample (0�).

3.3. Failure Mode and Spatial Distribution of Damage

Thin sections of the failed samples were prepared along a surface parallel to the

sample axes. For the parallel and oblique samples, sections were prepared so that the

strike of the bedding would be perpendicular to the observation plane. The oblique

sample that failed at 10 MPa effective pressure was sent to the High-Resolution CT

Facility at the University of Texas at Austin for a full scan at 50 lm resolution, then a

thin section cut parallel to the sample axis was prepared for observation under the

microscope. To characterize the spatial distribution of damage, we adopted the technique

of MENÉNDEZ et al. (1996). The thin section of a failed sample was divided into elemental

squares and each square was then assigned a damage index on the basis of optical

microscope observations. If n denotes the average number of cracks per grain, then index

values of I, II, III and IV correspond to n < 2, 2 B n < 5, 5 B n < 10, and n > 10,

respectively. The damage was determined for two oblique samples compacted at

effective pressures of 130 MPa and 190 MPa, using elemental squares with widths of

0.75 mm and 1.00 mm, respectively.

3.3.1 Brittle failure. At effective pressures of 5 MPa, 10 MPa and 30 MPa, shear bands

were observed to develop in the failed samples for all three orientations we investigated.

Our microstructural observations focused on the oblique samples.

Figure 8a shows a X-ray scan of the oblique sample that failed at 10 MPa effective

pressure. The scan corresponds to an axial plane that cut through the sample. Slight

bulging of the bottom part of the sample was observed, together with an open shear band
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emanating from the sample surface. The grey level contrast between nominally

undeformed parts on either side of the open fracture suggests that the shear band

propagated close to an interface between two zones of contrasting porosities and/or

average grain sizes. In Figure 8b we present a transverse cross section (cut parallel to the

basal plane of the sample) at the height of *16 mm, as marked by the dotted line in

Figure 8a. The shear band maps out a somewhat tortuous arc that extended across the

section, and again the contrast in grey level suggests a propagation in the vicinity of a

strong porosity gradient (porosity estimations using the method presented in section 2.1.

provided values of respectively 19.7% and 25.0% for the lower and higher porosity

zones).

A mosaic (overlapping with the region enclosed by the dotted contour in Figure 8a)

was acquired under the optical microscope in reflected light (Figs. 9a-c). Damage in

the form of intensely cracked grains was observed in the shear band, which cut through

the section along a somewhat tortuous path with apparent thickening near the bottom of

the sample. The angle of the shear band with respect to the vertical axis of the sample is

*40�, which is appreciably higher than the *30� angle for perpendicular Rothbach

sandstone samples that was reported by BÉSUELLE et al. (2000). It should also be noted

Figure 8

X-ray scan of an oblique sample deformed at Peff = 10 MPa. a. Vertical section containing the sample axis.

b. Basal plane section at height *16 mm.
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that in comparison to their perpendicular samples, the shear band analyzed here is not as

geometrically complex. This difference is in basic agreement with MILLIEN’s (1992)

observations on Adamsviller sandstone. She concluded that when samples were cored

along a direction oblique to the bedding plane, the strike of the shear band would almost

systematically lie parallel to bedding.

3.3.2 Shear-enhanced compaction. Previous investigations of the damage evolution re-

lated to compactive yield are restricted to perpendicular and parallel samples. In a per-

pendicular sample of Rothbach sandstone failed at 130 MPa effective pressure, the

microstructural observations and stereological data of BÉSUELLE et al. (2003) demonstrate

the development of several diffuse compaction bands with intense damage that are

subparallel to bedding. BAUD et al. (2004) suggested that the development of each of

Figure 9

a. Optical microscope image mosaic corresponding to the area traced in Figure 8a. b,c. Intense damage and

indications of shear are found across the localized band.
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these diffuse compaction bands was probably manifested by a distinct upsurge in AE

activity, and that the localized damage first initiated near an interface and then propa-

gated laterally to form a relatively diffuse band within the more porous zone between

neighboring bedding planes.

In contrast, the damage in a parallel sample was observed to be more diffuse, and as

noted earlier, the AE activity did not show any discrete surge. In a parallel sample of

Rothbach sandstone failed at 130 MPa effective pressure, BAUD et al. (2005) documented

relatively short segments of elongate damage subperpendicular to r1. The overall damage

was distributed homogeneously in that although elongate clusters had developed, they did

not propagate all the way across the sample, possibly because the bedding planes

inhibited their continuous growth.

Such fundamental differences in the spatial pattern of damage between a perpen-

dicular and a parallel sample were further documented by LOUIS et al. (2007a). In

particular, they studied an oblique sample failed at effective pressure of 130 MPa, and

here we extended this previous study to also analyze an oblique sample failed at

190 MPa. In Figures 10a-c, we present the spatial distributions of damage in the

perpendicular, oblique and parallel samples failed at 130 MPa. In contrast to the

delocalized pattern of damage in the parallel sample, a number of diffuse, elongate zones

of intense damage subparallel to bedding can be identified in both the perpendicular and

oblique samples. As noted earlier, distinct upsurge in AE activity were observed in both

perpendicular and oblique samples, which may be related to the propagation of these

diffuse bands. Taking into account their kinematics relative to the r1 orientation, these

diffuse bands can be categorized as compaction bands and compacting shear bands,

respectively.

Our data for the oblique sample failed at 190 MPa effective pressure (Fig. 11a) show

a damage pattern qualitatively similar to the compacting shear band in the 130 MPa

sample. We also performed a more refined damage mapping of this sample. Under

relatively high magnification, small elemental areas (*50 lm wide) were analyzed and

those associated with intense grain crushing (with damage index = IV) were pinpointed

on the image. In Figure 11b the dark areas correspond to these intensely damaged

clusters, which are heterogeneously distributed within what appears as diffuse bands in

Figure 11a under lower magnification. This observation at higher resolution reveals

the presence of short subhorizontal elongated patches, what suggests possible band

propagation on short distances in higher porosity zones.

4. Discussion

4.1. Microstructural Origin of the Mechanical Anisotropy

For several decades, numerous studies have been conducted on the brittle strength of

anisotropic rocks as a function of the angle h between r1 and the foliation or bedding.
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BAUD et al. (2005) noted that two types of anisotropic behavior should be distinguished.

The first type of brittle strength anisotropy manifested by a minimum in the peak stress at

h = 30–45� and maxima at h = 0� and 90�, has been widely observed in relatively

compact rocks such as slate, phyllite, schist, gneiss and amphibolite, as well as in more

porous rocks such as shale. Such strength anisotropy can be interpreted by a model with

the foliation or clay-rich bedding acting as ‘‘planes of weakness’’ that promotes frictional

slip and wing crack growth (e.g., WALSH and BRACE, 1964, RAWLING et al., 2002).

The second type of behavior commonly observed in porous sandstones is manifested

by a progressive decrease of brittle strength with bedding angle, with a maximum at

h = 90� (perpendicular to bedding) and minimum at h = 0� (parallel to bedding).

Rothbach sandstone has this type of strength anisotropy, and our microstructural

observations have provided some insights into the micromechanics. According to our CT

data (Fig. 1), the thin bedding planes are relatively compact and fine-grained. Therefore

one would expect them to be stronger than the more porous and thicker zones outside.

Hence the bedding in a porous sandstone may actually represent planes of relative

strength (and not weakness), and accordingly the strength anisotropy in a porous

sandstone is fundamentally different from that in a foliated metamorphic rock or shale.

Figure 10

a.-c. Damage maps obtained by LOUIS et al. (2007a) on thin sections of samples deformed at Peff = 130 MPa.

Each cell is attributed a damage index value between 1 and 4 based on the average number of cracks per grain

(cf., section 3.3).
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Given the porosity (and inferred strength) contrast, a plausible model for the strength

anisotropy is that of a composite with strong layers bonded to a relatively weak matrix.

This class of model has been widely analyzed in the mechanics of composite materials

(e.g., HULL, 1981), and it typically predicts the composite to have maximum and

minimum strengths at h = 0� and h = 90�, respectively. This model prediction is

diametrically opposite to laboratory observations on porous sandstones (Fig. 7).

There are at least two microstructural attributes that are not being considered in this

idealized model. First, in fluviatile sandstone such as the one studied here, the boundaries

between relatively compact and more porous zones are likely to be rather diffuse and

irregular. Moreover, mechanical heterogeneities inherent to granular assemblies are

believed to play an important role in damage nucleation and propagation. In the case of

parallel samples, which are the ones that would be expected to be mechanically stronger

according to the conceptual layered model, failure may in fact occur through the

Figure 11

a. Damage map obtained from a thin section of the oblique sample deformed at Peff = 190 MPa. b. High

resolution damage mapping based on direct microscope observation for the sample deformed at

Peff = 190 MPa. Damage zones are represented with their actual extent. Deformation appears more localized

than in Figure 11a with highly tortuous compaction structures.
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solicitation of mechanically weaker zones outside the denser layers. Second, the

development of grain-scale damage in a porous sandstone is strongly influenced by

geometry and cementation of the intergranular contacts (e.g., MENÉNDEZ et al., 1996;

WONG and WU, 1995). Our new data on the anisotropic distributions of grain contact

number and length (Fig. 3) suggests that these features could be for a significant part

responsible for the observed mechanical anisotropy. This potential influence on brittle

strength anisotropy should probably be incorporated into a more realistic micromechanics

model.

In this study we have demonstrated that the anisotropies of compactive yield stress

and brittle strength are qualitatively similar, and it is therefore likely that the two

microstructural attributes discussed above can exert analogous control over both modes

of failure. Our data also underscore the important influence of bedding on mode of strain

localization. Whereas alignment of the maximum compressive stress with bedding would

inhibit the development of compaction localization (and thus promote distributed

cataclastic flow), diffuse shear or compaction bands readily developed in Rothbach

sandstone samples with r1 applied oblique or perpendicular to bedding.

LOUIS et al. (2007b) recently suggested that a diffuse mode of compaction localization

is promoted by grain-scale heterogeneity, as characterized by relatively broad distribu-

tions of CT-number and grain contact diameter. They compared the data for Berea

sandstone samples (cored perpendicular to bedding) with those for Bentheim and

Diemelstadt sandstones. Whereas Berea sandstone tends to develop diffuse shear or

compaction bands (analogous to what we observed in Rothbach sandstone), Bentheim

and Diemelstadt sandstones readily develop relatively thin and discrete compaction bands

when deformed to failure under high confinement (BAUD et al., 2004). To further

investigate this question, we analyzed the distributions of CT-number (grey level) and

grain contact length of an undeformed Rothbach sandstone sample. In Figure 12a,

normalized grey level distributions of X-ray images acquired in Bentheim, Diemelstadt

and Rothbach sandstones are represented. The distribution for the Rothbach sandstone

was obtained by selecting in the original image higher porosity zones where compaction

was observed to preferentially occur. In the same manner as for Berea sandstone (LOUIS

et al., 2007b), the distribution for the Rothbach sandstone is significantly broader than for

Bentheim and Diemelstadt sandstones, and therefore more heterogeneous. In Figure 12b,

intergranular contacts were traced from optical microscope images, then measured in

length with the automated function provided in ImageJ freeware. Apart from differences

in average contact length, which varies with grain size, composition and degree of

cementation, one can again clearly distinguish Bentheim and Diemelstadt sandstones

with nearly identical narrow contact length distribution, from the Rothbach sandstone

which shows significantly broader distribution. As proxies for grain-scale heterogeneity,

these statistics of CT-number and grain contact length strongly support the idea that

discrete compaction bands are promoted in a relatively homogeneous granular material,

in agreement with recent numerical simulations using network (KATSMAN et al., 2005) and

discrete element (WANG et al., 2008) models.
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4.2. Compactive Yield Caps and Inelastic Deformation

BAUD et al. (2006) fitted the yield envelopes of four sandstones of porosity ranging

from 13% to 23% with an elliptical cap of the form:

P� Cð Þ2
A2

þ Q2

B2
¼ 1

in which the ellipse is anchored at P* (A ? C = P*) and B/A represents the aspect ratio

of the cap. For Bentheim, Berea and Darley Dale cored perpendicular to bedding as well

as Adamswiller cored parallel to bedding, they consistently found B/A > 1. Figure 13

shows that such elliptical caps provide a decent fit of our yield envelopes for Rothbach

sandstone cored in the three studied orientations. The caps for the parallel and oblique

orientations have comparable aspect ratios slightly smaller than 1 (Figs. 13a and 13b).

The cap for the samples cored perpendicular to bedding has a significantly different shape

with an aspect ratio of 1.27 (Fig. 13c) in the range of the values found by BAUD et al.

(2006) for other sandstones.

Figures 13a-c also present contours in the stress space corresponding to specific

values of the volumetric strain. Since in a sandstone plastic deformation of the solid

grains is negligible at room temperature under the pressure conditions, in our

experiments, the plastic porosity change D/p represent the bulk of the plastic volumetric

strain and to the first approximation we can take epv ¼ D/p. Because a lot of our

experiments were stopped after a few percents of axial strain for microstructural studies,

we could only draw those contours over a relatively modest range of plastic volumetric
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a. Grey level distribution of X-ray CT images from Bentheim, Diemelstadt and Rothbach sandstones. The

distribution of the Rothbach is noticeably more spread than for the two other sandstones. b. Distribution of the

intergranular contact length for Bentheim, Diemelstadt and Rothbach sandstones. As in a, the Rothbach

sandstone is significantly different from the two others with larger intergranular contact length and broader

distribution.
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strain. Despite this limitation, Figures 13a-c show two important features: First, the shape

of the contours varies significantly with increasing plastic strain for the three orientations.

Our set of data on Rothbach sandstone presents therefore an overall poor agreement with

both CAROLL’s (1991) critical state model and the DIMAGGIO SANDLER (1971) cap model,

which assumed a constant width and constant aspect ratio of the cap, respectively (BAUD

et al., 2006). The main observation of a cap aspect ratio significantly larger for the

perpendicular samples is however still valid as plastic volumetric strain increased

(Fig. 13c). Second, more strain hardening is observed for perpendicular and oblique

samples than for parallel samples and therefore, since 0� (i.e., parallel) to bedding is the

weakest orientation, the mechanical anisotropy quantified at the yield stress remains

important as plastic volumetric strain increases.
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Yield envelopes, (Q, P) values at specific volumetric strains (0.5%, 1%, 1.5%, 2%) and corresponding elliptical

fits for samples parallel (a), oblique (b) and perpendicular (c) to the bedding.
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Figure 14 presents two experiments performed at 150 MPa of effective pressure to

large levels of strain for parallel and perpendicular samples. Indeed, after 5% of plastic

volumetric strain (*10% axial strain), the gap between the two extreme orientations

remains approximately the same at this pressure. We have seen in the previous sections

that compaction localization is the dominant feature of compaction in oblique and

perpendicular samples. Our data suggest that from a macroscopic point of view, the

porosity reduction is comparable whether compactive shear bands, compaction bands or

homogeneous cataclastic flow develop.

Because we wanted to compare the post-yield behavior against the critical state and

cap models aforementioned, we assumed as a first-order approximation an elliptical yield

cap for the three directions investigated, as if each of them were to reflect the behavior of a

distinct isotropic material. The anisotropy of the Rothbach sandstone should be accounted

for with a unique anisotropic model allowing for delineating three distinct yield envelopes

for the same material. Such investigation is the objective of a future study.

5. Summary and Conclusion

The aim of this study was to investigate further the influence of sedimentary

lamination in Rothbach sandstone on the anisotropy of yield stress and failure mode at
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Effective mean stress P vs. porosity reduction for triaxial experiments at Peff = 150 MPa on samples parallel

and perpendicular to the bedding.
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various effective pressures from 5 MPa to 250 MPa. The deformed samples were cored

perpendicular, oblique (45 degrees) and parallel to the bedding. For both brittle strength

and compactive yield stress, we measured for each effective pressure, maximum,

intermediate and minimum values for perpendicular, oblique and parallel samples,

respectively. These results could not be accounted for with the conceptual model of a

layered medium for that the samples cored parallel to the bedding should have been

mechanically stronger than the ones cored perpendicular to the bedding. Instead, the

observed mechanical anisotropy was found consistent with the preferential orientation of

the intergranular contacts subparallel to the bedding, according to the principle that an

increase of the total contact surface alleviates stress on each individual contact, and

therefore provides more strength to the overall structure.

At low effective pressure (5 MPa to 30 MPa), shear bands were observed to develop

for all sample orientations investigated. In the shear enhanced compaction domain, AE

activity and distribution of damage showed that compaction localization had occurred in

perpendicular and oblique samples, while parallel samples had undergone more

homogeneously distributed compaction. In perpendicular and oblique samples, compac-

tion preferentially took place in relatively more porous and presumably weaker zones.

Within these zones, localization was diffuse, which was accounted for by significant

grain scale heterogeneity that prevented discrete compaction bands from propagating

across the sample.

Analysis of the yield loci and post-failure deformation showed that elliptical

envelopes provided a reasonable fit with our experimental data, and that mechanical

anisotropy persisted through compaction, with comparable amounts of porosity reduction

for the extreme directions investigated. A future study will be dedicated to improving the

approach on anisotropic yield by using a simple methodology such as the one described

by ODA (1993).

In conclusion, the mechanical anisotropy and failure modes of the Rothbach

sandstone, which was studied for its characteristic layered structure, were found to be

only partly controlled by it. In experiments where samples failed by shear-enhanced

compaction, the macroscopic heterogeneity materialized by the layering certainly

played a role in that, when favorably oriented with respect to the maximum

compressive stress, higher porosity zones were preferentially compacted (diffuse

compaction bands in perpendicular samples and diffuse compactive shear bands in

oblique samples). However, compaction localization as indicated by AE signatures and

punctual stress drops, may rather be related to grain scale mechanical heterogeneity

within these zones, as attested by X-ray CT image and thin section analyses. As far as

the mechanical anisotropy is concerned, we inferred from statistics on the preferred

orientation of intergranular contacts that these features were likely responsible for the

maximum, intermediate and minimum mechanical strength in samples cored perpen-

dicular, oblique and parallel to the bedding, respectively. The development of a more

realistic micromechanics model relating our macroscopic and microstructural obser-

vations should aim in particular at explaining how the same microstructural features
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may impact in a similar way the anisotropy of brittle strength and compactive yield

stress.
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Pressure-dependent Production Efficiency of an Enhanced Geothermal

System (EGS): Stimulation Results and Implications for Hydraulic

Fracture Treatments

GÜNTER ZIMMERMANN,1 TORSTEN TISCHNER,2 BJÖRN LEGARTH,1,3 and ERNST HUENGES
1

Summary—A series of stimulation experiments were carried out at the geothermal research well in Groß

Schönebeck (EGrSk 3/90) located in the northeastern part of Germany. The intended purpose of these

experiments was to develop concepts for a productivity increase of the geothermal well to create an Enhanced

Geothermal System (EGS). Two different kinds of stimulation types were performed. Hydraulic gel-proppant

stimulations were conducted in sandstone sections with high initial permeability. Then a different fracturing

concept was applied injecting high amounts of water. This waterfrac stimulation was realized in the entire open

section including sandstones and volcanic rocks. Evidence of the creation and properties of a very long vertical

fracture was retrieved from pressure response analyses demonstrating a bilinear flow regime. The production

efficiency of the produced artificial fractures shows a strong dependence on reservoir pressure. At increased

reservoir pressure the artificial fractures of all stimulated intervals are highly conductive and subsequently

become less conductive during pressure decline. Hence the range of a suitable reservoir pressure is constrained

by this fracture efficiency and limits the usage of this well as an injection well for geothermal power production.

Key words: Geothermal, gel-proppant-fracs, water-fracs, reservoir stimulation.

1. Introduction

Sustainable and environmentally friendly energy can be generated from the

conversion of Earth’s heat (from formation fluids) into electricity. The preconditions

for an economic generation of geothermal electricity are sufficiently high temperatures

and flow rates of more than 50 m3/h and 150�C (KÖHLER and SAADAT, 2003). The required

temperature for this purpose can be found in the North-German Basin at 4000 m to

5000 m depth. At this depth the initial permeability of the rocks is generally insufficient

for the necessary flow rates. However, stimulation operations to improve the near-well

bore regions can lead to a sufficient productivity increase. These systems are generally
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called Enhanced Geothermal Systems (EGS) and can become commercially suitable after

stimulation treatments to enhance the productivity.

Geothermal power production is based on (at least) two deep boreholes (a doublet), a

sustainable thermal water cycle and a power plant on the surface (e.g., KÖHLER, 2005). In

the first borehole (production borehole), thermal water is produced from a deep reservoir

and conducted to the power plant where its heat is transferred. Afterwards, the thermal

water is injected in the second borehole (injection borehole) and returned to the reservoir.

Concepts have to be developed to enhance the existing flow. This can be summarized by

the term hydraulic fracturing. During stimulation experiments, fluids under high pressure

penetrate into the rock and generate or extend fractures. These procedures are well known

in hydrocarbon industry (e.g., ECONOMIDES and NOLTE, 1989) as well as in the Hot Dry

Rock (HDR) technology (HETTKAMP et al., 2004; BAUMGÄRTNER et al., 2004; SCHINDLER

et al., 2008). However, the objective for using hydrothermal reservoirs requires a special

stimulation technique to enable production of considerably higher amounts of fluids

compared to hydrocarbon reservoirs. In contrast to the HDR technology, it was not the

aim to create an underground heat exchanger but to gain access to formation fluids in the

reservoir. The most important parameters in these experiments include fracture fluids

volume, injection rate, viscosity (water with added polymers), the composition of

chemical variants or added proppants, and the selection of the depth interval to initiate

new fractures. In the following, we evaluate the stimulation experiments and their impact

on the production efficiency of the reservoir, with special emphasis on productivity and

injectivity of the well as a function of reservoir pressure. The outcome of this evaluation

will have a direct implication for the further use of this well.

2. Geology and Well History

The site used for this study Groß Schönebeck is located 50 km northeast of Berlin.

This former gas well EGrSk 3/90 drilled in 1990 was re-opened and deepened to 4294 m

at the end of the year 2000 to gain access to the Rotliegend formation (Fig. 1). Here,

hydrothermal aquifers can be accessed with formation fluids of 150�C and porosities of

up to 10% (HUENGES and HURTER, 2002). The well was therefore selected as an in situ

laboratory for scientific investigations of geothermal power production. Experiments in

this in situ geothermal laboratory should lead to a reliable technology for sufficient

production of deep fluids in such reservoirs.

The well encounters the typical sequence of various geological formations known in

the North-German Basin. A series of 2370 m of Quarternary to Triassic sediments is

underlain by 1492 m of the Zechstein salinar (evaporatic rocks). The following section of

this well, which was foreseen for testing, comprises 400 m of Rotliegend formation

(siltstones, Dethlingen sandstones, conglomerates and 60 m of underlying volcanic

rocks) up to the final depth of 4294 m (HUENGES et al., 2002; HOLL et al., 2004). This

section below 3874 m was an open-hole section at times of the intended stimulation
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treatments of the well with access to the reservoir rocks. The main targets are sandstones

of the Upper Rotliegend (Dethlingen Formation/Lower Elbe subgroup) as well as the

volcanic rocks (andesites) of the Lower Rotliegend, where permeability is mainly due to

connected fractures. The Dethlingen sandstones represent an effective reservoir horizon

with a porosity of 8–10% and a permeability of 10–100 mD (TRAUTWEIN and HUENGES,

2005). The Elbe-Basis-sandstone as the lower part of the Dethlingen Formation exists in

NE Brandenburg as a well-sorted middle-grained to fine-grained sandstone, which has

been deposited in a fluviatile setting. The effective reservoir thickness is approximately

80 m.

In 2003 the open hole section had to be cased with a perforated liner due to

instabilities of the borehole wall in the siltstone layers. During this treatment the well was

deepened to 4309 m and reached the top of the carboniferous.

Figure 1

Location and geological profile of the well EGrSk 3/90.
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3. Development of Productivity and Injectivity of the Well

The productivity index and injectivity index are defined as the ratio between flow rate

and pressure change in the reservoir during water production, respectively water

injection. The production efficiency of a stimulation treatment can be quantified by the

change of this index. However one must consider that this ratio generally depends on

pressure changes in the reservoir and the total fluid volume involved. Therefore, a

comparison of hydraulic test results to quantify the stimulation achievement should be

drawn under similar test conditions. For all following tests these conditions are

summarized in Table 1.

Two different stimulation techniques were applied, which were specially designed

according to the different rock properties. In the sandstone layers with their high

permeability, hydraulic fracture stimulations in isolated intervals were performed using

high viscous gel and proppants. In the low permeability volcanic rocks, waterfrac

stimulations with high flow rates were carried out. Due to the high flow rates necessary

for the waterfrac stimulation, it had to be performed in the entire open section of the well,

because frictional pressure increase due to a packer system in conjunction with a tubing

of reduced diameter prevented high flow rates. Hence the waterfrac stimulation included

the volcanic rocks as well as the sandstone layers, and interpretation of the success of the

waterfrac stimulation can hardly distinguish between the two rock types, because

fracturing took place in both rock types. Nonetheless the achieved contribution of each

layer can be determined by flow and temperature logs and hence yields the individual

production efficiency.

The initial hydraulic condition of the well was tested with a production test at the

entire open hole section between 3874 m to 4294 m. The resulting productivity index

achieved 0.97 m3/(h MPa) at maximum pressure drawdown. Subsequently, a flow log

was run which showed outflow of the conglomerates and the volcanic sequences of the

reservoir. The rocks of the Rotliegend Sandstones intended for use as the geothermal

reservoir were nearly impermeable (HUENGES et al., 2002; ZIMMERMANN et al., 2003). The

reason for this impermeable sandstone section is believed to be the mud infiltration

during the long standstill period of approximately 10 years. Permeability measurements

Table 1

Data from hydraulic tests in EGrSk3/90 (PI = productivity index; II = injectivity index)

Duration days volume m3 flowrate m3/h diff. pressure MPa PI/II m3/(h MPa)

casing lift test Jan 2001 0.51 167 13.5 14.0 0.97

casing lift Test Feb 2002 0.58 307 22.4 10.5 2.13

pumping test Aug 2002 37 580 1.0 1.7 0.59

Injection test Jan 2003 8.3 720 3.6 4.3 0.83

flow back test Feb 2003 0.24 338 59.0 14.7 4.03

flow back test Dec 2003 1.0 859 15.6–52.8 6.7 7.46

injection test Dec 2004 17.9 3091 7.2 3.5 2.02
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on cores from this section of the well showed mean values of 10-14 m2 (10 mD) and

documented the general usability of these reservoir rocks (TRAUTWEIN, 2005; TRAUTWEIN

and HUENGES, 2005). Transmissibility was calculated from the shut-in period of the initial

test and estimated to 4–69 10-14 m3 (0.04–0.06 Dm). This value reflects the transmissibility

of the conglomerates and volcanic rocks, which are merely due to natural fractures.

The first stimulation experiments were gel-proppant stimulations in two isolated

intervals of the Rotliegend sandstones (ZIMMERMANN et al., 2003; LEGARTH et al., 2005).

Visualization by Borehole Televiewer (BHTV) and Formation Micro Imager (FMI)

confirmed the creation of an open vertical fracture with a height of more than 100 m and

in the direction of the maximum horizontal stress (SH = 18.5� ± 3.7�) (HOLL et al., 2003,

2004). The productivity index could be raised to 2.13 m3/(h MPa) due to the stimulation

treatments (ZIMMERMANN et al., 2003). Compared to the previous test this result indicates

a doubling of the productivity index of the well. LEGARTH et al. (2003) conclude that the

limited achievement was strongly influenced by the proppant properties during the

treatment and prevented a better result of the stimulation treatments.

To determine the hydraulic parameters of the stimulated reservoir in more detail and

to obtain stable conditions over a longer period, a long-term production test was

performed in summer 2002 (ZIMMERMANN, 2004; REINICKE et al., 2005). The productivity-

index was estimated at pseudo steady-state conditions to 0.59 m3/(h MPa). Transmis-

sibility of the productive formations was estimated from pressure build up towards

the end of the shut-in to assure pseudo radial flow conditions and was calculated to

3.1 10-14 m3. This low transmissibility suggests that the stimulated sections have no

connection to the high permeable sandstones.

The first waterfrac treatment started in January 2003 with a moderate injection test.

The observed injectivity index of 0.83 m3/(h MPa) corresponds to the productivity

derived in the aforementioned production test at similar low difference pressure. For this

reason it can be assumed that the hydraulic response of the reservoir is similar for

production and injection for low pressure changes (decreasing for injection as well as

increasing for production).

During the first part of the waterfrac treatment a total of 4284 m3 fluid was injected

under high pressure into the reservoir. At the beginning a pressure step test with gradually

increasing injection rates up to 24 l s-1 was performed. At the injection rate of 8 l s-1

pressure increase reduces due to an enhanced injectivity of the formation. This effect can

be interpreted as a mechanical reaction of the rock due to an opening of the existing

generated artificial fracture, as well as the extension of a pre-existing fracture in the

conglomerates and volcanic rocks at the bottom of the well (HUENGES et al., 2006).

In the subsequent flow-back test a significant increase of productivity could be

achieved (ZIMMERMANN et al., 2005), which was above 4 m3/(h MPa) during the whole

test. This is an indication that the massive water injection produced additional fractures,

so that the experiment was rated successful and represented roughly another doubling of

the productivity index.
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The waterfrac stimulation was continued with flowrates between 108 m3/h and

144 m3/h and a total injection volume of 7291 m3. The pressure step-rate test indicates

multiple fracture opening events. Fracture closure pressure was determined by pressure

decline analyses during shut-in at 6.4 MPa above formation pressure. In the following we

discuss the result of this stimulation treatment in terms of pressure-dependent

productivity efficiency.

4. Pressure Dependence of Stimulation Results

In general, the production efficiency of produced artificial fractures is dependent on

reservoir pressure changes. Hence, this dependence will be discussed in this section,

because it is a crucial issue for the further use of this well in a geothermal doublet. Two

cases will be discussed which represent the final reservoir conditions of the well: high

increased reservoir pressure during a flow-back test and low increased reservoir pressure

during an injection experiment.

4.1. Production Efficiency at High Reservoir Pressure

After the last hydraulic stimulation treatment in the well a flow-back test was

performed with a subsequent shut-in followed by a second flow-back to reduce the

remaining well head pressure. Within the first part of the test of 24 hours a total amount

of 859 m3 of water was produced from the formation, indicating another increase of

productivity in comparison with former tests (Fig. 2). The results show that the

stimulation treatments yielded an increase of productivity up to 14 m3/(h MPa)

determined at fracture equilibrium pressure of approximately 53 MPa, equivalent to a

formation pressure increase of 9.8 MPa. The productivity index decreases with

decreasing difference pressure giving a clear indication of a closing fracture (Fig. 2).

Hence it can be concluded that a self-propping effect due to shear displacement is

nonexistent for the fractures of the Rotliegend sandstones and only residual fracture

conductivity remains. At the end of stable flow conditions at a flow rate of 50 m3/h the

remaining productivity index is 7.5 m3/(h MPa) at a formation pressure increase of

6.5 MPa, which corresponds nearly to another doubling.

The pressure response of the flow-back test, the subsequent shut-in and an additional

flow-back reveal a bilinear flow signature (Figs. 3, 4) (p * t0.25; according to CINCO-LEY

and SAMANIEGO-V, 1981) during the first part of the test. At the end of the shut-in the

derivative pressure signature achieves an almost constant level, indicating a pseudo-radial

flow response (p * ln t; e.g., HORNE, 1995). From the maximum derivative pressure the

maximum transmissibility could be estimated to 6.5 9 10-14 m3 (0.065 Dm). Fracture

conductivity was calculated according to the bilinear flow analysis to 4 9 10-13 m3 (0.4

Dm), the corresponding fracture half length is 142 m.
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4.2. Production Efficiency at Low Reservoir Pressure

To obtain the production efficiency of the reservoir rock at low pressure increase, a

long-term injection experiment was carried out to obtain the hydraulic parameters of the

reservoir and the fractures. The duration was scheduled to reach pseudo-radial flow

conditions and potential boundaries of the compartment. Furthermore, the longer testing

time yields results with higher accuracy and higher reliability. During 18 days 3091 m3

of preconditioned water was injected into the reservoir with a density of 1000 kg/m3 and

a pH value lower than 5 to avoid iron scaling. The mean flow rate was set to 7.2 m3/h

over the whole time (Fig. 5). This limitation of the flow rate was due to the fact that a

Figure 2

Trend of productivity index during first flow-back test. At the end of the stable flow rate (approx. after 11 hours

of flow) the remaining productivity index is 7.5 m3/(h MPa) at the flow rate of 50 m3/h.

Figure 3

Pressure match of flow-back test to obtain hydraulic parameters such as fracture length and formation

transmissibility.
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mechanical reaction of the rock, i.e., hydraulic fracturing, has to be avoided to obtain the

pure hydraulic behaviour of the reservoir at low difference pressure. Furthermore, at low

difference pressure hydraulic parameters of this injection test are comparable to an

equivalent production test. The injectivity index was calculated to 2.02 m3/(h MPa) at the

Figure 4

Log-log response of pressure and derivative as a function of superposition time of flow back test (Fig. 3). The

upper curve represents pressure, the lower curve pressure derivative with maximum transmissibility derived at

the end of the derivative.

Figure 5

Flow and well head pressure during the long-term moderate injection experiment and adjacent shut-in period.
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end of the injection phase at an increased reservoir pressure of 3.6 MPa. After injection

the well was shut in and the pressure response was monitored over additional 76 days. At

the end of the shut-in a well head pressure of 4.5 MPa remained due to buoyancy of the

injected water. This remaining well head pressure was used to move on with a short flow-

back test in conjunction with temperature logging to obtain the inflow horizons of the

reservoir. The production rate was set to 7.2 m3/h just as before the injection rate to

achieve comparable results. The temperature log, which was run during production,

shows inflow from the bottom of the well appearing in the log profile as a change of slope

(Fig. 6). Due to the obstruction below 4260 m the measured bottom of the interval was

limited to 4255 m. The most significant change in the temperature profile and hence the

most productive inflow was detected from 4212 m to the bottom at 4255 m yielding an

effective inflow interval of 43 m. The limitation of this inflow to the conglomerates and

volcanic rocks reveals that the contribution of the stimulated intervals of the sandstone

layers due to the proppant frac treatment can almost be neglected at low difference

pressures, i.e., the artificial sandstone fractures are closed at these conditions.

Well test analysis was carried out for the injection time and the subsequent shut-in

time. Due to the signature of the pressure curve during injection and shut-in (Fig. 7), a

Figure 6

Temperature profiles before (static) and during production (dynamic) in the open section of the well. The

temperature changes before production are due to the injection of cold water during the stimulation treatments.
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model with a finite conductive vertical fracture and homogeneous reservoir conditions

was applied. Since no indication of any boundary effects was visible in the pressure

response towards the end of the test, an infinite reservoir model was assumed. The

pressure versus time curve and the derivative versus time curve showed quarter slopes in

the log-log representation, indicating a bilinear flow behaviour with a finite conductive

vertical fracture in the reservoir (e.g., CINCO-LEY and SAMANIEGO-V. (1981)). Toward the

end the pressure derivative curve starts to converge to a horizontal line indicating the

beginning of pseudo-radial flow and hence enabling the calculation of the reservoir

transmissibility.

From the bilinear flow analysis the fracture conductivity was calculated to 7.8 9

10-13 m3 (0.78 Dm) during injection and to 9.6 9 10-13 m3 (0.98 Dm) during shut-in.

These values document high fracture conductivities which can be related to the

conglomerates and the volcanic rocks, and which remain stable especially during the

shut-in with decreasing difference pressure. From this it follows that a self-propping

Figure 7

Log-log representation of the pressure response and its derivative during injection phase (top) and shut-in phase

(bottom) of the experiment. The continuous lines represent the calculated results from well test analysis.
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effect due to shear displacement keeps the fractures open in the lower part of the well.

The corresponding fracture half length of the vertical fracture was estimated to 309 m

and 255 m, respectively. These half lengths are longer than expected from well test

analysis after the waterfrac treatment at increased reservoir pressure with a calculated

fracture half length of 142 m. Hence, it can be concluded that due to the

fracture treatment a natural fracture system was connected. The transmissibility is about

4 9 10-14 m3 (0.04 Dm) for both periods. The radius of investigation (e.g., LEE 1981)

was calculated to 527 m for the injection time after 18 days of injection; for the shut-in

period of 76 days the radius of investigation reached 1100 m.

5. Results of Fracture Simulation

The simulation of the last hydraulic stimulation in the well displays the achieved

geometry of all stimulation treatments, since the last treatment was performed in the open

hole which includes the previously stimulated intervals. Hence all previous stimulated

sections are affected by this last treatment and the geometry reflects an equivalent model

of several artificial fractures.

The fracturing process was modelled with the three-dimensional fracture simulator

FRACPROTM (CLEARY, 1994; CLEARY et al., 1983). The aim was to model the fracture

dimensions by matching the net treatment pressures (Fig. 8). A detailed description of

this analysis can be found in LEGARTH (2003). A reasonable pressure match of the real

data represents one plausible solution for the fracturing process and fracture geometry

in reality. Determining fracture dimensions and geometry by modelling is important in

order to set up the subsequent production schedule and as real-time modelling with

the applied simulator becomes possible to optimize fracture and treatment design on

site.

According to model calculation the pressure data of the stimulation treatment

demonstrated the existence of an artificial fracture. Assuming one single vertical

fracture, it spans vertically a height of 100 m in a north-south direction and extends

horizontally at least 160 m into the formation (Figs. 9, 10). The mean fracture aperture

ranges approximately 5 mm during the stimulation treatment at an injecting flow rate of

108 m3/h.

6. Interpretation and Discussion

The initial production test before the stimulation treatments showed inflow only from

the volcanic rock section of the reservoir. Since these rocks only have negligible matrix

permeability this inflow is due to natural fractures of the conglomerates and volcanic

rocks. The sandstone layers were nearly impermeable due to drilling induced near well

bore damages referred to as well bore skin.
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After stimulation treatments of the sandstones a flow log showed additional inflow

from the sandstones. Furthermore the productivity index had increased (see Table. 1). At

low difference pressure the situation is different: the inflow from the sandstones decreases

and the artificial fractures close (Fig. 11; bottom). Hence the productivity index is similar

to that of the initial condition. This interpretation is supported by the determination of the

associated transmissibility before and after stimulation, which shows similar values.

Transmissibility was calculated from shut-in after production tests and represents in both

cases a value at low difference pressure.

Next two waterfrac stimulations were performed in the open section of the well which

included the sandstone layers and the volcanic rocks. These stimulation treatments led to

an additional access to the sandstone intervals and the volcanic rocks in the vicinity of the

borehole due to the generation of additional artificial fractures.

After these waterfrac stimulations the effect in the sandstones is twofold: At high

difference pressure the artificial fractures give access to the sandstone reservoir with a

corresponding fracture half length of 142 m according to the hydraulic test results and

160 m according to fracture simulation. This leads to an additional pressure-dependent

increase in productivity index and hence enables the access to the reservoir (Fig. 11; mid

and top). During highly increased formation pressure above the equilibrium pressure all

Figure 8

Pressures and flow rates during the waterfrac stimulation.
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fractures including the artificial fractures in the sandstones as well as the natural and

artificial fractures in the conglomerates and in the volcanics are open, yielding an

injectivity index of approximately 14 m3/(h MPa) (Fig. 11; top). At low difference

pressure the fracture half lengths and the fracture apertures are reduced, consequently

most parts of the fractures are not effective and the link to the reservoir rocks of the

sandstone layers is disconnected again. Only in the near vicinity of the well the fractures

are effective and improve the access to the borehole. However this is only a skin

reduction and is limited to the near borehole environment and hence does not transcend

the zone of reduced permeability to the undisturbed sandstone reservoir. This

interpretation is supported by the calculated transmissibility, which has not changed

substantially after the stimulation treatments and is more than ten times lower as is

expected for these highly permeable sandstones.

In the conglomerates and the volcanic rocks at the bottom of the well new additional

fractures were created. At low difference pressure only these sections contribute to the

transmissibility. According to the low matrix permeability of these rocks this contribution

is low and only the fracture system is effective. This interpretation is supported by the

result of temperature logging during a production test, which showed only inflow from

Figure 9

Calculated geometry of generated fracture during the waterfrac stimulation.
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the conglomerates and the volcanic rock. The calculated extension of the fracture system

is approximately 300 m and hence a nearly doubled value if compared to the previous

analysis at high difference pressure. A most likely explanation of this outcome is the

connection to a natural fracture system.

The results of hydraulic testing reveal that the effect of self propping of the stimulated

fractures is different in the sandstone section and in the volcanic rocks. Self propping of a

stimulated fracture presumes a shear displacement of the given fracture plane due to

differential stress and preexisting natural fractures. The state of stress is normal to strike

slip faulting with a differential stress in the order of 50 MPa in the sandstones and

30 MPa in the volcanic rocks. (Sv = 105 MPa; SH = 90-100 MPa; Sh = 55 MPa

(sandstones); Sh = 75 MPa (volcanics)). SH was calculated for the sandstones by

Figure 10

Final geometry of the generated fracture and stress and permeability profile of the waterfrac stimulation.
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fracture mechanics modelling (MOECK et al., 2008) and is assumed similar in the volcanic

rocks. Sh is approximately equal to fracture opening/closure pressure and was determined

in the sandstone section by a leak-off test (HUENGES et al., 2006). Due to operational

limitations a leak-off test in the volcanics section exclusively was not possible, but it

could be performed in the adjacent well located in the same reservoir compartment.

The flow characteristics indicated that the sustainability of hydraulic fracturing

efficiency is different for the treated rock types. It is most likely that volcanic rocks

consist of natural fractures, but we have no evidence for this, because no image logs were

run in this section. Opposite to this, core samples of these sandstones do not show open

natural fractures, only mineralised fissures are visible. Hence we conclude that a naturally

fractured regime supports the shear displacement in the volcanic rocks during the

hydraulic fracturing process. In case no natural open fractures exist like in the sandstone

section, hydraulic fracturing is dominantly a tensile fracturing process and not

sustainable. These considerations are in line with the aforementioned results of the

hydraulic stimulation treatments, even if the differential stress in the sandstones is higher

than in the volcanic rocks.

Figure 11

Pressure-dependent production efficiency of inflow into the reservoir rock (II = injectivity index). Top: All

artificial fractures (from stimulation) are open at reservoir pressure equal to fracture equilibrium pressure. Mid:

Residual opening of artificial fractures at fracture closure pressure. Bottom: Closure of artificial fractures at low

reservoir pressure in the sandstone section; only the fractures in the conglomerates and volcanic rocks remain

residually open.
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7. Conclusions

Enhanced geothermal systems (EGS) are engineered reservoirs that have been created

to extract economical amounts of heat from low permeability and/or porosity geothermal

resources. This includes all geothermal resources that are currently not in commercial

production and require stimulation or enhancement. For these purposes we used the

former gas exploration well in Groß Schönebeck as a down-hole geothermal laboratory.

The results reflect the learning curve from several reservoir hydraulic stimulation

treatments. These experiments are major steps towards developing a procedure to

increase the thermal water productivity from a prior low permeable sedimentary

reservoir. The obtained values of productivity appear to indicate the feasibility of

geothermal power production from a sedimentary geothermal reservoir.

The pressure dependence of productivity and injectivity of the geothermal reservoir

queries the sustainability of the created artificial fractures. In volcanic rocks with natural

fractures one can expect a self-propping effect due to shear displacement keeping the

artificial fractures open after reservoir pressure release. In sedimentary rocks this self

propping cannot be expected in general. The immediate consequence of this is that the

fractures close after the injection pressure is reduced. Only a proppant package can avoid

closure of the produced fractures, therefore stimulations in sedimentary rock should

comprise high proppant concentration to obtain a multi layer proppant package and hence

a high fracture conductivity.

The results of pressure-dependence production efficiency of the reservoir exclude the

usage of this well as a production well. On the other hand this well is suitable as an

injection well within a doublet system due to an increased injectivity as a result of the

stimulated fractures remaining open at increased reservoir pressure.
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Impact of Poroelastic Response of Sandstones on Geothermal Power

Production

GUIDO BLÖCHER, GÜNTER ZIMMERMANN, and HARALD MILSCH

Abstract—During geothermal power production using a borehole doublet consisting of a production and

injection well, the reservoir conditions such as permeability k, porosity u and Skempton coefficient B at the

geothermal research site Gross Schoenebeck/Germany will change. Besides a temperature decrease at the

injection well and a change of the chemical equilibrium, also the pore pressure pp will vary in a range of

approximately 44 MPa ± 10 MPa in our reservoir at -3850 to -4258 m depth. This leads to a poroelastic

response of the reservoir rocks depending on effective pressure peff (difference between mean stress and pore

pressure), resulting in a change in permeability k, porosity u and the poroelastic parameter Skempton coefficient

B. Hence, we investigated the effective pressure dependency of Flechtinger sandstone, an outcropping

equivalent of the reservoir rock via laboratory experiments. The permeability decreased by 21% at an effective

pressure range from 3 to 30 MPa, the porosity decreased by 11% (peff = 6 to 65 MPa) and the Skempton

coefficient decreased by 24% (peff = 4 to 25 MPa). We will show which mechanisms lead to the change of the

mentioned hydraulic and poroelastic parameters and the influence of these changes on the productivity of the

reservoir. The most significant changes occur at low effective pressures until 15 to 20 MPa. For our in situ

reservoir conditions peff = 43 MPa a change of 10 MPa effective pressure will result in a change in matrix

permeability of less than 4% and in matrix porosity of less than 2%. Besides natural fracture systems, fault zones

and induced hydraulic fractures, the rock matrix its only one part of geothermal systems. All components can be

influenced by pressure, temperature and chemical reactions. Therefore, the determined small poroelastic

response of rock matrix does not significantly influence the sustainability of the geothermal reservoir.

Key words: Porosity, permeability, Skempton coefficient, poroelasticity, sandstone.

1. Introduction

The technical feasibility of geothermal power production will be demonstrated by

means of the geothermal research wells Gross Schoenebeck (40 km north of Berlin/

Germany) using a borehole doublet. The reservoir is located in -3850 to -4258 m depth

within the Lower Permian of the NE German Basin. The main targets are sandstones of

the Upper Rotliegend (Dethlingen Formation/lower Elbe subgroup) as well as the

volcanic rocks (andesites) of the Lower Rotliegend, where permeability is mainly due to

connected fractures. The Dethlingen sandstones represent an effective reservoir horizon
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with a porosity of 8–10% and a permeability of 1*10-14 to 1*10-13 m2 (TRAUTWEIN and

HUENGES, 2005). During geothermal power production using the doublet for production

and injection simultaneously flow rates up to 100 m3/h will be applied (ZIMMERMANN

et al., 2008). According to the productivity index PI = 10 m3/(h*MPa) (ZIMMERMANN and

REINICKE, 2009), which is defined as the ratio between flow rate and pore pressure change

in the reservoir during water production, a pore pressure change dpp of ± 10 MPa will be

induced. The in situ formation pressure is pp = 43.8 MPa, determined by p,T-logs at

stationary conditions of the geothermal target horizon at a depth of 4100 m (LEGARTH

et al., 2005). In addition to a fault pattern analysis, stress ratios were calculated for the

-4035 m deep Rotliegend sediments based on frictional failure theory (MOECK et al.,

2008). By means of the stress ratios and the vertical stress SV = 105 MPa the maximum

horizontal stress SH = 100 MPa and the minimum horizontal stress Sh = 55 MPa were

determined. By means of the mean stress �r ¼ SV þ SH þ Shð Þ=3 ¼ 82:7 MPa the

effective mean �reff ¼ �r� pp ¼ 42:9 MPa can be calculated (TERZAGHI, 1923). For our

particular case an effective stress range of 42.9 MPa ± 10 MPa is of interest.

In order to show the influence of this effective stress change on the geothermal power

production, we investigated the effective pressure dependency of the hydraulic rock

properties permeability k and porosity u as well as the hydro-mechanical property

Skempton coefficient B (SKEMPTON, 1954). The permeability is a measure of the ability of

the reservoir rock to conduct water and therefore influences the potential production rate.

The porosity indicates the potential volume of geothermal fluid in the reservoir rock and

the Skempton coefficient indicates the mechanical reservoir behavior on pore pressure

change. The investigation was done by means of laboratory experiments with Flechtinger

sandstone (Sventesius quarry, Germany), an outcropping equivalent of the reservoir rock.

Various previous studies still investigated the effective pressure dependency of these

rock properties. CARROLL and KATSUBE (1983) developed a theory of hydrostatic

poroelasticity in terms of porosity and bulk volume. By means of this theory changes in

effective pressure can be related to changes in porosity (ZIMMERMANN, 1991). The

effective stress dependency of the porosity also controls changes of elastic modules and

the seismic velocity (SHAPIRO, 2003). The permeability can always be expressed as a

function of confining pc and pore pressure pp (AL-WARDY and ZIMMERMAN, 2003). If the

permeability follows the effective pressure law peff = pc-vpp, where v denotes the

effective pressure coefficient, then it can be expressed as a function of this effective

pressure, k = f (pc-vpp). Several experiments determined the effective pressure

coefficient v; MORROW et al. (1986) and BERNABE (1987) found that a value of 1 was

the limiting value for crystalline rocks, ZOBACK and BYERLEE (1975) and AL-WARDY and

ZIMMERMAN (2003) found that the effective stress coefficient depends on the clay content.

Often v is taken to be constant, yielding a linear expression for effective pressure, but

KWON et al. (2001, and references therein) mentioned that v may itself be a function of

pressures pc or pp, or microstructural changes in pore structure.

The dependency of permeability on pore structure was also investigated by various

studies: A general overview can be found in BEAR (1972); using hydraulic radius models
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(KOZENY, 1927; CARMAN, 1937) or geometric parameters determined by a fractal approach

(PAPE et al., 2000) or mercury injection (KATZ and THOMPSON, 1987). It has to be taken

into account, that the pore geometry parameters cannot be directly measured under

pressure. Therefore, the permeability has to be correlated to other rock properties such as

porosity or formation factor (BERNABE, 1988), which can be measured under pressure.

Besides permeability also the Skempton coefficient was investigated under different

experimental conditions. These studies showed that B is nearly independent of deviatoric

stress change, but decreases as a result of the stiffening effect due to increasing confining

pressure (LOCKNER and STANCHITS, 2002), under axisymmetric loading (LOCKNER and

BEELER, 2003) and as a function of effective stress (ZIMMERMANN, 1991). Furthermore, an

additional content of clay particles inside the pore spaces has also been shown to cause

the Skempton coefficient to decrease (AL-WARDY and ZIMMERMAN, 2004). The stiffening

of the framework can be explained by closure of open microcracks at high confining

pressure levels (MESRI et al., 1976).

The investigation of the mechanism, which leads to a change of permeability,

porosity and Skempton coefficient depending on effective pressure, is beyond the focus

of the present study. The aim of this paper is to show the impact of porosity, permeability

and Skempton coefficient changes on the geothermal power production. For this purpose,

relative changes of these parameters, depending on the expected effective pressure

change in our reservoir, were measured by laboratory experiments and estimated by the

mentioned relations. By means of the relative changes we derive evidence pertaining to

the hydraulic behavior of the rock matrix during production and injection.

2. Laboratory Experiments

For our laboratory experiments three similar cylindrical-shaped samples of Flecht-

inger sandstone were prepared. All samples were taken from one sandstone block with a

dimension of 10 cm 9 10 cm 9 30 cm. By means of these samples we tested

permeability, porosity and Skempton coefficient under in situ conditions. A detailed

description of these three experiments can be found in the following. In addition, mercury

porosimetry was performed after the experiments on broken parts of the samples, which

have a volume of approximately 1 to 2 cm3. This independent method also yields a pore

radius distribution of the samples as a function of the (effective) cumulative porosity as

well as an average pore radius. In addition, the specific inner surface distribution is

calculated from the mercury injection curve.

2.1. Permeability Measurement

The permeability experiment was performed in a High-Pressure-Temperature (HTP)

permeameter (Fig. 1) which allows a variety of continuous petro-physical measurements

at a maximum temperature, lithostatic and pore pressure of 200�C, 140 MPa and 50 MPa,
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respectively. A detailed description of this apparatus can be found in MILSCH et al.

(2008a).

For investigating the permeability dependence on changes in effective pressure, a

sample of Flechtinger sandstone was taken. The sample was cylindrical in shape with a

diameter of 3 cm and a length of 4 cm. The permeability experiment was performed at a

constant temperature of 40�C. A 0.1 molar NaCl-brine was used as the pore fluid which

allowed a concurrent measurement of the electrical conductivity. The results of these

measurements are published elsewhere (MILSCH et al., 2008b).

The experiment with the Flechtinger sandstone was performed at a maximum

confining and pore pressure of 47 MPa and 42 MPa, respectively. A constant flow rate of

0.05 ml/min was applied. We adjusted the effective pressure by increasing the confining

pressure to its maximum and subsequently increased the pore pressure. Then, the pore

pressure and the confining pressure were successively reduced to 2.5 MPa and 5 MPa,

respectively. The increment of both pressures varied between 0.5 and 12.8 MPa. The

described pressure cycling was repeated three times. During the experiment the pressure

difference dp across the sample was measured. So as to keep the error (offset and/or drift

of pressure sensors) in determining permeability as small as possible, a special

measurement technique that refers to only one pressure sensor was applied. For this

purpose, at each pressure step a bypass between the up- and the downstream side of the

sample was opened and a reference value at the upstream side was measured. After

closing the bypass, the upstream pressure increased to a steady state value. Consequently,

Figure 1

Schematic setup of the HTP-permeameter used for the permeability measurements: (1) downstream pump

system maintains constant pore pressure (max. 50 MPa), (2) reservoirs for fluid sampling (max. 10 MPa), (3)

pressure vessel with heater (max. 140 MPa and 200�C), (4) confining pressure pump (max. 140 MPa), (5)

upstream pump system delivers constant fluid flow (max. 100 ml/min, max. 50 MPa) and (6) fluid reservoirs

(10 l, max. 10 MPa).

1110 G. Blöcher et al. Pure appl. geophys.,



the pressure gradient rp can be calculated by the measured pressure difference and the

length l of the sample. By means of the determined pressure gradient, the permeability k

of a rock is determined by a steady-state method using Darcy’s Law, thus assuming

laminar flow conditions:

k ¼ � Q � g
A � rp

; ð1Þ

where Q, A and g denote flow rate, the cross section of the sample and the dynamic

viscosity of the fluid.

The permeability of the Flechtinger sandstone measured with the permeameter is

shown in Figure 2. There, two issues were observed: An initial decrease in permeability

for the first three pressure ramps (not shown here) and a decrease in permeability due to

an effective pressure increase. The former is interpreted to be due to a consolidation of

the non preconditioned sample. This consolidation is irreversible and leads to a steady

deformation. After the consolidation process the rock acts completely linear elastic.

Therefore, the decrease in permeability due to an increase in effective pressure can be

assumed as poroelastic response. The determined permeability is 5.5*10-17 m2 at 3 MPa

effective pressure and decreased to 4.3*10-17 m2 at 30 MPa effective pressure.

For a better illustration of the permeability decrease due to effective pressure

increase, we also calculated the effective pressure derivative of permeability (Fig. 2).

The absolute permeability change decreased strongly from -1.4*10-18 m2/MPa to

-4.2*10-19 m2/MPa at low effective pressure (peff = 4 to 10 MPa). Subsequently, the

Figure 2

Permeability k measured for Flechtinger sandstone as a function of effective pressure. For each ramp we

calculated the average permeability over an effective pressure interval of 1 MPa and subsequently the mean of

the last nine pressure ramps. The color from black to light grey indicates the chronological sequence of the

experiment. The dots indicate the permeability change over an effective pressure interval of 1 MPa.
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permeability change decreased to a minimum value of -2.0*10-19 m2/MPa at 21 MPa

effective pressure and then it kept near constant at effective pressure above 21 MPa. The

constant value of permeability change indicates a linear decrease of permeability due to

effective pressure change.

2.2. Porosity Measurement

The porosity measurement was performed at the same High-Pressure-Temperature

(HTP) permeameter as in the permeability test. Therefore, the sample was cylindrical in

shape with a diameter of 3 cm and a length of 4 cm. The temperature was kept constant at

40�C and a 0.1 molar NaCl-brine was used as the pore fluid which allowed a concurrent

measurement of the electrical conductivity. The experiment was carried out under

hydrostatic conditions, so that the sample reacts to confining pressure only. During the

first pressure ramp, the confining pressure was increased to a maximum of 50 MPa and

was then reduced to the initial condition of 10 MPa. Subsequently, two further pressure

cycles were performed with maximum confining pressure of 70 MPa. The confining

pressure was controlled by adjusting the flow rate of the pressuring oil. For the porosity

measurements we ensured an average confining pressure change of 0.13 MPa/min.

During the total time of the experiment, the pore pressure pp was kept constant at 5 MPa.

Therefore, the effective pressure peff = pc-pp ranged from 5 to 65 MPa. A direct

measurement of porosity change depending on effective pressure change was impossible.

Therefore, we determined the initial porosity at atmospheric pressure by means of

mercury injection, 2-D image analysis and weighting method. For our particular sample

the initial porosity uinit of 8.54% was determined by the ratio between fluid- and bulk

volume. The fluid volume Vf = 2.415 cm3 can be obtained by the dry and wet sample

mass, which were 67.715 g and 70.130 g. The bulk volume Vb = 28.27 cm3 can be

calculated by means of the sample dimensions. During the total time of the experiment,

we measured the required fluid volume dV which was removed and added to the sample

to ensure a constant pore pressure of 5 MPa. This fluid volume is defined negative

because it indicates a loss of pore volume. By means of the initial fluid volume Vf, the

sample volume Vb and the removed amount of water dV, the porosity u can be calculated

as follows:

u dVð Þ ¼ Vf þ dV

Vb
: ð2Þ

The calculated porosity of the three confining pressure ramps is shown in Figure 3. It is

obvious, that during the first and the beginning of the second confining pressure ramp an

irreversible porosity loss occurred. In contrast, the second part of the second pressure

cycle as well as the complete third pressure cycle shows the linear-elastic behavior of the

Flechtinger sandstone. This linear-elastic behavior leads to a decrease in porosity due to

an increase of effective pressure. The determined porosity is 0.076 at 6 MPa effective

pressure and decreased to 0.068 at 65 MPa effective pressure.
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As for the permeability measurement, we also calculated the effective pressure

derivative of porosity (Fig. 3). There, the strongest reduction of porosity change from

3.2*10-4 1/MPa to 1.5*10-4 1/MPa was observed in a range between 7 MPa and 20 MPa

effective pressure. A further reduction of porosity change to 7.0*10-5 1/MPa at 51 MPa

effective pressure followed and for higher effective pressure the porosity change was

constant. This indicates a linear decrease of porosity due to effective pressure.

2.3. Skempton Coefficient Measurement

For the Skempton coefficient measurement, a sample of Flechtinger sandstone

identical to the permeability and porosity experiments before was examined. At the pre-

experimental stage, the sandstone samples were completely saturated within the hydraulic

system. The samples underwent a two-day flow-through with distilled water before the

pore pressure ports of the hydraulic system were closed to ensure a maximum saturation

of more than 95%. The saturation was measured following the procedure of SMITH and

SMITH (1998).

The sample was cylinder-shaped with a diameter of 5 cm, a length of 10 cm and a

porosity of ca. 8.3% was determined. The total volume of the sandstone cylinder was

196.4 cm3 and the pore volume was ca. 16.3 cm3. For measuring the axial and lateral

strains of the sandstone samples, two axial extensometers and one radial chain

extensometer were installed (MTS, 2004). The sample was mounted inside the pressure

chamber (Fig. 4). This test system allows confining pressure up to 140 MPa. To apply

Figure 3

Porosity u measured for Flechtinger sandstone as a function of effective pressure. For each ramp we calculated

the average porosity over an effective pressure interval of 1 MPa and subsequently the mean of the last three

confining pressure ramps. The color from black to light grey indicates the chronological sequence of the

experiment. The dots indicate the porosity change over an effective pressure interval of 1 MPa.
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hydrostatic conditions, the chamber was filled with pressuring oil, and to keep the

sample from being contaminated, it was surrounded by a silicon jacket. The mechanical

system as well as the hydraulic system was connected to the Flechtinger sandstone. To

minimize the dead volume of the hydraulic system, all capillaries were plugged by

wires and the remaining dead volume was measured to 4 ml; this is equivalent to 25%

of pore volume. This additional volume in the tubing exterior can significantly influence

measurements of B (GREEN and WANG, 1986). WISSA (1969) suggested to minimize the

ratio of exterior saturant volume to sample pore volume (0.3%), because the exterior

saturant volume acts as a pore fluid reservoir and violates the undrained condition

dmf = 0. Therefore, it can be assumed that the measured values of B are significantly

lower than for the fully undrained condition. Hence, our measurements specify a lower

boundary.

To reduce the irreversible deformation and to minimize the nonlinear effects, we

preconditioned the Flechtinger sandstone sample by applying a pressure cycle from 5

to 50 MPa, and repeated this procedure three times (according to HART and WANG,

1995). The raising of the confining pressure from 5 to 50 MPa and its lowering was

done in 15 min. Throughout the preconditioning, the pore system was open to the

atmosphere to achieve drained conditions. In the first part of the Skempton experiment

we measured the undrained poroelastic properties of an intact (without visible damage)

Flechtinger sandstone at confining pressures from 5 to 50 MPa. The experiment was

carried out at hydrostatic conditions so that sample properties are related to changes in

confining pressure pc. To show the reversibility of the induced pore pressure change,

the confining pressure was increased to a maximum of 50 MPa and was then reduced

Figure 4

Laboratory test configuration showing Flechtinger sandstone sample in the pressure chamber (MTS, 2004). Pore

pressure change was measured with the hydraulic shut-off valves closed to minimize external pore pressure

system volume.
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to the initial conditions five times. We measured the elastic deformation of the

sandstone given by its axial and radial extension, as well as the pore pressure

throughout the experiment. By means of the measured pore pressure change we

determined the isotropic Skempton coefficient defined by B = dpp/dpc (LOCKNER and

BEELER, 2003). After closing the shut-off valves of the hydraulic system, the confining

pressure was increased at a constant rate of 0.075 MPa/min to its highest level of

50 MPa. At this level, the confining pressure was kept constant for 4 hours and was

then decreased to its initial condition, again at a constant rate of 0.075 MPa/min. At

the beginning of the first pressure cycle, the isotropic Skempton coefficient increased

with increasing effective pressure to 20 MPa. This could be due to a possible

dissolution of gas in the fluid of an incompletely saturated sample. Therefore, an

additional saturation of the sample was performed. By means of the described ramps

an effective pressure range peff = pc-pp of approximately 10 MPa was applied.

Therefore, two additional cycles were performed, where the confining pressure was

increased to a maximum of 95 MPa and subsequently reduced to 5 MPa, resulting in

an effective pressure range from 4 to 26 MPa. These two cycles started with the

adjustment of the initial conditions, which were 5 MPa for confining pressure and

2.8 MPa for pore pressure. After closing the shut-off valves the confining pressure was

increased at constant steps of 10 MPa to its highest level of 95 MPa. At this level the

confining pressure was kept constant for 1 h and was then decreased to its initial

condition, again at constant steps of 10 MPa. During the two additional pressure cycles

the Skempton coefficient decreased with increasing effective pressure from 0.81 at

4 MPa to a minimum of 0.62 at 25 MPa.

There are two limiting boundaries for the isotropic Skempton coefficient: if the

confining pressure affects only the grain structure it should be zero, and if the confining

pressure affects only the fluid inside the pore spaces it should be one. We assume that the

decrease of the Skempton coefficient results from the changing ratio of pore volume to

grain volume as well as from a change of the pore-space geometry. This leads to a higher

bulk modulus of the sample. On the one hand, the water is more compressible than the

grains, therefore the pore volume decreases with increasing effective pressure. On the

other hand, irregular pore spaces were more sensitive to effective pressure, therefore their

shapes became more pressure resistant, and pore throats and microcracks were closed.

This geometry change caused by closing of microcracks and elastic deformation of grains

resulted in a more stable structure.

To investigate the dependence of the Skempton coefficient on effective pressure

change, we differentiated the isotropic Skempton coefficient with respect to effective

pressure (Fig. 5). The derivatives of these equations show that the change of the

Skempton coefficient was highest at low pressure and was reduced by an increasing

effective pressure. The initial value of the Skempton coefficient change was 1.3*10-2

1/MPa at peff = 5 MPa and decreased to 7.3*10-3 1/MPa at peff = 15 MPa. For

higher effective pressure, the Skempton coefficient change was near constant at

6.6*10-3 1/MPa.
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3. Estimation of Permeability and Skempton Coefficient at Reservoir Condition

As mentioned in the introduction, for the geothermal power production in Gross

Schoenebeck an effective pressure range of 42.9 MPa ± 10 MPa can be assumed. Only

the porosity measurement included this effective pressure range and the determined

values are listed in Table 1. The permeability and Skempton coefficient measurements

were conducted to effective pressure values of 30 MPa and 25 MPa, respectively. Above

these effective pressure levels both rock properties showed a near-linear dependence on

effective pressure. Therefore a linear approximation for higher effective pressure levels

can be sufficient. The permeability change was determined with -2.0*10-19 m2/MPa and

the change of Skempton coefficient was -6.6*10-3 1/MPa. By means of the permeability

Figure 5

Skempton coefficient B measured for Flechtinger sandstone as a function of effective pressure. For each ramp

we calculated the average Skempton coefficient over an effective pressure interval of 1 MPa and subsequently

the mean of the last four confining pressure ramps. The color from black to light grey indicates the chronological

sequence of the experiment. The vertical branches of the curves are due to a saturation deficit. The dots indicate

the Skempton coefficient change over an effective pressure interval of 1 MPa.

Table 1

Variation of permeability (linear extrapolated), porosity (measured) and Skempton coefficient (linear

extrapolated) in the target effective pressure range between 33 MPa and 53 MPa. The relative value refers to

the parameter value determined at in situ conditions

Parameter peff = 33 MPa

(rel. change)

peff = 43 MPa

(in situ)

peff = 53 MPa

(rel. change)

Permeability k [10-17 m2] 4.28 (14.9%) 4.08 3.88 (24.9%)

Porosity u 0.0710 (11.7%) 0.0698 0.0688 (21.4%)

Skempton coefficient B 0.566 (113.2%) 0.500 0.434 (213.2%)
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value at 30 MPa effective pressure (4.3*10-17 m2) and the Skempton coefficient value at

25 MPa effective pressure (0.619) and its pressure dependence, values within the target

effective pressure range can be linear extrapolated (Table 1). These derived values are

only rough estimations based on measurements below the target pressure range.

Therefore, a better approximation of permeability and Skempton coefficient based on the

measured porosity change should be derived in the following.

3.1. Permeability Calculation

The aim of this calculation is an extrapolation of permeability at high effective

pressure by means of empirical model concepts. Various models exist, which correlate

permeability and porosity based on pore space geometry attributes, such as hydraulic

radius, inner surface, tortuosity, etc. In order to derive permeability values at effective

pressure between 33 MPa and 53 MPa, we tested three of these models: 1) hydraulic

radius model based on Kozeny-Carman-equation (KOZENY, 1927; CARMAN, 1937), 2)

permeability-porosity relation of Rotliegend sandstones based on a fractal approach by

PAPE et al. (2000) and 3) permeability calculation by mercury-injection test based on the

percolation theory mentioned by KATZ and THOMPSON (1987).

For the first permeability calculation the equation k = u*R2/6 was used, thereR denotes

the hydraulic radius. The hydraulic radius R = u/M, was determined by use of mercury

injection method (there M is the specific inner surface). This model led to a permeability

k = 1.37*10-19 m2 at atmospheric pressure. For the second permeability calculation the

equation k = 155u?37315u2 ? 630 (10u)10 was used. This equation is based on a fractal
model for Rotliegend sandstones of northeast Germany and was calibrated at several core

sample measurements. It led to a permeability of k = 2.07*10-16 m2 at atmospheric

pressure. The third calculation based on the mercury injection led to a permeability of

k = 5.92*10-16 m2 at atmospheric pressure. For our specific rock sample a permeability of

k = 5.5*10-17 m2 was measured. In consideration of approximately 8% porosity, the

permeability of our sample was lower than assumed. The model calculations by Pape and

Katz and Thompson confirm this result. Therefore, we used the more general definition of

permeability (BEAR, 1972):

k ¼ f sð Þ � f uð Þ � L2: ð3Þ
There f(s), f(u) and L2 denote a function of shape, a function of porosity and a reference

length square, respectively. The reference length can be the hydraulic radius or particle

size as well.

In order to find a linkage between permeability and porosity, the often-used function

of porosity f(u) = u3/(1-u)2 (BEAR, 1972) was chosen. There the porosity function can

be directly calculated by means of the laboratory results. The cross-plot of measured

permeability and porosity function (Fig. 6) shows a near-linear dependency of the

permeability k on the porosity function f(u). Therefore, a constant geometry term f(s)*L2

over the total range of effective pressure can be assumed. To verify this assumption, the
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geometry term was calculated over the total range of effective pressure by means of

f(s)*L2 = k/f(u), as shown in Figure 6. It becomes obvious that the geometry term

depends on effective pressure itself. Although the influence of the geometry term on

permeability was small in comparison to the porosity function, we derived a linear

dependency of the geometry term on effective pressure f(s)*L2 = 0.1627peff ? 98.348.

There the unit of f(s)*L2 is [10-15 m2] and thus of peff is [MPa].

By means of Equation (3) and the definitions of geometry term and porosity function,

we were able to calculate the permeability at each point of effective pressure, where the

porosity was known. The results of this calculation are shown in Figure 7 and Table 2.

With these calculations the measured permeability values can be well reproduced and lead

to a better prediction of permeability in the effective pressure range between 33 MPa and

53 MPa. Although the newly calculated values differ marginally in comparison to the

linear extrapolation, the permeability values based on porosity and geometry seem more

accurate. For an effective pressure range of peff = 43 MPa ± 10 MPa, we calculated a

Figure 6

Cross-plot of measured permeability k and porosity function u3/(1-u)2 (calculated by porosity measurements)

(left) and geometry function f(s)*L2 depending on effective pressure (right).

Table 2

Variation of permeability (porosity-dependent), porosity (measured) and Skempton coefficient (bulk module-

dependent) in the target effective pressure range between 33 MPa and 53 MPa. The relative value refers to the

parameter value determined at in situ conditions

Parameter peff = 33 MPa

(rel. change)

peff = 43 MPa

(in situ)

peff = 53 MPa

(rel. change)

Permeability k [10-17 m2] 4.29 (13.6%) 4.14 4.03 (22.7%)

Porosity u 0.0710 (11.7%) 0.0698 0.0688 (21.4%)

Skempton coefficient B 0.653 (11.1%) 0.646 0.630 (22.5%)

1118 G. Blöcher et al. Pure appl. geophys.,



permeability range of k = 4.08*10-17 m2 ± 4.9% with linear extrapolation and a

maximum change of k = 4.14*10-17 m2 ± 3.6% based on porosity measurement.

3.2. Skempton Coefficient Calculation

In contrast to permeability, the isotropic Skempton coefficient can be expressed in

terms of the bulk module (K) and the porosity u (DETOURNAY and CHENG, 1993):

B ¼
Kf

u 1� Kfr

Ks

 �
Kf

u 1� Kfr

Ks

 �
þ Kfr 1� Kf

Ks

 � ; ð4Þ

where the subscripts f, fr and s stand for fluid, framework and solid, respectively. By

means of this equation we derived Skempton coefficient values in the target effective

pressure range of peff = 43 MPa ± 10 MPa. The first step was the calculation of

Skempton coefficient based on the porosity measurements. Since porosity was measured

at effective pressure change, Skempton coefficient depends on effective pressure as well

(Fig. 8). The results of this calculation were unsatisfying, because the porosity change

showed no significant effect on Skempton coefficient. It is a well known fact that the

Skempton coefficient strongly depends on the bulk modulus. Therefore, the bulk modulus

of the fluid, the solid and the framework over the observed effective pressure range had to

be determined. Values for the bulk modulus of the fluid considered as pure water could be

taken from the program REFPROP (LEMMON et al., 2007). The main fraction of the

mineral content of the Flechtinger sandstones is quartz. Therefore, the bulk modulus of

quartz (LEVIEN et al., 1980) was taken for the solid. Due to the fact that the bulk modulus

Figure 7

Permeability depending on effective pressure; measured by laboratory experiment (blue curve), extrapolated

(blue dots) and calculated by means of porosity measurement (black triangles).
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of the framework was not determined by our laboratory experiments, we used published

data as well (TIGREK et al., 2005).

As porosity, calculations have shown that also the bulk modulus of the fluid and

of the solid has no significant effect on the Skempton coefficient. In contrast, the

effective pressure-dependent bulk modulus of the framework characterized the change

in Skempton coefficient (Fig. 8). Although the absolute value of calculated and

measured Skempton coefficient differs, the change of the Skempton coefficient with

effective pressure can be reproduced. It has to be taken into account that the curve of

the calculated Skempton coefficient shows a break at peff = 29 MPa. This could be a

special effect of the specific sample used by TIGREK et al. (2005) and cannot be

clarified here, because it was not discussed in the paper. For effective pressure values

above 29 MPa the decrease of the Skempton coefficient is lower than expected by

linear extrapolation. For an effective pressure range of peff = 43 MPa ± 10 MPa, we

calculated a Skempton coefficient range of B = 0.500 ± 13.2% with linear extrap-

olation and a maximum change of B = 0.646 ± 2.5% based on porosity and bulk

modulus of the framework (Table 2). The linear extrapolation values indicate the

maximum change of Skempton coefficient over the observed effective pressure range.

Due to the used bulk modulus of the framework, we assume that Skempton coefficient

change calculated by porosity and bulk modulus is underestimated. The true

Skempton coefficient change should be between these two calculated ranges. We

expect a relative change of Skempton coefficient similar to those of porosity and

permeability.

Figure 8

Skempton coefficient depending on effective pressure; measured by laboratory experiments (red curve),

extrapolated (red dots), calculated by means of porosity (white triangles) and calculated by means of porosity

and bulk module (black triangles).
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4. Conclusions

To show the impact of poroelastic response of sandstones on geothermal power

production at the research site Gross Schoenebeck, we measured the effective pressure

dependency of permeability, porosity and Skempton coefficient of Flechtinger sandstone,

an outcropping equivalent of our reservoir rock. For the future geothermal power

production flow rates will be about 100 m3/h, resulting in an effective pressure change of

peff = 43 MPa ± 10 MPa in the reservoir.

Only the porosity measurement included in this effective pressure interval and

maximum changes of u = 0.0698 ± 1.7% were determined. By means of the porosity

measurement and the permeability measurement a maximum permeability change of

k = 4.14*10-17 m2 ± 3.6% at peff = 43 MPa ± 10 MPa can be calculated. With

additional values of bulk module of the Flechtinger sandstone, similar relative changes

in Skempton coefficient can be derived.

During the laboratory experiments, the permeability decreased by 21%, the porosity

decreased by 11% and the Skempton coefficient decreased by 24%. These significant

changes occurred at low effective pressures until 15 to 20 MPa. For our in situ reservoir

conditions a change of 10 MPa effective pressure will result in a change in permeability

of less than 4% and in porosity of less than 2%. Besides the rock matrix, a geothermal

system consists of natural fractures and fault zones as well as induced hydraulic fractures.

The hydraulic properties of all these components can be assumed as effective pressure-

dependent. In addition, chemical reactions such as precipitation and dissolution can

significantly influence the productivity of the reservoir. In contrast to the above-

mentioned facts, we can conclude that the determined poroelastic responses did not affect

the sustainability of the geothermal reservoir.
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Permeability Prediction for Low Porosity Rocks by Mobile NMR

H. PAPE,1,4 J. ARNOLD,1,3 R. PECHNIG,1,3 C. CLAUSER,1 E. TALNISHNIKH,2 S. ANFEROVA,2 and

B. BLÜMICH
2

Abstract—Estimating permeability from NMR well logs or mobile NMR core scanner data is an attractive

method as the measurements can be performed directly in the formation or on fresh cores right after drilling.

Furthermore, the method is fast and non-destructive. Compared to T1 relaxation times, commonly measured T2
distributions are influenced by external and internal magnetic field gradients. We performed two-dimensional T1
and T2 relaxation experiments on samples of Rhaetian sandstone, a rock with low porosity and small pore radii,

using a mobile NMR core scanner which operates within a nearly homogeneous static magnetic field. Because

small pore sizes are associated with high internal magnetic field gradients, standard methods from NMR logging

in the oil industry cannot be applied for accurate permeability prediction. Therefore, a new model theory was

developed, which describes the pore radius dependence of the surface relaxivity q2 by both an analytical and a

more practical empirical equation. Using corrected q2 values, permeability can be predicted accurately from the

logarithmic mean of the T2 distribution and the physically based Kozeny-Carman equation. Additional core plug

measurements of structural parameters such as porosity, permeability, specific inner surface area and pore radius

distributions supported the NMR results.

Key words: Permeability, NMR, surface relaxivity, rock physics.

1. Introduction

Storage and transport properties such as porosity and permeability are essential

for characterizing reservoir rocks, and different petrophysical measurements such as

resistivity and NMR are used to estimate them. The common approach to porosity in

NMR logging is based on polarizing the magnetic spin moments of hydrogen nuclei of

fluids in porous rocks. NMR logs are considered suitable for estimating the pore size

distribution and to infer the formation permeability (KENYON, 1992). Commonly the

buildup of nuclear magnetization and the irreversible signal decay are measured in terms

of relaxation curves following an excitation with suitable radio-frequency (rf) pulses.
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The characteristic times for buildup of longitudinal magnetization and the loss of

transverse magnetization are denoted as T1 (longitudinal relaxation time) and T2
(transverse relaxation time), respectively. Distributions of T1 and T2 times are obtained

from experimental relaxation curves by inverse Laplace transformation or by inversion

with suitable fitting functions. Assuming a fast diffusion regime, which applies to the

majority of rocks, the rate-limiting step is relaxation at the surface (KLEINBERG et al.,

1994). As a consequence, the decay rate of magnetization decay depends mainly on the

surface-to-volume ratio for measurements in a homogeneous magnetic field. Thus the

relaxation time distribution reflects the pore radius distribution of the rock. Compared to

T1, T2 measurements are preferred in NMR logging due to shorter measurement times and

correspondingly a higher possible logging speed. However, the measured T2 values may

be affected not only by the properties of interest, such as the pore size, but also by the

inhomogeneity of the static magnetic field and the internal magnetic field gradients

(KENYON, 1992). This causes a further reduction in relaxation times. Internal magnetic

field gradients arise from magnetic susceptibility contrasts between rock mineral surfaces

and the pore fluid (GODEFROY and CALLAGHAN, 2003; LONNES et al., 2003). The magnetic

susceptibility value of water is negative (-9.26 9 10-6 SI at 20 �C), as for diamagnetic

minerals such as rock salt, calcite, gypsum, quartz, and graphite. By contrast, most

minerals and rocks have positive values (KLEINBERG and HORSFIELD, 1990; GEOTEK 2000,

Multi-Sensor Core Logger Manual).

Compared to high-field NMR, measurements in low magnetic fields are preferred for

rock studies, because the internal field gradient is proportional to the applied magnetic

field strength (KLEINBERG et al., 1994). However, estimating permeability only from NMR

T2 relaxation time measured in a low and homogeneous static magnetic field is difficult.

This is due to the unknown nature of the surface relaxivity and the internal magnetic field

gradients of each sample. Therefore, interpretation of NMR relaxation data is not as

simple as it looks at first sight and should be calibrated using additional information from

core analysis.

The permeability can not be measured directly by NMR relaxation technique in bore

holes. Yet NMR logs yield some important parameters, which allow estimating

permeability. First, NMR measurements yield a porosity log which can be used to infer

permeability using poroperm crossplots (TIAB and DONALDSON, 1996). Second, NMR

relaxation curves are related to distributions of pore sizes. This represents the real

advantage because this information gives access to the effective hydraulic pore radius

reff, which is another important parameter for calculating permeability. In practice, the

conversion from T2 distributions to pore sizes and the permeability prediction are based

on empirical relationships which were initially calibrated to a data set of a different

formation. However, a logging technique is less attractive if one needs core data of the

same bore hole for calibration. In the present case of low Allermoehe sandstone,

permeability prediction with an empirical equation of the type of the so-called Timur-

Coates equation (COATES et al., 1991) was not satisfactory, as it yielded much lower

values than directly measured gas permeabilities. Therefore, we used a permeability
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equation of the Kozeny–Carman type (KOZENY, 1927, CARMAN, 1957), which involves

porosity, tortuosity and effective hydraulic pore radius reff. Glover and Walker (submitted

2008) show that the applied equation is purely based on physical principles and can be

derived from electro-kinetic theory. The same is true for the RGPZ model, developed by

Revil, Glover, Pezard, and Zamora (see GLOVER et al., 2006, and references therein),

which takes the effective grain radius as the characteristic length parameter of the porous

medium.

Our NMR laboratory device allowed measurements with an external homogeneous

field. This made it possible to study the surface relaxivity q2, which relates T2 to pore

radius. In practice, q2 is taken as a constant conversion factor. We found that q2 depends
on pore radius in a characteristic way. In this paper, we developed a model assuming the

existence of an interlayer where the internal magnetic field gradients are localized. We

calibrated the model with our samples and supplemented the current method of deriving

reff from T2 distributions by adding a correction term.

In this paper we will show, how permeability prediction from NMR data can be

improved: (1) by using the function of surface relaxivity q depending on pore radius, and

(2) by using a permeability model which is fully based on physics. These principles are

not restricted to mobile NMR measurement, but can be transferred to the interpretation of

NMR borehole measurements.

A central question is the compatibility of downhole and portable measurements. For

the comparison of both methods, a NMR log of the Allermoehe bore hole was available.

2. Samples and Measurements

We studied the petrophysical properties of a low-porosity sandstone formation in a

hot water aquifer drilled and logged in the Allermoehe borehole, which is located in the

northern German sedimentary basin near Hamburg. It was drilled into the Rhaetian hot

water aquifer that is considered a geothermal resource (BAERMANN et al., 2000a, b; PAPE

et al., 1999b, 2005). Rhaetian sandstones were cored in the depth interval between

3220 m and 3250 m. From the same depth interval, additional NMR logging data are

available, which was recorded by the CMR (Combinable Magnetic Resonance) tool of

Schlumberger. For laboratory NMR measurements and additional petrophysical inves-

tigations we drilled core plugs with diameters of 20 mm at 20 positions from the

Allermoehe cores. The selected cores are fine-grained sandstones with high quartz

content.

One-dimensional (1D) T2 measurements were performed in the laboratory on 25 core

plugs with a mobile, low-field NMR core scanner. Additionally, two-dimensional (2D)

T1-T2 experiments were carried out on 16 of these samples. The 2D NMR measurements

allowed us to compare the T2 to the T1 distributions, the latter not being influenced by

diffusion within external and internal magnetic field gradients.
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In order to characterize the samples, a set of petrophysical properties was measured

including Klinkenberg corrected gas permeability, porosity, formation factor, and specific

inner surface area. Moreover, we obtained the pore size distribution on identical core

plugs by mercury injection. Grain sizes of the sandstones were measured on thin-sections

by image analysis.

In summary, the samples have porosities ranging between 2% and 12% and low

permeabilities up to 20 mD1. Mercury porosimetry yields pore-sizes between 0.01 lm
and 100 lm. Magnetic susceptibility values were recorded by a Geotek� multi-sensor

Core Logger (GEOTEK 2000, Multi-Sensor Core Logger Manual) with a range from

0 9 10-6 SI to 25 9 10-6 SI.

2.1. Mobile NMR

Prior to NMR laboratory testing, the Allermoehe core plugs were dried to a constant

weight in an oven at a temperature of 60� C to remove all water from interconnected

pores. Then they were saturated with distilled water in a vacuum exsiccator to constant

weight. Additionally, porosity was measured with the Archimedes method, which was

performed during the saturation procedure for the NMR measurements.

The NMR measurements were performed by a mobile Halbach sensor (Fig. 1) as

described by ANFEROVA et al. (2007). The magnet system weighs less than 30 kg and

features a sufficiently homogeneous magnetic field within the cylindrical volume of the

sample. The static magnetic field B0 is equal to 0.22 T, corresponding to a proton

resonance frequency of 9.6 MHz. The device is constructed from two identical arrays,

which are stacked behind each other and separated by an axial gap of 10 mm for

improved homogeneity of the magnetic field. Each array consists of three magnet rings

containing 16 magnet blocks of a volume of 30 mm3. The inner diameter of the magnet is

140 mm. The homogeneity of the magnetic field in the central part of the magnet with a

diameter of up to 80 mm is sufficient for non-destructive transverse relaxation

measurements. Relaxation time T2 distributions can be measured in water-saturated drill

cores and plugs of diameters between 20 mm and 80 mm by means of exchangeable

cylindrical rf-coils. Additionally, 2D T1-T2 correlation experiments can be performed in

the central part of the magnetic field with the highest homogeneity on plugs with

diameters of 20 mm. Whereas 1D T2 distributions are measured by applying a CPMG

pulse sequence (DUNN et al., 2002), T1-T2 correlation experiments require a relaxation-

relaxation editing pulse sequence (HÜRLIMANN and VENKATARAMANAN, 2002). A multi-

modal log-normal distribution (Matlab code courtesy of Andreas Hartmann; RWTH

Aachen University 2006; now at Baker Hughes INTEQ GmbH, Celle) was used to obtain

1D T2 distribution curves. 2D T1-T2 distribution curves are obtained from inverse Laplace

transformations. Measurement times for T2 distributions and T1-T2 correlation experi-

ments on the Allermoehe core plugs depend on the sample porosity and on the number of

1 1 mD = Millidarcy; darcy = 1 D = 9.87 9 10
-13

m2.
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scans. They vary from a few minutes for CPMG experiments to 30 minutes for 2D

experiments. Experimental parameters of the Halbach sensor used for 1D T2 measure-

ments and for 2D T1-T2 correlation experiments are shown in Table 1.

2.2. Independent Methods

The following supporting measurements were performed on corresponding core

plugs: Porosity /, permeability k, mercury porosimetry, and specific surface area. These

measurements were necessary for accurate interpretation of NMR core data in terms of

permeability. Additionally, electrical resistivity was measured to obtain the formation

factor F and thus tortuosity T.

Figure 1

Mobile Halbach NMR sensor with an inner diameter of 140 mm and combined with a special insert for core

plugs with a diameter of 20 mm.

Table 1

Experimental parameters and measurement times of the mobile NMR sensor

Parameter Modified Halbach core-scanner

Frequency 9.6 MHz

Number of scans 32–80

Pulse length 9.7 ls
Inter-echo time 0.06 ms–0.15 ms

Number of echoes 1500–6400

Saturation delay time 1 s

Saturation recovery time 1 ms–3.5 s

Measurement time 1D measurements: 30 s–5 min

2D measurements: 30 min
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All NMR porosities were correlated to porosity values measured on corresponding

core plugs with a helium gas pycnometer (Geopyc 1360 from Micromeritics). The total

volume of the plugs was measured with the raw density pycnometer Accupyc 1330

(Micromeritics). For comparison, porosity was measured using the Archimedes method.

The mean value of the difference /pyc-/Archimedes was 0.006.

Permeability was determined from gas-flow measurements. For low permeability

rocks, the effective gas permeability depends on pressure and may therefore deviate from

water permeability. Hence, the Klinkenberg correction (RIECKMANN, 1970) was applied to

account for this effect. Each sample was measured for one pair of inlet-pressure and

outlet-pressure with the mean pressure between 0.119 and 1.74 MPa. The Klinkenberg

constant b was derived from the empirical regression with permeability k, recommended

by the API: b = 0.777k-0.39.

Correcting for the Forchheimer effect was not necessary, because the Reynold

numbers Re indicated laminar flow. We calculated Re = (q/g)(v//)d with density q,
viscosity g, Klinkenberg corrected Darcy velocity v, porosity /, and effective grain

diameter d. For the Allermoehe samples we obtained Re < 0.1.

In order to estimate pore size distributions from NMR relaxation measurements,

additional information was obtained by mercury porosimetry on selected core plugs.

Mercury injection is a well established and widely used method for obtaining pore size

information (DULLIEN, 1979). It yields the pore throat sizes weighted by the relative pore

volumes to which the pore throats provide access (COATES et al., 1999). Mercury is

injected into a core plug with incrementally increasing pressure up to a maximum of

60,000 psi2. During each step, both the pressure and volume of mercury are measured

after the pressure reaches equilibrium. Applying the Washburn equation (WEBB, 2001),

each pressure step can be associated with a particular pore throat size which decreases

with increasing pressure. The device Autopor 9520 of Micromeritics was used for the

measurements.

Precise measurements of the specific inner surface were performed based on nitrogen-

adsorption according to the Brunauer-Emmet-Teller (BET) method (BRUNAUER et al.,

1938). The specific surface Spor,BET is defined as the ratio of the absolute surface area of a

solid and its pore volume. The surface area includes all parts of accessible inner surfaces,

i.e., mainly pore wall surfaces. The BET measurement determines the amount of

adsorbed gas required to cover the accessible internal pore surfaces of a solid with a

complete monolayer. The volume of the adsorbate at full monolayer can be calculated

from the adsorption isotherm by means of the BET equation (Catalogue of Reference

Procedures, Testing and Chemical Analysis, BUNDESANSTALT FÜR MATERIALFORSCHUNG UND

PRÜFUNG, Germany 2005).

The formation factor F was obtained from electrical resistivity measurements. The

inverse of the formation factor describes the effective porosity with respect to transport

processes such as fluid flow, electrical conductance, and diffusion (PAPE et al., 2000,

2 1 psi (pound per square inch) = 6.98 9 10
3

pascal.
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2006). For the determination of F we used the equation of electrical conductivity r0 (the
inverse of resistivity):

r0 ¼ 1

F
rw þ rq ¼ /

Tel
rw þ rq; ð1Þ

with electrical conductivity of the electrolyte rw, interlayer conductivity rq, and electrical
tortuosity Tel.

The parameters F and rq are calculated from a series of resistivity measurements on a

sample stepwise saturated with saltwater with increasing salinity. According to Archie’s

first law (ARCHIE, 1942), F and Tel can be substituted by porosity. Otherwise, the

tortuosity can be expressed by the ratio of grain radius rgrain and the effective hydraulic

pore radius rgrain acccording to the fractal model of pore structure, calibrated to a set of

reservoir sandstones (PAPE et al., 1976a, 2000):

F ¼ /�m; T ¼ /�mþ1 ¼ rgrain
reff

� �0:8 D�2ð Þ
; ð2Þ

where D is the fractal dimension.

The so-called cementation or tortuosity exponent m varies between 1 and 3 depending

on rock texture (SERRA and SERRA, 2004).

Table 2 presents NMR data and petrophysical parameters from independent methods,

measured on the Allermoehe core plugs. Table 3 contains the calculated tortuosities Tel
and cementation exponents m. The values of the samples AC1, AC3 and AC 24 with

porosities / B 0.03 seem to be too low compared to a bead pack with m *1.5 (GLOVER

et al., 2006). The three Allermoehe samples with very low porosity are anhydrite

cemented. The exchange of fluid for several times during the measuring procedure of F

causes dissolution of anhydrite. The relative increase of porosity is especially high in the

case of low initial porosity. Therefore, the measured tortuosity values do not correspond

to the original state of the three samples and therefore the values can not be used.

2.3. Logging Data

When we started, a commercial CMR Log (Combinable Magnetic Resonance tool

recorded by Schlumberger) was available which yielded logarithmic mean values of

surface relaxivity, T2,LM and additionally three fractions of porosity: clay bound porosity

with T2 < 3 ms, capillary bound water with 3 ms < T2 < 33 ms and free water with

T2 > 33 ms.

3. Permeability Models and Empirical Relationships

This chapter presents relationships between the physical processes such as hydraulic

flow, electrical conduction, mercury injection, and NMR relaxation, which can be used to
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estimate permeability from NMR measurements. These relationships can be divided into

two types: (1) empirical ones, which vary in their validity from formation to formation

and (2) analytical ones, which are based on geometrical and physical principles (GLOVER

et al., 2006). The latter have the advantage that they are of general validity.

The simplest empirical method for predicting permeability is from a permeability-

porosity crossplot. A power-law relationship can be established between permeability and

porosity based on fractal theory (PAPE et al., 1967a). A fit to a large data set of Rotliegend

sandstone from northeastern Germany (Pape et al., 1999a, 2000) yields:

k/ ¼ 31/þ 7463/2 þ 191ð10/Þ10
 �

� 10�12 k inm2
� �

: ð3Þ

From a data set of Allermoehe sandstone, PAPE et al. (1999b, 2005) derived the

following relationship:

k/ ¼ 0:309 100/ð Þ4:85 � 10�12 k inm2
� �

: ð4Þ
The empirical Kenyon equation (KENYON, 1997) is commonly used for estimating

permeability from porosity and the logarithmic mean T2,LM of the T2 distribution from

logging data:

Table 2

Petrophysical parameters measured on the Allermoehe core plugs from various depths: Logarithmic mean grain

radius rgrain,LM, pycnometer porosity /pyc, formation factor F, specific inner surface area Spor,BET measured with

the BET method, gas permeability kgas, logarithmic mean values from 1D T2 distributions T2,LM and from 2D T1
and T2 distributions T1,2LM.

Sample Depth

[m]

rgrain,LM
[lm]

/pyc F Spor,BET
[lm-1]

kgas
[mD]

T2,LM_1D

[ms]

T1,LM_2D

[ms]

T2,LM_2D

[ms]

AC1 3224.45 106 0.02 53 40.42 0.16 2.95 – –

AC3 3225.64 97 0.02 54 39.79 0.42 7.95 – –

AC4 3235.34 102 0.09 56 2.38 11.6 82.17 510 81.84

AC6 3236.67 121 0.06 72 10.59 1.85 14.23 250 30.11

AC7 3236.79 121 0.08 67 9.40 3.59 32.93 220 29.07

AC9 3239.88 110 0.08 70 8.45 5.26 24.37 300 37.04

AC10 3240.69 102 0.11 38 5.24 20.7 30.37 330 41.34

AC12 3241.44 91 0.09 68 10.89 3.13 32.78 330 28.17

AC13 3241.75 89 0.09 58 9.21 4.42 31.79 190 24.34

AC14 3242.56 100 0.09 44 5.63 10.1 30.60 320 35.76

AC15 3243.16 110 0.09 50 4.34 19.6 34.02 440 35.03

AC16 3243.42 102 0.08 55 6.60 8.99 26.01 330 33.29

AC18 3243.78 110 0.08 56 10.89 6.16 21.95 320 33.73

AC19 3243.92 106 0.10 47 6.50 13.9 32.01 370 39.90

AC20 3244.79 116 0.08 60 5.17 7.2 29.77 320 35.35

AC21 3245.10 120 0.07 79 6.71 3.1 19.49 – –

AC22 3245.54 116 0.07 89 9.34 0.39 17.47 150 7.68

AC23 3246.15 113 0.08 92 8.37 0.4 18.88 130 7.47

AC24 3246.65 117 0.03 65 38.67 0.91 25.65 – –

AC25 3247.31 113 0.06 66 12.52 1.71 21.57 240 23.89
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k ¼ a/4T2
2;LM: ð5Þ

Usually, a value of a = 4 mD/(ms)2 is used for reservoir sandstones (MORRIS et al.,

1996).

The derivation of a physically justified relationship includes several steps. In the first

step hydraulic flow and electrical conduction are connected via geometrical and semi-

geometrical parameters: porosity /, tortuosity T and a length parameter, for instance the

effective hydraulic pore radius reff. In the last step, NMR relaxation time has to be related

to specific surface area per pore volume Spor, which corresponds to an inverse length

parameter. In practice, surface relaxivity q is used as constant conversion factor, which

has to be calibrated for each formation. We will show later, that the surface relaxivity of

transverse magnetization, q2, increases with decreasing pore radius. It additionally

depends on effective pore radius reff.

The various physical processes discussed in this paper depend on length parameters

such as pore body radius rpore, pore radius rpore,mercury from mercury injection, effective

hydraulic pore radius reff, and grain radius rgrain. Therefore, the conversion of different

length parameters plays a fundamental role when we relate different processes. The

geometrical relationships between length parameters become more complicated from the

fact that porous rocks reveal distributions of pore and grain sizes. We can obtain a

distribution of rpore,mercury from mercury porosimetry, which measures the radius of pore

entrance. From these distributions we can extract a characteristic value, for instance the

logarithmic mean, in order to relate it with the effective hydraulic pore radius reff. A

general complication is the dependence of the length parameters on the resolution power

of the measurement method. This statement is obvious when considering surface area

measurements on rough surfaces.

From these remarks it gets clear that it is difficult to derive a purely physically based

model for the prediction of permeability from NMR relaxometry. For some steps in the

model, empirical relationships cannot be avoided. Some of the relationships between

geometrical and semi-geometrical parameters consist of power laws, which are originally

calibrated to data sets of specific rock formations. However, they can also be

theoretically justified by assuming a fractal pore space structure. The equations become

physically based by expressing the exponents of the power laws, which are usually not

integer, as a function of the unique parameter fractal dimension D. Another group of

relationships result from the analytical RGPZ model (GLOVER et al., 2006, GLOVER and

WALKER, submitted 2008). The characteristic parameter of this theory is the cementation

exponent m. The parameter D can be related to m by equation (2).

3.1. Permeability Relationships

We used a special form of the Kozeny-Carman equation (KOZENY, 1927; CARMAN

1956), where permeability is related to porosity /, tortuosity T and the effective

hydraulic pore radius reff:
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k ¼ /
8T

r2eff : ð6Þ

The term (//T) can be replaced by the inverse formation factor F-1, and by /m,

according to the first Archie equation (2) (ARCHIE, 1942).

Equation (6) was analytically derived from electro-kinetic theory by Glover and

Walker (submitted 2008) as a result of the RGPZ model. The original length parameter in

this model is the effective grain diameter deff which is related to effective pore radius reff
by the so-called Htransformation:

deff ¼ 2Hreff withH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
agrain packm2F2

8

r
; ð7Þ

where the logarithmic mean value from grain radius distributions can be taken for (1/2)

deff. The parameter agrain pack is a constant in the range 2–12 and characterizes the

topology of the grain pack with agrain pack = 8/3 attributed to a pack of quasi-spherical

grains.

An equivalent equation for rgrain /reff can be derived from the fractal pore model

(PAPE et al., 1967a, 2000) which is based on the fractal expression for tortuosity T

(see eq. 2):

rgrain
reff


 ashape spere 1� /ð Þ
ashape cylinder

/
T

 � ¼ 3

2
F 1� /ð Þ 
 3 1� /ð Þ

2/

� �1= 1�0:8 D�2ð Þð Þ
: ð8Þ

Permeability can be expressed by F, agrain pack, and a length parameter K which is

related to the pore throats (SCHWARTZ et al., 1992; KOSTEK et al., 1992; BERNABÉ and

REVIL, 1995):

k 
 K2

agrain packF
with K 
 deff

2mF
: ð9Þ

Equations (7) and (9) combine to equation (6) with elimination of m and agrain pack.

The effective pore radius can be substituted by Spor,hydr, the specific surface

normalized by pore volume. The value of Spor,hydr is smaller than the respective Spor,BET
because the surface is smoothed by the physical process of fluid flow. For a hydraulic

model with smooth pores, reff is related to Spor,hydr by

reff ¼ ashape
Spor;hydr

; ð10Þ

with ashape = 2 for cylindrical pores and ashape = 3 for spherical pores.

This equation is primarily based on a pore model which consists of a bundle of

smooth, cylindrical capillaries of radius reff (PAPE, 2000). By contrast, the simplest model

for NMR relaxation, which relates relaxation times T1 and T2 to Spor and reff, was

developed for isolated smooth spherical pores (KLEINBERG et al., 1994) with:
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1

T1;2
¼ q1;2Spor;NMR; ð11Þ

where q1,2 is the surface relaxivity.

and

reff ¼ 3

Spor;NMR

: ð12Þ

Based on a fractal model for porous rocks, several geometrical relations were

established by PAPE et al. (1967a, 1999a, 2000) in which specific surface, pore radius,

tortuosity, and porosity are connected via the fractal dimension D. This is the

fundamental geometric parameter for the description of the structure of pore-space. We

regard D = 2.36 as a standard value for northern German sandstones (PAPE et al., 1967a).

This value was first calculated for a set of 41 well investigated reservoir sandstones with

the petrophysical data reported by PAPE et al. (1987b). The principal idea of the fractal

concept is the dependence of the measure of geometrical parameters such as the area of a

rough surface on the power of resolution of the measuring method. The largest value is

attributed to Spor,BET measured with the highest resolution by the smallest yardstick,

which is given by the size of adsorbed nitrogen molecules dN2. By contrast, the dynamic

process of fluid flow in a capillary is determined by the smoothed surface of the hydraulic

shear zone Spor,hydr. PAPE et al. (1967a) thought that the pore radius would be a suitable

yardstick, and described the relationship between both specific surfaces by

Spor;BET
Spor;hydr

¼ reff
dN2

� �D�2

: ð13Þ

The fractal dimension D was calculated from equation (13) with the laboratory data (PAPE

et al., 1987a, 1987b) and the assumed value of 4.3 nm for dN2. The effective pore radius

results from the measured formation factor and gas permeability according to equation

(6) and Spor,hydr = 2/reff. The mean value of D was 2.36 with the variance 0.018,

minimum value 2 and maximum value 2.7. Then (dN2 9 10-6)D-2 = 0.141 with dN2 in

m. The values 0.141 and 2.36 are empirically derived and calibrated to the data set used.

Subsequent studies on more data sets showed that the fractal dimension D * 2.4 is in

good agreement with the structure and the petrophysical parameters of many consolidated

sandstones, which underwent mechanical and chemical compaction during burial over

geologic time (PAPE et al. 1999a, 2000). Additionally, we studied the sandstones of the

original data set with Scanning Electron Microscope (SEM). The samples with D < 2.3

showed smooth pore wall. Either, the grains had their original round form from

sedimentation, or they had planar crystal faces from quartz cementation. Fractal

dimensions D > 2.4, calculated from BET measurements and permeabitity, could be

explainded by the content of clay minerals, which may considerably enlarge Spor,BET.

However, this additional surface enlargement is restricted to the small size range of the
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grain size distribution of clay minerals, whereas fractal substructures are distributed over

a large range of length scales. This interpretation could be confirmed by SEM. Therefore,

we prefer to introduce a lamellar factor q into equation (13) rather than to expect a larger

fractal dimension for sandstones with clay content:

Spor;BET
Spor;hydr

¼ q
reff
dN2

� �D�2

: ð14Þ

The dependence of surface area on resolution power becomes visible when Spor,mercury is

calculated from the pore radius distribution from mercury porosimetry and plotted versus

radius in a log-log plot. Then, for a distance, the slope of this curve is 2-D for radii

smaller than the radius of the main peak of the radius distribution curve. (See Fig. 5 with

explanations below.)

Inserting the values of dN2 and D, equations (13) and (10) yield:

reff ¼ 10�6 2

0:141� 106Spor;BET

� � 1
0:64

; ð15Þ

reff in m, Spor,BET in m-1.

From equations (15) and (6) follows:

kSpor;BET ¼ 497� 10�6 /
T

� �
106Spor;BET
� ��3:125

; kSpor;BET inm
2; Spor;BET inm

�1: ð16Þ

Tables 3 and 4 present petrophysical parameters which are derived from data of

Table 2. Permeabilities of the Allermoehe core plugs were calculated with equation (16)

and Spor,BET. As tortuosity values, we used the quotient of formation factor F and

pycnometer porosity /pyc, which is strictly speaking an electrical tortuosity Tel. Except

for one outlier, the calculated permeabilities agree within one order of magnitude with the

measured gas permeabilities.

Effective hydraulic pore radii were derived from equation (6) and the calculated

permeabilties kSpor,BET and the measured permeabilities kgas (Table 4). We find that reff
values calculated from F and kgas are generally smaller than the logarithmic mean values

reff,LM from pore size distribution curves, which we regard as representative for the

hydraulic radius. In order to get better reff values from equations (6) and (16), the porosity

and the tortuosity term have to be corrected. First, the bulk porosity / has to be reduced by

the clay bound porosity /clay. Second, the electric tortuosity Tel has to be replaced by the

hydraulic tortuosity Thydr. Numerical simulations on two-dimensional networks by DAVID

(1993) showed that the so-called ‘network tortuosity’ for hydraulic flow was 1.5 times

larger than the ‘network tortuosity’ for electrical current. The tortuosity with respect to

processes of transport depends mainly on path elongation and on the variations of pore

radius, which can be important in sandstone. Interpretation of PFG-NMRmeasurements on

Allermoehe sandstones by PAPE et al. (2006) showed that the radius of pore bodies, between

10 and 12 lm, exceeds the derived pore throat radius with value between 0.8 and 2.7 lm.
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Tortuosity values for self-diffusion of water were determined in the range between 5 and

20. The influence of path elongation is similar for electric tortuosity and for hydraulic

tortuosity. However, the impact of constrictions on tortuosity is larger for fluid flow, as was

shown by SCHOPPER (1966).

Therefore, equations (6) and (16) have to be extended to:

k ¼ 1

8

� �
/� /clay

� �
Thydr

r2eff ð17Þ

and

kSpor;BET ¼ 497� 10�6
/� /clay

Thydr

� �
106Spor;BET

q

� ��3:125

; kSpor;BET inm
2; Spor;BET inm

�1;

ð18Þ
where q is a factor of surface enlargement corresponding to the clay content, as discussed

in detail by PAPE et al. (1967a, 1967b, 1999a).

The expression (/-/clay) corresponds to the porosity which can be calculated from

the pore radius distribution from mercury intrusion as shown below. For further

calculations we estimated Thydr by /-1, which corresponds to Archie’s first equation, but

with a higher exponent than one gets from the measured electrical formation factor and

porosity (see Table 3). For low porosities, Thydr was restricted to a maximum value of 20

according to the results of PFG-measurements (PAPE et al., 2006).

The corrections in equation (18) balance in some way because (/-/clay)/Thydr < //Sel
and (Spor,BET/q)

-3.125 > Spor,BET
-3.125 , which explains the good fit to the permeability values

previously obtained from equation (16).

For comparison, effective pore radii reff,RGPZ were calculated with equation (7) from

the logarithmic mean grain radius rgrain_LM = deff /2 and from the cementation exponent

m. Additionally, effective pore radii reff,fractal were obtained from rgrain_LM and fractal

dimension D = 2.36 with equation (8). Then, permeabilities kRGPZ and kfractal were

calculated with equation (6) (see Table 4). The permeability values estimated from the

effective grain radius on the basis of the RGPZ model and of the fractal model are very

close to the directly measured gas permeabilities. This results shows that the two models,

which are based on very different premises, do not contradict each other. Additionally,

we got a justification for assuming a fractal dimension of D = 2.36 for the samples of our

study. We found that permeability prediction from grain sizes gave good results.

However, it is more difficult to compare T1,2 distributions with grain radius distributions

than to compare them with pore radius distributions. Therefore, we studied pore throat

distributions from mercury intrusions as an intermediate step.

3.2. Interpretation of Mercury Injection Curves

To develop a method for permeability prediction which is suitable for different

formations, information on the effective pore radius derived, e.g. from mercury
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porosimetry should be used. The following discussion of the radius distribution obtained

from mercury injection compared to relaxation time distributions is necessary to

thoroughly understand the structural and physical conditions. This will help us later to

interpret T1 and T2 distributions for estimating permeability.

The curves of mercury injection porosimetry were used firstly to obtain an estimate of

the effective hydraulic pore radius and secondly to determine the factor 3q1,2 which relates
pore radius r to T1,2 of the NMR relaxation curves according to equations (11) and (12):

T1;2 ¼ 1

3q1;2

3

Spor;NMR

� �
¼ 1

3q1;2
r: ð19Þ

Figure 2 presents the mercury injection curve of plug AC9 as a typical example,

where the relative volumes DVi are plotted versus radius r. Additionally, we find four

curves for different kinds of Spor functions, which depend on the radius. In the following,

the arguments are set in square parentheses.

1) Spor,capillary[r] = 2/r. This is the specific surface divided by the volume for each

individual pore class.

2)

Spor;frac r½ 	 ¼ 0:141Spor;BET 106reff
� ��0:36

; ð20Þ

reff in m

which represents the fractal specific surface, derived from Spor,BET and adjusted to

each radius r of the distribution as resolution yardstick. Equation (20) corresponds to

equation (13)

3)

Spor;mercury rj
� � ¼ Spor;frac rn½ 	Pn

i¼1
2
ri

 �
DVi

�Pn
i¼1 DVi

0
BB@

1
CCA

Pj
i¼1

2
ri

 �
DViPj

i¼1 DVi

0
@

1
A; ð21Þ

This function describes the specific surface, calculated from the radius distribution

from mercury intrusion. The resolution power increases with decreasing radius. The

nominator of the second term contains the sum of the surfaces of all pore classes from the

largest pore with i = 1 to the pore class with index j B n. The sum in the denominator is

the total volume of the same pore classes. Due to the first term, Spor,frac[rn] is equal to

Spor,mercury[rn], where rn is the smallest radius of the distribution.
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4)

Spor;frac;free rj
� � ¼ Spor;mercury rborder½ 	 rj

rborder

� ��0:36 VrelPj
i¼1 DVi

 !
; ð22Þ

Vrel ¼
Pn

i¼1 DVi ¼ 1:

The radius rborder marks the border between the clay volume part and the volume

part of the distribution which is relevant for fluid flow. We derive rborder from the

shape of Spor,mercury and take the radius, where the slope changes from steep to less

V
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change of 
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Figure 2

Radius distribution curve of sample AC9, which serves to demonstrate a method to deduce several parameters of

pore structure based on the theory of fractal dimensions.
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steep in the direction of increasing radius (see Fig. 5). We find rborder equal to 1 lm.

This value was later used for all samples, and is consistent with the cutoff T2 < 3 ms

used in the interpretation of CMR data. The parameter Spor,frac,free is based on the value

of Spor,mercury [rborder]. The function Spor,frac,free describes a fractal specific surface

which has nearly the same fractal dimension as the specific surface described by

Spor,frac due to the term (rj/rborder)
-0.36. In the clay region of the radius distribution, we

find Spor,frac,free = Spor,frac/q, where q is the factor of surface enlargement due to the

clay content from equation (18). The last term in equation (22) causes a smaller slope

of the curve in the log-log plot (Fig. 5) compared to the slope of equation (20).

Spor,frac,free is an empirical function which shall describe the free water part of the pore

distribution.

The construction of four different Spor curves allows us to obtain three parameters

which are needed in the calculation of permeability from equations (17) or (18). We

just mentioned the surface enlargement factor q. Additionally, we get free porosity

(/-/clay) from the volume Vfree ¼
Pib

i¼1 DVi with the index ib of the class with rborder.

For this, Vfree is firstly transformed into the respective volume of mercury, which

intruded into the sample, and secondly related to the volume of the sample. The third

parameter of interest is an estimate of reff. In Figure 2 we find reff,BET at the radius,

Table 3

Petrophysical parameters of Allermoehe samples: Tortuosity Tel and cementation exponent m from electrical

measurements and hydraulic tortuosity Thydr estimated from porosity

Sample /pyc [%] Tel m Thydr = / -1 < 20

AC1 2 (1.06)) (1.01)) 20.0

AC3 2 (1.08) (1.02) 20.0

AC4 9 5.04 1.67 11.2

AC6 6 4.32 1.52 16.7

AC7 8 5.36 1.66 12.5

AC9 8 5.60 1.68 12.5

AC10 11 3.80 1.65 9.1

AC12 9 6.12 1.75 11.1

AC13 9 5.22 1.69 11.1

AC14 9 3.96 1.57 11.1

AC15 9 4.50 1.62 11.1

AC16 8 4.40 1.59 12.5

AC18 8 4.48 1.59 12.5

AC19 10 4.70 1.67 10.0

AC20 8 4.80 1.62 12.5

AC21 7 5.53 1.64 14.3

AC22 7 6.23 1.69 14.3

AC23 8 7.36 1.79 12.5

AC24 3 (1.95) (1.19) 20.0

AC25 6 3.96 1.49 16.7
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where the line of Spor,frac crosses the line of Spor,capillary. This hydraulic radius is solely

based on Spor,BET; therefore, it is exactly the same as reff from equation (15). In an

analogous way we take the radius reff,frac at the crossing of the curve of Spor,frac,free and

the line of Spor,capillary. This radius is based on Spor,BET and on the radius distribution as

well and gives a good estimate for reff, which was proven by comparison of measured

gas permeability with calculated permeability from equation (10). The new parameters,

derived from radius distributions of several Allermoehe samples, and calculated

permeability values are presented in Table 5.

This method for obtaining reff values from individual pore radius distribution curves

is time-consuming. However, we used it in order to compare reff,frac with the logarithmic

mean values reff,LM (Table 5), which are defined by

3250 

3248 

3246 

3244 

3242 

3240 

3238 

3236 

3234 

3232 

3230 

de
pt

h 
[m

] 

0.1 1.0 10.0 100.0

permeability [mD] 

k from reff,LM and reff,LM,free 

k from reff,frac

k from gas flow measurement 

Figure 3

Variation of Permeability of Allermoehe sandstone samples with depth calculated from pore radius distributions

according to equation (17) for different definitions of pore radius (crosses and triangles see legend) and

compared to gas permeability (circles).
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reff;LM ¼ exp10

P
i

DVi logðriÞ
Vrel

2
4

3
5 ð23Þ

with the integral volume Vrel equal to one.

In general, the calculated reff,LM values were close to the reff,frac. For sample AC23

with a high clay content, the effective pore radius reff,LM,free was calculated from the

upper part of the pore radius distribution with radius >0.05 lm. Permeabilties were

calculated from equation (17) using reff,frac and reff,LM values as effective pore radii. In

the case of sample AC23 the term reff,LM is replaced by reff,LM,free. Table 5 presents

correction factors c/ with c// = (/ - /clay), which are used to calculate permeabilities

from reff,frac. For the permeability prediction from reff,LM and reff,free,LM we used a

medium value c/ = 0.7. In all cases tortuosity was set to Thydr = /-1. The correspond-

ing results are presented in Table 5. Figure 3 shows the calculated permeabilities from

Figure 4

Schematic model of a pore in a constant, homogeneous static magnetic field of amplitude B = 0.2 T. Strong

local magnetic field gradients caused by paramagnetic centers at the pore wall affect a layer of thickness d.
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reff,frac, reff,LM, and reff,LM,free plotted versus depth in comparison to the measured

permeabilties kgas. The fit of permeabilities calculated in both ways is very good.

4. A New Model for the Dependence of Surface Relaxation Time q2 on Pore Radius

4.1. Surface Relaxation and ‘‘Dephasing’’‘

As equation (19) indicates a linear relationship between NMR-relaxation times and

pore radii, the T1,2 distribution curves can be processed similarly as the mercury injection

curves by calculating the logarithmic mean values T1,2,LM. In the case of longitudinal

relaxation the linearity is sufficiently fulfilled, i.e., relaxivity q1 is constant with respect to
pore radius although q1 may vary for different samples. The physical process related to q1
is called surface relaxation. It acts directly at the mineral surface of the pore walls where

the magnetization of the hydrogen atoms is lost. For the same sample, the T2 distribution

curves are shifted towards smaller values. This indicates a second effective relaxation

process. It is caused by dephasing of the transverse magnetization vectors due to diffusion

Figure 5

Two-dimensional T1-T2 map of measurements recorded on Allermoehe core plug AC15. Due to high internal

gradients, the T1/T2 ratio is not constant.
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of water molecules within an internal, inhomogeneous magnetic field. Large field

gradients are caused by paramagnetic minerals at the pore walls. They are effective

within a certain distance from the minerals. For simplification, this will be represented by

a thickness d of this field gradient interlayer (Fig. 4).

In this situation, transverse relaxation can be described by:

1

T2
¼ 1

T1
þ 1

Tdephase
; ð24Þ

where Tdephase is the relaxation time due to dephasing with corresponding ‘‘dephasing

relaxation’’ qdephase as shown in Appendix A:

Tdephase ¼ r � d

3qdephase
: ð25Þ

Combining equations (24), (25), (10) and (11) we obtain:

q2 ¼ q1 þ
qdephase
1� d

r

� � ; ð26Þ

T1
T2

¼ 1þ qdephase
q1 1� d

r

� � : ð27Þ

Equations (26) and (27) show that q2 and T1/T2 decrease with pore radius r. Surface

relaxivity and relaxivity of the field gradient interlayer can be separated in an analysis of

a two-dimensional T1-T2 (2D) correlation experiment. But this is possible only if the data

were measured in presence of a very homogeneous external field, as was produced by the

Halbach magnet.

4.2. Calibration of the Model by aid of 2D T1-T2 Correlation Experiments

We performed 2D T1-T2 relaxation correlation experiments with the NMR core

scanner in order to study the influence of diffusion on the shape of the T2 distribution

function for low porosity rocks, such as those from the Rhaetian sandstone at

Allermoehe. Initial results are published in ANFEROVA et al. (2007). The T1/T2 ratio,

determined from 2D T1-T2 correlation experiments performed on the Allermoehe samples

is not constant even for short echo spacing. It decreases with pore size from values of 10

to 4. Figure 5 shows the 2D T1-T2 map based on measurements on the Allermoehe core

plug AC15.

The T1-T2 correlation experiments were used to determine the relationship between

q1 and q2. Analogous to the mercury injection curves, the differential magnetizations

Dm of each T1,2 fraction of the distribution curves are plotted as relative volumes, with

the integral volume mrel equal to one. First, all relaxation curves were correlated with

the radius distribution curves from mercury injection by shifting the relative volume

distribution relative to the pore size distribution until the maxima of both curves
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coincide for large radii and large T1,2 values. Then, q1 and q2,eff are determined from

equation (19) for each sample (Table 6). Compared to surface relaxivity values from

literature, our data seem to be very low. This can be explained by the dependence of

surface area (in eq. 19) on the resolution power of measurement. We calibrated the

relaxation times to the radius of pore throats from mercury porosimetry with the mean

value rpore throat = 4 lm. The q1 values of HOWART et al., (1990), which cluster at

q1 = 50 lm/s, correspond to the radii of pores, which were optically measured on thin-

sections. HÜRLIMANN et al., (1994) calibrated relaxation time T1 to the radius of pores

which was measured with the PFG-NMR method and obtained a mean value

q1 = 21 lm/s for 10 sandstones. For Allermoehe sandstone, PFG-NMR measurements

(PAPE et al., 2006) yielded a mean radius of pore bodies rpore = 11 lm. Our surface

relaxivity values have to be multiplied with the factor rpore/rpore throat = 2.75 for

comparison with the values of HÜRLIMANN et al. Then, our mean value q1 = 4.3 lm/s

yields a comparable value of 12 lm/s.

Core plug AC9 is considered representative for all Allermoehe samples studied in this

work due to its petrophysical properties (porosity, range of pore sizes, and permeability).

We used it to demonstrate the pore radius dependence of q2 and calculate the thickness of
the interlayer d.

For large T1,2 values, the first maxima of the relative volume distribution occur at

T1 = 749.9 ms and T2 = 133.4 ms. The second maxima for the next largest T1,2 values

occur at T1 = 177.8 ms and T2 = 17.78 ms. Correlating the T1 curve with the radius

distribution curve at the first maximum yields a conversion factor of

cr,T1 = 1/3q1 = 78.64 ms lm-1 according to equation (19). Consequently, the first

maximum corresponds to r1 = 9.53 lm and the second maximum corresponds to

r2 = 2.26 lm. Inserting the appropriate T1 and T2 values corresponding to both maxima

in equation (27) and dividing the two equations yields:

T1 r1ð Þ
T2 r1ð Þ � 1
 �
T1 r2ð Þ
T2 r2ð Þ � 1
 � ¼ h ¼

1� d
r2

 �
1� d

r1

 � : ð28Þ

From this one obtains the thickness of the interlayer:

d ¼ r2
1� hð Þ

1� h r2
r1

 � : ð29Þ

Inserting the appropriate values of the parameters on the right-hand side of equation

(29) yields d = 1.25 lm. The value seems to be rather large compared with the radius of

pore throats. However, the border between the interlayer and central part of the pore is

not sharp but marks a continuous increase of positive and negative gradients of magnetic

field towards the pore wall. A large portion of interlayer volume within the pore throats

hinders the effects of diffusion coupling between neighbored pores of different size (Pape

and Clauser, this issue). The surface relaxivities of AC9 obtained from the comparison of
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the T1,2 distribution curves with the mercury injection curve are q1 = 4.24 lm/s

and q2,eff [r1] = 23.82 lm/s. Thus, equation (26) yields the ‘‘dephasing relaxation’’

qdephase = (q2,eff [r1] - q1) (1 – d/r1) = 17.01 lm/s. Starting with an assumed value for

q1, the value of qdephase can be directly obtained from the two dimensional T1 – T2 map

(see Fig. 8) as q dephase = q1 (S1/S2) - q1.
The relationship between pore radius r, surface relaxivity q2, and transverse

relaxation time T2 is described by equations (19) and (26). We constructed a table with q2
and T2 values calculated for a column of r values. Because the function q2 according to

equation (26) has a pole for r = d, the values for radii near the pole make no physical

sense. Therefore, we truncated the function at a pore radius r = 3 lm which is about

three times larger than d and corresponds to T2 = 40 ms. To estimate correct q2 values
for T2 times shorter than 40 ms, the q2 curve which has been calculated for large pore

radii was extrapolated by a straight line in the plot of log q2 versus log T2 with the slope

at r = 3 lm.

Data measured on Allermoehe sample AC9 yielded a slope of -0.3 which yields:

q2 ri½ 	 ¼ q2;eff r1½ 	 T2 ri½ 	
T2 r1½ 	
� ��0:3

for ri \ r1; ð30Þ

with r1 = 9.54 lm.

Figure 6 presents the dependences of surface relaxivity q2 on pore radius and on T2.

For sample AC9, q2 values calculated from empirical equation (30) are compared to the

curves calculated with equations (26) and (19). Additionally, the fit to data of the two

dimensional T1-T2 measurement is presented.

On the basis of equation (30) it is possible to obtain corrected pore radii from radii

rq2,eff which are calculated with the constant q2,eff and equation (19). In order to calculate

permeability later, we applied this correction to the logarithmic mean values rq2,eff,LM
derived from the logarithmic mean T2,LM of the T2 distribution. We obtained the

correction term by multiplying equation (30) with 3T2[ri] and dividing T2[ri] and T2[r1] in

equation (30) by 3q2,eff:

rcorr T2;LM
� � ¼ rq2;eff T2;LM

� � r1

rq2;eff T2;LM
� �

 !0:3

for rq2;eff \ r1; ð31Þ

with r1 = 9.54 lm.

Using the exponent of 0.3 yields a corrected pore radius rcorr [T2,LM], which is

similar to the pore radius rq1 [T1,LM]. The pore radius rq1 [T1,LM] is obtained with

equation (19) and q1 from the T1 distribution curve which is measured simultaneously

on sample AC9.

In Figure 7a, the shape of the T1 and T2 distribution curves of sample AC9 are

compared. The relaxation curves are correlated by shifting the relative volume

distributions until the maxima of both curves for large T1,2 values coincide. This is

achieved by multiplying the T2 values by the term (q2,eff/q1). In the next step the T2
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distribution curve is renormalized in two different ways. First, it is corrected using the

thickness of the field gradient interlayer. Accordingly, each measured T2 value of the T2
distribution curve is multiplied by the term (q2/q1), where the individual q2 values are

determined from equations (19) and (26). Second, the T2 distribution curve is

renormalized empirically. Therefore, T2 values are multiplied by the correction terms

(r1/rq2,eff)
0.3 and (q 2,eff/q1). Both approaches yield a nearly perfect match with the T1

distribution (Fig. 7b).
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Figure 6

Dependence of surface relaxivity q2 on pore radius demonstrated for sample AC9. a) The surface relaxivity q2,
calculated with equation (26) and the thickness d of the interlayer with large magnetic field gradients is plotted

for radius >2 lm. The other surface relaxivities (spheres from the empirical equation (30) and triangles for

q2 = q1(T2/T1) represent the values at the maxima of the T1 and T2 distributions of the two-dimensional

measurement (see Fig. 8). They are plotted versus the maxima of the pore radius distribution from mercury

intrusion. b) The surface relaxivities q2 (triangles) calculated for T2 with the empirical equation (30) are

compared with values (dashed line) calculated with the aid of a table based on eqs. (26) and (19).
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Figure 7

Relationships between T1 and T2 distribution curves of the T1-T2 correlation experiment, explained for sample

AC9. (a) The T2 distribution curve is shifted so that the first maxima for large T1,2 values of both distribution

curves coincide. (b) Two correction procedures applied for the T2 distribution curve are demonstrated which

compensate the effect of enhanced relaxation due to magnetic field gradients in the layer at the pore walls.
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5. Permeability Prediction by use of the New Model

5.1. Permeability from 2D T2 Relaxation

For all samples for which a pore radius distribution curve was available, values of rq1
[T1,LM] and rq2,eff [T2,LM] were calculated from the T1 and T2 distribution curves. Mean

values of q1 and q 2,eff (Table 6) of these samples were used to determine values of rq1
[T1,LM] and rq2,eff [T2,LM] for the rest of the samples. From the rq2,eff [T2,LM] values also

rcorr [T2,LM] values were calculated according to equation (31). The permeability was then

predicted using the following equations:

k ¼ 1

8

� �
c//
Thydr

r2q1 T1;LM
� � ð32Þ

and

k ¼ 1

8

� �
c//
Thydr

r2corr T2;LM
� � ð33Þ
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Figure 8

Permeabilities calculated from 2D T1 and T2 distributions according to equations (32) and (33) (Table 4) plotted

versus depth and compared to gas permeabilities for several Allermoehe samples.
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with tortuosity Thydr = /-1, and Thydr = 20 for / < 0.05 (cf. Table 3). The factor

c/ = 0.7 was chosen because of the high clay-content of the Allermoehe samples.

Table 6 shows the resulting pore radii and permeabilities.

In Figure 8, permeabilities calculated from 2D T1 and T2 distributions according to

equations (32) and (33), are plotted versus depth and compared to gas permeabilities.

Additionally, Figure 9 presents calculated permeabilities from 2D T2 distributions versus

measured gas permeabilities: (1) permeability was calculated according to the standard

method in the oil industry, based on equation (5) with a factor of a = 4 generally

accepted for sandstones, and (2) permeability was calculated from rcorr (T2,LM
) according to

equation (33). Whereas permeabilities derived from equations (32) and (33) agree well

with gas flow measurements, results from the standard oil industry method seem to

underestimate permeability systematically for the low porosity Rhaetian sandstones from

Allermoehe.

5.2. Permeability from 1D T2 Relaxation

Permeabilities of the Allermoehe core plugs were also derived from 1D transverse

relaxation measurements performed with the NMR core scanner. For the samples with

available pore size distribution, individual relaxivities q2,eff were determined by

equating the maxima of both frequency distributions. A mean value of q2,eff was
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Correlations of Allermoehe core plug permeabilities: results from gas flow measurements are compared to

calculated permeabilities based on 2D T2 measurements: 1) Permeability calculated from T2,LM according to the

standard method in the oil industry with equation (5) using a factor a = 4. 2) Calculated from rcorr (T2,LM
)

according to equation (33).
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calculated and used for the other samples. Pore radii rq2,eff (T2,LM) were

calculated from logarithmic mean relaxation times T2,LM according to equation (19).

In the case of samples AC1 and AC3 with very small pore radii, T2,LM values were

calculated using a lower T2 cutoff of T2 = 0.9 ms. The pore radii were corrected

Table 5

Results based on the mercury intrusion measurements

Sample reff,frac
[lm]

q c/ k [mD]

from reff,frac
eq. (17)

reff,LM
[lm]

reff,LM,free

[lm]

k [mD]

from reff,LM
eq. (17)

k [mD]

from reff,LM,free

eq. (17)

AC7 3.62 1.15 0.77 8.05 3.14 5.59

AC9 3.18 1.79 0.82 6.65 3.78 8.12

AC10 3.32 1.02 0.87 11.72 5.27 29.82

AC12 2.58 2.07 0.79 5.30 2.76 5.48

AC13 2.60 1.72 0.80 5.43 2.82 5.72

AC14 2.38 1.00 0.84 4.79 4.90 17.22

AC15 4.21 1.00 0.88 15.79 9.23 61.19

AC16 1.76 1.00 0.78 1.94 4.45 11.24

AC18 2.98 1.00 0.82 5.82 4.63 12.15

AC20 3.59 1.00 0.82 8.55 4.87 13.45

AC23 1.61 3.51 0.33 0.68 0.29 0.9 0.46
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Correlations of Allermoehe core plug permeabilities: results from gas flow measurements are compared to

calculated permeabilities based on 1D T2 distributions measured with an NMR core scanner: 1) Permeability

calculated from T2,LM according to the standard method in the oil industry with equation (5) using a factor

a = 4. 2) Permeability calculated with equation (34).
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according to equation (31) by multiplication with the term (r1/rq2,eff)
0.3 resulting in

rcorr (T2,LM).

Permeability was calculated from equation (33) with c/ = 0.7 and tortuosity

Thydr = /-1 for / C 0.05, and Thydr = 20 for / < 0.05.

Equation (33) is consistent with:

k ¼ 1

8

� �
c//
Thydr

� �
3q2;effT2;LM;corr

� �2 ð34Þ

where T2,LM,corr is the corrected logarithmic mean:

T2;LM;corr ¼ T2;LM
r1

3q2;effT2;LM

 !0:3

; ð35Þ

with r1 = 9.54 lm.
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Figure 11

Comparison of NMR logging data recorded in the Allermoehe borehole and mobile NMR core scanner results:

The Schlumberger CMR porosity log (full line) correlates well with core plug porosities measured with the gas

pycnometer (circles) and with the NMR core scanner (diamonds).
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The corrected pore radii rcorr [T2,LM] and permeabilities are presented in Table 7. To

obtain permeability values according to equation (34) the mean value of q 2,eff of the set

of samples was used. For comparison, permeability values were calculated by the

standard oil industry method from 1D T2 distributions (equation (5) with a factor of

a = 4). Whereas permeabilities derived from equation (34) agree well with gas flow

measurements. Results from the standard method used in the oil industry underestimate

permeability systematically (Figure 10). Particularly, permeability is underestimated by

four orders of magnitude for the samples AC1 and AC3 which contain a considerable

amount of clay.

6. Comparison of NMR Logging and Mobil NMR Sensor Data

In this study, we used relatively small samples for the relaxation measurements with

our laboratory NMR device. However, relaxation measurements on long cores moving

stepwise through the Halbach magnet can also be performed with the mobile NMR core

scanner. These measurements yield the porosity, because the initial amplitude of the
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Figure 12

Correlation of core plug permeabilities: Results from gas flow measurements are compared to calculated

permeabilities from a power-law relationship between permeability and porosity according to equation (4).
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decay curve and the area under the T2 distribution curve are directly proportional to the

number of polarized hydrogen nuclei in the pore fluid. Hence, the T2 distribution can be

directly calibrated in terms of porosity (COATES et al., 1999; BLÜMICH et. al., 2004;

ARNOLD et al., 2006). To demonstrate this on the Allermoehe samples, we calibrated the

mobile NMR core scanner for porosity measurements using a glass tube of known cross

section and filled with distilled water. Then, porosity was calculated from the relaxation

curves of the plugs. Comparison to porosity from the gas pycnometer shows that NMR

relaxation measurements yield reasonable porosity values. The correlation coefficient R2

between NMR core scanner and pycnometer measurements is 0.8 with a standard

deviation of 1.1%. The porosity values from the mobile NMR core scanner also agrees

well with the porosity data of the CMR log from the Allermoehe borehole, where we used

the sum of free water and capillary water for the comparison (Figure 11).

For the comparison of permeability data we used the 1D T2 measurements with the

mobile NMR core scanner and porosity measurements with the pycnometer.

Permeability from the CMR log was calculated with / = free water ? capillary

water from the CMR log itself. Figure 12 shows the comparison of permeability data

measured with the mobile NMR core scanner and with the downhole CMR tool,

which were calculated with the calibrated permeability-porosity relationship of

equation (4). Both data sets are in good agreement and compare well with the

Table 6

Results based on mercury injection curves and on 2D T1-T2 correlation experiments performed on the

Allermoehe samples: pore radii rq1 [T1,LM] and rq2,eff [T2,LM] are calculated according to equation (19) using

surface relaxivities q1 and q2,eff; the rcorr [T2,LM] values are calculated according to the empirical equation

(31). Permeabilities k follow from equations (32) and (33). For comparison gas permeabilities (kgas) are also

shown.

Sample q1
[lm/s]

q2,eff
[lm/s]

rq1 [T1,LM]

[lm]

eq. (19)

rq2,eff [T2,LM]

[lm]

eq. (19)

rcorr [T2,LM]

[lm]

eq. (31)

k [mD] from

rq1 (T1,LM)

eq. (32)

k [mD] from

rcorr (T2,LM)

eq. (33)

kgas
[mD]

AC4 6.51 6.12 6.97 34.92 26.87 11.6

AC6 3.19 2.25 3.45 3.79 1.61 1.85

AC7 4.83 21.89 3.19 1.91 3.07 5.35 2.07 3.59

AC9 4.24 23.82 3.82 2.65 3.87 8.48 3.98 5.26

AC10 4.24 23.82 4.20 2.95 4.18 18.71 9.36 20.7

AC12 2.37 17.76 2.35 1.50 2.59 4.83 1.62 3.13

AC13 4.21 13.30 2.40 0.97 1.91 2.61 0.68 4.42

AC14 5.31 37.20 5.10 3.99 5.16 19.14 11.44 10.1

AC15 4.28 35.10 5.65 3.69 4.88 17.13 9.77 19.6

AC16 5.77 33.62 5.71 3.36 4.57 11.85 6.39 8.99

AC18 5.09 29.68 4.89 3.00 4.23 10.13 5.12 6.16

AC19 4.72 2.98 4.21 15.67 7.88 13.9

AC22 1.92 0.57 1.32 0.76 0.14 0.39

AC23 2.22 12.96 0.87 0.29 0.82 0.38 0.05 0.4

AC25 3.06 1.79 2.93 2.74 1.02 1.71

mean

value

4.256 24.915
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measured gas permeabilities with the exception of two values from mobile NMR at

the depth of about 3225 m.

For the next comparisons, the measured relaxation times were used for estimating

permeability. Figure (13) presents the data sets which were calculated with the empirical

Kenyon equation (5) using a factor of a = 4. There is a large disagreement between

NMR and gas permeabilities, as the predicted values are too low. This can be explained

by the use of a high porosity exponent equal to 4 in equation (5) and the low porosity

values of the Allermoehe samples, between 2% and 11%. It should be noted that this

equation is only suitable for formations of high porosity (/ > 15%).

Finally, the new method was applied by using equation (34) for calculating

permeability from the relaxation data (Figure. 14). In this case, the data sets for the CMR

log, the core scanner, and the gas flow measurements compare well.

7. Conclusion

NMR logging data recorded in a sandstone formation or NMR measurements

performed with a mobile NMR core scanner on corresponding core plugs are useful to

Table 7

Results based on 1D T2 relaxation measurements with the improved Halbach core-scanner: q2,eff values follow
from equation (19); rcorr [T2,LM] values result from equation (31); and permeabilities ‘‘k from rcorr [T2,LM]’’ are

calculated with equation (29) and ‘‘k from T2,LM,corr’’ result from equations (34) and (35) using the mean value

of q2,eff

Sample q2,eff [lm/s]

eq. (19)

rcorr [T2,LM]

[lm] eq. (31)

k [mD] from rcorr
[T2,LM] eq. (34)

k [mD] from T2,LM,corr

and mean q2,eff
eqs. (34) and (35)

kgas [mD]

AC1 – 1.53 0.69 0.69 0.16

AC3 – 2.49 1.80 1.80 0.42

AC4 – 6.14 27.09 27.10 11.6

AC6 – 1.79 1.02 1.02 1.85

AC7 21.60 3.32 6.26 6.42 3.59

AC9 17.37 2.31 3.01 2.71 5.26

AC10 23.46 3.33 11.87 12.78 20.7

AC12 13.10 2.33 3.89 2.97 3.13

AC13 22.05 3.29 7.76 8.06 4.42

AC14 13.10 2.22 3.53 2.70 10.1

AC15 27.85 4.07 11.87 14.14 19.6

AC16 29.68 3.52 7.03 8.69 8.99

AC18 26.29 2.87 4.66 5.37 6.16

AC19 – 3.16 4.21 4.22 13.9

AC20 23.07 3.24 5.96 6.35 7.2

AC21 – 2.23 2.15 2.17 3.1

AC22 – 2.06 1.85 1.85 0.39

AC23 10.38 1.34 1.01 0.68 0.4

AC25 – 2.71 0.51 0.51 1.71

mean value 20.72
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determine porosity directly and accurately. The empirical Kenyon equation with T2,LM,

which is commonly used in the oil industry for estimating permeability from NMR logging

data, is acceptable for typical reservoir rocks with porosity >10%. A high exponent to

porosity / in this equation restricts the applicability to a small range of porosities. Other

permeability equations contain the surface relaxivity q2 explicitly. Then, the effective

hydraulic pore radius has to be larger than about 10 lm for using a constant surface

relaxivity q2. In the case of the Rhaetian sandstone formation at Allermoehe with low

porosity (B11%) and permeability, a calculation scheme with a constant q2 yields large
errors. Therefore, the relationship betweenq2 and pore radius rhas been studied. FromT1-T2
correlation experiments, the relationship between the surface relaxivities q1 and q2 can be
determined. A constant value for q1 can be obtained from the comparison of T1 distributions

with mercury injection curves. The relaxation of transverse relaxations mainly depends on

the dephasing of magnetic spins due the internal inhomogeneous magnetic field. This

process can be described by a model of an interlayer with large magnetic field gradients
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Figure 13

Comparison of NMR logging and mobile NMR sensor data: The CMR permeability (full line) is compared to

NMR core permeability (diamonds) based on equation (5). Permeability values derived from gas flow

measurements on core plugs (circles) are shown for comparison.
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inside the pore walls. The thickness of this interlayer and a relaxation term q dephase can be

calculated. The surface relaxivity q2 results as (q1 ? q dephase) multiplied by a correction

term, which is 1 for a pore throat radius larger than 10 lm and increases with decreasing

pore radius. Based on this analysis it is possible to calculate an individual surface relaxivity

q2 for each T2 value. On this basis, accurate permeability prediction from transverse

relaxationmeasurements is possible. A hydraulic effective pore radius can be calculated for

each sample from the logarithmic mean value of the T2 distribution curves. Consequently,

permeability can be predicted accurately from the effective pore radii with the physically

based Kozeny-Carman equation. The new permeabilitymodel yielded equation (34), which

can be conveniently used to calculate permeability from measured decay curves of

transverse magnetization.

A comparison of NMR measurements with the core scanner to a CMR Log showed

that both methods are compatible. For applying the new permeability model to NMR

downhole measurements, one needs the value of q2 for large pores. This can be

determined by calibration on cores. Otherwise, the relationship between q1 and q2 can be

10
-3

10
-2

10
-1

10
0

10
1

10
2

permeability [mD]

3250

3240

3230

3220

de
pt

h 
[m

]

Figure 2

NMR Log, k from T2,LM (eq. 34) 
mobile NMR, k from T2,LM (eq. 34)      
 k from gas flow measurement

Figure 14

Results of the new model applied to NMR logging and mobile NMR sensor data for calculating permeability

based on equation (34): the CMR permeability (full line) is compared to NMR core permeability (diamonds).

Permeability values derived from gas flow measurements on core plugs (circles) are shown for comparison.
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studied by two dimensional T1-T2 measurements in the borehole. The surface relaxivity q1
may be assumed on the basis of literature data. When the permeability prediction with

equation (34) is based on relaxivity values from literature, it might be necessary to adjust

them to the calibration radius reff, if the values were originally calibrated to the pore body

radius.
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Appendix

Here, we explain equations (19) and (25) which relate T1 and Tdephase to the pore

radius r and a reduced radius (r-d) respectively. We use a spherical pore model.

According to SEEVERS (1966), inverse longitudinal relaxation time S1
-1 is described as

the arithmetic mean of the free fluid relaxivity qFF[s
-1] for the free water volume and the

so-called interlayer relaxivity qinterlayer1 [s-1] for the interlayer1 at the pore wall. The

interlayer1 with thickness d1 is different from the interlayer with large field gradients in

Figure 4 with thickness d.

1

T1
¼ Vtotal � Vinterlayer1

Vtotal
qFF þ Vinterlayer1

Vtotal
qinterlayer1: ð36Þ

The free fluid relaxivity results from the interaction between water molecules

themselves, whereas the interlayer1 relaxivity is explained by the interaction of water

molecules with the crystal lattice of the pore wall. As qFF is much smaller than

qinterlayer1, the first term can be neglected for small pores. Vinterlayer1/Vtotal can be

expressed by Spor,NMR and the thickness d1 of interlayer1 which is in the range of

nanometers:

1

T1
¼ qinterlayer1d1Spor;NMR ¼ q1

3

r
: ð37Þ

The value of longitudinal magnetization Mlongitudinal starts with zero for t = 0 and

approximatesM? for a prolonged period. The function (M?-M)longitudinal would be equal to

transverse magnetization if dephasing did not appear. Figure 15 presents a schematic plot

of (M?-M)longitudinal versus diametric extension from the pore wall to the center (dashed

line). The local values of (M?-M)longitudinal correspond to the concentration of protons in
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the activated magnetic state, which is arbitrarily set to 80% at the center. The protons loose

their energy at the pore wall. The shape of the curve results from diffusion of activated

water molecules towards the pore wall. The thickness of interlayer d1 is constructed with

the help of a step curve which confines the same area as the original curve.

The geometrical conditions of transverse magnetization Mtransverse are illustrated in

the same figure. The local values of Mtransverse correspond to the concentration of

protons in the activated magnetic state, which are not irreversibly dephased and

therefore can be measured by the spin-echo-method. This fraction can be brought back

into phase during echo time, in contrast to those that changed their precession velocity

by diffusion in an inhomogeneous magnetic field which is caused by paramagnetic

minerals at the pore walls. An interlayer of thickness d enveloping the pore wall

contains this internal, inhomogeneous magnetic field (see Fig. 4). The second curve

(continuous line in Fig. 15) represents the transverse magnetization due to irreversible

dephasing without surface relaxation at the pore wall. The value in the pore center is

set to 60% in order to show that the relaxation due to dephasing progresses faster than
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Figure 15

Schematic drawing for explaining the relationship between T1 and r1 and the relationship between Tdephase and

(r-d). See text for more details.
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pure surface relaxation fore (M?-M)longitudinal. The curve decreases with a steep slope

at the beginning of the interlayer of large magnetic field gradients. This interlayer is

about one order of magnitude thicker than interlayer1. The thickness d is again

constructed with the help of a step curve which confines the same area as the original

curve. Below this curve lays the third curve (dash-dotted line) which represents the

measured transverse magnetization due to surface relaxation coupled with irreversible

dephasing. How these two processes work together is explained by equation (24). Here,

we want to justify equation (25), which relates the relaxation time Tdephase to the

reduced radius (r-d).

The curve in the middle of Figure 15 shows that it is allowed to neglect the portion of

activated protons within the interlayer with thickness d. Therefore, the relaxation process

of dephasing can be described by the decrease of activated protons in the inner sphere

with volume V[r-d] = (4/3)(r-d)3. Some activated protons pass the surface with area S[r-

d] = 4(r-d)2 by diffusion and become dephased. As the amount of activated protons is

proportional to M, we get:

dM

dt
¼ �qdephaseS r�d½ 	

M

V½r�d	
: ð38Þ

Integration yields:

logM ¼ �qdephase
S r�d½ 	
V½r�d	

t þ logM0

M ¼ M0 exp � t

Tdephase

� �
with Tdephase ¼ 1

qdephase

V½r�d	
S r�d½ 	

� �
:

ð39Þ

V[r-d] and S[r-d] are expressed by the radius (r-d):

1

Tdephase
¼ qdephase

3

r - dð Þ : ð40Þ
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