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An Interface for Reducing Errors
in Intravenous Drug Administration

Frode Eika Sandnes and Yo-Ping Huang

Abstract Input errors occur with drug infusion pumps when nurses or technicians
incorrectly input the prescribed therapy through the control panel. Such number
copying tasks are cognitively and visually demanding, errors are easily introduced
and the process is often perceived as laborious. Stressful working conditions and
poorly designed control panels will further add to the chance of error. An alter-
native scheme is proposed herein, termed intravenous prescription phrase, based
on dictionary coding. Instead of copying number sequences the user copies
sequences of familiar words such that the cognitive load on the user is reduced by a
factor of five. The strategy is capable of detecting errors and is easy to implement.

Introduction

The operation of medical devices, in particular the input of numeric values has
received much attention [1]. Intravenous drug administration involves the input of
rate, dose, time and volume of drugs prescribed by doctors and input errors can be
lethal. Studies have shown that error rates in intravenous drug administration can
be as high as 50-80 % [2, 3]. The technical complexity of menu structures con-
stitute one problem with such medical devices is [4]. Another key issue is the
copying of digits such as when placing phone calls. Often this involves a number
copying task where the number is read from some source such as a phone directory
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and input using the numeric keypad [5]. Airlines often use booking references
which users input on self-service check-in terminals in the airport to obtain their
boarding cards. These higher base numbers, such as base 36, often comprise
combinations of letters and digits.

Shannon [6] identified that a decimal digit is approximately equal to 3 1/3 bits.
Similarly, base 36 numbers are equal to 5.2 bits. One may argue that the increased
information capacity gained through large base-digits does not justify the
increased complexity of the copying tasks. One reason is that certain letters and
digits look similar such as 0—O, 1—I, 2—Z, 5—S, 6—G and 8—B. Differenti-
ating such symbols is even more difficult when the user has reduced visual acuity
and given certain fonts. High base numbers appear as random strings. The lack of
internal structure means that users are unable to resolve ambiguous looking
characters. This problem is well known in the optical character recognition liter-
ature [7].

It has been found that number input errors are caused by either motor slips
where the fingers do not perform as expected, recall slips where numbers are
remembered incorrectly, or perception slips where the source number is read
incorrectly [8]. These errors can result in digit substitutions, insertions or omis-
sions. Most digit and text input studies operates with typical error rates of 5-10 %,
which means that up one in every 10 digits are likely to be incorrect. A study of the
frequency of digits in drug infusion pumps showed that O is the most frequent
digit, followed by 1 and 5, while 3, 4, 6, 7 and 8 are comparatively rare [9].
Numbers ranged in 1-5 digits in length with 3 digits being the most common. One
class of errors termed “out by 10 errors” is caused by incorrectly entering a
decimal point or a zero [10, 11]. Out of 10 errors greatly affect the magnitude of
numbers and will have serious consequences.

Several studies have investigated various number input interfaces including
touch based [12] numeric keypads, displays with individual incremental up-down
buttons, incremental left-right/up-down buttons or 5-button interfaces [13] that are
often attached to mobile equipment in ambulances, hospital wards, etc., and results
show that the slower incremental up-down interfaces leads to fewer errors than
numeric keypads [14]. Another approach is to avoid the input of digits altogether
where the prescription is printed on bar-codes and input using bar-code readers
[15]. However, bar codes require printing and they are less flexible, as the
information cannot be communicated orally. This study focuses on the manual
input of prescriptions.

Number Copying Challenges

Number copying tasks are problematic for several reasons. Miller’s limit on
humans’ short term memory of 7 & 2 pieces of information [16] is often cited and
subsequent studies have narrowed this limit down to a maximum of 5-7 pieces
[17]. Studies involving memorizing phone numbers have shown that recall
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performance rapidly degrades beyond 6 digits [5]. A digit copying task therefore
has to be split up into several read-input cycles, each cycle requiring alternating
the visual attention between the source and the target. This is difficult if the source
digits are not grouped such as 16 digit credit cards numbers presented groups of
four. Without grouping additional effort is required to locate where to resume
when shifting attention between the source and the target. Another issue is a lack
of standard interface layout. If there is a mismatch in both information sequence
and information location on the printed prescription and the target it will harder for
users to pair source and target.

Second, digit copying tasks are error-prone and parity checks are unable to
capture all errors.

Third, digit copying is perceived as time-consuming and laborious. Many
portable laptop computers do not have numeric keypads and it has been demon-
strated that the input of digits on QWERTY keyboards without numeric keypads
are significantly slower than using full keyboards with numeric keypads [18]. It is
occasionally necessary and practical to communicate number information from
one individual to another orally via phone, such as if receiving a prescription from
a medical doctor via phone. Each digit will have to be read out one by one and
often repeated several times to confirm the correctness of the data. This further
reduces efficiency and increases the chances of error and frustration.

Memory Aids

One popular memory aid is to remember number sequences associated with word
input on mobile keypad, for example 2,326 m as ADAM. Instead of recalling the
individual digits where each digit counts as one piece of information, the word is
remembered counting as one piece of information. Unfortunately, not all number
sequences have corresponding words as 0 and 1 are not assigned letters.

This paper proposes to use a fixed dictionary for encoding and decoding. Digit
sequences are split into groups, where each group is converted to a linguistic word.
The user is presented with a word sequence instead of a number sequence and will
thus be able to copy more information per copy-input cycle. Group sizes of 5 digits
are chosen as this relies on wordlists with 100,000 entries.

For example, 01234 56789 is first split into two groups of 5 digits, namely
01234 and 56789. Each number is then looked up in the wordlist (see Fig. 1). The
digits 01234 could correspond to the English word “stir” and 56789 correspond to
“galumphs” and the word sequence “stir galumphs” is presented to the user, who
has the memory capacity to simultaneously hold both words in working memory
while copying the words to the target. Next, the words are identified in the wordlist
on the receiving end and the indices of the two words identified.

The wordlist can be organized such that the magnitude of the number correlates
with the word length such that smaller numbers with many prefix zeros are
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index _word onechar[a | onechar[a | index _word
00000 a 00000 a
00001 ab ab Ex 00001 ex
00002 ac - ac | — ai — 00002 ai
two chars two chars
99997 pseudopodium zn 99997 desalinizing
99998 psychedelics 99998 preallotting
99999 psychiatries three 222 three E)F:: 99999 Manipulative
chars chars
sorted word list split on length randmized random word list
groups

Fig. 1 Composing the error tolerant wordlist

assigned shorter words and larger number are assigned longer words. Another
strategy would be to assign the most frequently used numbers shorter words.

A key advantage of linguistic words is that readers read words as whole units,
while digit sequences are read individually. The reader recognizes the height
signature of lower case letters. This greatly adds to the reading speed. Moreover,
users are able to spot simple errors due to the internal word structure. Visual
perception errors are reduced since words are read as one unit rather than indi-
vidual unrelated units. Recall errors are also reduced for the same reason.

Error Detection

The literature on spell checking classifies input errors as deletions, insertions or
replacements [19]. This strategy proposes two levels of error detection. The first
level of error detection catches misspelled words not found in the wordlist.

Next, the wordlist is organized such that similar words are associated with
dissimilar digit sequences. The Levenshtein distance is often used to measure the
distance between words [20], but the Hamming distance can be used if the words
have equal lengths. The following scheme is employed. The list of 100,000 words
is first sorted into groups of equal length and words in each group shuffled into
random order. Finally, the groups are recombined into one list organized according
to increasing word lengths while exhibiting a random internal structure.

For example, the word “buys” can easily be mistyped as “buts” by substituting
the character y with t. The Hamming distance between these words are 1. The
corresponding numbers for the two words are 1225 and 3022. These numbers have
a Hamming distance of 3 and a numeric distance of 1797. With running numbers
the two numbers would be 1352 and 1354, respectively, yielding a Hamming
distance of 1 and a numeric distance of 2. Figure 1 illustrates the wordlist con-
struction process.
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A second level of error detection is achieved by introducing a parity check [21]
by summing each 5-digit chunk multiplied by unique factors and computing the
desired modulus 100,000 of the total. By multiplying each number with a factor
the parity check will detect if elements are swapped. A modulus 10 scheme misses
10 % of the errors, while modulus 100,000 only misses 0.001 % of the errors.

The linguistic digit representation can also assist detecting errors when
comparing numbers. Imagine a customer comparing the dates 23-06-2012 and
23-08-2012, coded as 23062 and 23082, respectively. Each date comprises three
information parts, day, month and year. If the user focuses on the day he or
she may overlook the difference in month, that is, June versus August since the
shape of 6 is similar to 8. This will not happen when comparing their linguistic
representations “thrives” and “marxist”.

Information Coding Schemes

This section illustrates how to code values with the proposed scheme. Each unit
should be fitted to a chunk to avoid overlap across chunks.

Large numbers with more than 5 digits are split into several chunks. Some
values with more than 5-digits can be reduced to 5-digit chunks without infor-
mation loss. Dates are often described with eight digits, namely day, month and
year. One simplification is to use a modulo-10 single digit for the year. This will
work as most applications operate within a limited time scope. This date format
allows dates to be specified using a single linguistic word which is useful for
making comparisons. Comparisons across years are simplified further if the year is
dropped altogether.

Numbers comprising 5 digits or less can simply be represented using heading
zeros such as small quantities, drug doses, etc. Analysis of commercially available
equipment showed that numbers frequently represent volumes in ml or rates in
ml/hr with rarely more than three digits and one digit after the decimal point. Such
numbers can therefore be represented using the least significant digit of the 5-digit
sequence to represent the digit after the decimal point and the four most significant
digits to represent the digits on the left of the decimal point. For example 0.1
would be 00001, 10 or 10.0 would be 00010, 450 would be 04500, etc.

However, most drug infusion pumps do not actually have the precision indi-
cated by the operating panels. Some equipment specifies an error in dosage of
about 12 % from the set value. It is thus pointless to distinguish between 450.1 and
450.0 ml.

Pairs of related parameters with similar magnitudes can be combined into
5 digit numbers as a type of double floating point numbers. A parameter is rep-
resented using its two most significant digits, that is A and B, for example ABO,
AB or A.B, and 3 bits are used to indicate the position of the decimal point from
10-1 to 104 represented by the values from O to 6, respectively. For example to
code the parameter pair 2.0 and 1.5 using this scheme one would get 02015. The
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first digit O indicates the decimal point in the most leftmost position. To code the
number pair 45 and 35 the decimal is moved one position to the right and the first
digit is therefore 1 yielding the value 14535. Similarly, the pair 450 and 350 can be
coded as 24535.

Materials and Methods

An English wordlist published by the SIL International Linguistics Department
containing 109,582 entries was used. The entries were sorted according to
increasing word length and the 100,000 shortest words were kept. The average
word length is 8 and the maximum words length 12 characters. The size of the final
wordlist was less than 1 Mb making it applicable to devices with limited memory.
A proof of concept coder and decoder were implemented in Microsoft Excel.
Excel was chosen in order to demonstrate that it is simple to implement. Several
drug infusion pump user manuals were studied to acquire information about
common intravenous drug administration practices and prescription parameters,
namely Curlin Medical’s 4,000 Plus and 4,000 CMS Ambulatory Infusion Sys-
tems, Abbott Laboratories’” PLUM A+, Eureka’s IP and LF infusion pumps and
BodyGuard’s 323 Multi-Therapy ambulatory infusion pump. Common parameters
are listed in Table 1. Of the less obvious parameters titration limit specifies the
maximum infusion rate, keep vein open rate specifies the rate of fluid transmitted
when the devices is in an open state. This measure is specified as the overall rate is
achieved by injecting drugs in smaller doses, and this specifies the rate for each
dose.

Table 1 Common drug infusion pump parameters

Parameter Resolution Max Unit Type Flag no.
Bag volume 1 9,999 ml N/A
Concentration 0.1 999 mg/ml Required

Start time 00:01 23:59 Hours: minutes Optional 1
Titration limit 0.1 400 ml/hour Optional 2
Amount to infuse 0.1 9,999 ml Required

Rate of injection 0.1 400 ml/hr Required

Vein open rate 0.1 10 ml/hour Optional 2
Loading dose 0 50 ml PCA 3
Bolus dose 0 50 ml PCA 4
Delta rate 0 50 ml PCA 5
Delta time 0 60 Minutes PCA 5
Max bolus dose 0 100 ml PCA 4
No. bolus dose/hr 0 15 Doses PCA 4
Min bolus interval 0 60 Minutes PCA 4
Up-ramp 00:01 99:59 Hours: minutes Optional 6
Down-ramp 00:01 99:59 Hours: minutes Optional 6
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The following parameters apply to patient controlled analgesia therapies:
Loading dose indicates an initial dose of drugs infused at the beginning of a
therapy. Bolus dose indicates the amount of drugs in Im. Delta rate and delta time
specifies the gradual increase of a dose per time unit. Maximum bolus dose
indicates the maximum dose that can be demanded by the patient, minimum bolus
interval specifies the minimum time interval between consecutive bolus doses and
number of boluses allowed per hour specifies an upper limit to how many bolus
doses the patient are allowed per hour. Up-ramp and down-ramp parameters can be
used to gradually increase and decrease doses.

This parameter list comprise six optional parameters, therefore a check word
can be introduced to indicate both which optional parameters that are included in
the message and a parity symbol for error detection purposes. The two most
significant digits are used to indicate the parameters included and the three least
significant digits constitute a parity symbol.

Results and Discussion

The following example illustrates how the proposed strategy is applied to the
following simple fictitious prescription:

Concentration 1.5 mg/ml
Amount to infuse 75.0 ml
Rate of injection  15.0 ml/hr

The corresponding number sequence for this prescription is:

00695 00015 00750 00150

Here 00695 is the control value where the first two heading zeros indicate that no
optional parameters are present. The parity value 695 is computed as the modulus
1,000 of the sum of the three parameters computed with weights 3, 2 and 1. The
corresponding word prescription phrase sequence is

but md lip pub

Setting three digits may not seem hard, but it would probably require three read-
input cycles. However, under stress one may misread one of the digits or swap the
numbers that are relatively similar in structure and magnitude.

The corresponding four word phrase “but md lip pub” is easier to remember,
and can be input in one read-input cycle. Moreover, any mistakes would be
detected, for instance if the word “but” is incorrectly input as “byt” since y is next
to u on the QWERTY-keyboard. The letter sequence “byt” would be detected as
an invalid word.

Next, imagine the word “bit” input instead of “but” as the character i is next to
u on the keyboard. The word bit gives parity 456, which indicates that it is a
mistake somewhere since it does not match the parity value 695.
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If two of the words are accidentally swapped, for instance md and lip, giving
the incorrect phrase “but lip md pub”, the parity becomes 430 which does not
match 695.

If we include an extra word accidentally, for example md twice, giving “but md
md lip pub” the error is detected as there are no flags indicating optional
parameters. Also, the parity values do not match. Next, consider the following
prescription:

Concentration 1.5 mg/ml
Titration limit 30.0 ml/hr
Amount to infuse  75.0 ml

Rate of injection 20.0 ml/hr

Vein open rate 10 ml/hr
Loading dose 5.0 ml
Bolus dose 1.0 ml
Delta rate 1.0 ml
Delta time 5 min

Max bolus dose 10 ml
No. bolus dose/hr 2
Min bolus interval 30 min
Up-ramp 03:00
Down-ramp 06:00
This prescription involves 14 data items with 27 digits and 5 separators that
possibly would have to be input through an intricate procedure involving different
menu screen in 14 read-input cycles. This prescription is represented using the
following string:
37983 00015 00300 00750 00200 0010 00050 00010 00010 00005 00010 00002
00030 00300 00600
All but the first parameters are included meaning that all bit flags apart from the
first bit are set, giving 37. The parity value of the parameters is 983 using weights
from 13 to 1 from left to right. The corresponding drug prescription phrase is thus
flipper md fen lip lap us od us et us ai on fen doz

The resulting 15 word phrase can be copied in three read-input cycles, as
“flipper md fen lip lap”, “us od us et us” and “ai on fen doz”.
The two examples illustrate a very general and flexible approach. However, some
values occur repeatedly such as 10 resulting in monotonous phrases with several
similar (“us”). Since most drug infusion pumps do not actually have the precision
indicated by the operating panels the final example illustrates the use combined
parameter pairs for obtaining shorter intravenous prescription phrases. The fol-
lowing related parameters from the previous example can be paired, titration limit
(30 ml/hr) and keep vein open rate (10 ml/hr) coded as 13010, loading dose (5 ml)
and bolus dose (1 ml) coded as 05010, delta dose (1 ml/hr) and delta time (5 min)
coded as 10105, max bolus dose (10 ml), bolus doses per hour (2) and minimum
bolus interval (30 min) coded as 10230, and finally up-ramp (03:00) and down
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ramp (6:60) coded as 11836. The resulting string is thus37271 00015 00750 00200
13010 05010 10105 10230 11836

which gives the following intravenous prescription phrase

cappers md lip lap vegans divvy nitty babes milton

This phrase is easily remembered in two steps, namely “cappers md lip lap” and
“vegans divvy nitty babes milton”. This optimized phrase does not compromise
accuracy.

Conclusions

A strategy for reducing the errors in intravenous drug administration is proposed.
It comprises a memory aid that simplifies manual number copying tasks. The
strategy converts the prescription data comprising digits sequences to sequence of
linguistic words. Ordinary drug prescriptions can therefore be memorized for short
durations. In addition the strategy allows users to easily verify the correctness of
information as it is easier to compare linguistic words than digit sequences.
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A Vocabulary Learning Game Using
a Serious-Game Approach

Kanako Nakajima and Tatsuo Nakajima

Abstract It is always hard to keep motivated while doing something we must do
but we do not want to. However, gamers put so much time into their favorite
games, just because its fun. Games have many tricks to keep attracting people, and
nowadays these gimmicks are included into education-games. However, not many
of the education-games in the markets are fun enough to keep users motivated for
playing. In this paper we address this conflict, propose a better education-game
created based on a popular smartphone game, and evaluate the improvement of the
motivation through playing the game we offer. As a conclusion, we discovered that
the examinees are motivated through the experiment using the education-game we
created; however, these motivations are passive as they are not actively willing to
do, but rather not mind doing it. Supplementations to shift these passive motiva-
tions to active motivations are considered in our future work.

Keywords Serious game - Education

Introduction

It is always hard to keep motivated while doing something we must do but we do
not want to, such as studying and working. On the other hand, there is something
we enjoy doing it although we do not have to: games. Games are loved by many;
in the research held in 2009 in Japan, 34 % of all Japanese citizens, and 64 % of
Japanese elementally students play games regularly [1], and those gamers are
willing to play games for there lives [2]. Good games have power to attract people,
thus applying game mechanics to education has already been investigated for
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several times. However, it is doubtful that the education games produced in the
market today work well enough. According to the Annual Video Game Industry
Report, the peak of the education game market was in 2006-2007 in Japan, with
the release of Brain Age: Train Your Brain in Minutes a Day! and English
Training: Have Fun Improving Your Skills!. Brain Age: Train Your Brain in
Minutes a Day!, the one sold very well, is full of game mechanics, and even
though game was not the main part of English Training: Have Fun Improving Your
Skills!, it included some of game parts and sold well. Many education games are
released after the hit of Brain Age, but most of them were not successful. The
reason of the failure of the education game industry is based on misusing the
concept of “game”. According to the Annual Video Game Industry Report In
2008, “many of the education game titles in the market today are just reprints of
the existing books, thus they can reduce the cost of software development” [1].
These software are sold as they are games, but most of the times there is almost no
game mechanics are included. Thus, it could not continue the boom of education
games.

In this paper, we produced a English vocabulary learning game, Vocab Draw,
by adding some educational elements to the game instead of adding game
mechanics to education; with this approach, we believe that the gaming attributes
remain while learning materials are provided.

Preliminary Survey

Preliminary Survey has been done for learning examinees’ attitude towards games,
especially the educational ones. The samples for this survey are 10 males and
7 females, all around 20-year-old.

Eighty eight percent, 15 of 17 samples are active game players. For those game
players, such a question is asked: when they quit playing the game they are playing
if it is not fun. None of the examinees answered they play until the end whether it
is good or bad, and 1/3 of them answered they quit playing immediately when they
find out the game is boring. 2/3 of them play for a while even tough they cannot
find fun in it, waiting for the game to gets better by any change. With this result, it
can be said that amusingness is important for games to make players continue
playing it.

However, as its discussed in the previous section, recent education games are
not attracting people well. 9 of 17 examinees have had experience of playing
education games. The education games they played were able to be divided into
three groups, brain training, English learning, and other. Taking close look at the
brain training and English learning games, the willing to play the game again
towards those two types were different; those who played brain training games are
willing to play the game again, because it is fun. On the other hand, those who
played English learning game are also willing to play the game again, but only to
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learn english, even though the game was boring. However, it is doubtful that
boring game can attract people for long time even if it is efficient for learning.

This assumption can be verified by the popularity of education games today. By
the Annual Video Game Industry Report, the sales of the education games in 2011
were 300 thousands, 0.56 % of all genres of games, the lowest genre out of
13 others. Also, according to our survey, the popularity of education game was the
lowest as well. Even though the players say they will play the education games for
their goods, while other interesting games are out there, it is hard for them to pick a
boring educational game. And if they cannot continue playing the game, the
efficiency of learning would become waste. Thus, we put focus on making the
game interesting, rather than improve the efficiency.

Proposal of a Vocabulary Learning Game
Draw Something

As we developed an interesting English vocabulary learning game, we used an
existing popular game as a reference. The game is called Draw Something, pub-
lished by OMGPOP. This game is distributed for iPhone and Android, and
20 million people have played free and non-free version in total on Android. The
game is originally provided in English, but since it is for native English speakers
there is no learning elements of English.

The basic rule is simple; two players draw and exchange their drawings, and
make guess what other players have drawn. First of all, a player chooses an
opponent and begins the game. Then a word selection scene is shown, and he
chooses a word he might be able to draw. A level is set to each word, and the
reward to each level is different. The player must choose an appropriate word from
the words he can draw, while considering the rewards he can get. After the player
has chosen the word, it is time for him to draw. The drawing is sent to the
opponent he chose in the beginning, and then the opponent can guess what he has
drawn. If the opponent corrects the answer, then their continuity is counted up as
combo and some coins, which depends on the word level, are rewarded to the
players. And then the drawing is now sent from the opponent to the player, and
they keep exchanging the drawings to add up the combos. This series of action can
be done in parallel, with many opponents at a time.

Vocab Draw

The rules we applied to Vocab Draw, our novel English vocabulary learning game,
is exactly same as Draw Something. However, we added some learning elements
to Draw Something in order to make it as an attractive education game. Also, we
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Fig. 1 Draw-partl Tt O @
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added a beneficial change to Draw Something; so players can keep their moti-
vation. In this section, the difference between Draw Something and Vocab Draw is
presented.

Interface Change As several changes are made from Draw Something to
Vocab Draw, the interface was upgraded. The game part is decided into two main
parts, one is Draw-part and another is Answer-Part as shown in Figs. 1 and 2. Each
part starts with a word selection part, followed by actual Drawing- and Answering-
parts, shown in Figs. 3 and 4.

Improvement from Draw Something At first, we changed a way of drawing
exchanging from one-to-one to one-to-many. In Draw Something, a player was be
able to send to only one opponent per drawing, and when his opponent answered
the game continued. In Vocab Draw this rule is discontinued because with this
method the player must wait until the opponent answers, in order to keep playing.
This mechanism is shown in the Fig. 5, when exchanging the drawing one by one,
if an opponent’s answer is slow or given up because he decreased the motivation to
play the game, the player cannot get the feedback to his drawing. In such case, it is
worried that the player’s motivation is also declined. Instead in Vocab Draw, the
relationship between players are reconsidered as one-to-many from one-to-one in
Draw Something. As shown in Fig. 6, if the drawing is distributed to many rather
than one, the chance of getting feedback is increased.
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Fig. 2 Answer-partl O 8
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Learning Elements In order to include educational functions into Vocab Draw,
materials listed below are considered:

1. Player Level
2. Coverage of fundamental part of speech
3. Japanese translation.

Firstly, the concept of level is given to each player. A player sets a level and the
system shows the vocabularies according to that level. With this level, a player can
learn vocabularies effectively as he tries the problems he can actually understand.
In Figs. 1 and 2, the level is set as one.

Secondly, vocabularies are chosen by four fundamental parts of speech: noun,
verb, adjective, and adverb. These parts of speech are considered fundamental,
based on the English Note, which is published by the Ministry of Education in Japan
as the base of English teaching material for Japanese elementary students [3]. In
English Note, vocabularies provided for elementary students are nouns, verbs,
adjectives, adverbs, and prepositions. Although preposition is as important as other
five parts of speech, since it is used to show the relationship between other parts of
speech, and we considered that teaching its meaning alone is pointless and con-
fusing for the learners/players; thus, we included the first five parts of speech only.



18 K. Nakajima and T. Nakajima

Fig. 3 Draw-part2 Tt a® all @ ©@ 3:52
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Thirdly, Japanese translations are shown to improve the understanding of the
vocabularies. These Japanese translations are, not shown in the first time, and they
are shown by pressing Hint Button as shown in Fig. 1. If the player cannot draw
any of the words provided, they can shuffle the words to get another set; an
important thing is that they cannot shuffle the words until they check the Japanese
translation, so there would be more chance to see English and Japanese together to
learn the vocabularies. Once the player starts to draw with a hint Japanese meaning
is provided as shown in Fig. 3, if he/she starts without with a hint, then there
would be no translation shown.

Evaluation

After the preliminary survey, examinees were asked to play both Draw-part and
Answer-part of Vocab Draw once for each. First of all, 82 % of the examinees
responded with positive feedback for the question whether he/she wants to play
Vocab Draw again. The specific numbers are as follows: 6 % are strongly willing
to play again, 35 % are willing to play again, 41 % can play again, 18 % are not
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willing to play again. In addition, paying a close attention to the ones who gave
negative posture for learning English in the preliminary survey, it is clear that their
attitude changed via the usage of Vocab Draw. 72.7 % of those who are not willing
to put effort into learning english, 78.6 % of those who hate learning vocabularies,
and also 72.7 % of those who are not doing any extra work for learning vocab-
ularies have improved their motivation towards English learning if it is with Vocab
Draw. Asking why they want to play it again, most of the answers were because of
the amusingness of the game, shown in the Fig. 7. By this result, it is proven that
the amusingness would improve the attitude of learners, even if they hate learning
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it. However, half of the positive feedback are as weak as that they CAN play the
Vocab Draw again, and only one player answered that he strongly wants to play it
again. From this it can be said that motivations can be improved with the amus-
ingness as much as they do not leave the game, but it is not enough to lead them to
strong attitude or willingness to play. Our future direction is to change the
examinees’ attitude from that they CAN play it again to they WANT to play it
again.

We also asked the examinees to feedback freely with pros and cons of the
application. For educational elements, some opinions in Table 1 is provided by the
examinees. Most of the positive opinions were about the usage of drawing. Four
examinees answered that it is easy to see the vocabulary as an image, thus it is
helpful to learn it better. As another opinion, one examinee considered that Vocab
Draw is more like an usual game rather than a boring education game. This
opinion is important because it was our final goal.

On the other hand, some issues became distinct. Our biggest issue is that some
of the words are difficult to draw in a picture. Especially the words which are not
noun, it is difficult for the players to associate the word with an image. If many

Fig. 7 Features of vocab
draw motivate the examinees Other _
to play again (multiple

answers) came |
orawing |
engish [N

0 2 4 6 8 10 12
(number of examinees)
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Table 1 Feedback of vocab draw

Number of people Feedback

Positive feedbacks

4 Easy to see the vocabulary as an image

3 Helpful to learning vocabularies

1 Does not give the feeling of learning

1 More chance to play with English

1 Might be memorable since playing while guessing
Negative feedbacks

4 Many words are difficult to draw

1 Words should be used in text, rather than just translated alone
1 Learning efficiency is low, since long time is taken to draw
1 It is more like a testing rather than learning

people cannot draw the word except noun, the number of those words would be
reduced in the answering part as well, resulting less opportunity to experience the
word. Thus, in our experiment, almost everyone chose a noun to draw. If we keep
using these four parts of speech, we must re-consider the easier way to draw, or the
sets of the vocabularies.

Conclusion and Future Work

As the conclusion, we have succeeded to encourage the examinees to learn English
vocabularies with our novel game, Vocab Draw. Their motivation to play it again
was as high as 82 %, however, not all of them were strongly passionate to do so.

In order to change the players attitude from passive to active motivations,
introduction of the Bartle’s personality classification [4] should be considered.
Bartle’s personality classification is probably the most famous classification of
game player personality, originally applied to MMORPG players. The game
players are divided into four personalities of achievers, explorers, socializers, and
killers. Each personality has different aim to feel joy in a game, and he plays the
game to accomplish his aim. A list of their basic aims are provided in the Table 2.
One goal might be a perfect fit for one type, but occasionally it wouldn’t be an
amenity to another type at all. Great games tend to support all of these goals shown
in Table 2, so it could attract any game players. It is proven by many top selling

Table 2 Bartle’s personality Player type Aim to motivate the player

classification - —
Achiever Achieving
Explorer Curiosity
Socializer Co-operating

Killer Competition
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Table 3 Possible new functions for vocab draw

K. Nakajima and T. Nakajima

Player types Functions to implement Aiming goals

Achiever Gallery Collect all the words

Explorer Stages Open up every stages

Socializer Team play Co-operate with others

Killer Ranking Becoming a top player in the ranking

games that this classification is useful, but it is not proven that it would work to
educational games as well yet. Therefore, in our future work, we would like to
validate its usefulness in an educational game by adding some new features listed

in Table 3.
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An Improved Method for Measurement
of Gross National Happiness Using Social
Network Services

Dongsheng Wang, Abdelilah Khiati, Jongsoo Sohn, Bok-Gyu Joo
and In-Jeong Chung

Abstract Studies on the measurement of happiness have been utilized in a variety
of areas; in particular, it has played an important role in the measurement of
society stability. As the number of users of Social Network Services (SNSs)
increase, efforts are being made to measure human well-being by analyzing user
messages in SNSs. Most previous works mainly counted positive and negative
words; they did not consider the grammar and emotion. In this paper, we reor-
ganize the mechanism to harness the advantages of (a) Part-Of-Speech (POS)
tagging for grammatical analysis, and (b) the SentiWordNet lexicon for the
assignment of sentiment scores for emotion degree. We suggest a modified for-
mula for calculating the Gross National Happiness (GNH). To verify the method,
we gather a real-world dataset from 405,700 Twitter users, measure the GNH, and
compare it with the Gallup well-being release. We demonstrate that the method
has more precise computation ability for GNH.

Keywords Social network service (SNS) - Happiness - Well-being - Gross
national happiness (GNH)
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Introduction

Gross National Happiness (GNH) was initially proposed in 1972 by the former
King of Bhutan, who wanted to promote the development of people’s mental
health and happiness according to Bhutan’s Buddhist culture [1]. Recently, GNH
is utilized in a variety of areas as an evaluative indicator of the measure of
happiness in a nation and its regions. Moreover, it plays a predominant role in
measuring personal happiness, according to a diversity of studies [2]. Gallup, a
representative organization to measure GNH, annually measures happiness for
each nation by conducting survey tracking [3].

Evaluating the GNH based on Social Network Services (SNSs) was attempted
initially by Kramer [4]. He assumed and proved that the more positive words
people used in their updates, the happier they were, and vice versa. Thus, he used
LIWC2007 corpus [5] to classify positive and negative words and count them
respectively. Additionally, he proposed a formula to normalize the happiness
scores, and applied this to his research. Subsequently, various studies were con-
ducted using Kramer’s method. However, Kramer’s method has two problems.

e Lack of a Part-Of-Speech (POS) analysis: It is hard to distinguish the sentiment
polarity. Considering the statements “I like my family” and “She looks like her
sister,” the term °‘like’ in the former statement conveys a positive sentiment,
whereas its use in the latter one conveys an objective description.

e Lack of sentiment degree analysis: Words that convey emotions may express
varying degrees of a particular sentiment. For example, although both ‘bad’ and
‘terrible’ are negative words, they convey different degrees of the quality, i.e.,
‘terrible’ conveys a greater degree of negativity than ‘bad’.

In order to overcome these barriers, we make use of a POS [6] tagger to
grammatically analyze a user’s message. This enables us to clarify the meaning of
each word and then classify positive and negative words clearly. For example,
‘like’ is commonly regarded as a positive word; however, in the sentence “she
looks like somebody,” it is an objective description without any sentimental
meaning, which can be identified if the POS of words is provided. Further, POS
can be applied to analyze negative phrases such as ‘not good’ or ‘not bad.” Sec-
ondly, we employ the SentiWordNet [7] lexicon to assign a sentiment scores (a real
number from —1 to 1) to each emotion word. These sentiment scores can be used
not only in the classification of positive and negative words but also in the utili-
zation of the degree of sentiment, thus overcoming the drawbacks of Kramer’s
approach. Finally, we suggest the improved formula to measure GNH based on
Kramer’s method and the sentiment score.

In order to verify the proposed method, we establish Gallup’s survey tracking as
ground truth, and then compare the method to the results of the Word Count
method using the same datasets for eight cities in the United States. We show that
the suggested method is comparable to that of Gallup and better than the previous
Word Count methods.
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Related Works

The progress of health care in Bhutan was reported in [8], which provided a
quantitative meaning to the measurement of GNH for the government. The authors
of [9] emphasize the conception GNH and propose a GNH framework to assess the
health impact where the health, environmental, and economic impact can be
estimated collaboratively.

Survey tracking has been a predominant method to measure happiness and the
current survey method employs a self-report methodology [3], which has been
found to be reasonably accurate in measuring the well-being of an individual [2].
Gallup [3], has studied human nature and behavior for more than 75 years. He
released a well-being index based on a daily tracking survey of 1,000 American
adults.

Winton performed a comprehensive investigation from different views of
measurement and concluded that no measurement is definitely perfect and the best
approach is to use a range of measures [1]. SNS-based measurement is evolving to
be an innovative and significant approach for measuring GNH. Some researchers
employ the Word Count strategy to measure GNH, which extracts words from
user’s messages in SNSs and then classifies positive and negative words by using
the LIWC2007 corpus (as depicted in Fig. 1). For instance, Facebook is used by
Kramer to track the well-being of the population in the U.S. that uses Facebook
[4]. He assumed that the more positive words people use in their status updates, the
happier they are, and vice versa.

For example, the user’s message “It’s a happy day.” gets a positive score of
1/4, and a negative score of 0/4. Not only Facebook, the biggest social media, but
also Twitter, the second biggest one, was used to measure happiness. Daniele [10]
attempted to measure the Gross Community Happiness from Tweets using a
method similar to Kramer’s, and validated the feasibility of using Twitter even
though Twitter has many of its own unique characteristics. However, the Word
Count method is more likely to result in inaccurate and incorrect analyses since it
is difficult to represent the degree of emotion conveyed using each word and
infeasible to analyze the POS of each word.

Various studies were conducted to derive insights using national happiness
indices. In [11], an evaluation was made based on 336,802 unique users and
12,781,243 Tweets to explore and visualize topics in Twitter. The drawback of the
method is that it analyzes only the frequency of words without considering the
POS and the relationship between words.

Fig. 1 Word count method

=
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Fig. 2 Overview of the ‘
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Improved Method for GNH Measurement

In this paper, we proposed a modified version of the GNH measurement method
based on the frequency of words in SNS messages. We enhance the measurement
method of the GNH by adding POS tagging and utilizing the SentiWordNet lex-
icon. The suggested method evaluates the sentiment scores, as shown in Fig. 2.

The proposed method consists of five steps: (1) POS tagging, (2) preprocessing,
(3) restoration of the original form of each word, (4) assignment of a sentiment
score for each word, and (5) computation of GNH based on the suggested formula.

Step 1: POS Tagging. POS tagging divides each sentence into words and
restores the original form of each word using WordNet. It recognizes the POS,
such as noun, adjective, and verb, and tags words respectively. Thus, it reduces the
error rate of the classification of positive and negative words and increased the
ease in processing synonyms.

For the case depicted in Fig. 3, the result of the tagging is:

{(actually: R), (not: R), (that: D), (stressed: A), (...:,), (life: N), (is: V), (goood: A) }

R denotes an adverb; D, determiner; A, adjective; ‘,”, punctuation; N, common
noun; and V, verb [6].

Haley Powles @haleypowles gh
actually not that stressed.. life is goood
=8 Expand

Fig. 3 Example of a tweet
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Step 2: Preprocessing. The preprocessing step encompasses (1) noise filtering,
(2) spelling error filtering, and (3) stop word removal. Noise filtering removes
symbols such as URLs, @, RTs, emoticons, and punctuations. Words that are often
skipped and filtered out by search machines, such as ‘a,” ‘is,” and ‘the,” are
removed directly.

For the case depicted in Fig. 3, “..." is filtered according to sub-step (1). ‘that’
and ‘is’ are also filtered during sub-step (3).

Step 3: Word Restoration. This step restores the original, condensed form of
each word associated with subjectivity and sentiment, which may have been
intentionally lengthened, such as ‘Goooood’ and ‘Coooooool.’

For the case depicted in Fig. 3, ‘goood’ is condensed back to ‘good’ so that it
can retrieve a sentiment score from SentiWordNet.

Step 4: Sentiment Score Assignment. SentiWordNet, a lexical dictionary
developed based on WordNet [12], describes terms and their semantic relation-
ships. It consists of approximately 117,660 synsets (207,000 word-sense pairs).
Each term in its synset is described using a triple of positive, negative, and neutral
(objective) sentiment scores. For example, {pos. = 0.35, neg. = 0.65, neu-
tral = 0}, which sums up to 1 (i.e., pos. 4+ neg. + neutral = 1).

WordNet and SentiWordNet are applied to represent the sentiment score for
each word as a real number between —1 and 1. In addition, the sentiment score of
an emotion word that belongs to negative sentence (appears after ‘not,” ‘never,’
‘none,” ‘no,” ‘hardly,” ‘seldom,’ etc.) is reversed.

For the case depicted in Fig. 3, after the three subsequent steps are completed,
‘actually,” ‘not,” ‘stressed,” ‘life,” and ‘good’ remain. The adverb ‘not’ expresses a
negation, which reverses the sentiment score of the emotion word after it. The
sentiment score of ‘stressed,” which is —0.34, is reversed as +0.34. The adjective
‘good’ gets a sentiment score of 0.48 and the noun ‘life’ gets a 0.0.

Step 5: Formula Calculation. Formulae (1) and (2) are defined to calculate the
sentiment score of a message. p; is the positive score of the message, and #; is the
negative score of the message. N indicates the number of positive words in for-
mula (1), and the number of negative words in formula (2); score,, is the Senti-
WordNet score of each word.

_ X score,, W
pr= — Number of total words
S score
= n 2)

“~— Number of total words

For example, consider the Tweet “the weather is good, but I am sad.” The

preprocessing result is {0, 0, 0, 0.478, 0, 0, 0, —0.416} as the scores of ‘good’ and

‘sad’ are 0.478 and —0.416 respectively. By applying formulae (1) and (2), the

positive score p; is 0.478/8, and the negative score n; is —0.416/8 respectively. For
_ 087 _

the case depicted in Fig. 3, p; ==+ =0.11, n; = % =0.
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Further, we put this score into the formula (3) [4] in order to normalize the
happiness score (in practice, for the control of scale, we aggregate all Tweets of a
user daily as ‘one Tweet’). In the formula (3), H; is the happiness score for user i at
a specific time, where p; and n; represent the positive and negative sentiment
scores; ft, and p, represent the average positive and negative sentiment scores
across all users during a specific time; and ¢, (0,) are the corresponding standard
deviations. As described above, we compute the happiness score for each user in a
particular SNS using the suggested steps and formulae.

Performance Study

For the validation and evaluation of the suggested method, we implemented a system
and conducted an experiment. In the experiment, with the aid of Twitter Application
Programming Interface (API), we crawled 2,072,329 user profiles across 8 cities in
the United States. In order to guarantee that the users are active, we refined the
dataset with some strategies, and obtained 405,700 user profiles as the experimental
dataset. We collected up to 300 Tweets created by each user in 2011. As a result, we
acquired approximately 60 million Tweets from 405,700 users.

We applied the Word Count method and the suggested method to the same
dataset for the measurement of the GNH results and compared the two results.
Given that the Gallup is ground truth, Fig. 4 illustrates the accuracy rates of the
Word Count method and our suggested measurement with respect to Gallup. The
x-coordinate represents the 12 months in 2011, and the y-coordinate is the degree

Fig. 4 Accuracy distribution 100%
in each month ;

1 2 3 4 5 6 7 8 9 10 11 12

m suggested measurement M word count



An Improved Method for Measurement of Gross National Happiness 29

of proximity to Gallup. Except for February, May, and August, we find a stronger
correlation with Gallup during all other months, and the overall improvement is by
approximately 10 %.

Compared to the survey tracking method, SNS-based GNH measurement is able
to deal with a huge amount of data while consuming a smaller amount of time.
Additionally, the suggested measurement is more accurate and credible than the
existing Word Count method.

Conclusion

GNH measurement based on data in SNSs has been studied recently. However,
previous methods consider only the polarity during classification leading to
ambiguous and unreliable results. Accordingly, we consider the emotional degree
in the computation of GNH and reorganize the mechanism to be more accurate.
First, we employ (a) POS tagging and (b) emotion degree assignment and detec-
tion of dual affirmation and negation (score reversing) to obtain a more precise
sentiment score for each word. We then validate the proposed method in the
experiment by providing a comparison with the Word Count method. The
experiment illustrated that the suggested method shows better results over existing
methods and demonstrated the feasibility of considering the degree of emotion
words.

In comparison with the questionnaire-based survey tracking, the suggested
SNS-based method for the measurement of GNH was able to reduce the time and
cost drastically. Moreover, the method facilitates the establishment of policies and
strategies for customer marketing in enterprises and societies based on the com-
puted happiness scores.

In future, based on the experimental results, the proposed method can be
applied to analyze the relationship between the happiness score and other mass
media such as online news and articles with the aid of semantic web technology.
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Advanced Comb Filtering for Robust
Speech Recognition

Jeong-Sik Park

Abstract This paper proposes a speech enhancement scheme that leads to
significant improvements in recognition performance when used in the Automatic
Speech Recognition (ASR) front-end. The proposed approach is based upon
adaptive comb filtering. While adaptive comb filtering reduces noise components
remarkably, it is rarely effective in reducing non-stationary noises due to its uni-
formly distributed frequency response. This paper proposes an advanced comb
filtering technique that adjusts its spectral magnitude to the original speech, based
on the gain modification function, an Minimum Mean Squared Error (MMSE)
estimator.

Keywords Advanced comb filtering - Gain modification function « Minimum
mean squared error - Robust speech recognition

Introduction

Considerable efforts have been directed toward reducing various kinds of noises
including additive and channel noise, with the goal of improving speech quality
and intelligibility. Although various algorithms for speech enhancement have been
developed over the last several decades, ASR systems in speech-driven interfaces
such as mobile devices require further effective reduction of non-stationary noises.

The adaptive comb filtering firstly presented by Frazier enhances noisy speech
with the pitch period of a voiced sound [1]. Although adaptive comb filtering has
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been applied to noise reduction with low complexity and high capacity [2, 3], it is
vulnerable to non-stationary noises due to uniformly distributed frequency
response of comb-filter as well as the difficulty in estimating the accurate pitch
period. This paper introduces some problems of conventional adaptive comb fil-
tering and proposes an improved comb filtering process employing an Minimum
Mean Squared Error (MMSE) estimator.

Section Advanced comb filtering explains the principles of adaptive comb fil-
tering and the modified comb filtering. And, sections Estimation of speech absence
probability and Improvement of comb-filter by the gain modification function
present experimental results and conclusions, respectively.

Advanced Comb Filtering

The comb filtering is based on the observation that wave-forms of voiced speech
are periodic, corresponding to the fundamental frequency [1]. As noise compo-
nents generally exist between the harmonics of speech spectrum, they are reduced
by a comb-filter, which passes only the harmonics. The basic operation of a comb-
filter can be explained by considering its impulse response as:

h(n) = > o x 8(n—T) (1)

k=—-L

where d(n) is an unit impulse function, T corresponds to the pitch period, and the
length of the filter is 2L 4 1. o is the filter coefficient that is associated with the
intelligibility of the filtered speech, satisfying Zézi Lok = 1.

A comb-filter can significantly reduce noise components existing between the
harmonics while preserving the speech sounds. Nevertheless, comb filtering
occasionally results in poor performance in certain cases. First, the filter may
degrade the quality of clean speech, as regularly repeated frequency response can
distort the speech signal where the fundamental frequency is changed continu-
ously. Second, severe noise may also cause distortion due to inaccurate pitch
estimation.

This study proposes an approach to compensate for the distortions, using the
Gain Modification Function (GMF), an MMSE estimator. The GMF denotes the
probability of speech-presence in the frequency bin and consists of the Speech
Absence Probability (SAP), priori SNR, and posteriori SNR [4]. A frequency bin
with low SAP and high SNR represents the speech region rather than the non-
speech region, indicating a high value of GMF. The key issue in this work is
adjusting the frequency response of the comb-filter to match the local character-
istics of the clean speech spectrum on the basis of GMF estimated in each fre-
quency bin.



Advanced Comb Filtering for Robust Speech Recognition 33

Estimation of Speech Absence Probability

First, we estimate the SAP given by [5]:

qi(0) = o q1(0) + (1 — o) - L(w) (2)

which denotes the SAP of /-th frame in the frequency bin w. I;(w) is a hard-
decision parameter that determines whether speech is present in the frequency bin.
The decision is made from the posteriori SNR (yfo) and a threshold (y7) as:

0 ! TH

The frequency bin, where ;(w) equals 0, refers to the speech-present region. In
the speech-absent region, ¢;(w) is close to 1, thus giving high SAP. In [5], the
parameters yry and o are set as constants (0.8 and 0.95, respectively) based on
informal listening tests. As such, the fixed value of y;; may mislead (3), thus
resulting in an incorrect decision of a speech-present/absent region, particularly for
heavily damaged speech. We update the parameter continually, considering the
posteriori SNR changed per frame and frequency bin, as shown in:

< 7%

k=I—f p

4)

VITH(w) =

The average of y,, estimated in the previous f§ frames is expected to advance the
hard-decision and thus improve the estimate of SAP applied to GMF. Our
experiments determined that the smallest number of f is 5 while preserving the
performance. And we confirmed that o doesn’t influence the performance a lot and
used a fixed value of 0.95.

Improvement of Comb-Filter by the Gain Modification
Function

The proposed approach is based on a proposition that the GMF can adjust the
frequency response of the comb-filter to the spectrum of the original speech,
depending on the speech absence probability for each frequency bin. The adaptive
comb filtering modified by the MMSE estimator is summarized as:

Al(0) = Gi(w) x Aj(w) (5)

Aj(w) is the spectral energy of the adaptive comb-filter in the frequency bin w for
I-th frame and G;(w) is the gain modification function estimated by [5]:
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Ao

Gi(e) = l—|—+1()w) ~ 1 - gi(o) (6)
where A;(w) is a likelihood ratio calculated from the SAP and G;(w) is close to 1
in the speech present region. According to (5), G;(w) degrades the spectral energy
of the comb-filter in the frequency bins corresponding to the speech-absent
regions, where G;(®) goes to 0. This modification gives further correct estimate
for the frequency response of comb-filter.

It should be noted that the direct use of G;(w) ranging from 0 to 1 may degrade
the spectral energy over all of the frequency bins including the speech region. To
prevent signal distortion induced by this property, we modify G;(w) based on the
SAP estimator as shown in (7).

Gi(@) = {1 = (q(®) = &)} x Gi(w) ™)
where ¢;(®) gives the GMF a limited range from 0 to (1 + &).

By applying G() instead of G,(®) in (5), the modified GMF degrades the
spectral energy of the comb-filter over the region where g;(®) is higher than &. On
the other hand, it retains or emphasizes the energy over the region where ¢;(®) is
equal to or lower than ¢. By experiments, we concluded that ¢ = 0.35 provides the
best performance. Based on the modified GMF, the comb-filter is expected to
further remove the spectral noise components, eliminating signal distortions.

Experiments and Results
Experimental Environments

We performed the ASR experiments on the Aurora 2 database, following the pro-
cedures for training Hidden Markov Model (HMM) under the clean condition and
recognizing data by using the HTK software tools [6, 7]. The training and testing set
consist of 8,440 and 4,004 digit strings, respectively. In addition, the test data is
divided into three sets according to noise types and channel condition. We obtained
12 Mel Frequency Cepstral Coefficients (MFCCs) and a log energy with their first
and second derivatives from all training and testing data. Each word was modeled by
a simple left-to-right 16-state three-mixture whole word HMM. A three-state six-
mixture silence model and a one-state six-mixture pause model were also used.

Recognition Results

We performed two kinds of experiments to compare the performance of our
proposed technique to several comb filtering techniques introduced previously.
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Table 1 Comparison of WERs (%) for the speech processed by several adaptive comb filtering

Data set Avg. WER reduction
Set A Set B Set C

Original 44.76 50.35 39.22 4478 -

BACF 42.14 48.56 37.10 42.60 4.86

FACF 41.42 46.76 37.26 41.85 6.54

MACF 38.82 43.38 3541 39.21 12.45

Table 2 Comparison of WERs (%) over clean and high SNRs

SNR(dB) Avg. WER reduction
clean 20 dB 15 dB

Original 1.68 4.83 17.07 7.86 -

BACF 4.05 6.06 13.94 8.02 —1.99

FACF 3.54 5.98 13.70 7.74 1.53

MACF 221 5.25 11.00 6.15 21.71

Table 1 shows results for the first experiment. We performed recognition
experiments on four kinds of speech data, one of which is the raw data itself
(“original”) and the others were processed by the basic adaptive comb-filter
(“BACF”), the fully adaptive comb-filter (“FACF”) and the modified comb-filter
(“MACF”), respectively. FACF was known as the representative method for
enhancing the basic comb-filter, by improving the fixed filter coefficients [3]. We
report the performance as the Word Error Rate (WER) averaged over Signal-to-
Noise Ratios (SNRs) from 0 to 20 dB. In all test sets, the comb-filtered data
outperforms the raw speech data due to noise reduction. Compared with the ori-
ginal speech, three kinds of com-filters lead to WER reduction of 4.86, 6.54, and
12.45 %, respectively. MACF shows a significant improvement, 8§ and 6.3 %
WER reduction, over BACF and FACF, respectively.

Although the above results verify that the proposed approach improves BACF
and FACF successfully, more reliable results are given in Table 2, where BACF
has even higher WER than Original or MACF over clean and high SNRs
(15-20 dB). This poor accuracy results from the distortions of clean speech due to
comb filtering. By the way, MACF leads to remarkably 45.4 and 37.6 % WER
reduction compared with BACF and FACEF, respectively, in clean environment.
This result demonstrates that MMSE estimator-based comb filtering guards against
signal distortions significantly while previous comb filtering techniques don’t
prevent from the distortions.
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Conclusion

We proposed a speech enhancement scheme that combines MMSE estimator and
conventional adaptive comb filtering to protect against signal distortions caused by
comb filtering. The proposed method adjusts the spectral magnitude of the comb-
filter to the spectrum of the clean speech, based on gain modification function.
This approach degrades the spectral energy of comb-filter in the frequency region
where no speech components exist while retaining or emphasizing the energy of
comb-filter in the speech-present region. We applied our speech enhancement
scheme to the ASR front-end based on Aurora 2 database. Recognition results
showed that the modified comb filtering yields superior performance compared to
no-processing (baseline) and other comb filtering techniques, presenting WER
reduction of 12.5 % to baseline. The results also confirmed that our approach
notably improves the distortions of clean speech, which is the most serious
weakness of comb filtering. Further work will be aimed at verifying our approach
with experiments on another data sets and applying to ASR system in speech-
driven interfaces.
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Fall Detection by a SVM-Based Cloud
System with Motion Sensors
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Che-Chen Chang and Charles H.-P. Wen

Abstract Recently, fall detection has become a popular research topic to take care
of the increasing aging population. Many previous works used cameras, acceler-
ometers and gyroscopes as sensor devices to collect motion data of human beings
and then to distinguish falls from other normal behaviors of human beings.
However, these techniques encountered some challenges such as privacy, accu-
racy, convenience and data-processing time. In this paper, a motion sensor which
can compress motion data into skeleton points effectively meanwhile providing
privacy and convenience are chosen as the sensor devices for detecting falls.
Furthermore, to achieve high accuracy of fall detection, support vector machine
(SVM) is employed in the proposed cloud system. Experimental results show that,
under the best setting, the accuracy of our fall-detection SVM model can be greater
than 99.90 %. In addition, the detection time of falls only takes less than 1073 s.
Therefore, the proposed SVM-based cloud system with motion sensors success-
fully enables fall detection at real time with high accuracy.
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Introduction

Nowadays, various health-care systems have been rapidly developed to take care
of the increasing aging population. Particularly, since falls are dangerous and even
fatal to the elder, fall detection [1-4] has became an important topic for elder
healthcare. Most previous works used accelerometers, gyroscopes and cameras to
distinguish falls from normal behaviors. However, these techniques encountered
some challenges from privacy, accuracy, convenience and runtime to its
practicality.

Many of previous works [5-9] used tri-axial accelerometers or gyroscopes to
detect fall accidents. However, these wearable accelerometers and gyroscopes are
inconvenient to users and also hard to accurately differentiate falls from normal
behaviors such as sitting down, lying and hunkering. On the other hand, using
cameras [10-12] to detect falls can achieve higher accuracy than using acceler-
ometers and gyroscopes. However, cameras will collect massive data, either useful
or useless. Thus, heavy image-processing is required, which makes it hard to be
applied for many real-time applications.

Recently, cloud applications for human-centered computing (HCC) arise rap-
idly. Compared to traditional approaches [1-4], a cloud system intends to handle
only useful data for efficiency. Figure 1 shows an examples for illustration.
However, a cloud system for HCC still comes with three problems: big data,
massive communication and heavy computation. To overcome these three prob-
lems to enable a real-time system for highly-accurate and highly-private fall
detection, this work uses motion sensors (i.e. Microsoft Kinects [13]) to collect
data from human beings and applies support vector machine (SVM) models [14] in
a cloud system for fall detection. Motion sensor devices like Microsoft Kinect
have many advantages and are outlined as below:

1. An image of a human being can be transformed into skeleton points, providing
better privacy. So our fall-detection systems can even be installed in the
bathroom where accidents often occur for the elder.

2. Motion data from multiple users can be captured simultaneously.

3. Data size of skeleton points is much smaller than that of the image.
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Developing a SVM model to determine human behaviors on the cloud system
with motion sensors can be widely used at home, hospital, kindergartens, and etc.
Our experimental results show that using Kinect as a sensor device, our SVM-
based cloud system can reach greater than 99.90 % accuracy under the best setting
for fall detection. In addition, using the linear kernel or polynomial kernel for the
SVM learning, the response time (for prediction) takes less than 10~ s on aver-
age, making such system suitable for real-time applications.

The rest of this paper is organized as follows. Section SVM-based Cloud
Systems with Motion Sensors for Fall Detection describes the architecture of our
SVM-based cloud system with motion sensors. In this section, Microsoft Kinect is
introduced and the proposed SVM model for fall detection is also elaborated. In
section Experimental Results, experimental results show the training time and the
compression ratio of the proposed SVM model. Furthermore, performance
including accuracy and response time (for prediction) for the application of fall
detection is also demonstrated. Finally, section Conclusion concludes this paper.

SVM-Based Cloud Systems with Motion Sensors
for Fall Detection

Along with the rapidly development of cloud computing and growing popularity of
sensor devices, a cloud system with sensor devices have been prevailed in many
applications. However, a cloud system combined with sensor devices will
encounter three major issues including (1) big data (2) massive communication
and (3) heavy computation during applications. To optimize the performance of
such system for real-time fall detection, these three challenges need to be taken
care of properly.

The idea of data compression is employed to deal with the first two problems
(i.e. big data and massive communication). Motion sensors like Microsoft Kinect
applies data compression to convert an image to skeleton points and thus are used
as the sensor devices in our fall-detection cloud system. Moreover, to alleviate
heavy computation, support vector machine (SVM), a machine-learning algorithm
to extract only important data points, is also incorporated in this work. Therefore,
Fig. 2 shows the overall architecture of our cloud system where motion sensors
and the SVM model are the two key components.

Skeleton-Based Motion Sensor

In the proposed cloud system, motion sensors like Microsoft Kinect are responsible
for extracting motion data from human beings. Compared to camera sensors which
need to process huge amount of pixels, to wait for long uploading time and to
perform complex pattern recognition, motion sensors leave only three-dimensional
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Fig. 2 Architecture of the SVM-based cloud system with motion sensors

Table 1 Comparison between cameras, accelerometers/gyroscopes and motion sensors

Sensor device Cameras Accelerometers/gyroscopes Motion sensors
Data transmission loading Large Small Small
Accuracy (%) 93.3 90.0 97.0
Application flexibility High Low High
Convenience High Low High

skeleton points to represent a human being, and thus compress data, increase
data-uploading efficiency and lower computation greatly. Table 1 shows the
comparison among cameras [12], accelerometers/gyroscopes [9] and motion sen-
sors from different perspectives. As a result, the motion sensor is the best candidate
for the sensor device in our fall-detection cloud systems.

Microsoft Kinect is one new type of motion sensors and can represent the body
structure of a human being as twenty three-dimensional skeleton points shown in
Fig. 3. Compared to the other types of motion sensors, such as ASUS Xtion [15],
Kinect can capture skeleton points more accurately with a wider angle. Further-
more, Kinect supports up to thirty time-frames per second where each time-frame
contains twenty points (X, y, z)’s (each point contains three coordinate informa-
tion, x, y and z). Therefore, Kinect motion sensors can leave only
30 x 20 x 3 x 4 = 7,200 bytes data per second, several-order smaller than the
typical image data size.



Fall Detection by a SVM-Based Cloud System with Motion Sensors

:;.

1 AnkleLeft

AnkleRight
ElbowLeft
ElbowRight
Footleft
FootRight
HandLeft
HandRight
Head
HipCenter
HipLeft
HipRight
KneeLeft
KneeRight
ShoulderCenter
ShoulderLeft
ShoulderRight
Spine
WristLeft
WiristRight

X293
X:367
X:256
X428
X278
X357
X239
X:440
X:298
X326
X305
X351

K297
X:359
X321

X:266
X367

K327

X:245
X439

Y:518
Y:559
Y:144
Y:217
Y:545
Y:590
Y223
Y:95

Y:94

Y:292
¥'315
Y:319
Y:438
Y:436
Y:157
Y:193
Y:194
Y:270
Y:207
Y:143

Fig. 3 Twenty three-dimensional skeleton points captured by Microsoft Kinect
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Support vector machine (SVM) is an advanced algorithm, which is widely used for
machine learning problems [14] and has three major characteristics:

— SVM can find a global optimal solution for a convex problem easily.
— SVM can compute high-dimensional data effectively.
— SVM can use only a small subset to derive a decision boundary for a collection

of data where each sample in the subset called a support vector.

SVM is often used to derive a function as the decision boundary with minimal
errors and a maximal margin to separate data in a multi-dimensional space. An
illustration of separating the data set with many possible decision boundaries is
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Fig. 4 Linear decision boundaries for a two-class data set [16]
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shown in Fig. 4a [16] where Fig. 4b indicates a boundaries with the minimal errors
and the maximal margin.

SVM can be applied to classification problems and derives a smooth function that
minimizes slacks through three steps: (1) primal-form optimization, (2) dual-form
expansion, and (3) kernel-function substitution. The nature of the classification
problem is first presented by the primal form. Then, through kernel functions,
Lagrange method transforms from the primal form into the dual form. In this paper,
fall data and normal-behavior data are both used to train SVM models with four
different kernel functions (linear, polynomial, radial and sigmoid). After deriving the
SVM models, it can be used to distinguish fall accidents from normal behaviors of
human beings.

Data Collection and Fall-Detection Model

To build a real-time SVM-based cloud system with motion sensors, this work
proposes a training framework consisting of a data collector, a data parser, cloud
severs and motion-sensing clients as shown in Fig. 5.

1. Data collector: a data collector in Fig. 6a is a software implemented to collect
motion data (either falls or normal behaviors) from Kincet devices. Then, these
data will be sent to the data parser. The time-length of a datum can be defined at
user’s discretion. In our experiment, each datum contains motion information of
three seconds long.

2. Data parser: this tool reads the skeleton data including fall and normal-behavior
ones into the cloud server for the SVM training to derive models.

3. Cloud server: it applies the pre-built SVM models to first distinguish falls from
normal behaviors immediately and then return the result to the clients. If a fall
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record motion data

(a) data collector (b) cloud server provide multiple service

Fig. 6 Data collector and cloud server in our training framework

accident is detected, the cloud server will return an alert signal to the client as
shown in Fig. 6b.

4. Motion-sensing client: every 0.5/1/1.5 s, it sends out a set of motion data of
three seconds long to the cloud server for fall detection.

After using the data collector to collect a set of fall samples and normal-
behavior samples, a half of the data is used to train fall-detection SVM models.
Then, the other half is used to evaluate the accuracy of the SVM model.

Experimental Results

Our framework was implemented in C# for the client and in Java for the server.
It ran on a Linux machine with a Intel Core i5 (3.6 GHz) processor and 2 GB
memory. 320 fall data and 320 normal-behavior data were collected through our
data collector. Each datum contains three-second long skeleton-points as the
motion information. A half of the fall data and normal-behavior data was used to
train the SVM model while the other half was used to validate the SVM model. In
the experiments, the training time, compression ratio, accuracy and fall-detection
time of the SVM models under different kernel functions (linear, polynomial,
radial basis and sigmoid) and different update periods (0.5, 1.0 and 1.5 s) of input
data are presented. The default parameters provided by the LIBSVM library [17]
of the SVM-model kernel functions were used in this paper.

Table 2 compares the SVM-model training time and SVM-model compression
ratio under different kernel functions and different update periods of input data.
Training SVM models with the linear and polynomial kernel functions are pref-
erable over the other two due to better compression. Particularly, training by the
radial basis kernel function results in no compression. In addition, using a longer
update period of input data (i.e. 1.5 s) can derive the model faster than using a
shorter period (0.5 s) on the same data. However, the compression ratio of a
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Table 2 Training-time and compression-ratio comparison on different settings

Kernel function Training time (s) Compression ratio (%)
Update period of input data Update period of input data
05s 1.0s 1.5s 05s 1.0s 1.5s
Linear 17.6 6.8 4.7 0.70 1.19 1.79
Polynomial 17.0 6.9 4.8 0.82 1.39 1.85
Radial basis 2620.0 226.0 104.0 100.00 100.00 100.00
Sigmoid 39.0 15.6 10.9 2.88 5.68 8.39

Table 3 Fall-detection accuracy and time comparison on different settings

Kernel function Fall-detection accuracy (%) Fall-detection time (10%s)
Update period of input data Update period of input data
05s 1.0s 1.5s 05s 1.0s 1.5s

Linear 99.89 99.82 99.79 1.06 0.94 0.86

Polynomial 99.90 99.84 99.81 1.00 0.91 0.87

Radial basis 99.27 98.55 97.84 89.52 47.03 32.09

Sigmoid 99.27 98.55 97.84 3.02 2.96 3.06

shorter update period is better than that of a longer update period for most of the
cases in Table 2.

Table 3 compares the accuracy and fall-detection time of SVM models under
different kernel functions and different update periods. All models can reach more
than 97 % accuracy. Particularly, using SVM models with the linear and poly-
nomial kernel functions can achieve higher accuracy (=99.79 %) for all cases. In
addition, the SVM models derived from the linear and polynomial kernel functions
only take less than 107 s to detect falls. Therefore, based on the experimental
results, the linear and polynomial kernel functions are recommended to be used for
deriving the fall-detection SVM model. To sum up, our experiments demonstrate
that the proposed SVM-based cloud system with motion sensors can run at real
time and detect fall behaviors accurately.

Conclusion

For enabling a real-time highly-accurate fall-detection cloud system, skeleton-
based motion sensors (i.e. Microsoft Kinect) and support-vector-machine (SVM)
learning are employed. Using skeleton trace of motions can provide high privacy,
high convenience, high application flexibility and effective data compression.
Moreover, the SVM models derived from the linear and polynomial kernel
functions can result in high accuracy (=99.79 %) and take less than 10~ s for fall
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detection. Through the experimental results, the proposed SVM-based cloud sys-
tem with motion sensors has been successfully demonstrated to be able to detect
falls at real time with high accuracy.
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A Study on Persuasive Effect
of Preference of Virtual Agents

Akihito Yoshii and Tatsuo Nakajima

Abstract A virtual agent can have a graphical appearance and give users non-
verbal information such as gestures and facial expressions. A computer system can
construct intimate relationship with and credibility from users using virtual agents.
Although related work have been discussing how to make users feel better about
computers, a room for discussing effectiveness of letting users choose their
favorite characters still exists. If a user’s favorite agent is more believable than not
favorite one for him/her, the computer system can construct better relationship
with the user through an agent. In this paper, we have examined an effect of
making user’s favorite agent selectable on his/her behavior by conducting an
experiment. We divided participants into four groups according to these conditions
and ask them to have a conversation with an agent. As a result, we found a
possibility of increasing credibility of an agent from users by letting them choose
their favorite one.

Introduction
Persuasion and Agents

Persuasion is an attempt to encourage an individual to change his/her behaviors or
attitudes [1]. Researches on persuasive computer systems have accelerated as the
prevalence of computers and the Internet.
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Using a virtual agent as a persuader is one of methods of constructing closer
relationship between a computer and a user. In this paper, we use a word “virtual
agent” as the meaning of visual entity represented graphically by a computer;
specifically a character which can have a conversation with its user. Related work
on using conversational agents as a user interface has also been exists. For
example, Bickmore et al. have discussed a model of dialogue building trust from
users mentioning a relational agent which uses verbal and nonverbal conversa-
tional strategies same as human uses [2].

Credibility of Computer Systems

Whether a user credits a computer or not also influences on outcomes of per-
suasion from the computer; for example, Fogg has described credibility in per-
suasion [1].

Credibility can be used as a clue of whether one can believe computers or other
individuals. For example, credibility which is called surface credibility is one of
four types of credibility described in [1]. This kind of credibility comes from first
impression of surface traits such as appearance [1].

A room for discussion of making users’ impression of computers better in an
aspect of credibility still exists. Attempts of giving users favorable impression
have existed and the discussed agents have varied from text-based to graphical
ones (for example, [2] has summarized related work). In addition, a computer
system which user can choose and interact with his/her favorite agent also exists
[3]. However, a comparison between the case an agent can be chosen by a user and
an agent is fixed regardless of a user’s preference can give a profound aspect. That
is, if the agent just meets a user’s preference or a character from a user’s favorite
anime or games, s’he is expected to interact with the agent with eagerly by
enhanced persuasive effect.

Our Purpose

In our research, we examine a degree of persuasiveness of conversation with an
agent considering two cases. One case is that a user can choose an agent according to
his/her preference and the other is that a user can not choose his/her favorite agent.

We constructed an agent system using existing software and conducted an
experiment using our system. In the experiment, we asked male participants who
belong to one of four groups combining two different conditions to talk with a female
agent; after the conversation, we interviewed them about the talk with the agent.

Based on the results of the experiment, we will also discuss an effectiveness of
reflecting preferences of a user to selection of an agent; in an aspect of designing
credible persuasive computer systems which incorporate with agents.
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Related Work

In this section, we introduce related work on an agent and discuss the relationship
with our case.

An Appearance of an Agent

Zanbaka et al. have examined effect of gender and appearance of a virtual agent as
a persuader [4]. In this research, an experiment has been conducted where three
kinds of agents persuade users about the same topic. One agent is a picture of a
real person (human), another is a CG based human-like agent (virtual human) and
the other is a CG based not-human-like agent (virtual character).

As a result, a user has been more persuaded by an agent with different gender
than with same although significant effects of appearance and gender on persua-
sion did not exist. In addition, although users had positive impression toward the
virtual agents, a virtual character can be perceived as bolder than other types of an
agent.

Affiliation Need

Katagiri et al. have mentioned a need to establish and maintain affinitive rela-
tionships with others, called as affiliation need. They have examined construction
of relationship between an agent and a user based on affiliation need using an
exhibition guidance system incorporates with an agent [3]. With this system, a user
can receive explanations and recommendations of exhibition transferring an agent
from his/her portable device to an information terminal besides the exhibition.

A user can choose his/her favorite agent out of nine kinds of agents. An agent tells
the user that it will wait for him/her at the exhibition which has been recommended
by the agent after the fourth visit to exhibitions. If the user goes to the recommended
exhibition, the agent appreciates him/her; on the other hand, if the user does not, the
agent complains about it. The study has confirmed whether these reactions of the
agent induce affiliation need from the user and affect later behavior of the user.

Consequently, the result has showed that those who had visited more than four
exhibitions had changed their behavior after the fourth visit. In this experiment,
participants have been divided into two groups and asked to walk around the
exhibitions using the guidance system. Each member of one group finished after
four visits of exhibitions while a member who belongs to the other group was able
to visit more than four exhibitions. Although they have said that they need more
participants in order to obtain statistically clearer results, they concluded that the
interaction from the agent had had an effect on behavior of a user.
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Fig. 1 An overview of the Speaker Projector
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System Design and Materials

We conducted an experiment in order to examine how will a user responds to an
agent when we let them choose their favorite agent. Before the study, we con-
structed a conversation system which incorporates with an agent and interacts with
users. We will describe details of this system in this section.

Overview

Figure 1 shows an overview of our conversation system. A user can have an oral
conversation with a virtual agent which can speak in synthesized voice. An
appearance of an agent and speech were presented in a wizard-of-oz style. More
precisely, an agent was controlled by gestures of the researcher using a Kinect and
the each sentences of speech were stepped by key input on a shell.

An agent and the speech components were deployed on different computers
separately because of the difference of operating systems. An agent was controlled
via a PC on which Microsoft Windows 7 was installed and the speech was gen-
erated on a virtualized Debian Linux (Squeeze) environment of another computer.

Agent

An agent was a 3D character which has been generated by software which is called
as MikuMikuDance (MMD)'. The MMD has been originally developed a software
tool to enable authors to generate a music video using 3D virtual character with
synthesized vocal and music notes. We chose a Kinect to control behaviors of an
agent by gestures using a plugin® instead of programming numerically.

! http://www.geocities.jp/higuchuu4/index_e.htm
2 http://www.xbox.com/ja-JP/kinect
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We used 3D character models bundled with books which were published by
Shinyusha featuring the MMD. Such models have been provided by many people
sometimes based on anime characters or games and they can be loaded to the MMD.

Speech of an Agent

The speech of an agent was synthesized by OpenHRI®. This software is a col-
lection of components for Human Robots Interaction including speech synthesis
and recognition. We used the speech synthesis feature based on Open JTalk?,
which is supported in the OpenHRI.

We prepared a component which receives text input from a shell and command
speech related components in order to generate synthesized speech. The OpenHRI
provides each features such as speech recognition or speech synthesis as compo-
nents. These components can be connected to each other graphically via an input
port and an output port using RT System Editor which was installed on Eclipse.

We chose a female voice because all of the character models we had prepared
were female and we used the same voice for all characters. The conversations are
constructed partially based on social dialogue [5]. For example, we used
“empathetic statements” (line 3 in Fig. 2) and “prompting for self-disclosure by
the participant” (line 5 in Fig. 2).

A: An agent/ B: A participant
*+*** or - : variable parts
Sentence no. from 13 to 16 are conditional branch

1. A: Hello, my name is —. Nice to meet you.

2, Brskokokk

3. A: Thank you for coming all the way here, I'm glad to see you.

4, Brkskokokk

5. A What s ** san's hobby?

6. Bk

7. Az That's great! Please tell me more next time!

8. Brkkkk

9. A: | like music. | often listen to espectally classical music,

10. A: Well, let me move to the main topic. Teday I'd like to talk about exercise, all right?
11, Brokkskakok

12. A: By the way, do ** san exercise regularly? Say, walking, eyeling...

13. B: 1. Yes, 2. Somelimes, 3. Nol so much

14. A1: Really? Then you must be healthy!

15. A2: Well, do you walk or ride a bike? | heard that your brain become active if you change your route fo different one. You may come up with new idea.
16. A3: Well, do you know this story? Your brain becomes active if you have some exercise, You may be able to refresh your mind and spend
comfortable time if you exercise weekend,

17. Bk

18. A: Come to think of it, exercising reduces your stress and improves depressed feelings.

19. A: Exercise is surprisingly goed for mental side. Have you refreshed when you get some exercise?

20, Bk

21, A: | also staned to walk as refreshment these days.

22, A: And then, I'm becoming fond of walking where | haven't been to and | found a nice cafe the other day.

23, Brkkkskak

24, A: Oh, sorry, | have to go out. Although | can talk with you for short time, | will appreciate if you remember what | said.

25, Brksks

26. A: See you again!

27. Brkkks

Fig. 2 The script of conversation

3 http://openhri.net/?lang=en
* http://open-jtalk.sourceforge.net
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Table 1 Groups of the
participants (the unit is
[person(s)])

(A) person(s) (B) person(s)
1 3 1
2 1 1

The microphone was used only for indicator of sound levels because the
researcher attempted not to hear the speech of a participant in order to let them talk
without pressure.

Experiment

An experiment consists of three parts. These parts include a pre-questionnaire, a
conversation session with an agent and an interview.

Participants and Tasks

We recruited 6 participants (5 Japanese, 1 Chinese) and divided into four groups
according to two conditions (Table 1). One condition is whether a participant can
choose his/her favorite agent from the book (a) or not (b); the other is whether s/he
has a specific favorite character, game or anime regularly (1) or not (2). As the
Table 1 shows, we named each groups as combination of an alphabet and a
number; for example, the group whose members do not have specific preference
(2) and they can select their favorite agent (a) is group A-2. One participant could
not fully understand the content of the conversation and we inquired mainly the
impression of the agent and imaginary-based opinion.

Gender of the participants was unified to be male so as to exclude an effect of
difference of participants’ gender. All of the agents were female and according to
Zanbaka et al. female speakers are more persuasive toward male participants than
male speakers [4].

In the main study, each participants had conversations related to exercise with
an agent. The conversations took place in Japanese and look like Fig. 2 as an
English translated form.

During the conversations, the researcher heard music via earphones in order to
hide the details of the participants’ talk letting them talk more naturally.

Interview

Participants were asked to give an open-style interview with the researcher about
the conversation and the agent after the conversation. In the interview, we firstly
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asked participants to tell us about the entire conversation freely and then we
interviewed them according to following topics.

e How did you feel about the conversations with the agent?
e Did you really like the agent? Why?

e Did you have an interest with exercise? Why?

e Do you have a favorite character?

Results and Discussion

In this section, we will show the result of the experiment and discuss them. We
will use fragments derived from comments of participants and these are edited for
explanation.

Conversation with an Agent

From the results of the experiment, five participants felt the speech of an agent was
unnatural. Such perception relates to all of or a part of the timing, the voice quality
and the manner of speaking. For example, longer time lags or overlaps between
speech of a participant and an agent have occurred. This was mainly because of
manual conversation control without hearing the participant’s talk. Besides,
according to four participants, intonations of the speech was “machine-like”.

Synthesized voice can have a negative effect on credibility of an agent with less
reduction of persuasive effect. However, if we can increase credibility of agents
using characteristics such as a visual appearance or a personality, negative effects
of synthesized voice can be reduced. As for perception of synthesized speech,
Stern et al. have compared synthesized speech and human speech. Their results
have shown that synthesized speech was rated less knowledgeable and truthful.
However, in terms of the persuasion, a significant difference between human
speech and synthesized speech did not exist [6].

Favorableness of an Agent

In an aspect of the favorableness of an agent, a significant difference between the
groups was not found. One of members of the group A-1 said that “Although I am
not fun of a specific character, the agent which I have selected was favorable”. On
the other hand, a member of group A-2 said that “I did not feel especially about
the agent”. These results suggest that users’ regular preference does not
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significantly affect the immediate favorableness of an agent. We still have to
examine other characteristics such as a personality and a voice of an agent in order
to reduce unnatural impression from a user.

Other comments from four participants suggested the possibility of positive
impression by a selectable character. We asked the participants how they thought
that they can choose their favorite agents; as for those who are in group B, we
asked them to imagine the situation. In addition, we also asked them what they
think if an agent of our conversation system were replaced by their “regular”
favorite characters of games, anime or any other media. Comments we received
were “I am not feel like talking with the agent if she were not my favorite”,
“Choosing from many agents was difficult. But if I could not choose an agent, she
may make me less impressed” and “I did not have special feelings toward the
agent this time, but I may listen to my favorite character more”. On the other hand,
one of members of group B told us that he will have same feelings even if he could
choose his favorite agent.

Persuasiveness of an Agent

Two participants were affected by the agent’s persuasion. Both of them had chosen
“I do not exercise regularly” on the pre-questionnaire about exercise. One par-
ticipant said that “I have got to know new facts about exercise and I may
remember them and exercise someday.” On the other hand, four participants were
not persuaded. The comment of such participant was “I will not change my
behavior unless I start a conversation with an agent on my own will”.

This result suggests relationship between a topic of a conversation and par-
ticipants’ current exercise behavior have to be considered while the experiment
with significant number of participants is expected. Specifically, we did not assign
the participants to a group according to exercise behavior of them; in addition, the
conversation which we have prepared contained same persuasion for all partici-
pants except for a conditional branch on lines from 13 to 16 in Fig. 2.

Each option of the questionnaire about exercise can refer to a behavior model.
According to Prochaska et al. behavior can be divided into five stages from pre-
contemplation level to maintenance [7]. Among these stages, precontemplation is
a stage for those who do not intend to change their behavior and contemplation is
for those who are seriously considering changing their behavior. In addition,
different processes of change are needed in order to move from one stage to
another smoothly. For example, giving information about a target behavior to a
precontemplation or contemplation individual is consciousness-raising. Informing
participants of positive aspect of exercising can be consciousness-raising for those
who answered “I do not exercise regularly” to our questionnaire; however, not to
those who exercising regularly.
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Conclusion

We discussed an effect of letting a user choose his/her favorite agent on behavior
of the user. In addition, we also conducted an experiment constructing an agent
system with which a user can have a conversation in order to examine the effect of
a favorite agent. In the study, we divided participants into four groups according to
two conditions. One condition was whether a participant can choose his favorite
agent and the other condition was whether a participant has a “regular” favorite
characters, game or anime in his/her daily life.

As aresult, making an agent selectable by a user according to his/her preference
has a possibility of increasing credibility of an agent system. However, we still
have to adopt personalities, voices and the contents of conversations to the
appearance of an agent in order to reduce unnatural feelings from participants.
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Human Computing for Business
Modelling

Yih-Lang Chen and Yih-Chang Chen

Abstract The importance of linking information technology to business goals and
objectives is addressed by the concept of BPR. However, many methodologies of
BPR do not address the implementation issues of the information systems
development and the combination of this with the implementation of BPR in
detail. What we need is an effective method to analyse the dynamic behaviour of
the organization and to evaluate the alternative choices of solutions to problems. In
this paper, we introduce the concept of participative process modelling where we
view system development and BPR as cooperative activities which involve dif-
ferent groups of people with different competencies, viewpoints and requirements.
We will also describe a framework, based on the principles of Empirical Model-
ling, aims to give a comprehensive view of the real-world situations so as to allow
all participants to experience what it is, or would be like, to work within such
situations and therefore draw on their tacit and non-explicit knowledge and
experience. We propose the application of EM to provide a practical way of
implementing participative BPR.

Keywords Business Modelling - Empirical Modelling - Experience-based - BPR

Y.-L. Chen

Department of Food and Beverage Management, National Kaohsiung University

of Hospitality and Tourism, Xiaogang, Kaohsiung 81271, Taiwan, Republic of China
e-mail: chenyl @mail.nkuht.edu.tw

Y.-C. Chen (BX)

Department of Information Management, Chang Jung Christian University,
Guei-Ren, Tainan 71101, Taiwan, Republic of China

e-mail: cheny @mail.cjcu.edu.tw

Y.-M. Huang et al. (eds.), Advanced Technologies, Embedded and Multimedia 57
for Human-centric Computing, Lecture Notes in Electrical Engineering 260,
DOI: 10.1007/978-94-007-7262-5_7, © Springer Science+Business Media Dordrecht 2014



58 Y.-L. Chen and Y.-C. Chen

Introduction

The role of information technology as the enabler for organizational rethinking has
been emphasized in much business modelling and business process reengineering
(BPR) literature. However, when coming to the actual implementation of the BPR
project, the implementation issues of IT are usually ignored or addressed by just
picking an off-the-shelf application and changing the business processes to fit it.
We have pointed out in [1] that businesses and business processes are such
complex systems that the developers and users require appropriate models to
understand the behaviour of such systems whether in order to design new systems
or to improve the existing ones. In defining the requirements for BPR and its
support systems, it is essential to have a broad understanding of the organizational
environment in order to make appropriate decisions about what changes to make or
which parts to retain. In this paper, we will investigate the potential of computer
models as a suitable technique for business modelling. We start by introducing of
the concepts of participative process modelling. After the presentation of our
SPORE framework, we will assess its potential as a medium for participation in
business modelling.

Participative Process Modelling

Participative process modelling can be interpreted in two different ways: modelling
of participative processes and participative modelling of processes. When we
think about how processes are conceived in the business area, there are two kinds
of actions involved: the manual actions by human being and the automated actions
by systems. These can be described in terms of two kinds of agency. The first is
associated with the internal agents which enact the process and which are
responsible for the state change. Their interaction can be referred to as a ‘par-
ticipative process’. The interactions of the internal agents may be governed by
strict rules and reflect different degrees of autonomy. The second is associated with
the external agents whose observation and comprehension of the interactions
within a process rely on the integration of many agent viewpoints. Their inter-
action can be referred to ‘participative modelling’. The external agents are typi-
cally responsible for designing and managing the process, but may also act simply
as observers.

The distinction between internal and external agents can help to refine our
thinking about the issue of BPR. The basic tenet of BPR is to gain competitive
advantages by rethinking business processes and the use of IT for the redesigned
processes. Such rethinking can be made from two directions. External rethinking is
made from the external observers of the business system and its products or
services. The aim is to make the business more responsive and effective. Internal
rethinking is made from the viewpoints of component agents of the process.
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The aim is to find the barriers in that process or any difficulty these members may
meet, and thus look for new ways to make the process more efficient. The work of
BPR thus should combine both kinds of rethinking: to provide the personalized
empowered environment for individuals and to develop the supporting technology
for the automation of business processes and the collaborative environment.

But in most BPR contexts, the creation or modification of computer systems to
support the newly designed business processes is not suitable or even has a neg-
ative impact on the business. This is because the complex issues of human factors
are not taken sufficiently into consideration during the BPR work. Such rethinking
is mainly based on the external viewpoints and the redesigned processes are
framed in terms of preconceived interactions to serve particular purposes. So the
models are designed for describing ‘what’ the business process looks like, but
cannot express ‘why’ the process has a certain form, and the motivation and intents
behind the activities. Without considering or understanding these factors, it will be
difficult to integrate existing systems or to design new systems to meet the
changing needs. Although the design of the software system does radically impact
the design of the business, two important points are still ignored by conventional
BPR approaches:

e The software system is still a software system with all the old problems of
versioning, integration, complexity, etc.

e The rules governing good architectural practices in software are not the same as
the rules governing good business structures.

The SPORE Framework

SPORE (Situated Process of Requirements Engineering) is a human-cantered
framework which was proposed by the second author [2]. It is problem-oriented
because the requirements in this framework are viewed as the solutions to the
problems identified in the application domain. The requirements are developed in
an open-ended and situated manner. It is open-ended because such requirements
cannot be completely specified in advance; and it is situated because the context
presented in SPORE is closely connected to the referent in the real-world domain.
The SPORE framework is depicted in Fig. 1. Three kinds of inputs of SPORE are:
Key problems of the domain which are identified by the participants in seeking to
address the requirements of the proposed system. Relevant contexts, act as motives
and constraints for the participants in creating the outputs. Available resources are
used by participants to facilitate the creation of SPORE outputs.

There are also four kinds of outputs from SPORE. The main one is provisional
solutions to the identified problems which are developed by participants on the
basis of the available resources and the current contexts. The other three outputs,
which include new contexts, new resources and new problems, combine with their
earlier versions and in turn form the new inputs to the model for creating the next



60 Y.-L. Chen and Y.-C. Chen

Contexts |< New Contexts

Identified % + % Provisional

problems solutions
> Requirements

cultivation

G > ...

resources

=

New identified problems
Resources

Fig. 1 The SPORE Framework

outputs. That is, all these contexts, resources and problems are modifiable and
extensible in SPORE. Thus participants can develop requirements in a situated
manner to respond to the rapid change in the contexts, resources as well as the
problems themselves.

The models that feature in a requirements specification in conventional soft-
ware development are usually too abstract for it to be possible to get a detailed
understanding of the model by simply reading it. This situation may be even worse
if the application domain is a complex system. Therefore having a way for the
participants to experience and visualize the behaviours defined by the model is
essential for system development. The SPORE framework involves constructing
computer-based artefacts to be used to explore and integrate the insights of indi-
vidual participants in an interactive manner. The artefacts created are ISMs and are
based on the principles and tools of Empirical Modelling [3]. In EM the knowl-
edge of participants is constructed in an experimental and not a declarative
manner. That is, the insight of the participant is expressed by the coherence
between what he expects in his mind and his experiments with the ISMs and the
external referents. His insight can also be extended through ‘what-if” experiments.
Any introduction of new definitions, or redefinition of existing definitions, will
evoke changes of state in the models and these in turn will affect the state of his
mind through the visual interface.

Through our distributed EM tools the interaction of an individual participant
can be propagated to other artefacts and thus affect the views and insights of other
participants. In this way the participants can collaboratively interact with each
other through their artefacts. This distributed EM tool supplies the framework for
the collaborative environment in which the shared understanding of the key
problems and their solutions (i.e. the requirements) can be established.

One of the most important benefits of interacting with the ISM is that it makes
the individual insights and the shared understanding visible and communicable.
This overcomes the disadvantage of invisibility and incommunicability of shared
understanding based on conventionally test-based models. This experimental
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interaction can also keep the requirements synchronized with the shared under-
standing among participants, which evolves faster than textual specifications. That
is, the way in which the evolution of computer models and the individual insights
are synchronized allows the participants to ‘see’ other participants’ viewpoints and
to ‘communicate’ with them by interacting with their own artefact.

EM for Business Modelling

In today’s business environment, information systems are becoming more inter-
connected to each other and are increasingly involved in complex business pro-
cesses. That is, the systems used in an organization need to cooperate with human
beings to achieve the organizational goals. So the information system development
occurs in the context of legacy systems and business processes, which involves the
issues of systems comprehension and BPR. In determining the requirements of
information systems, it is necessary to understand the organizational environment
so that the proposed systems can work well together with human beings. What we
need is an open-ended and flexible approach to modelling the organizational
environment and the behaviour of the actors and the support system. In EM, the
agents, and how they relate to each other, are characterized in terms of observa-
tions. Through the construction of the computer model, the understanding and
analysis of agency can be made concrete and amenable.

As mentioned earlier, a model should have both the indicative properties
referring to properties of the existing environment and the optative properties
referring to properties of the future environment in which the proposed system is to
operate. In the developing procedure of EM (cf. Figure 2), the elicitation activity
(the arrow of new input) identifies the indicative properties of the existing system
(the ISM) and its environment from observation of the real-world situations. It
provides the support for producing the conceptual model and generating goals
from the interactions and experience of the observed system and model. Through
this procedure, the interrelations between the abstract requirements (and goals) and
the artefact of real-world referent can be established, and these can be used for the
elicitation of system requirements.

Since the conceptual models of participants are too complicated and difficult to
represent in notations which all participants can understand, we propose the
cooperative validation of the conceptual models within the SPORE framework.
This is carried out by participants with different roles who can elaborate different
behaviours through ISMs in an interactive experiment. During the experiment,
different patterns of behaviour can be explored.

In EM, the construction of ISMs is closely linked to comprehension. Thus the
interactions in the real-world domain and the development and validation of ISMs
are interdependent. During the validation process (the arrow of test and experi-
ments), the indicative factors identified during the elicitation activity will be
extended and adapted to fulfil the additional optative properties. This validation is
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Fig. 2 The unified development procedure in empirical modelling

mainly achieved by correspondence checks. Once a reliable correspondence
between the states of ISMs and those observed in the referent is established, the
interaction with ISMs can serve as a representation of the understanding of real-
world domain. Thus, through the correspondence checks, the modelers will gain
insights into both the existing reality (the indicative properties) and the new
requirements or new goals (the optative properties) which in turn form the new
inputs for the next phase of system development. The open-ended characteristic of
ISMs provides a way of integrating the elicitation and validation. Prior to defining
and establishing the reliable patterns of state change, the interactions with ISMs,
similar to activities in our everyday life, have an experimental character and are
the primary means to improve our understanding of the domain.

The Characteristics of EM in Business Modelling

From our previous discussion, we infer that EM has great potential for system
development and BPR. The following summarizes the characteristics of experi-
mental interactions with ISMs, as these apply to business modelling:

e EM is an unified activity rather than the traditional development lifecycle. It can
potentially address BPR from the perspectives of both the internal and external
agents, and empower and allow participants to consider the meaning of the task
at hand rather than becoming embroiled in peculiarities of its implementation.
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e Interacting with ISMs within the SPORE framework allows participants to
experiment with any entity of the business system. This means that the
behaviour of both computer systems and human components can be identified
and thus incorporated in a natural way. Thus the various enablers of BPR, such
as information systems or human resource management strategies, can be
investigated in essentially the same experimental manner.

e Under the ‘open development’ paradigm, participants can set up problematic
scenarios, realize them visually and correct them easily and inexpensively using
a ‘what-if” strategy. Furthermore, the computer-based character of ISMs renders
the changes and updates to the existing system apparent and makes the model
maintainable and reusable.

e EM helps the participants to communicate their ideas and assess the impact of
proposed changes/alternatives immediately. Participants can be guided towards
a shared understanding and consensus for decision-making through the con-
tinuous evaluation, communication and checks for consistency in the distributed
ISMs.

e The visibility and communicability of the interaction within the SPORE
framework increases the participants’ understanding of roles and relationships
amongst others, as well as the effects of individual activities. This lets the
participants gain feedback from the results of experiments which is used not
only as a basis for comparing the alternative solutions but also as a means of
evaluating their validity.

e EM allows the participants to obtain a ‘global’ view of the effects of ‘local’
changes made by individual artefacts. This assists the identification of implicit
dependencies between parts of the business system.

Conclusions

Many processes in science and engineering are precisely prescribed by theories
and equations, but for business processes it is difficult to consider the process
and its associated real-world factors (including human factors) in an abstract and
unified way. Our best line of attack is to develop the rich and flexible concepts and
models to directly involve the potential users and incorporate their activities into
the analysis and design of the new system or business. In this context, subject to
the modeler having an adequate construal and sufficient understanding of the
situation, EM has the advantage of allowing the states of the real world to be
modelled in an open-ended fashion so that any new factors considered relevant can
be taken into account. This kind of experimental interaction with the computer
model seems to be the appropriate technique for the purpose of business process
modelling. It can also be used for experimentation purposes and to help decision
making during the modelling procedure. By the EM approach singular conditions
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can be explicitly modelled and human intervention, which is essential when
modelling the scenarios in business, is possible throughout the modelling process.
To sum up, EM provides flexible and human-cantered support for the design and
construction of a wide range of interactive multi-user systems.
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Teaching and Learning Foreign
Languages in a Digital Multimedia
Environment

Vladimir Kryukov, Alexey Gorin and Dmitry Mordvintsev

Abstract The paper describes the structure and functions of a digital multimedia
environment as a means of teaching and studying foreign languages. The authors
suggest an LMS-centered environment consisting of language labs, interactive
whiteboard rooms, multimedia rooms, a videoconferencing hall, a webinar plat-
form, and multimedia repositories, with all the components being linked together
by an e-learning platform. The article is intended for experts in information
technology and second language teaching methodology, as well as for all those
interested in the problems of computer-assisted language learning.

Keywords Computer-assisted language learning - e-Learning - Blended learning -
Multimedia environment - Language lab - Videoconferencing - Webinar

Introduction

The concept of the development and application of information technology at the
Vladivostok State University of Economics and Service is based on the model of
e-campus. The e-campus is aimed at increasing the efficiency of the business
processes at the University by incorporating its information infrastructure and
corporate information systems.

V. Kryukov (PX)) - A. Gorin - D. Mordvintsev
Vladivostok State University of Economics and Service, Vladivostok, Russia
e-mail: vladimir.kryukov@vvsu.ru

A. Gorin
e-mail: aleksey.gorin@vvsu.ru

D. Mordvintsev
e-mail: dmitriy.mordvintsev@vvsu.ru

Y.-M. Huang et al. (eds.), Advanced Technologies, Embedded and Multimedia 65
for Human-centric Computing, Lecture Notes in Electrical Engineering 260,
DOI: 10.1007/978-94-007-7262-5_8, © Springer Science+Business Media Dordrecht 2014



66 V. Kryukov et al.

In the era of economic, political and cultural globalisation, the University pays
special attention to teaching foreign languages as a means of improving the
competitiveness of its graduates in today’s global marketplace.

This brought about the idea of elaborating an environment for teaching and
learning foreign languages on the basis of digital multimedia technology.

A Digital Multimedia Environment for Teaching
and Learning Foreign Languages

The digital multimedia environment at the Vladivostok State University of Eco-
nomics and Service comprises the following key elements: language labs, inter-
active whiteboard rooms, multimedia rooms, a videoconferencing hall, a webinar
platform, and multimedia repositories. All these elements are linked together by
the University’s e-learning platform.

The multimedia environment is used to deliver foreign language courses in a
variety of ways [1], both in class (language labs, multimedia and interactive
whiteboard rooms) and via asynchronous (e-mail, forums) and synchronous (chat
rooms, webinars, and video conferences) communication channels. Such a com-
bination of different modes of delivery, known as blended learning, represents a
real opportunity to create engaging learning experiences for each and every stu-
dent [2].

E-Learning Platform

Description. The e-learning platform is based on modular object-oriented dynamic
learning environment (MOODLE) software which is a free open-source e-learning
solution [3]. Its features are typical of an e-learning platform. Instructors can
upload study materials to be viewed and/or downloaded by students, give them
assignments for further submission, grade their work, publish news and
announcements, organise chats and forums, administer tests and quizzes online,
etc.

The main reason for choosing Moodle was its high interoperability, modular
structure and open source code, which allowed for easy integration into the Uni-
versity’s e-campus of which it is now an integral part. Instructors use their domain
accounts to log in; Moodle’s database is synchronised with the databases storing
information about students, student groups, study subjects, schedule, etc. A special
module made it possible to integrate Moodle with the University’s webinar
platform.

Usage. The e-learning platform is the core of the University’s digital multi-
media environment. Instructors create multimedia-rich electronic courses which
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contain training materials in the form of hyperlinks to resources in the University’s
digital repository and embedded videos from the video portal. Being available on
the Internet and on the intranet, the e-learning platform is extensively used both in
the language labs, the multimedia rooms, and the interactive whiteboard rooms
and as a resource for students’ independent work.

Experience and problems. The main inconvenience connected with the usage
of the e-learning platform is that, if an instructor wants to include in their course a
study material from the repository, they have to copy a link to the material in the
repository and then paste it into a Moodle course. Similarly, including a video
from the video portal requires copying and pasting the embed code.

It should be mentioned that improving the usability of the e-learning platform is
of paramount importance, as one of the University’s most significant goals is to
further develop computer-assisted learning technologies by encouraging instruc-
tors to design interactive multimedia-rich e-learning materials that arouse students’
interest and increase their academic performance and motivation.

Future plans. The University’s IT personnel are now working on a Moodle
module to fully integrate the digital repository and the video portal into Moodle.

Language Labs

Description. The University has three software-based language labs with 15, 25,
and 30 workstations. The software Dialog Nibelung 2.0 (produced by the Russian
manufacturer Lain Ltd.) installed in the labs uses the local network to link com-
puters in the class [4]. This local network can be used for transmission of audio
and video materials, various text documents and other kinds of files, and for full
control of students’ PCs from the teacher’s workplace.

The language instructor can arrange student workplaces by groups or pairs for
discussion, assign different tasks to different groups or pairs, listen in or talk to a
selected student, demonstrate his/her screen to students, show a student’s screen as
an example to other students, record audio materials, automatically monitor stu-
dents’ PCs, view the selected/all students’ screens, remotely control students’ PCs,
transmit/receive various documents to/from students, organise chat sessions, etc.

Obviously, the functions of the software are standard for the software of this
kind. However, the main advantage of the solution is that it is quite inexpensive
(less than $200 per workplace, excluding the cost of PCs), although it has all
features necessary for teaching and learning foreign languages through discussion
and extensive use of multimedia. At the same time, it allows lessons on many other
subjects to be efficiently conducted, and the students’ knowledge to be evaluated
with the help of the integrated test system.

Usage. The language labs are used for teaching both general English and
English for specific purposes (ESP), as well as for training interpreters. The largest
lab (30 workstations) is also a venue for students’ independent work. Not less than
six hours daily are allocated for this purpose.
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Experience and problems. Being purely software tools, the language labs
cannot always provide the sound quality necessary for teaching and learning
foreign languages [5]. Sound is sometimes lost, echoed or distorted, which com-
plicates communication. Besides, the computers are not equipped with webcams,
although this would make the language labs suitable for conducting webinars.

Future plans. To solve the problem above, the University is planning to equip
the labs with gigabit switches and more perfect headsets. Webcams will also be
purchased. It is also planned to replace PCs with zero clients to reduce mainte-
nance costs and improve the efficiency of the IT infrastructure.

Multimedia Repositories

Multimedia repositories are facilities to store multimedia content used in the
language labs and multimedia and interactive whiteboard rooms as well as those
uploaded to the e-learning platform.

Multimedia content is stored in the University’s digital repository which is
intended for storing, searching and granting access to digital study materials for
teaching and learning foreign languages.

Video materials are stored on the University’s video portal which also makes it
possible to store and search data. Videos can be viewed on the portal directly or be
embedded into Moodle courses.

Multimedia and Interactive Whiteboard Rooms

The university has more than 200 multimedia rooms equipped with projectors and
projection screens. Instructors use VGA outlets to connect their laptops to the
projector. The multimedia rooms make it possible to enrich foreign language
classes with multimedia content, with the only problem being the lack of stationary
sound systems. This makes instructors carry portable speakers, which is
inconvenient.

More than 20 rooms are equipped with interactive whiteboards, three of which
are used for teaching and learning foreign languages. The University has a wide
variety of digital multimedia resources produced by the world’s leading publishers.

Apart from this, all students are given netbooks and can connect to the
e-campus during class, which enables them to access the digital multimedia
environment from virtually anywhere on campus.
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Videoconference Hall

Description. The videoconferencing hall is intended for conducting local and
international videoconferences. It holds 80 delegates and makes it possible to
conduct conferences and seminars in 3 different languages with simultaneous
interpretation.

Delegates’ workplaces are equipped with delegates’ consoles having micro-
phones and earphones, if necessary. When a delegate’s microphone is activated,
one of the six video cameras installed along the perimeter of the room focuses on
the delegate and transmits the image to the opposite side.

All videos are projected to the central screen or to the smaller side screens, with
the latter option being used if the presenter and their power point are to be
demonstrated simultaneously. All videos are stored on the server for further pro-
cessing and elaboration of video lectures and tuition courses.

Usage. As practice shows, in approximately 80 % of cases the hall is used to
deliver remote lectures for the University’s branches and representative offices in
other cities. Lectures are often delivered to both remote students and local students
sitting in the hall.

The remaining 20 % of the time is occupied by various conferences and
seminars, including lectures by foreign professors.

Experience and problems. Undoubtedly, the University needs a hall of such
capacity. However, the large number of workplaces leads to some difficulties in its
usage. The main problem is that the hall is overloaded owing to a wide variety of
the functions it performs. Large-scale events are often preferred to lessons in small
groups. At the same time, the usage of such powerful and costly equipment is not
always justified while working with small groups.

Another problem is the lack of special soundproof booths for simultaneous
interpreters whose workplaces are now located in the next room, together with the
videoconference communication operator’s workplace. This creates additional
difficulties for two interpreters and an operator working in a small room.

One of the disadvantages of the hardware is that it is impossible to connect
remote participants to different simultaneous interpretation channels. In other
words, all remote participants can hear translation to only one language.

Besides, the videoconference hall does not fully meet the requirements of the
training of simultaneous interpreters, as it is not intended for practical classes. All
operation modes are designed for actual lectures, seminars and conferences only.

Future plans. By the end of next year, it is planned to significantly expand the
presence of IT and multimedia in teaching and learning foreign languages. To
meet this goal, the University developed projects of a specialist facility for
teaching simultaneous interpretation and an additional facility for videoconfer-
encing and webinars. The experts did their best to consider both teachers’ and
students’ requirements and previously gained experience of working with similar
technologies.
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Webinar Platform

Description. The webinar platform is based on the BigBlueButton web confer-
encing system [6], and it is fully integrated into the University’s IT infrastructure;
instructors and students use their domain accounts to log on and access webinars.
Instructors can also conduct webinars within the e-learning platform, including
record and playback of sessions.

Instructors can arrange the date and time of a webinar, control the number of its
participants, transmit audio and video, demonstrate documents of various formats
(-ppt(x),.doc(x),.xIs(x),.pdf,.jpg,.png,.pdf,.djvu,.gs, etc.), use whiteboard features,
and broadcast their desktop for all students to see. It is also possible to commu-
nicate with students via the chat.

Usage. The webinar platform is used to give classes to students of the Uni-
versity’s remote branches and makes it possible for instructors and experts from
other cities and countries to deliver lectures to the University’s students.

Experience and problems. The use of webinars for teaching and learning
foreign languages is limited by the high cost and relatively low quality of internet
connectivity for end-users.

Future plans. To solve the problem, the University is planning to arrange
additional webinar facilities and to equip the language labs with webcams, so that
students could be able to participate in webinars irrespective of the quality of their
home internet service.

Challenges for Developing the Digital Multimedia
Environment

The initial development of the LMS-centered multimedia environment faced some
integration problems with the University’s existing information infrastructure
(particularly, with Nginx Web Server). There was also a number of third-party
Moodle plugins having interoperability issues with Microsoft SQL Server.

However, the biggest challenge was connected with designing online materials.
Due to the lack of financing, instructors used to confine themselves to designing
the simple multiple-choice quizzes and fill-in-the-blank exercises instead of
multimedia-rich study materials with carefully chosen video, sound, graphics,
photographs and animations [1], which led the University to develop a set of
financial incentives to address the challenge. Research [7] has shown that the
described situation is typical of many educational institutions.
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Future Installations
Language Lab for Training Simultaneous Interpreters

A language lab for training simultaneous interpreters was designed on the basis of
the hardware and software Sanako Lab 100 STS. The lab includes 21 workplaces
(16 delegates, 4 interpreters and the teacher), a multimedia projector, a personal
computer, an interactive graphics tablet, a document camera, and equipment for
recording digital audio.

The lab can be used both as a regular language lab and a simultaneous inter-
pretation lab. Interpreters’ workplaces are separated from the lab by a soundproof
glass partition. A similar glass partition forms two booths, each for two inter-
preters. This makes it possible to simulate real working conditions.

The document camera is connected to the multimedia projector and makes it
possible to demonstrate images of printed materials, such as A4 sheets, book
leaves, or printed texts. The interactive graphics tablet makes it possible to process
any image and save all notes and corrections made into it. All this can be done at
the teacher’s workplace.

Videoconference and Webinar Room

The room has 34 workplaces (11 videoconference delegates, 1 teacher, and 22
participants), an information display system (an interactive whiteboard, a projec-
tor, and 4 plasma TV sets), and an audio system.

The delegates’ and the teacher’s workplaces are equipped with microphone
consoles. When a microphone is activated, of the two video cameras automatically
focuses on the speaker and transmits the image to the opposite side and to the
internal displays, if necessary. Signal from any device in the room can be trans-
mitted to any display. Displays are located in such a way that each delegate or
participant has visual access to all the materials displayed.

Participants’ workplaces are equipped with cloud-based terminals, webcams
and headsets. This enables the participants to participate in different webinars
simultaneously. Besides, the teacher who delivers the webinar can demonstrate it
to all participants present in the room. In the future, it is planned to move one of
the existing language labs to this room, which will significantly increase its
functionality.

The room is planned to be used for conducting classes in small groups,
delivering lectures to remote students and recording educational videos. This will
make the usage of the existing conference hall more efficient and productive, and
the two facilities will complement each other.
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Conclusion

In conclusion, it should be said that the digital multimedia environment at the
Vladivostok State University of Economics and Service incorporates engagement
and effectiveness, allowing for learning through a mixture of technological fea-
tures possible in online and offline course delivery.

Foreign language teaching and learning in a blended environment promotes the
high quality and efficiency of second language acquisition and creates a real
opportunity for each and every individual to study a foreign language in the right
time and at the right place.
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An Interactive Web-Based Navigation
System for Learning Human Anatomy

Haichao Zhu, Weiming Wang, Jingxian Sun, Qiang Meng, Jinze Yu,
Jing Qin and Pheng-Ann Heng

Abstract This paper presents an interactive web-based anatomy navigation system
based on the high-resolution Chinese Visible Human (CVH) dataset. Compared
with previous anatomy learning software, there are three new features in our
navigation system. First, we directly exploit the capabilities of graphics hardware to
achieve real-time computation of large medical dataset on the web. In addition,
various visualization effects are supplied to enhance the visual perception of human
model. Second, to facilitate user interaction, we design a set of user-friendly
interface by incorporating the Microsoft Kinect into the system, and the users can
navigate the Visible Human with their hand gestures. Third, in order to eliminate
the unreliable bottleneck: network transmission, we employ a progressive strategy

H. Zhu (>X) - W. Wang - J. Sun - Q. Meng - J. Yu - J. Qin - P.-A. Heng

Department of Computer Science and Engineering, The Chinese University of Hong Kong,
Hong Kong, China

e-mail: hczhu@cse.cuhk.edu.hk

W. Wang
e-mail: wangwm@cse.cuhk.edu.hk

J. Sun
e-mail: jxsun@cse.cuhk.edu.hk

Q. Meng
e-mail: gqmeng@cse.cuhk.edu.hk

J. Yu
e-mail: jzyu@cse.cuhk.edu.hk

J. Qin
e-mail: jqin@cse.cuhk.edu.hk

P.-A. Heng
e-mail: pheng@cse.cuhk.edu.hk

J. Qin - P.-A. Heng
Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences, Beijing, China

Y.-M. Huang et al. (eds.), Advanced Technologies, Embedded and Multimedia 73
for Human-centric Computing, Lecture Notes in Electrical Engineering 260,
DOI: 10.1007/978-94-007-7262-5_9, © Springer Science+Business Media Dordrecht 2014



74 H. Zhu et al.

to transmit the data between the server and the client. Experimental results validate
the advantages of the proposed navigation system for learning human anatomy,
indicating its great potential in clinical applications.

Keywords Anatomy navigation system - Chinese Visible Human - Graphics
hardware - User interaction - Network transmission

Introduction

Due to fast development and new enhancement of network services, such as fast
net-work transmission and high security mechanisms, web-based applications have
attracted more and more attentions. Medical training and diagnosis systems based
on web also emerged rapidly in recent years, where the doctors or experts from
different locations can collaborate on specific tasks through the Internet. Major
challenges in designing a successful web-based application include how to achieve
real-time computation for large dataset on the web, how to distribute the workload
between the server and the client so that the overall performance can be maxi-
mized, and how to design user-friendly interface to facilitate the user interaction.

Various web-based software and tools for medical applications have been
proposed, and their impact on medical education is still growing [1]. Poliakov
et al. [2] presented a server-client approach that enables the user to visualize,
manipulate, and analyze the brain imaging dataset through the Internet. However,
this approach may be degraded under bad network condition or if there are massive
client requests at the same time. In [3], Mahmoudi et al. developed several
interactive web-based tools for 2D and 3D medical image processing and visu-
alization. A wide range of methods, such as registration and segmentation, are
incorporated, and the client can directly use these functionalities without any plug-
in installation. As hardware acceleration is not exploited, better performance is
still expected for real-time applications. A web-based navigation system for Vis-
ible Human is also developed in [4], but important anatomical details are lost due
to relatively low resolution of the rendered sections.

This paper extends our previous work [5] to provide an interactive web-based
navigation system for users to learn the human anatomy through the Internet.
Specifically, we fully exploit the functionalities of graphics hardware to achieve
real-time computation on the web by utilizing the WebGL [6] API, which supports
direct access to Graphics Processing Units (GPU) from the browser. Various visu-
alization effects, e.g., surface rendering and translucent rendering, are also supported
in the navigation sys-tem. Moreover, a set of user-friendly interface is designed to
facilitate the user inter-action, where the Microsoft Kinect is employed to track and
recognize the user’ hand gestures. Lastly, to eliminate the unreliable bottleneck:
network transmission, we adopt a progressive strategy to transmit the data between
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the server and the client. The server first sends a coarse image to the client without
any delay, and finer images are later transmitted progressively if the user is inter-
ested on certain anatomical structures.

Methods

The high-resolution CVH dataset [7], with a total size about 72 GB, is employed to
test the proposed anatomy navigation system. There are 3,640 slices in the dataset
(0.5 mm interval) and each slice has a resolution of 3,872 x 2,048. Compared with
other imaging modalities, such as CT, MRI and US, major advantage of the CVH
dataset lies on its high-resolution cross-sectional images. Hence various anatomical
details are preserved, which is of great value for learning human anatomy.

The overview of our anatomy navigation system is shown in Fig. 1 and there
are two major parts: the server and the client. We distribute the workload between
the server and the client so as to maximize the overall performance. The client
visualizes the human model and tracks the user’ hand gestures to determine the
cross-sectional plane. The server computes the corresponding cross-sectional
anatomical image and sends the results to the client progressively. In the following
subsections, we detail the processing of major components.

WebGL-Based Rendering

After receiving the human model from the server, the client renders the human
body with various visualization effects. However, it is not an easy task to achieve

(Client) (Server)
1
CVH dataset Human model
Kinect tracking +
Jv Down-sampling Image
‘& decomposition
Gesture recognition . : 4.
DXT compression
¢ 4, JPEG compression
v s
Renderi Determine cross- Compute cross-
SOCeriE sectional plane sectional image Subimage?
Human body Anatomical image Subimagel

Fig. 1 Overview of the proposed anatomy navigation system
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real-time rendering for complex translucent objects on the web. Traditionally, to
achieve correct translucent effect with alpha blending, it is required to first sort the
geometry primitives according to their depth distances and then render the prim-
itives from front to back(or from back to front) sequentially. However, the sorting
operation will be very time-consuming if the models are very complex. In [8],
Everitt presented a GPU-accelerated depth peeling algorithm to solve this problem
without any sorting operation. In this algorithm, each unique depth in the scene is
extracted into one layer, which will be later blended in depth-sorted order to
produce the final image. In practice, the algorithm is implemented with a depth test
to extract the currently frontmost layer (including both color and depth informa-
tion) in every rendering pass.

Unfortunately, the original depth peeling algorithm cannot be directly applied
on the web due to limited supports of current WebGL standards. Adapting to the
features of WebGL, we modify the algorithm to provide translucent visualization
effect on the web by utilizing multiple framebuffer and texture objects to store the
color and depth information of each layer separately. The major difference
between the modified and original depth peeling algorithm is that we need to
render the scene twice now in order to extract each layer of the scene, one for color
information and the other one for depth information. After all the layers are peeled
and blended correctly, we obtain the final translucent image.

User Interaction

Traditionally, the keyboard or mouse is usually employed as input device for
human—computer interaction. However, the user may need to learn lots of com-
mands in a complex training system, which requires long time practice. To
facilitate the interaction process, we design a set of user-friendly interface based
on the Microsoft Kinect, and allow the user to interact with the computer using
their body gestures. The Kinect is a real-time video motion detecting device and is
employed here to track and recognize the user’ hand gestures. The hand gestures
are then used to determine the position and direction of the cross-sectional plane,
which will be sent to the server to compute the corresponding cross-sectional
image. Currently, four hand gestures are defined in our system as follows:

e Translation: users can translate the position of the cross-sectional plane with
the movement of one hand (Fig. 2a).

e Rotation: users can rotate the direction of the cross-sectional plane with a
circular motion of two hands (Fig. 2b).

e Scaling: users can zoom in or out the cross-sectional anatomical image by
adjusting the distance of two hands (Fig. 2c).

e Screenshot: users can screen shot the cross-sectional anatomical image by
holding the fist (Fig. 2d).
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Fig. 2 a Translation. b Rotation. ¢ Scaling. d Screenshot

Cross-Sectional Computation

Given the information about the cross-sectional plane, the server can compute the
corresponding anatomical image. In order to accelerate the computation, several
preprocessing steps are performed to compress the CVH dataset. In details, the
dataset is first down-sampled without any visual quality degradation. Then we
detect image blocks that contain meaningful contents and discard the other
regions. Finally, the image blocks are compressed with DXT algorithm [9] to
further reduce the data size. The advantages of DXT algorithm lie on its low
quality loss and fast decompression speed. Please refer to [10] for more details.

After the above processing, the dataset is reduced to about 1 GB that is small
enough to be loaded into computer memory. Because the calculation for each pixel
within the cross-sectional plane is independent, the performance can be acceler-
ated by parallelizing the computation. Moreover, to achieve smooth resultant
images, 3D interpolation is employed to sample the pixels that do not lie in the
dataset.

Progressive Data Transmission

To reduce the burden of data transmission, we adopt a progressive strategy to trans-
mit the data between the server and the client. The idea is motivated by the Adam7
algorithm [11], where an image is decomposed into several small subimages with
different levels of fidelity. Specifically, as shown in Fig. 3, we decompose the
original cross-sectional image with resolution 3,872 x 2,048 into seven subimages
as: 484 x 256, 484 x 256, 968 x 256, 986 x 512, 1,972 x 512, 1,972 x 1,024
and 3,972 x 1,024. During the transmission, the coarsest subimage is first sent to
the client without any delay. If the user is interested on that anatomical image, the
server will progressively send the finer subimages to the client to recover the
original image.

To decrease the transmission time, we further compress the seven subimages to
reduce the image size. There are lots of techniques for image compression, such as
Discrete Cosine Transform (DCT) [12], Huffman entropy encoding [13], and
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Fig. 3 Representation of image decomposition

wavelet [14, 15]. As JavaScript [16] is still not fast enough for online decom-
pression, here we compress the images with JPEG format that is supported by most
web browsers. The performance gain attribute to the JPEG compression is ana-
lyzed in the next section.

Experiments

We use the CVH dataset to demonstrate the proposed anatomy navigation system.
The output for the user includes two parts. The first part is for the visualization of
the human model (left of Fig. 4). The human bone is rendered with high opacity
while the skin is visualized with translucent effect. The second part is for the
display of the anatomical image (right of Fig. 4). The high-resolution cross-
sectional image clearly shows the inner structures of the human body, and it will
be very useful for anatomy teaching and learning. Lastly, a photo of our anatomy
navigation system is presented in Fig. 5, where the user stands in front of the
computer and uses her hand gestures to navigate the Visible Human.

Fig. 4 Screenshot of our
anatomy navigation system
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Fig. 5 A photo of our
anatomy navigation system

Analysis of Data Transmission

In this section, we analyze the performance for transmitting data between the
server and client to demonstrate the advantages of our progressive transmission
strategy. The resolution of the cross-sectional image is 3,872 x 2,048, with 32 bits
per pixel; hence the image size is about 30.25 MB. Assuming the network
bandwidth of the server is unlimited and the impact of Round Trip Time (RTT)
can be neglected, it takes about 121 s to transmit the image from the server to the
client for bandwidth of 2 Mbit/s.

Even for bandwidth of 100 Mbit/s, it still needs 2.42 s, which is not fast enough
for interactive applications.

With our progressive transmission, the resolution of the coarsest image is
484 x 256 and the image size is about 484 KB. After the JPEG compression, the
data size is further reduced to about 25 KB and it only needs 0.1 s to transmit the
coarsest image for bandwidth of 2 Mbits/s. The transmitting time is even shortened
to 0.02 and 0.002 s for bandwidth of 10 Mbits/s and 100 Mbits/s, respectively.

In Table 1, we compare the data transmitting time among three different net-
works bandwidth: 2 Mbit/s, 10 Mbit/s and 100 Mbit/s. Both the average and
maximum time for transmitting the coarsest subimage, the total seven subimages
and the original uncompressed image are measured in the table. It can be found
that the transmitting time of our progressive transmission is much lower than that
for transmitting the original uncompressed image. It is also observed that the
actual transmitting time is a bit larger than the above theoretical analysis. This is
because that the data transmission is not only influenced by the bandwidth of the
server but also the routers in the Internet. However, we still achieve real-time
performance even with a moderate network bandwidth.
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Table 1 Data transmitting time of three network bandwidth

Bandwidth Coarsest subimage Seven subimages Original image
Average Maximum Average Maximum Average Maximum
(s) (s) (s) (s) (s) (s)

2 Mbits/s 0.11537  0.15816 6.8 10.7 136 156

10 Mbits/s 0.02114  0.02649 1.43 53 29 70

100 Mbits/s 0.00232  0.00292 0.124 0.157 4 10

User Evaluation

To validate the advantages of the Kinect-based user interface, we invite twenty
students to experience and evaluate the navigation system. These students all do
not have much knowledge about human anatomy, with age from 18 to 25. The
experiment is conducted in the following way. First, the students are given ten
anatomical images showing some common organs and structures, and are taught
how to identify these organs and structures. Then these students are asked to
located these organs and structures using the proposed anatomy navigation system
with different interacting devices. Specifically, the twenty students are divided into
two groups, ten for each group. The first group use the keyboard and mouse to
navigate the Visible Human while the second group use the Kinect for interaction.
We count the total time for each person to locate all the organs and structures.
Lastly, we average the time for each group since to provide a statistical measure in
accomplishing the task. The average time is 60.8 and 28.4 s for the first and second
groups, respectively. The experiment results indicate that the Kinect-based navi-
gation system improves the learning and training process as compared with tra-
ditional interacting devices. The reason is that the user can freely control their
hand gestures using the Kinect, which facilitates the human—computer interaction.

Conclusion

An interactive web-based navigation system for learning human anatomy is pre-
sented in this paper. To achieve real-time performance, we exploit the WebGL
API to directly invoke the functionalities of GPU from the browser. To provide
user-friendly interface, we allow the user to interact with the computer using their
hand gestures. To improve the data transmission, we employ a progressive strategy
to transmit the data between the server and the client. However, the functionalities
of graphics hardware have not been fully exploited yet due to limited supports of
current WebGL standards. In future work, we will continue to design new web-
based algorithms for online medical applications, and incorporate them into the
proposed anatomy navigation system.
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Community Topical “Fingerprint”
Analysis Based on Social Semantic
Networks

Dongsheng Wang, Kyunglag Kwon, Jongsoo Sohn, Bok-Gyu Joo
and In-Jeong Chung

Abstract Community analysis of social networks is a widely used technique in
many fields. There have been many studies on community detection where the
detected communities are attached to a single topic. However, an overall topical
analysis for a community is required since community members are often con-
cerned with multiple topics. In this paper, we propose a semantic method to
analyze the topical community “fingerprint” in a social network. We represent the
social network data as an ontology, and integrate with two other ontologies, cre-
ating a Social Semantic Network (SSN) context. Then, we take advantage of
previous topological algorithms to detect the communities and retrieve the topical
“fingerprint” using SPARQL. We extract about 210,000 Twitter profiles, detect
the communities, and demonstrate the topical “fingerprint”. It shows human-
friendly as well as machine-readable results, which can benefit us when retrieving
and analyzing communities according to their interest degrees in various domains.
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Introduction

Community analysis is widely used in many areas such as personal services,
politics, commercial advertising and marketing. Many methods are investigated to
detect communities through topological information such as density based algo-
rithms [1] and modulatory algorithms [2]. Also, some topic-oriented methods
utilize the profiles of actors as well as the topological information to attach a topic
for the detected communities. However, it is unreasonable for a community to be
explained by a single topic because the community members are generally con-
cerned with many distinguishable interests or topics in various domains.

In this paper, we analyze the topical “fingerprint” of social network commu-
nities. First of all, we crawl a part of the Twitter, and represent the user profiles
and their relationships in an ontology. For the crawled graph, we map the influ-
ential nodes, specifically celebrities, to the WordNet Domain [3] by the Spreading
Activation (SA) mechanism. Subsequently, we detect communities through the
“Louvain method” [2]. Finally, for the detected communities, we can retrieve the
celebrities associated with each community, aggregate their domains and average
them into degrees of interest. In this way, a topical “fingerprint” for each com-
munity can be retrieved and analyzed.

We extract about 210,000 Twitter users’ profiles, transform them into an
ontology, and then merge them with YAGO [4] and the WordNet Domain ontology.
The experiment shows a topical “fingerprint” that is human-understandable.
Moreover, since the domains are mapped to the WordNet Domain ontology, the
topical “fingerprint” is machine-readable and supports semantic searching of
communities. We can retrieve and analyze communities according to their degrees
of interest for various domains.

Related Works
Community Detection and Analysis

Recently there has been a lot of research into community detection. A density-
based clustering approach in [1] employs two distance functions to validate the
advantage and limitation of them, respectively. Newman propose a significant
algorithm to partition social network graphs of links and nodes into sub graphs,
and an associated concept, modularity, which has also attracted a large amount of
attention for development in the study of community detection [5]. Since the main
drawback is that this algorithm is time-consuming, Vincent suggests the modified
version of the algorithm to make it faster, giving rise to what is known as the
“Louvain method” [2]. The method iteratively optimizes the modularity in a local
way, and aggregates nodes of the same community. The modularity gain
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AQ obtained by moving an isolated node i into a community C can be computed

by the following Eq. (1) [2].
X (Za) (kY
lZm < 2m 2m m

Zin +2kiin _ (Ztol +ki> ?
2m 2m

In Eq. (1), Y, is the sum of the weights of the links inside C, ., is the sum of
the weights of the links incident to nodes in C, k; is the sum of the weights of the
links incident to node i, k; ; is the sum of the weights of the links from i to nodes in
C, and m is the sum of the weights of all the links in the network.

The topic-oriented method in [6] combines both social object clustering and
link analysis. The entropy based method in [7] combines topological and semantic
information to detect communities more accurately. The authors of [8] build
community detection on a Semantic Network (SN), and prove that this method is
faster, more effective, and has robust benefits. Another semantic web technology
based method, called SemTagP [9], labels each community as tags used by people
as well as relationships inferred between tags.

AQ =

“Fingerprints” in Social Networks

There are some studies about a personal “fingerprint” in social networks. An
interesting commercial one is called as PeerIndex,' which divides all topics into
eight different areas. Figure 1 shows the topical “fingerprint” in these areas.
Gunther argues that a user ID can be forged but his or her habits cannot be
detected. Therefore he attempts to depict the users’ behavior “fingerprints”
through tracking users’ internet behavior and express the detected features through
a semantic pattern [10].

AME

8IZ TEC AME - arts, media, entertainment
TEC - technology, internet
SCI - science. environment

POL scl MED - health, medical

LIF - leisure. lifestyle
SPO - sports

Sk PAED POL - news, politics, society

UF BIZ - finance, business, economics

Fig. 1 PeerIndex personal fingerprint

! http://www.peerindex.com
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Community Topical “Fingerprints” Based on SSN

The Social Semantic Network (SSN) we work on includes: YAGO, the WordNet
Domain ontology, and the Twitter graph generated by us (i.e. nodes and relations
between users). The WordNet Domain ontology is manually generated from the
WordNet Domain Hierarchy” which is a lexical resource. In section Domain
Mapping for Celebrities (or Hubs), we discuss how celebrities are classified and
mapped into the WordNet Domain ontology. In section Community Topical
“Fingerprint”, we show how semantic search works. We can formalize the pro-
gress into three steps:

e Step 1: First of all, we store social network data in an ontology, and integrate
this ontology with YAGO and the WordNet Domain ontologies. We then map
celebrities into the WordNet Domain ontology by performing SA on the
knowledge base, creating a huge SSN context.

e Step 2: Secondly, we detect the communities using the existing “Louvain
method”.

e Step 3: Finally, we analyze the community’s topical “fingerprint” by retrieving
celebrities followed by the community members, aggregating their domains and
averaging by community member amount.

User profiles are presented as instances of Friend-Of-A-Friend (FOAF) con-
cepts. The knowledge base is integrated with the social network. The social net-
work within the Semantic Network (SN) is called the Social Semantic Network
(SSN) [11]. We demonstrate the overall graph as a three layer architecture, as
shown in Fig. 2. At the bottom are common actors who are following celebrities in
the second layer (influential nodes). The celebrities are mapped to the WordNet
Domain ontology in the third layer.

Definition (Social Semantic Network, SSN): A set SSN means the overall three
layer Social Semantic Network, and we express it as SSN = (SN, A, H,
D, Ry, R,,) where:

e Set SN indicates the first two layers (L1 and L2); the set L1 indicates common
actors and L2 expresses celebrities or influential nodes (L1 C SN and L2 C SN).
The set L3 expresses the domains in the third layer.

e Common actors in the first layer can be expressed as L1 = (A, R;) where A =
{a1,a2,...,a;,...,a,} where |A| = n is called the node set, and Ry is called the
edge set with ‘the knows’ relationship on A. For example, if an actor g; has ‘the
knows’ relationship with a;,1, then (a;,a;+1) € Ry.

e Celebrities in the second layer can be expressed as the set H, and are denoted by
H= {hl,hg, .. .,hj, .. ,hm} with |H| =m.

2 http://wndomains.fbk.eu
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Fig. 2 Three layer architecture of SSN

e Domain hierarchy in layer three can be expressed as L3 = (D, R;), where D =
{di,da,...,dy,...,d,} indicates the set of domains with |D| =0, and R;
expresses the set of subdomain relations on D. For example, if the dj has a
subdomain relation of dy 1, then (dy,di.1) € R;.

e It is noted that the mapping edge set from L1 to L2 also employs the set Ry,
namely, the relationship of knows. For example, if an actor a;(a; € A) follows a
celebrity h;(hj € H), then (a;, h;) € Ry.

e The mapping edge set from L2 to L3 employs the set R,,. If a celebrity #; is
mapped to a domain dy, then (hj,dy) € R,.

Definition (A set of communities, C): A set C of communities indicates the
partitions or subsets of the set L1 where C = {cy,c2,...,¢p,...,cq} With |C| =g
and C, = (A’,R\’). For a specified community, the number of members within this
community is expressed as }Cp|7 which is also called the community size.

Domain Mapping for Celebrities (or Hubs)

This part of our work focuses on the mapping from L2 to L3, as shown in Fig. 2.
The knowledge base is a SN where the knowledge is represented in patterns of
interconnected nodes and arcs [13]. Celebrities are indicated by those nodes that
are very influential and often have a large amount of followers. They are also
significant since their trending or words affect their numerous followers and the
whole social network. We regard the actors who have more than ten thousand
followers as celebrities [14]. It is meaningful to map them into their corresponding
domains so that we can know what kind of celebrities normal users are interested
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Fig. 3 Spreading activation of celebrity’s profiles [12]

in and are following. The automatic mapping method is based on SA on the SN.
SA is a model that simulates the memory mechanism of human brain based on a
knowledge graph [15]. We apply SA technology on our knowledge base consisting
of YAGO and the WordNet Domain ontology.

As shown in Fig. 3, for a Twitter celebrity, we take the celebrity’s name and
description as the input and perform a series of SA from nodes to their neighboring
nodes along a constrained direction on the SN. The celebrity’s domain can be
mapped to the WordNet Domain ontology by reasoning the SA results based on the
ontology.

Community Topical “Fingerprint”

We are left with a huge interconnected SSN after the mapping process discussed in
section Domain Mapping for Celebrities (or Hubs). We set a series of Boolean
values based on the three layer architecture, which is shown in Fig. 2.

For the mapping from L1 to L2, We set a Boolean value of b;;, if an actor
ai(a; € A) follows a celebrity h;(h; € H), that is, (a;,h;) € Ry, then b;; =1,
otherwise, b;; = 0.

For the mapping from L2 to L3, we set a Boolean value of bjy, if (j,di) € R,
then b;; = 1, otherwise, b;; = 0.

We set a Boolean value of b;, to judge whether an actor belongs to a com-
munity. If a; € Cp,, then b;, = 1, otherwise, b;, = 0.

Definition (The Topical Fingerprint, /;): For a community, we calculate the
interest degrees of each basic domain by aggregating the mapping amount from L1
to L3 and averaging by the community members, called as community size. For a
domain di, we calculate the interest degree of a community C, as follows:
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PREFIX FOAF:<http://xmlns.com/foaf/08.1/>
PREFIX iis:<http://iis.korea.ac.kr/201301087/wordnet2.ouwli>

SELECT ?dom {
?user FOAF:belong2Comm FOAF:community.
?user FOAF:knows Zhubs.
?hubs iis:belong2wordnetDomain ?dom

b

Fig. 4 Semantic search

aggregate amount of dy iy Y iy bij X bjx X bip
size of C, B |Cpl

I = (2)
In Eq. (2), I is the interest level of domain dj, for the specified community C,.
The parameters such as i, j, k and p are explained in former definitions. In this way,
we calculate the interest degrees of each basic domain for a specified community.
In this equation, /; represents the aggregate mapping number associated with a
specified community for each domain from L1 to L3. The equation can be easily
computed by a single SPARQL as:

As shown in Fig. 4, the parameter ?dom indicates total domain aggregation.
?user FOAF:belong2Comm FOAF:community expresses the retrieval of users who
belong to a specified community. ?user FOAF:knows ?hubs retrieves the celeb-
rities (or hubs) the user is following. ?hubs iis:belong2wordnetDomain ?dom
searches the various domains the celebrities are mapped to. In this way, we get the
aggregate of the various domains. Then we aggregate each domain amount,
average them by community size |C,,], and get the “fingerprint” .

Experiment

For the evaluation of the suggested method, we conduct an experiment with the aid
of the Twitter Application Programming Interface (API). The SN (a large onto-
logical data set) is merged and manipulated with the aid of the Jena framework.”
We randomly fetch 210,000 profiles from Twitter and transform them into a RDF
triple. From this data, we filter 15,879 celebrities and map them to the corre-
sponding WordNet Domain ontology.

We adopt the “Louvain method”, and the modularity we calculated for this
social graph is 0.57, as we know that Twitter does not have a high degree of
“Socialization” [16]. The distribution of community sizes is listed in Table 1
(1,719 communities in total).

* http://jena.apache.org/
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Table 1 Distribution of the number of community members

Members 0-100 100-200 200-300 300-400 400-500 500-600 600-700 700-800 >800
Number of 1,649 16 9 6 4 7 2 1 25
community

community size: 46 members
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Fig. 5 Community topical “fingerprint”

We implement our method and demonstrate one of the running results. One of
the communities has 46 members, and its topical “fingerprints” are illustrated in
Fig. 5. As shown in Fig. 5, the average following of the art domain celebrities is
the highest, followed by the sport and economy ones.

Conclusion

We presented a topical “fingerprint” analysis method for social network com-
munities that takes into account the fact that community members are generally
concerned with various topics in different domains. The method performs semantic
search on the SSN to analyze the “fingerprint” of the community. First of all, we
create a SSN context where we map the celebrities or hubs to the WordNet Domain
ontology. Secondly, we take advantage of the previous “Louvain method” to
detect communities. Finally, we retrieve “celebrities” or “hubs” the community is
concerned with, aggregate their domains, and average by the number of



Community Topical “Fingerprint” Analysis Based on Social Semantic Networks 91

community members. We extracted about 210,000 Twitter profiles, detected the
communities, and analyzed their “fingerprints”. It demonstrates human-friendly as
well as machine-readable results. In this way, we can retrieve and analyze com-
munities according to their degree of interest in various domains.
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FOAF and SNA
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Abstract With the rapid growth of user-created contents and wide use of com-
munity-based websites, content recommendation systems have attracted the
attention of users. However, most recommendation systems have limitations in
properly reflecting each user’s characteristics, and difficulty in recommending
appropriate contents to users. Therefore, we propose a content recommendation
method using Friend-Of-A-Friend (FOAF) and Social Network Analysis (SNA).
First, we extract user tags and characteristics using FOAF, and generate graphs
with the collected data, with the method. Next, we extract common characteristics
from the contents, and hot tags using SNA, and recommend the appropriate
contents for users. For verification of the method, we analyzed an experimental
social network with the method. From the experiments, we verified that the more
users that are added into the social network, the higher the quality of recom-
mendation increases, with comparison to an item-based method. Additionally, we
can provide users with more relevant recommendation of contents.
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Introduction

With the proliferation of users through Web 2.0, it is important for users to
participate in a community, and create and share their contents with each other.
Community-based websites such as Facebook,I Twitter,2 Del.icio.us,3 Pinterest,4
etc. are propagating dramatically, and users in the websites share their favorites,
blogs, photos, music, videos, and other content with each other. A report in 2013
described that about 83 % of people of age 18-29, and 77 % of people of age
30-49, use online social networks [1]. In spite of the great success of many
community-based websites, few of them consider the characteristics of each user
for content recommendation, thus making it difficult to provide users with more
relevant contents.

Accordingly, we propose a content recommendation method using Friend-Of-
A-Friend (FOAF)5 ontology and Social Network Analysis (SNA) [2], to reflect the
content and characteristics of the user. The method is based on Web Ontology
Language (OWL) for the representation of each user profile, and employs SNA for
content recommendation. The method consists of three main phases: FOAF data
collection, data integration and graph generation, and SNA and content
recommendation.

For the validation of the method, we collected the experimental dataset over
2,676 nodes from three different websites, and then evaluated the performance of
the method, using the hit and recall ratio. From the result, we showed the method
has a higher recall ratio of 0.103 than that of the item-based one, 0.02, and the
quality of contents rises, as the number of users increases.

Related Works

Content recommendation in fields such as e-commerce, and community-based
websites plays a significant role in providing relevant items for user purchase, and
helping users to make a proper decision on the selection of good contents such as
music and news [3]. Nowadays, the amount of Internet content has increased
drastically, as users of online networks are able to directly create and easily share
their contents. Accordingly, user selection of pertinent contents on the websites is
of great importance, and research on recommendation methods has been contin-
uously conducted. Representative recommendation methods of contents are

! http://www.facebook.com

2 http://www.twitter.com

* http://del.icio.us

4 http://pinterest.com/

3 http://www.foaf-project.org/
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categorized into three types, namely collaborative methods, content-based meth-
ods, and hybrid methods.

Collaborative recommendation methods are widely used in Social Network
Services (SNSs) [4]. The methods have advantages, such as low computation
complexity on the web server, and easier implementation, since a large number of
users directly create and share their contents. Therefore, much research on the
utilization of collaborative methods has been conducted in a variety of areas [, 6].
In [5], authors used the iterative polling method for recommendation. Authors in
[6] took advantage of linked-data, and proposed the open recommendation
method. Although these methods are suitable for the recent trend of Web 2.0, they
have difficulties in considering a diversity of relations between users, or a user and
contents for recommendation, to gather each user’s characteristics dynamically,
and to manage their profiles efficiently. Furthermore, the quality of content for
recommendation decreases significantly, when the number of users or participants
to evaluate contents is not large enough [7].

Content-based recommendation methods are divided into two categories: item-
based [8, 9], and user-based [10-13] recommendation methods. The item-based
method [8, 9] takes advantage of contents that users like or liked in the past, and
then recommends items to users. In [9], authors suggested a content recommen-
dation method, by measuring each similarity between items. Since the method did
not consider user’s interests and their relations, it was not able to provide relevant
recommendations according to each user’s concerns. In addition, the authors in [8]
extracted tags of user interests; however, they did not consider user relations in
social networks. As most item-based recommendation methods mainly focus on
contents to be recommended for users, they have drawbacks, in that they make it
difficult to consider each user’s interests, and the contents themselves.

In contrast, user-based recommendation [10, 11, 13] methods mainly concen-
trate on finding users, their relations, and socially common interests. In [12],
authors researched the method to score items, and predict another item’s score.
However, most user-based methods, such as [10-13], have a common disadvan-
tage, in that they do not make full use of characteristics and details for the rec-
ommendation of contents. In addition, the quality of recommended contents could
be potentially lower, if each user profile does not have enough information [7].

Recently, research on hybrid recommendation methods, which combine both
content-based and collaborative methods, has been conducted, to complement each
individual method’s shortcomings. The authors in [14] suggested a recommen-
dation system for online research papers, based on research topic ontologies,
Quickstep and Foxtrot. The author in [15] demonstrated a hybrid news recom-
mendation method, using an aggregated user profile. Moreover, in [16], the authors
proposed a system for the recommendation of relevant restaurants, by using
domain knowledge that is related to restaurants. Their proposed methods [14, 16]
are not easy to comprehensively apply to other fields, since their research has been
conducted to recommend contents in a domain-specific area.
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Fig. 1 Overall architecture of the suggested recommendation method

Content Recommendation Using FOAF and SNA

The proposed method can be divided into three main steps: (1) data collection, (2)
data integration and graph generation, and (3) SNA and content recommendation.
Figure 1 demonstrates the overall architecture of the suggested recommendation
method.

Data Collection

Most community-based websites provide open Application Programming Inter-
faces (APIs). A user FOAF profile can be obtained using the API, and we can
obtain abundant information of each user. A dataset is divided into two types:
characteristic data, such as user interest or taste, and tag data, as keywords for user
content. We firstly provide three definitions for the proposed method, as follows.

Definition 1 (A ser A of actors) Anactor is a user who uses a web or social network
service. A set of actors, A is defined as users who use the website. A set A is denoted
byA = {a1,as,...,a;,...,a,}, where |A| = n, and g; is the i-th element in the set A.

Definition 2 (A set C of characteristics) A characteristic of an actor includes
nationality, age, and interest, etc. from FOAF ontology. A set C is represented as
C ={ci,c2,...,¢j,...,cp}, where |C| = p, and ¢; is the j-th element in the set C.

Definition 3 (A set T of tags) Each tag in web documents or contents stands for
keywords for them. The tags are crawled by the websites, and are defined as a set

T = {tl,tz, AU S .,tq}, where |T| = g, and # is the k-th tag in the set T.

The suggested method takes advantage of the MyBlogLog API to crawl each
user’s ID (A). Afterwards, with the collected FOAF data of users, we extract a set of
tags (T) from Del.icio.us website, and a set of characteristics (C) from LiveJournal.
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Data Integration and Graph Generation

From three collected datasets, A, T and C, the proposed method creates two-
dimensional matrices, N,, My, Quct, as shown in Fig. 2.

Definition 4 A matrix N, is a two-dimensional matrix, in which each dimension
represents a user (a) and a characteristic (c¢), respectively. Each element of a
matrix N, is represented by n,,, with a relation of the x-th user and the y-th
characteristic. If there is a relation between the x-th user and the y-th characteristic,
Ny is 1, and otherwise 0.

Definition 5 A matrix M,, is a matrix whose dimensions describe a user (a) and a
tag (¢). Each element in M, is denoted by m;; with the i-th user and the j-th tag. m;
is 1 when there is a relation between the user and tag, and otherwise O.

Definition 6 A matrix Q. is a matrix which combines two matrices, N, and M;,
and is defined as follows (see the middle figure in Fig. 2).

0 N ZC M Zl;
A Matrix Que; = § Noc 0 0
M, O 0
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A matrix Q. is mainly used for the generation of a social network graph.
According to Definition 6, the matrix Q. consists of Nac,Ma,,NZ;,MZt, 0. Since
the matrix is symmetric, the method computes only two matrices, N,., M, thus
preventing exponential increase of the computation time. M, N, and Q. are
converted into graphs, since they represent relations between two dimensions, such
as relations between a user and a tag, and a user and a characteristic. Accordingly,
three matrices are considered as graphs, which represent the relations of users,
characteristics, and tags. Two constructed graphs from M,, and N, are represented
by two sub-graphs of the generated graph from a matrix Q,,, since a matrix Q. is
the combined matrix of M, and N,.. We formalize the three graphs as follows.

Definition 7 (A graph AT) A graph AT is composed of a set V47 of nodes and a
set E47 of edges, such that each edge e € E4r is associated with an unordered pair
of nodes. V4r consists of a set A of users, and a set T of tags. A graph AT is
denoted by AT = (Var,Ear), where Vyr = AUT, and Exr = {(a,t) €A x T
(acAteT)}.

Definition 8 (A graph AC) A graph AC consists of a set V¢ of nodes and a set
E,c of edges, such that each edge e € E4c is connected with an unordered pair of
nodes. V4 consists of a set A of users, and a set C of characteristics. A graph AC is
denoted by AC = (Vac,Eac), where Vye =AUC, and Exc = {(a,c¢) € A x C|
(acA,ceC)}.

Definition 9 (A graph ACT) A graph ACT consists of a set V4¢r of nodes and a set
Ejcr of edges, such that each edge e;; € E4cr is connected with an unordered pair
of nodes, e; and e;. Vcr is composed of a set A of users, a set C of characteristics,
and a set T of tags. A graph ACT is the combination of two graphs AC and AT, and
is denoted by ACT = (VACTaEACT)7 where Vacr = Var U Vae, and Excr = Ear
UEAc.

Figure 3 demonstrates an example of a social network graph, ACT which is the
combination of two graphs AT and AC. In the Fig. 3, the left graph is graph AC,
the right graph is graph AT, and the middle graph is the combined graph ACT. The
graph ACT has nodes that represent all users, tags, and characteristics, and edges
that represent their relations. We denote users as O, tags as /\, and characteristics
as [, respectively.

Social Network Analysis and Content Recommendation

Step 1 (Measurement of degree of centrality). The degree of centrality [17] is a
SNA method used for computation of each centrality of a tag in the suggested
method. The larger the value of degree centrality of a node is, the more influential
the node is in the social network graph. A node that has a high value of degree
centrality usually plays an important role as a hub for other nodes in the graph [2].
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Fig. 3 An example of a social network graph, ACT

The degree of centrality Cp for a node is computed with Eq. (1). First, we get the
number of nodes that are connected with node i in a set V47 of a graph ACT. We
then calculate each degree of centrality for each node in the graph ACT, with
Eq. (1).

Z'ev €jj
Ch(i) = J€Vacr
o({) [Vacr| — 1

Step 2 (Selection of hot tags). A tag that a lot of users use is defined as a hot
tag. As each hot tag is dependent on the size of the social network, the reflection
rate f3, of a tag ¢ is used for a more reliable experiment. As f, approaches 0, more
hot tags are generated in the graph, and they have a lower degree of centrality, and
vice versa. After computing the f, of the tag in the graph, the threshold 0, is
calculated as Eq. (2). In the method, a tag that is higher than the threshold 6, is
selected as a hot tag.

0<Cp(i) <1) (1)

_ T+ 14]

~ |Vaerl

0 x B (0<p,<1) (2)

Step 3 (Extraction of common characteristics). A common characteristic is
defined as a feature that the majority of users use properties of, such as
foaf:interest of FOAF ontology. The common characteristic depends on the size of
the social network, so that a reflection rate 5, for a characteristic ¢ is defined. A
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reflection rate f3. for a characteristic ¢ has the same properties as a reflection rate
f,. After computation of a reflection rate f3, for each characteristic ¢, a threshold 0,
for c is computed as Eq. (3).

_Cl+ 4]

0, =
[Vacr|

xp. (0<B.<1) 3)
Step 4 (Recommendation of selected content for users). Finally, we find
relevant users and contents to recommend. A user to recommend refers to one who
has the same characteristics, but who does not have hot tags. A content to be
recommended indicates one that will be recommended to users. After a user who
has the same common characteristics chooses hot tags, contents connected with
selected hot tags are recommended for the user using the proposed method.

Performance Study
Experimental Dataset

For the evaluation of the proposed method, we selected 18 users who use three
SNS at the same time, and then collected user IDs from MyBlogLog, their tag data
from Del.icio.us, and their characteristics from FOAF ontology in LiveJournal. We
arbitrarily selected 18 users, and extracted 98 characteristics from LiveJournal, and
2,560 tags from Del.icio.us. We then conducted experiments using the tools, Pajek
and UCINET®6. On the collected dataset, we measured the degree of centrality for
each tag, and obtained 30 hot tags (Table 1) with a reflection rate , = 0.2, and 36
common characteristics (Table 2) for each user with a reflection rate , = 0.2.

Table 1 List of selected hot tags

Business Technology Blog Photo Work Politics
Download Tool Online News Twitter Cards
Music Health E-book Job Learning Free
Google Marketing Education Money Web Networking
Software Video Art Books Advertising Funny

Table 2 List of extracted common characteristics

Writing 80’s Female UK Apple [N
Reading 70°s Jazz Discovery Novel 50’s

Art Travel Nature Google Literature Love
Food Advertising Photography Movies Music Prayers
Religion CA Painting Singing Cooking Education

Charities Internet Male Business Religion Education
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Evaluation

For the verification of the proposed method, comparison with an item-based rec-
ommendation method [18] is conducted. The item-based recommendation method
is an approach in which contents are assessed by users’ recommendations and
votes. Those that have a high score are then recommended to users [19]. For a
more precise comparison of the two methods, a hit-ratio and a recall ratio in [18,
20] are adopted, as follows.

(Proposed method) Hit Ratio(a;) = |T,, N ht,,|/|Tq,| (4)
(Item-based method) Hit Ratio(a;) = |I,, N ig,| /|14, (5)

Equation (4) shows the way to calculate the hit-ratio of the recommended hot
tag ht, of a set T, of tags in a social network for an i-th actor a;, where Eq. (5)
computes the hit-ratio of the item i, of a set [, of items in the social network for an
i-th actor a;. Both equations range from O to 1 as a real number, and indicate the
number of tags or items that are mapped on all tags or items in a social network.

" Hit Ratio(q;
Recall Ratio:z’:l it Ratio(a;)

x 100 % (6)
n

Equation (6) demonstrates a recall ratio for n users, and represents the per-
centage of the summation of hit-ratios of recommended hot tags and items in a set
of documents. For a comparison of the two methods, we calculated each recall
ratio of tags or items, using two methods.

In Table 3, the item-based recommendation method does not grasp relevant
tags, since the method suggests contents based only on tags in each user document.
In contrast, the proposed method shows a higher recall ratio than the existing one,
since the method not only extracts tags in each user’s document, but also takes
advantage of selected hot tags, using SNA and FOAF ontology.

Figure 4 demonstrates the comparison result of two methods as the number of
users increases, based on Table 3. The recall ratio is an indicator that shows the
number of hit results on a query for information retrieval, and points out that the
higher the recall ratio, the more precise the ratio of relevant results. Thus the
suggested recommendation method has a better performance than the conventional
item-based one. Furthermore, as the number of users increases, the recall ratio also
increases proportionally, as shown in Fig. 4. As a result, we are able to expect a
much higher recall ratio, if the proposed content recommendation method is
applied to a real social network.
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Table 3 Comparison of the two recall ratios for the two recommendation methods

No User Tags Item-based method Proposed method
Item Recall Hot tags Recall
1 Brajeshwar 864 4 0.005 26 0.030
2 Tuluum 246 9 0.037 24 0.098
3 Riverred 118 1 0.009 21 0.178
4 aries_hu 270 4 0.015 16 0.059
5 jamieolender 118 4 0.034 20 0.169
6 askjimcobb 182 3 0.016 12 0.065
7 valeriovillari 70 1 0.014 18 0.257
8 smoky8 280 1 0.004 19 0.068
9 NOLArising 26 0 0.000 2 0.077
10 Tucats 83 3 0.036 7 0.084
11 Fakonig 268 2 0.007 25 0.093
12 Winehiker 677 10 0.015 25 0.037
13 Jtfmulder 73 2 0.027 8 0.110
14 Blogindonesia 78 2 0.026 12 0.154
15 Leonbasin 485 5 0.010 29 0.060
16 Xian 563 4 0.007 29 0.051
17 Donssite 119 1 0.008 8 0.067
18 Clixpert 10 1 0.100 2 0.200
Average 251 3 0.020 16 0.103

Fig. 4 Comparison of the 15.00%
two methods according to the
number of users 10.00%

Recall Ratio (%)

T I:
0.00%
3 6 9 12 15 18

Number of Users
B Proposed method O Item-based method

Conclusions

Recently, community-based websites have dramatically developed. However,
there are still several challenges in recommending pertinent contents to users in
SNS, because existing methods mainly focus on the utilization of user interests
that are in user account information, and not user characteristics. Therefore, we
proposed an enhanced content recommendation method in online social network
sites, using FOAF and SNA. The method extracts personal profiles and tags from
FOAF in community-based websites, analyzes them, and then provides users with
recommendations of contents. Furthermore, the method makes it easier to share
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contents with much enriched personal information, such as user characteristics,
and tags in a social network.

For the verification of the proposed method, we collected the data over 2,676
nodes from three different websites, and then evaluated the performance of the
method, using the hit ratio and recall ratio. From the experimental result, we
showed that the suggested method has a better performance in recall ratio, than the
item-based recommendation method. Moreover, we determined that the quality of
contents rises proportionally, as the number of users increase. Therefore, the
proposed method increases the reliability of recommended services, and the ser-
vice providers are able to suggest more relevant contents for users. Additionally,
the method is directly applicable to real social network services, blogs, etc., and
feasible for sharing contents based on personalized recommendation.

For future research directions, we will conduct more experiments with a much
larger size of social network, extract more characteristics of each user, and utilize
them. We believe that these efforts can contribute to social network service pro-
viders, as well as a variety of other fields, such as e-commerce, e-business, and
online marketing.
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The Design of an Information Monitoring
Platform Based on a WSN for a Metro
Station

Dong Chen, Zhen-Jiang Zhang and Yun Liu

Abstract Due to the safety and comfort problems of subway stations, we propose
a system that can monitor environmental information by constructing a funda-
mental information monitoring platform based on a WSN. The basic idea is to
deploy a large number of sensor nodes with the ability of sensing, computing and
communicating in the station to form a wireless network and the information
collected by different nodes will be sent in real time to the backend database. Then,
we can acquire all kinds of monitoring information from the platform after a series
of processing steps conducted by the platform. If any abnormal data ware found,
the corrective measures will be taken immediately. The main features of our
proposed platform are the design of the system’s functional structure and the
design of the software and hardware modules. Also, we propose to incorporate a
dormancy mechanism to save energy.
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Introduction

The urbanization process has resulted in the rapid development and construction of
urban rail transit systems. However, due to the low level of the information and
integration, traditional management approaches of construction and operation have
not adapted to the requirements of such systems. With more and more rail oper-
ation rely on the network, informational and intelligent collection methods are
urgently needed to acquire environmental information. Railway stations have
encountered many difficulties in the process of constructing the infrastructure of
railway stations. The problems associated with the aging of the structure have
become increasingly prominent as the service life has been extended. The
underground structure of urban subway tunnels is subject to ground water erosion
and vibration loading imposed by the trains. So, safety monitoring work, which is
difficult to accomplish, has become very important. Because the rail networks are
located underground, most stations may have many limits when they are compared
with other types of space, Such as insufficient daylight, the lack of fresh air, air
pollution, and high temperature [1]. All of these factors have a significant effect on
the comfort of the people who use the stations. Thus, work designed to monitor the
comfort levels is also important [2].

In order to improve the safety and comfort index of subway stations, we have
established an omni-directional, real-time, intelligent digital monitoring platform,
based on a wireless sensor network, Java programming, and database technologies,
to monitor basic information related to the safety and comfort of rail stations and
networks [3]. The establishment of such a platform is important because it will
help provide the required information to monitor the rapidly-expanding develop-
ment of rail systems, enhance the efficiency of the systems, provide a scientific
approach that will enhance the management of the systems, and improve the
ability to deal with emergences. In addition, the proposed platform also will
increase operational safety, improve comfort levels, guarantee the safety of
people’s lives and property, and promote economic development [4].

Function Design

The structure of the proposed system’s function menu is shown in Fig. 1:

Collection of Related Information

The information collected by different monitoring nodes will be sent in real time to
the database, and management personnel can log on the screen to check the
collected information. With the ability to scroll through updated fundamental
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Fig. 1 The structure of the proposed system’s function menu

information, management personnel can check and monitor information at any
time [5]. There are two ways to make inquiries of the information, i.e., make an
overall inquiry, which does not consider the properties of the nodes according to
the time sequence of the data that are transferred and make an inquiry for only one
kind of information, which focuses on one specific kind of information from the
nodes that are being monitored, according to the different properties of the nodes
[6]. For example, if users wish to focus on information concerning the tempera-
tures in the system, they can check only the node’s temperature information.

Node Management

The requirement of data accuracy is not always constant for the monitoring
platform. For example, highly accurate data will be required when the metro is
operating in one of its peak period. Conversely, the accuracy of the data can be
somewhat less when there are fewer passengers using the metro. Based on the
above analyses, the number of working nodes can be adjusted flexibly according to
the different accuracy requirements of the data. This approach can reduce costs and
save the node’s energy. In addition, it can prolong the service life of the node.
Control nodes can regulate equipment when they receive orders from the local
control center. If monitoring nodes collect abnormal data or the administrator does
not react to such data in a reasonable amount of time, the alarm function will be
triggered when the values of the abnormal data value exceed the threshold that has
been set.
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Other Functions

Authority management

In this system, in order to prevent illegal users from getting into the system and
to ensure that only lawful users can access system, we propose the authority
management function to ensure that the system can be operated safely. The core
mission of authority management is to give users relevant privileges according to
different levels of access. User will be authorized for different levels of access,
ranging from just visiting to revising data to deleting data. Also, security verifi-
cation and authority distribution are the major divisions of safety management that
can achieve operation that distributes the appropriate levels of authority to users
who has entered the management system.

System Architecture

The system consists mainly of some sensor nodes and control nodes, a gateway
node, a local monitoring center and a remote control center [7].

Sensor nodes are responsible for collecting the temperature and humidity of the
air, the temperature of the operating equipment, light intensity, and other important
environmental information. All of these sensor nodes must be deployed appro-
priately. Some of them will be deployed in a key position in the train, and some
will be deployed in the tunnel. Due to limited lifespan of the batteries, the lifespan
of the nodes and the communication distances are limited to some extent.

Control nodes are used to receive the control information from the local
monitoring center or remote control center. They can control the ventilation and
heating systems thereby regulating and controlling the environmental parameters
of operational equipment. Control nodes use DC power as the power supply.

Gateway nodes serve as important information transfer stations. They are
responsible for transferring the information collected by the sensors to the local
monitoring center and for transferring commands to the control nodes. The data
acquired by the sensor nodes will be transmitted by multi-hop routing through the
other adjacent nodes. In the transmission, the monitoring data may be processed by
many nodes, and the information will reach the gateway nodes through multi-hop
routing. The gateway nodes will transmit the received data directly to the local
monitoring center. Therefore, the computers in the monitoring center will make a
series of operations including processing, storage, and analysis. Also, they will
execute various kinds of control algorithms and send out corresponding control
instructions to enhance the monitoring and regulation of the equipment. The local
monitoring center can interact with the remote control center through the Internet,
which will facilitate remote monitoring. The diagram of system architecture is
shown in Fig. 2:
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Fig. 2 The system
architecture
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Software Design
Design of Software for the Sensor Node

The software of the sensor node is used to collect the environmental information
and process it simply. Then, Radio Frequency (RF) module transmits the pro-
cessed data to the gateway nodes through a wireless system. In order to improve
the energy efficiency of the nodes, the sensor node’s working model is divided into
three working states, i.e., dormant, awakened, and normal. In the dormant state, the
processor stops working, and the RF module is in a low current-receiving state.
After information has been received from the gateway node or neighboring nodes,
the sensor node will judge whether it is the destination node or not. If it is, the
sensor node will convert into the working state; if it is not, the sensor node will
forward the information and return to the dormant state again. The flow diagram
for the software that is used to control the sensor nodes is shown in Fig. 3.

Design of the Software for the Gateway Node

Gateway nodes have many functions, Such as creating a wireless network,
receiving the data collected by the sensor nodes, setting the properties of the
network nodes, transmitting data to the local monitoring center, receiving com-
mands from the monitoring center and forwarding them the commands to control
nodes. Figure 4 shows the design of the software for the gateway nodes.
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Fig. 3 Flow diagram for the
software
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Hardware Module
Selection and Management of the Sensor Nodes

The hardware part of a sensor node includes the sensor module, a microprocessor,
and a wireless communication module, the power module, and storage and display
equipment.

For the microprocessor and the wireless communication module, the TI’s
system-on-a-chip: CC2430 WAS selected, because it can improve performance
and meet the requirements of low cost and low power consumption when using the
2.4 GHz ISM band based on ZigBee. CC2430 has a structure in which ZigBee RF,
memory and the microcontroller are integrated into a signal chip. It uses a
MCU(8051) of eight bits, 32/64/128-kb programmable flash memory, 8-kb RAM,
and it also contains an ADC, several Timers, AES128 collaborative processer, a
32-kHz timer of crystal oscillator of the sleep mode, Power on reset, Brown out
detection and 21 programmable I/O pins. But the sensor nodes are made of various
kinds of sensor chips. Sensor modules can sense temperature, humidity, and the
concentration of carbon dioxide. Temperature and humidity sensors use the 12C
bus digital sensor, SHT75. It has two major advantages, i.e., small size and low
energy consumption, and its temperature range and accuracy are —40T ~ 123T
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Fig. 4 Software flow diagram of the gateway nodes

centigrade and +0.3T centigrade, respectively, whereas the relative humidity
range and accuracy are 0-100 % and +1.8 TRH respectively.

The carbon dioxide sensor uses a metal oxide semiconductor CO, sensor, i.e.,
SB-AQ6A (The FIS’s product). The analytical range of the SB-AQ6A for CO, is
400-3,000 ppm and it is used to control concentrations in the air conditioning and
ventilation systems. Furthermore, it has the advantages of low cost, no mainte-
nance, and a longer service life than optical analyzers.

Selection and Management of the Control Node

The hardware in the control node consists mainly of a microprocessor, a wireless
communication module, the power module, and the driving module. The control
node has the same type of micro-processer and wireless communication module as
the sensor node. The power module uses DC power. The driver module consists
mainly of a relay and a photo-electric coupler, and it controls the dehumidifier, air
heater, and air cooler through the relay module when it receives orders from the
monitoring center.
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Selection and Management of the Gateway Node

The gateway node includes mainly a microprocessor, a wireless communication
module, a power module, a storage module, RJ45 ethernet interface module, an
RS232 string-line interface module, and a USB interface module.

Management of the Energy of the Nodes

In the research described in this paper, the sensor nodes used 3.3-V batteries to
supply power. The service life of the sensor and the transmission distance are
restricted by the capacity of the batteries, so power consumption is an important
consideration [8]. Thus, a dormancy mechanism can be used to reduce the power
requirements; this mechanism closes the wireless communication module and the
data acquisition module to save energy when the sensor nodes have no information
collection tasks and are not forwarding data for other nodes. In this dormancy
mechanism, only a neighboring area of the sensor nodes is active when a sensor
task occurs, and the active area will move along with the data transmitted to the
gateway node, as this occurs, the active nodes in the last active area can return to
the dormancy mode to save energy.

Application Prospects

Wireless sensor networks, combined with a variety of advanced technologies—
provides a new approach for obtaining process information. Also, they can provide
data that researchers need, automatically and in real time. In addition, they have no
adverse impacts on the normal operation of the train and the convenience of this
mode of travel. Furthermore, the monitoring data are relatively accurate.

So, wireless sensor networks are a feasible way to increase the use of digital
processes and equipment to assess the conditions on a subway train, thereby
improving the operational safety of the train as well as the comfort level of the
passengers.

In this paper, we reported the development of an information monitoring
platform based on a wireless sensor network to significantly improve the condi-
tions associated with rail traffic. Thus, the proposed system could provide refer-
ence for the use of WSNs to enhance the comfort and safety of rail traffic in China.

Acknowledgments This research is supported by National Natural Science Foundation of China
under Grant 61071076, Beijing Science and Technology Program under Grant
7121100007612003, the Beijing Municipal Natural Science Foundation under Grant 4132057.



The Design of an Information Monitoring Platform Based on a WSN 113

References

1. Mo L, Yunhao L (2007) Underground structure monitoring with wireless sensor networks. In:
Proceedings of 6th international symposium on information processing in sensor networks,
2007. IPSN 2007

2. Akyildiz IF et al (2002) A survey on sensor networks. Commun Mag IEEE 40(8):102-114

3. Ulema M (2004) Wireless sensor networks: architectures, protocols, and management. In:
Network operations and management symposium, 2004. NOMS 2004. IEEE/IFIP

4. Chen CW, Wang Y (2008) Chain-type wireless sensor network for monitoring long range
infrastructures: Architecture and protocols. Int J Distrib Sens Netw 4(4):287-314

5. Pereira V et al (2011) A taxonomy of wireless sensor networks with QoS. In: New
technologies, mobility and security (NTMS), 2011 4th IFIP international conference

6. Sharma P, Bhadana P (2010) An effective approach for providing anonymity in wireless sensor
network: detecting attacks and security measures. Int J Comput Sci Eng 1(5):1830-1835

7. Sikka P, Corke P, Overs L (2004) Wireless sensor devices for animal tracking and control. In:
Local computer networks, 2004. 29th annual IEEE international conference

8. Lee DS, Liu YH, Lin CR (2012) A wireless sensor enabled by wireless power. Sensors
12(12):16116-16143



An Improved Social Network Analysis
Method for Social Networks

Jongsoo Sohn, Daehyun Kang, Hansaem Park, Bok-Gyu Joo
and In-Jeong Chung

Abstract Recently, Social Network Service (SNS) users are rapidly increasing,
and Social Network Analysis (SNA) methods are used to analyze the structure of
user relationship or messages in many fields. However, the SNA methods based on
the shortest distance among nodes is time-consuming in measuring computation
time. In order to solve this problem, we present a heuristic method for the shortest
path search using SNS user graphs. Our proposed method consists of three steps.
First, it sets a start node and a goal node in the Social Network (SN), which is
represented by trees. Second, the goal node sets a temporary node starting from a
skewed tree, if there is a goal node on a leaf node of the skewed tree. Finally, the
betweenness and closeness centralities are computed with the heuristic shortest
path search. For verification of the proposed method, we demonstrate an experi-
mental analysis of betweenness centrality and closeness centrality, with 164,910
real data in an SNS. In the experimental results, the method shows that the
computation time of betweenness centrality and closeness centrality is faster than
the traditional method. This heuristic method can be used to analyze social phe-
nomena and trends in many fields.
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Introduction

Recently, online social network services are becoming popular with users, along
with the expansion of Web 2.0-based services and the widespread use of smart
devices. Online SNSs are online community services which enables users to
communicate with each other, share information, and expand their human rela-
tionships [1]. In an SNS, each relation between users is represented by a simple
graph, which consists of nodes and edges. As online SNS users are increasing
rapidly, SNSs are actively utilized in enterprise marketing, analysis of social
phenomena, trends, and so forth [2, 3].

Meanwhile, SNA is a way of analyzing social relationships among users in an
SN. Through the SNA, it is possible to measure relationships between members,
degree of intimacy, and intensity of connection, and to detect communities. The
following are conventional SNA methods: degree centrality, betweenness cen-
trality, and closeness centrality [4]. In the degree centrality analysis, the shortest
path is not considered; however, it is used as a crucial factor in betweenness
centrality, closeness centrality, and other SNA methods [4]. In previous works, the
computation time was not time-consuming, due to the small size of the SN [5].
But, finding the path needs significant time to process data, since the number of
nodes consists of online SNSs. For instance, if the number of nodes in an online
SNS is n, the maximum number of its link is n(n — 1)/2. This indicates that it is
too expensive to analyze an SN; for example, if the number of nodes is 10,000, the
number of links is 49,995,000.

Therefore, we propose a heuristic method for searching the shortest path among
users in an SN graph. Moreover, we devise an enhanced method with addition of
the best-first search, to reduce the computation time, and search the path rapidly, in
an online SNS of huge size.

To verify the proposed method, we crawled 160,000 user IDs from online SNSs
and constructed a graph out of them. Then, we compared this with previous
methods, which are the best-first search and breadth-first search, in the time taken
to search nodes and analyze SNSs. The suggested method took 240 s (7.4 times
faster) to search nodes, where the breadth-first search took 1,781 s. Moreover, the
method for SNA is 6.8 times and 1.8 times faster than the betweenness centrality
analysis and closeness centrality analysis, respectively.

The suggested method shows the possibility of analyzing a large sized SN with
better performance in time. Consequently, the method improves the efficiency of
SNA and is used to determine social trends or phenomena.
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Related Works
Social Network Analysis

Due to the popularity of Web 2.0 and the wide propagation of smart devices, there
has been a diversity of research studies using SN [6, 7]. SNA represents the
relationships between users in a graph. The most popular methods of SNA are
degree centrality, closeness centrality, and betweenness centrality. Degree cen-
trality is the index to figure out the importance in the whole SN, by measuring a
node directly connected to other nodes [8]. Degree centrality computes the related
degree of other users to a user v, when there is the user v of n users. It is
represented by Eq. (1).

~

Co(v) = deg(v

(1)

Closeness centrality represents how closely related one user is to another user.
If there are two users P; and Py of n users, this formula is represented by Cc(Py),
as shown in Eq. (2).

n—1

-1
Ce(Py) = [Z d(Pi7Pk)] (2)

In (2), the subscript C is an abbreviation of the word Closeness, d(P;, Py) is the
number of the shortest path from node i to node k(i # k), and n is the number of
users. Betweenness centrality is an index to measure how well a node performs as
a mediator in the SN. It is computed by formula (3). In (3), the subscript B of Cp is
Betweenness, and Jy; is the number of the shortest path between two nodes s and
1. 9(y) is the number of passing v in the path. If the betweenness centrality is large,
it has an effect on the information flow in the SN.

o)

Cp(v) = 3)

sEVFEEV 5‘”

The Shortest Path Search Method

Breadth-First Search (BFS) [8] and Depth-First Search (DFS) [9] are ways to
transform a graph to state space, in order to explore the shortest path from the
starting node to the goal node. BFS is a strategy to search nodes from nodes
located at a close level, to nodes located at a distant level, in sequence. DFS is a
recursive search method, which explores from the start node, to the node of distant
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level. DFS has less efficiency on a huge graph in that it needs to know how to
search each node level.

The Best-First search is based on a heuristic method, to measure the shortest
path between two nodes in graph. The Best-First search is an algorithm using a
heuristic method, which is formalized by human experience. In [5], the authors
proposed a method to estimate the shortest path in a large graph, using Monte
Carlo Simulation. The proposed method in [5] measures the distance of two nodes,
by comparing complete enumeration and Monte Carlo sampling in a large graph,
which consists of 10,000 nodes. However, the method of [5] has a limitation on
being applied to an SN, which graph changes frequently, because it requires the
process of extracting a model. Another method in [10] suggested a self-organizing
strategy, to detect the shortest path on complex networks. Likewise, there are the
same shortcomings, as described in [5, 11].

Improved Social Network Analysis Method

Closeness centrality and betweenness centrality, excepting degree centrality, in the
typical SNA method are based on computation of the shortest path [12]. Thus,
much time to compute closeness centrality and betweenness centrality is required
in a large SN. Due to this problem, we came up with a method to add prepro-
cessing steps with the Best-First search method, in order to compute the shortest
path in an online SN. In an online SN, only a few users have a great number of
connections; however, most other users have few connections. Hence, the users
who have many connections perform a hub role in the SN [13]. Thus, finding
users who have many connections in advance is desirable for the enhancement of
search probability, since those are more influential on others in the SN. For this
reason, the degree of node v, is used as a heuristic evaluation function in a graph
G = (V, E), consisting of a set V of node v and set E of connections, when there
are an existing n users, such as formula (4).

f(n) = The number of degree(v,) 4)

If a heuristic evaluation function is applied to the best-first search, such as
formula (4), the shortest path is computed with comparison to a BFS. The heuristic
evaluation function as shown in formula (1), however, does not rapidly increase
path search performance, because its worst case occurs when nodes are skewed in
state space. Thus, in this paper, the best-first search is utilized, after setting the root
node of a skewed tree as a sub goal, if the search path contains a skewed tree.

Figures 1 and 2 show phrases of the proposed shortest path method. In Fig. 1,
‘Start’ and ‘Goal’ indicate a start node and a goal node, respectively. The values in
parenthesis of each node are the evaluation value gained through formula (4) for
each node. Before finding the path between ‘Start” and ‘Goal’, a pertinent node is
assigned in a search of the last part of a skewed tree, if the goal node is located in a
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Fig. 1 Selecting a sub goal

leaf node of the skewed tree. Next, the best-first search with the number of degrees
as evaluation function is used for finding the shortest path, as depicted in Fig. 2.

Table 1 is the proposed algorithm for searching the shortest path. The path can
be detected quickly by preferential search of a hub user in large SN, when using
the proposed shortest path search method. However, our method differs from
complete enumeration, in terms of accuracy.

Fig. 2 Finding the shortest
path
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Table 1 An improved shortest path finding algorithm

Algorithm: Modified_Best_First_Search

Input: start_Node, goal_Node
Output: path

1. call module preprocessing(goal_Node)

2. open := [start_Node]

3. closed =]

4. while open =[] do

5. if there is no list in open then return fail

6. move first node of open to closed, call it X

7. if X == goal_Node then return path

8. else if X == subgoal_Node then

9. path = path + subPath

10. return path

11.  else

12. generate children of X

13. for each children of X do

14. case

15. child is not on open or closed

16. evaluate the child by heuristic function // in Equation (4)

17. add the child to open

18. child is already on open

19. if the child was reached by a shorter path
then give the state on open the shorter path

20. child is already on closed

21. if the child was reached by a shorter path
then remove the state from closed and add
the child to open

22. put X on closed

23. reorder states on open by evaluated value

24. module preprocessing(goal_Node) // Search and select a subgoal_Node if the

goal_Node is located in a terminal node of a skewed tree, as depicted in Fig. 1

25. subPath =[]

26. if the degree of parent == 2 then

27. add the parent to subPath

28. goal_Node = parent

29. call module preprocessing(goal_Node)

30. else

31. subgoal_Node = parent

32. return subgoal_Node

Evaluation

J. Sohn et al.

We conducted experiments to validate the SNA efficiency of the proposed shortest
path search method. A computer with Intel Core2duo CPU, 2 GB RAM, and Java
as the development toolkit, with a MySql database server, are used for the
implementation.
First, we collected 164,910 SNS users for a dataset from Twitter,' as shown in
Fig. 3. Most users have from one to five links; a few of them have more than five
links. We converted the collected datasets into a relational database table, as

''h

ttp://www.twitter.com
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Fig. 3 Distribution of collected social network

demonstrated in Table 2. In Table 2, ‘Id’ is a unique identification number of each
row, ‘User’ is a twitter user, and ‘Following’ is a user who follows the ‘User’. For
instance, if a user follows another ten users, then ten rows are inserted. Next, we
designed a java program to accomplish the BFS algorithm and the proposed
method, and then selected a pair of 100 arbitrary nodes, to compare the average
search performance time.

We compared the proposed shortest path search method and BFS method on the
SN, as described in Table 3. As the BFS method gradually searches from the first
node to near-level node, it demonstrates the most accurate shortest path. In
addition, as the suggested method searches nodes that have a lot of edges, it
extracts the same or larger paths better, than those of the BFS method.

The BFS method always calculates the optimal shortest path, because it enu-
merates every possible path, to find the shortest one. On the other hand, the
proposed method lists several paths selectively, using the heuristic evaluation
function, so that it cannot always assure optimal values. Our proposed method can
compute an average shortest path of about 80 %, compared to that of the BFS
method. The method searches nodes less than those of the BFS method, so the
average searching time is much faster, by about 7 times.

In addition, we calculated the betweenness centrality and closeness centrality,
using performance comparison of the SN datasets, as depicted in Table 4. This
shows the search results for both the BFS method and the proposed searching

Table 2 Social network database table

Id User Following

1 1,142,682 384,752

2 1,142,682 957,841

3 384,752 248,571
... omitted...

Table 3 Performance comparison of finding the shortest path

Algorithm Mean path Mean search Mean time

BFS 2.45 83,069 1,781.69
Proposed 2.97 38,062 240.86
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Table 4 Performance measurement of both the BFS and the proposed method

Algorithm Criteria BFS Proposed =+ Ratio

Betweenness centrality Average time (s) 153,474 22,331 6.8 times
Average number of searched nodes 255.33  181.36 —1.4 times

Closeness centrality Average time (s) 109,336 59,418 1.8 times
Average number of searched nodes 217.92  169.34 —1.3 times

method, to calculate the betweenness centrality and closeness centrality. In
Table 4, the time to compute the betweenness centrality improved by about 6.8
times, but the number of searched nodes decreased by about 1.4 times. Besides, the
time to compute closeness centrality improved by about 1.8 times, but the number
of searched nodes decreased by about 1.3 times.

Conclusion

As web services are based on Web 2.0 and Social Web, online SNS users are
gradually increased. At the same time, SNS posts share information between
themselves, and impact on various fields. Then, many researchers in a variety of
areas, such as Sociology, Economics, Politics, etc. have attempted to analyze
SNSs. Since most real online SNSs consist of huge amounts of nodes, however, it
is difficult for diverse SNA methods to be applied to real SNSs.

In this paper, we suggested a shortest path search method to improve the time
performance for SNA, such as betweenness centrality, closeness centrality, and
degree centrality. In other words, we presented a modified heuristic method, which
is appropriate to online SNS. Though the method has less accuracy than BES by
about 80 %, it can compute closeness and betweenness centralities more than 7
times faster. Moreover, we can improve betweenness and closeness centrality
analysis efficiency by 6.8 times and 1.8 times respectively.

Using our heuristic method, we can apply various SNA methods to large
datasets. The method can also be used to determine social phenomena, user trends,
and political traits in various fields, such as Politics, Sociology, Economics, etc.
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Abstract Due to advances in communications technology in recent years,
prompting more extensive application of wireless sensor networks. Such sensors
are limited in battery energy supply and produce the energy hole problem, this
even causes paralysis of part of the system. In the cluster architecture, burden of
the cluster head is bound to become the energy consumption of the maximum
point, so our method is focused on reducing energy consumption of the cluster
head. To this end, we propose a new scheduling mechanism based on clus-
ter architecture. In this mechanism, we use the “polling” method to make the
cluster head have an absolutely effective data receiving. In addition, we also
introduced the “sleeping” mechanism to ensure that the cluster head can achieve

power saving under the premise of the most effective data receiving.
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Introduction

In wireless sensor networks, a large number of sensor nodes need to sense data sent
to the data collection point, therefore, many protocol for data transmission were
been developed. And the easiest way is the direct transmission protocol [1]. This
protocol need to consider the distance from sensing node and the base station.
Energy consumption will be generated when sensor nodes send data directly to the
data collection point. The distance between sense node and data collection point
will affect the energy for sensing nodes to transmit data, thus limits the scope of
transmission. In order to increase the scope of transmission, a way to transfer
information by node relaying in multiple-hop was generated, which is called
the multi-hop transmission [2]. Although these two transmission purposes are the
same to send data to the data collection point, but the latter can increase the
effective sensing scope.

Multiple-hop architecture can be subdivided into cluster-based architecture,
chain-based architecture and tree-based architecture to collect data. In multiple-
hop transmission method, the nodes far from data collection point will send data
to the nodes closer to the base station first, this way can avoid a large amount of
energy-consuming because of the transmission from distant distance [3]. How-
ever, the nodes closer to the base station need to relay the data from the other
nodes very frequently, therefore, the energy consumption will be particularly
high. When the loss of these nodes happened, the transmission distance of other
nodes will be increased, and the energy consumption will also be increased,
these will cause the fail of data transmission. As a result, it will lead to the
partial sensing node lose effectiveness, even more, the energy hole problem will
be generated. As the following diagram shown in Fig. 1, the energy consumption

§} Base Station
Cluster Node

® (Cluster Head

o Energy Hole

Fig. 1 Energy hole



Power-Saving Scheduling Algorithm 129

of the overall system will be extremely uneven, and leading to the shortening of
life-cycle [4].

The energy hole problem is difficult to be completely avoided, only to defer the
occurrence of this problem. Thus, as much as possible to make the energy con-
sumption of each node be balanced to avoid the energy hole problem casing by the
loss of partial sensing nodes. That is, to extend the life cycle of the system by
making the energy be balanced [5].

In this paper, we use the cluster’s infrastructure architecture. In this architec-
ture, cluster head usually become the point which has the heaviest energy load, and
it is easily to cause becoming of the energy hole. So we mainly investigate the
problem of the energy consumption of the cluster head. We take a particular
scheduling method to make cluster head can achieve the optimal power saving
schedule under the premise that satisfying the time tolerance.

Networkmodel

We use cluster-based network architecture, using the homogeneous sensor nodes,
but divide them into two classes, a cluster head and several Cluster-Nodes, and
doing operation by taking the architecture shown in Fig. 2.

Cluster is a circle, the cluster head as the center, and the distance R is the radius
of the circle. The deployment of the nodes is a topology formed by taking random
uniform distribution.

Propose Scheme

Initial Phase

The cluster head must tell other nodes in the network that it is the cluster head.
Cluster head broadcasts an initial message (Ini-msg) to all nodes in the cluster at

Fig. 2 Cluster-based 3
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first. The Ini-msg contains an ID of the cluster head and some environmental
parameters, such as sample rate, channel rate, etc. After each non-cluster-head
node receives the Ini-msg, it transmits a Join-req (join-request) message to ask for
joining the cluster by using CSMA/CA protocol. After the cluster head receives
the Join-req message, it will base on the relevant environmental parameters to
decide whether to accept this request. Once the non-cluster-head node is joined,
the cluster head will create a corresponding token buffer.

Running Phase

When the systems are in this stage, it can be divided into four mechanisms:

o Token Buffer Mechanism

The cluster head establish token buffer, token buffer products token over sample
rate, to let it know that it should receive the data from corresponding node.

o Detection Mechanism

Cluster head scans every Token buffer. Once finding the Token, it will add node
ID into the Poll list and start scanning again from the first token buffer.

¢ Polling Mechanism

If Poll list is empty, cluster head will keep in sleep mode. If Poll list is not
empty, cluster head will switch to active mode, and sent a polling packet to the
corresponding cluster node and the node can know it should deliver the data to
cluster-head. When cluster node received the polling packet it started to deliver the
data, until cluster head reply a power saving poll (PS-Poll) packet and remove the
node ID from the Polling list. After the completion of action system will restart
Polling Mechanism.

e Node Processing

Cluster node keeps in sleep mode and sensing data. When node sensed data, the
device will switch into active mode, and receiving the Polling packet from cluster
head. Once cluster node receives PS-Polling packet, the node switches to sleep
mode again.
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Pseudo code

Function Polling List Creating() {
WHILE (TRUE) {
head scans all nodes;
IF (scan == token) {
add nodeID to Polling list;
pointer move back to the first buffer;}
ELSE{scan again from the first buffer to the last; }}
scan again from the first buffer to the last;

}

Function Polling Sending () {
WHILE (TRUE) {
IF (Polling list != empty) {
head turns to active mode;
send polling pkt to node i;}
ELSE { head turns to sleeping mode; }}

Simulation

We refer to [6] and [7], our simulation environment is built in a circle. Other
parameters are listed in the following (Table 1):

In Fig. 3, we consider that the energy consumption in our method will
dynamically increase with the increasing of the node. In this way, we can reduce
unnecessary waste by according to the amount of nodes. When there is no node
needs to transmit, the head will also turn into sleep mode to conserve battery
power. In addition, our approach will no longer receive data in the time of the
upper bound of nodes in the system. The reason is that the information are time
out, even if it receives is for naught, that is, to reduce energy consumption by
avoiding unnecessary receiving. Because of our sleeping mechanism and the filter

Table 1 The variables of simulation

Parameters

Sample period 30,000 unit time

Poll time/Ack time/data time 5/1/50 unit time
Tolerable time of node 23,000 unit time
Energy consumption of sending/receiving/sleeping 280/204/14 mA
Head power capacity 1.31072 * 10" m Ah

Channel rate 2 Mbps
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Fig. 4 Simulation of delay

mechanism in the initial step, the power saving is achieved, and the lifetime of the
cluster head is also be prolonged.

Figure 4 shows the simulation of delay, the vertical axis represents the delay
time of the cluster, and the horizontal axis represents the number of cluster.
Because the data transmitting and receiving in cluster in our method will follow
the schedule by using our “polling” method to make the cluster head have an
absolutely effective data receiving, so that there is no delay in the cluster.
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Conclusion

Burden of the cluster head will cause the cluster head more quickly lose energy,
and this makes the cluster head naturally become the energy hole location because
of its maximum energy consumption in the cluster. Thus, to reduce the energy
consumption of the cluster head to be an important issue. And the most important
part is to prolong the cluster head’s life cycle in which prioritization is key to
optimizing the overall performance of the cluster. The “polling” method to make
the cluster head has an absolutely effective data receiving. In other hand, the
“sleeping” mechanism to ensure that the cluster can provide the most effective
data receiving under the premise of saving more power of the cluster.
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Localization Algorithm for Wireless
Sensor Networks

Yin-Chun Chen, Der-Jiunn Deng and Yeong-Sheng Chen

Abstract In recent years, many localization algorithms are proposed for wireless
sensor networks because that is crucial to identifying the accurate positions of
sensor nodes. This study proposes an analytic localization algorithm by utilizing
radical centers. Assume that a target node can measure its distances to four or more
anchor nodes. By picking four distance measurements to four anchor nodes, a
radical center is computed and treated as the target node location. To further
improve and fuse these estimations, effective filtering mechanisms are then pro-
posed to filter out the improper estimations. Afterwards, the remaining radical
centers are averaged, and the solution is the final estimation of the target node
location. The location errors of the proposed method and the conventional Mini-
mum Mean Square Error method (MMSE) are analytically compared. Extensive
computer simulations were carried out and the results verify the advantage of the
proposed location algorithm over the MMSE approach.
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Introduction

Wireless sensor networks (WSNs) have great potential in a lot of control and
monitor applications such as data collection, environment observation, and bat-
tlefield surveillance, and so on. Since most sensor nodes are randomly deployed
without the knowledge of their positions, localization of sensor nodes is an
essential issue for the operation, management, and applications of WSNs.

A lot of researchers have proposed many different solutions for the localization
problem in WSNs [1-8]. Minimum Mean Square Error (MMSE) estimation
method [1, 2] uses least squares solution to estimate the position of the target node.
It has been widely studied for 2D localization in wireless sensor networks.
However present network environment and technologies demand 3D localization
[3-5]. In this paper, a novel range-based localization algorithm in wireless sensor
networks is developed. Assume that the target node can measure its distances to
four or more anchor nodes. We propose a simple and efficient mechanism for
deriving better location accuracy based on the existing technologies for distance
measurements using the conventional trilateration approach. The contribution of
this study is that based on the existing technologies for distance measurements and
without any extra hardware cost, the proposed mechanism provides an efficient
algorithm for localization with better accuracy.

Location Estimation Using Trilateration

Trilateration is a common localization algorithm to identify the position of target
node by using similar geometric concept of triangulation [9, 10]. Let A(Xa, Ya,
za), B(Xg, ¥B, ZB), C(Xc, Yo, Zc) and D(Xp, yp, zp) denote four anchor nodes. The
actual distances from the target blind node T(X, y, z) to A, B, C and D are denoted
as d, dg, dc and dp; whereas, the estimated distances from T to A, B, C and D are
denoted as ey, ep, ec and ep.

Consider node A. Equation (x — XA)Z + (y — yA)2 + (z — ZA)2 = di repre-
sents the sphere with center (x4, ya, Za) and radius d,. Ideally, the target node T(x,
y, Z) must be a point on the spherical surface. However, in practical implemen-
tation, due to the measurement errors, only the estimated distances (ea, g, €c and
ep) can be derived. Similarly, after also considering nodes B, C and D, we have the
following system of equations.

(x = %)+ =)+ (z—z2) =3
(x = x8)°+(y —y8)°+(z — 2)°= €} (1)
(x = xc)*+(y = ye)’+(z — z¢)°= €&
(x —xp)*+(y — yp)*+(z — 2p)°= ¢}

In the realistic case, there will be no pair of coordinates (x, y, z) satisfying (1).
To tackle this problem, based on the theory of the radical centers of four spheres,
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an efficient analytic solution to the localization problem that can be formulated as
(1) is proposed as described as follows.

Localization Utilizing Radical Centers
Related Definitions and Theorems

Definition 1 (Power of a point) The power of a point X with respect to a sphere
with center O and radius r is defined as (XO)2 -7 [12].

Definition 2 (Radical Plane) The radical plane of two spheres is the locus of
points that have the same power with respect to both spheres [12].

Theorem 1 For two spheres A and B whose centers and radii are (Xa, Ya, Za),
(xB, YB> Zg), da and dp, respectively, the equation of the radical plane of spheres A
and B is:

Xy —xp+ya — Vg + 24 — 25 — x(2xa — 2xp) — y(2ya — 2y8) — 2(224 — 225)

— & -4}

Theorem 2 The radical planes of four spheres (no two of them are concentric) are
concurrent or parallel or coincident [13, 14]. The point of concurrence is called
the ‘radical center’ of the four spheres. (For brevity’s sake, the proof is omitted.)

Computation and Selection of the Radical Center

In practical implementation, the coordinates of the radical center can be easily
derived by using Cramer’s Rule [11], the solution [i.e., the coordinates of the
radical center (x’, y’, z’)], is

(e;x - 62%3 —x1224 +x§ yA +y3 - ZA +ZB) (v —ya) (z8—za)

(ef—ezc—@*'xc Ye+ye—wt+ze) (ve—ys) (zc — )
=1y (e — e —xe+xp — yC+yD_ZC+ZD) (o —yc) (zp —zc)
=2

(xg — x4) (6§_6§_X§+x3 Vityi—4+3) (—zu)

(x¢c — xp) (ef_ef_xf—i_xc vitye—z+2-) (zc—z)
Y =1x (xp — xc) (eC_eD_xCJ’_xD Ye + b — 2 +2p) (20 —zc)
=2

(xg —xa)  (vB —ya) (efzx*eB x2+xB )’AJF}’B*Z/%JFZ%;)

(XC_XB) (YC—}’B) <€2B_ezc_x3+xc yB+yC_ZB+Zc)
J=1x (xp —xc) (yp —yc) (eC_eD_xC+xD yC+yD_ZC+ZD)
=2 X
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Definition 3 (Valid set of four anchor nodes) For four anchor nodes, if their
radical center is not at a point of infinity or no intersection, the set of these four
anchor nodes is called valid.

Theorem 3 Four anchor nodes A(xa, Ya, 2a), B(xg, ¥B, z8), C(x¢c, Yo, 2c) and
(XB - XA) (yB - YA) (ZB - ZA)

D(xp, yp, zp) form a valid set iff K = | (xc —xg) (yc —ys) (zc—2z8)|#0
(XD - Xc) ()’D - )’c) (ZD - Zc)

(For brevity’s sake, the proof is omitted.) Theorem 3 provides simple and useful
rules to pick proper anchor nodes for computing the radical center.

Further Investigation of the Errors of the Radical Center

To analyze the error between the radical center and actual location of the target
node, we can check the values of x —x', y — y’and z — 7. Let ¢ and d respectively
denote the estimated and actual distance from the target node to an anchor node.
Thus, we have e = d + ¢, where ¢ is the measurement error. In this study, it is
assumed that ¢ = pd, where p is called the measurement error coefficient. That is,
the inherent location error of the radical center is formulated as (3), (4) and (5).

R <<1+1p>2 - 1) (e — e3)[(ye — y8)(zp — 2c) — (o — yc)(zc — z8)]

2K
. (2= 1) (€ — &) (00 — ye)(zw — 2a) — (5 — 3a) 2 — 2¢)]
2K
.\ (5= 1) (e = )05 — ya)zc — 2) — (vc = a)(zn — 24)]
2K
(3)
, (U:p)z - 1) (€3 — €3)[(zc — 28)(xp — x¢) — (20 — 2¢) (xc — xB)]
y—y = T
. <<1+Ip)z - 1) (e — ez)[(zp — z¢) (xp — xa) — (28 — 24) (xp — XC)]
2K
. <<H1p)2 - 1) (€2 — eb)[(z — 2a) (xc — x) — (zc — z8) (xp — x4)]
2K

4)
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p (W - 1) (efz\ - eB)[(YC —yg)(xp — xc) — (yp = yc) (xc — x5)]

e 2K
(W - 1) (e5 — €¢)[(vp — ye) (xp — xa) = (v8 — ya) (xp — x¢)]
+ 2K
(G = 1) (e = B)lm — )l —x0) = (e = o) o =)
2K

(5)

Filtering Mechanism

In (3), (4) and (5), it is likely that the smaller the value of the denominator K is, the
larger the error (x — x’, y — y' andz — ') will be. Thus, K can be taken as a metric
for filtering out the improper selections of anchor nodes. We utilize K by sorting
all the estimated points according to its K value, and then some certain percentage
of the estimated points with small K values is filtered out. This mechanism is
called K-filtering.

Comparisons with MMSE and Simulation Results

With the MMSE method, we also check the values of (x —x', y —y andz — 7) as
follows. Let P = (x; — x,1)2+ st (X —x,,)z, 0= —x)y1 —yn) +---+
(Kt = X%0) nm1 = W)y R=(x1 —x2) (21 — 20) + -+ + (am1 — %) (Znm1 — 2n)5
§= (yl - yn)2+ st (ynfl - yn)z,

T= (yl - yn)(Zl — Zn) +oo+ (yn—l _yn)(zn—l - Z")’

U= (z — zn)2+ st (zamy — zn)z, we have

_ 1
* (<1+p>z 1)

x—x
y=y|= 2 2 2
2 « (PSU+2 * QTR — R?S — Q°U — T°P)

[(SU — T?)(x; — x,) 4+ (RT — QU
[(RT — QU)(x1 — x,) + (PU — R?
[(OT = RS)(x1 —x,) +

*

)t = ya) + (QT — RS)(z1 — z)](e] — ) + -+
Y1 =) + (RQ = PT)(z1 — z))(ef — €3) + -+
(RQ = PT)(y1 —yu) + (PS = @*)(z1 — z)](ef — ) + -+
[(SU = T*) (w1 — %) + (RT — QU)(yu-1 — ) + (QT — RS) (201 — Zn)](€3,| - e%)
[(RT — QU)(xp—1 = %) + (PU = R?)(Yu—1 = Yu) + (RQ — PT)(2n-1 — z0)](€p_; — €})
[(OT — RS)(xu—1 = %z) + (RQ — PT)(yu-1 — ¥u) + (PS — Q) (241 72,,)}(6 -1~ eﬁ)
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From (6), we can see that with MMSE, the location error is the summation of n-
1 items. However, with the proposed algorithm, the estimated error, is composed
of only three items. Thus, it is easy to reason that the resulting location error from
the MMSE approach will be larger than the proposed algorithm. In the simulation
environment, there is a target node and 36 anchor nodes and they are randomly
placed. The distance measurement error coefficients are set to be 5, 10, 15, 20, 25
or 30 %. The filtering percentages in the filtering process are set to be 10, 20, or
30 %. We have conducted extensive simulations to look into the effectiveness of
the proposed approach. For brevity’s sake, parts of the simulation results are
described here (Figs. 1 and 2).

As shown in Figures, the proposed approach always outperforms the MMSE
method in accuracy and efficiency and also has better location accuracy than the
MMSE in different number of anchor nodes.
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Conclusions

Localization is one of the key issues in WSNs. We propose a novel range-based
localization algorithm by utilizing radical centers. With our proposed algorithms,
the target node computes the radical centers for location estimation with any four
anchor nodes. Then, it can effectively filter out the improper estimations (radical
centers) with the proposed filtering mechanisms so as to enhance the location
accuracy. The advantages of the proposed algorithm over the conventional MMSE
approach have been analytically analyzed and compared; and the conduced sim-
ulations demonstrated that the proposed algorithm effectively derive better loca-
tion accuracy than the MMSE approach.
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Exploring Community Structures
by Comparing Group Characteristics

Guanling Lee, Chia-Jung Chang and Sheng-Lung Peng

Abstract In recent years, more and more researchers devoted to identifying
community structure in social networks. The characteristics of the social network
are analyzed by clustering the social network users according to user’s relation-
ships. However, the users of current popular social networks such as LiveJournal
and Flickr, can join to or create the communities according to their interests.
Instead of grouping the users according to the cluster strategies which are wildly
used in previous works, the purpose of the paper is to explore the structures and
characteristics of the social networks according to the community the users
actually joined. Moreover, we experiment on four real datasets, LiveJournal,
Flickr, Orkut and Youtube, to analyze the characteristics hidden behind the social
networks.

Keywords Social network - Community structure - Cluster

Introduction

Accompanying the growth of social networks, such as Facebook, more and more
users rely on the social networks to communicate with their friends and share their
daily life. In order to understand the users’ behavior, identifying the characteristics
behind the connections of the social network users become an important research
topic. In [1, 2], the problem of how to measure the effect of information dis-
semination in a social network is discussed. By analyzing the number of users that
will be affected by a certain user, the roles of leader and follower in a social
network are defined in [3]. Moreover, in [4-6], the problem of how to partition the
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users into the clusters is discussed. In previous works, the users are categorized
into the same cluster if the degrees of intra connection is high and inter connection
is low. However, in current popular social network, the users have the right to join
to or create his/her own communities. Therefore, the purpose of the paper is to
explore the structures and characteristics of the communities that the users actually
joined, and use the characteristics to represent the relationship among the social
network users.

The datasets we used to analyze the community structure are collected from
four popular social networks, LiveJournal, Flickr, Orkut and Youtube. Moreover,
we propose several measurements to model the characteristics and structures of the
communities. The paper is organized as follows. The problem and three mea-
surements are presented in section Problem Definition. We experiment on four real
datasets and discuss the results in section Experimental Results. And finally,
Conclusion concludes the work.

Problem Definition

As discussed in [7], a social network is defined as an interaction Graph G = (V, E),
where V denotes the vertex set of G and represents the social network users,
E denotes the edge set and e;; is contained in E if nodes i and j are friends in the
network. In previous works, the users (nodes in G) are partitioned into clusters
according to the connection degree among them. That is, the nodes are grouped into
a cluster if the intra similarity is much larger than inter similarity. And similarity is
usually measured by a function of the number of connections among the nodes.
However, as mentioned above, in current popular social network, the users have the
right to join to or create his/her own communities. Moreover, a user can join many
communities according to his/her interests. That is, differ to the cluster concept
proposed in previous works, in the real community model, a node can belong to
many communities and a community is not necessary to have a tight connectivity.
Therefore, the measurements for modeling a cluster are not suitable to measure the
characteristics of the community. In the following, we propose three ideas for
measuring the characteristics of a community.

Center of the community: If a user has many friends in the community, then
the information posed by him would be noticed by many users in the same
community. Therefore, we define the center of a community is the node whose
number of connections in the community is much larger than that of other nodes in
the same community. Therefore, the center degree of node; in community A,
denoted as ¢/, can be measured by the following equation.

_ degree!

C?_M——l (1)
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In the equation, degree? denotes the number of connections (friends) of node; in
community A and IN4l is the number of members in community A. Therefore,
INsl — 1 is the maximum connections of a node in community A. When ¢ is
larger than a predefined threshold o, node; is said to be a center of community
A. Moreover, the center set of community A, denoted as Cy, is the collection of
centers in community A.

Intra connection degree: We propose the idea of intra connection degree to
measure the inner structure of a community. And the complete connections
concept is adapted to measure it. The intra connection degree of community
A which is denoted by Intra,, is measured by the following equation.

|E4|
(INal x (INa| = 1))/2

In the equation, |E,| denotes the number of edges contain in A. The denominator
indicates the maximum number of edges that community A can have. Therefore,
the larger the value of Intra,, the tighter the members in community A is.

Inter connection degree: We use the idea of centers of community to measure
the inter connection degree. The basic concept is that if a center of community A is
also the center of other community, then community A has a strong connection to
the other community. And we denote the node which is the center of at least two
communities as OC. The inter connection degree of community A, denoted as
Inter,, is measured by

)

Intra, =

Intery = [{n|n € CA|Z”|d nis OC}|
A

3)

The numerator of the equation is the number of centers which is also an OC in
community A. A large Inter, indicates the proportion of OC in Cy4 is high. And
therefore, community A has a strong connection to other communities.

In next section, a set of experiment is performed on real datasets. And by
comparing the proposed measurements to the characteristics of the dataset, a
thorough discussion is made.

Experimental Results

Four real datasets of online social network platforms, LiveJournal, Orkut, Flickr
and Youtube, are collected from [8] to perform the experiment. LiveJournal was
built by Brad and Fitzpatrick in 1999, and is a vibrant global social media platform
where users share common passions and interests. Orkut is a social network service
provided by Google. Users can build their own virtual social links in the internet by
using the platform. Flickr was developed by Ludicorp company. In the platform,
users can upload and share their pictures. Moreover, users can create fags for the
pictures to ease the browsing process. YouTube is a video-sharing website, on
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which users can upload, view and share videos. Most of the content on YouTube
has been uploaded by individuals, although media corporations including CBS, and
other organizations offer some of their material via the site. In the platform,
unregistered users can watch videos, while registered users can upload an unlimited
number of videos.

The first experiment shows the relationship between the number of community
members and the intra connection degree of the community. The results for small
size and large size communities are shown in Figs. 1 and 2, respectively.

As shown in the results, the average intra connection degree of the communities
whose sizes are within 2-10 is much larger than that of other group of commu-
nities. It indicates that the relationship between the members in a small community
is very tight. Moreover, when the community size exceeds 10, the intra connection
degree becomes quite small, which means the communities have a loose con-
nection structure. This is because the users join the community according to their
interests, which means the members belong to the same community have the
similar interests and they are not necessary to know each other.

The second experiment shows the relationship between the number of
community members and the inter connection degree of the community. The results
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for small-size and large-size communities are shown in Figs. 3 and 4, respectively.
As indicated in the results, the inter connection degrees of Flickr and Youtube are
quite large, which means the centers of a community are also likely to be the centers
of other community. The simulation result shows that the connection between real
communities is high, and is a very different result comparing to the idea of cluster
analysis proposed in previous works.

Conclusions

In this paper, by exploring the structures and characteristics of the social networks
according to the community which the users actually joined, the characteristics of
social networks are discussed. We propose several measurement methods to model
the characteristics of the social network based on the community structure. To
measure the inter connection degree of a community, we introduce the concept of
centers and define what is a strong connection between the communities. More-
over, we experiment on four real datasets, LiveJournal, Flickr, Orkut and Youtube,
to analyze the characteristics hidden behind the social networks. According to the
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experiment results, we find that the community has a loose connection structure
when its size exceeds 10. Moreover, the inter connection between communities is
high especially in Flickr and Youtube. It is a very different result by comparing to
the concept of cluster analysis proposed in previous works.
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Emergency Broadcast in VANET
by Considering Human Satisfaction

Yu-Shou Chang, Shou-Chih Lo and Sheng-Lung Peng

Abstract The emergency broadcast is an important service in Vehicular Ad Hoc
Network (VANET) for the safety of vehicle drivers. The design of a broadcast
scheme in a city environment becomes challenging. In this paper, we extend our
previous work of using the concept of water wave propagation by further con-
sidering human satisfaction. As long as the drivers have sufficient time to react to
an emergency event, a lazy rebroadcast approach is applied to significantly reduce
rebroadcast times and network traffic.

Keywords VANET - Emergency broadcast - Human satisfaction

Introduction

Vehicular Ad Hoc Network (VANET) [1] is a type of mobile wireless network
which supports for multi-hop wireless communications between vehicles. The
most important application of VANET is to disseminate emergency messages to
drivers in case of dangerous events [2]. A warning message needs to be delivered
with low delay and high reliability to those vehicles that are located within a
warning area. Also, this warning message needs to be delivered to those vehicles
that newly enter the warning area within a warning time. This kind of service relies
on emergency broadcast.

The broadcast design in VANETS suffers from new challenges beside the well-
known broadcast storm problem [3], and these challenges are the connection hole
problem, the building shadow problem, and the intersection problem [4]. These
problems become more serious in a city environment with many street roads.
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The core technique of any broadcast scheme is to select next rebroadcast nodes.
That is, when a node listens to a broadcast packet, this node should follow a certain
criterion to verify whether to rebroadcast this packet or not. Since there might have
several nodes listening to the same broadcast, a contention or selection mechanism
is applied to these nodes. Based on the different philosophies of selection mecha-
nisms, a comprehensive survey of emergency broadcast schemes was given in [5].

Some existing broadcast schemes such as WPP [6], RBM [7], and UVCAST [8]
cannot fully and efficiently solve the new challenges. In this paper, we propose an
emergency broadcast scheme that is suitable for city environments. This scheme is
extended from our previous one called Water-Wave Broadcast (WWB) [5] by
further considering human satisfaction at the warning service. Unlike other
broadcast schemes that always perform rebroadcasting immediately, our proposed
scheme would perform rebroadcasting lazily as long as the drivers are satisfied
with the warning service.

The remainder of this paper is organized as follows. The proposed scheme is
illustrated in section Emergency Broadcast, followed by the performance evalu-
ation in section Performance Evaluation. A brief conclusion is given in section
Conclusions.

Emergency Broadcast

WWB is our previously proposed scheme that follows the concept of water wave
propagation. This work further improves WWB by considering human satisfaction.
Basically, we divide a warning area with circle shape into three ranges (WA,,
WA,, and WA3). Denote A, to be the area with the distance to the center of the
warning area between x and y. For example, if the radius of the warning area (R) is
200 m, we have WAl = A()?]()(), WA2 = A]()()’]s(), and WA3 = AISO,ZOO- The
allowable waiting time to listen to the emergency warning is #; for WA;. In our
setting, t;y = 1 s, 1, = 7 s, and 3 = 11 s. A person (vehicle, or node) is satisfied
with the warning service if one of the following three cases is true:

Case 1: A node that has already located in WA, can receive the warning within ¢;
after the beginning of the emergency broadcast.

Case 2: A node that is newly entering into WA, can receive the warning within ¢;
after the entering.

Case 3: A node that is newly entering into WA, encounters the ending of the
emergency broadcast (i.e., warning time is over) within ¢; after the
entering, no matter whether the warning is received or not.

A warning wave is simulated as an emergency event is detected by a vehicle,
and the propagation medium is vehicles on the road. The head wave will spread the
event to the whole warning area. Vehicles hold the head wave as they move and
forward it to other encounter vehicles. The warning area keeps rippling until the
end of the warning time. Any vehicle entering into a ripple area will be notified of
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this event through other encounter vehicles. Accordingly, we identify the fol-
lowing types of tasks that are performed by a vehicle (or node).

Normal-node task: Regular jobs to each node.

Source-node task: Dedicated jobs to a node triggering an emergency event.
Head-node task: Dedicated jobs to a node promoting a head wave.
Receiver-node task: Dedicated jobs to a node receiving a broadcast packet.

Normal-Node Task

Each node periodically announces its status to all its one-hop neighbors by
broadcasting a hello packet. The cycle time is called a hello interval. Hello packets
have two formats: basic and extended. These packets in both formats carry the
current location of a node. An extended hello packet additionally carries an event
list that summaries what emergency events have been received and are still valid
for a node. This extended hello packet is broadcast only when any new neighbor is
found.

Moreover, each node maintains two tables: neighbor table and event table. The
neighbor table records the information of its one-hop neighbors by listening to
hello packets from them. The successive location data received from a neighbor
are used to estimate the motion vector of this neighboring node. The event table
records valid emergency events that have been received or generated. An event list
is generated by listing the identification numbers of all entries in the event table.

Source-Node Task

If an emergency event is detected by a node, this node additionally performs this
type of task. An emergency broadcast packet which specifies a warning area and a
warning time is generated and broadcast then. An emergency event is valid for a
node if the warning time is not expired and this node is currently located within the
warning area. Next, this node ends the source-node task and starts performing the
head-node task.

Head-Node Task

The mission of this task is to carry an emergency broadcast packet and forward it
by broadcasting to the other neighbors. After the broadcast, a reliability check is
performed to confirm that any neighbors continue rebroadcasting the packet.
Otherwise, this node rebroadcasts the packet once again. Then, this node decides
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whether to give up this head-node task or not according to a head-node-selection
criterion.

A node § satisfies the head-node-selection criterion, if there is no neighbor of
S that is ahead of or behind S and driving the same direction as S. This node
S usually locates on the border of current event propagation and cannot temporally
spread the event forward or backward. Therefore, this node S carries the emer-
gency broadcast packet and starts rebroadcasting the packet when encountering a
new neighbor.

Receiver-Node Task

If any hello or emergency broadcast packets are received, a node starts performing
this type of task. The mission of this task is to parse a received packet and
performs jobs accordingly. The receiver node updates its neighbor table when
receiving a hello packet. If an extended hello packet is received, the receiver node
checks whether the node sending this packet misses any emergency events by
comparing its own event list with the received one. The closest node to this
sending node will handle any event missing by locally rebroadcasting the missing
events. By considering human satisfaction, this local rebroadcast need not be
performed immediately, or in other words, need not be performed each time. This
is called a lazy rebroadcast approach. The lazy rebroadcast is based on a local
rebroadcast probability as computed in (1).

Local rebroadcast probability =
1, if TRgt;OC'TW (1)
(1=D/R) x 0.5+ (Tg/(-T)) x 0.5, otherwise

Tk is the remaining warning time and Ty is the warning time. When Tk is less
than and equal to a certain portion of Ty (controlled by parameter o, 0 < o0 < 1),
the local rebroadcast probability becomes small, since the warning time is almost
over. Moreover, we consider the distance between the node of missing an event to
the center of the warning area (denoted as D). If D is large, the local rebroadcast
probability becomes small too, since this warning event is not urgent to this node.

If a non-locally broadcast packet is received, a node i waits for a certain time
period as computed in (2) and then decides whether to rebroadcast the packet or
not based on a global rebroadcast probability.

Waiting time = WT . X random (0, NB;)/NB; (2)

WTax 1S set to be twice the average one-hop communication delay. NB; is the
number of neighbors of node i (including node i itself). During the waiting period,
node i may listen to ongoing rebroadcasts of the same packet from its neighbors.
After the waiting time is over, node i records these rebroadcast nodes including the
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original broadcast node in set RS; (Rebroadcast Set). This node i then need not
rebroadcast the packet if all its neighbors are under the communication ranges of
(in other words, are covered by) these nodes in RS;. Here, we make an assumption
that a node can receive any packets with high probability from another node within
the communication range. This coverage situation is used to compute a global
rebroadcast probability in (3). Denote IRS;| to be the number of nodes in the set.
CV; is the number of neighbors of node i that are also covered by nodes in RS;.

1, if RS =1
Global rebroadcast probability =¢ 0,  if NB; =1 (3)
(1= CV;/(NB; — 1)) otherwise

For every packet rebroadcast, a reliability check is performed always to
increase delivery reliability. Finally, we check whether the receiver node is suit-
able to be a head node by checking the head-node-selection criterion.

Performance Evaluation

To evaluate the performance, we carried out simulations using NS-2. We consider
a real street environment which is imported from the TIGER [9]. A city street map
of size 2,000 x 2,000 m is used as in the paper [5]. Under the street model,
vehicles are generated and their moving patterns are controlled by the tool
VanetMobiSim [10]. For each simulation run, one vehicle is randomly selected as
an event source node. The warning area is a circle centered at the current location
of the source node. The default parameter settings in our simulation are listed in
Table 1.

We compare our proposed scheme (WWB) with WPP, RBM, and UVCAST.
The cost metrics are satisfy ratio (percentage of the number of nodes satisfying the
warning service in the warning area to the number of nodes entering into the
warning area), rebroadcast times (number of times that an emergency packet is

Table 1 Parameter settings

Parameter Value
Transmission radius 100 m

MAC protocol IEEE 802.11p
Propagation model Two-ray ground
Number of nodes 50-250

Vehicle speed 20-60 km/hr
Warning radius (R) 200 m

Warning time 180 s

Hello interval ls

WTax 4 ms

Simulation time 240 s
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rebroadcast), and delay time (average elapsed time from the moment when a node
enters into a warning area to the moment when the node receives the emergency

packet).

At first, we evaluate the setting of o in (1) by observing the benefit value (the
percentage of the amount of reduced rebroadcast times to the amount of decreased
satisfy ratios). The benefit value is the best as o« = 20 % (Fig. 1), which implies to
use the lazy rebroadcast when the remaining warning time is less than 36 s. If the
lazy rebroadcast is applied, we sacrifice a certain amount of satisfy ratios, but the
proposed scheme can still compete with other schemes (Fig. 2). Also, we greatly
reduce the rebroadcast times (Fig. 3), and the delay time is still acceptable

(Fig. 4).



Emergency Broadcast in VANET

Fig. 3 Comparison of
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The dissemination of safety-related messages is an important application in a
vehicular network environment. Our proposed scheme follows the water wave
propagation to disseminate emergency warning messages along the street. To
reduce the rebroadcast times in the whole network, we propose a lazy rebroadcast
scheme by considering human satisfaction at the warning service.
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The Comparative Study

for Cloud-Game-Based Learning

from Primary and Secondary School
Education Between Taiwan and America

Hsing-Wen Wang and Claudia Pong

Abstract A new way of learning has been introduced and it is here to stay:
e-learning. E-learning stands for electronic learning and includes m-learning
(mobile learning), u-learning (ubiquitous learning), computer-based learning, web-
based learning and cloud-game-based Learning. The aim of this paper is to study
cloud-game-based Learning in Taiwan and the United States of America through
primary and secondary education and explore the fundamental differences between
these countries. The most important ambition is to reach collaborative learning, or
providing an environment where both teachers and students can debate and
achieve synergy so that it is necessary to stimulate interest, improve children’s
performance and increase efficiency through games, problem solving and team-
work. This new learning paradigm seems to be vastly popular because it com-
pletely integrates people into learning, no matter what socioeconomic status or
urban/rural area; the only two things that are significant are the willingness to learn
and the teacher’s effort. The paper is divided into the follows sections, including
the section covers the purpose and relevance of this study supported by a review of
recent e-learning and cloud-game-based Learning research; the section contains
the analysis of cloud-game-based Learning in primary and secondary schools in
Taiwan; the section examines cloud-game-based Learning in primary and sec-
ondary schools in the USA; the section compares cloud-game-based Learning in
primary and secondary schools in Taiwan and USA. Finally, the last section covers
the conclusion and suggestions.
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Keywords E-learning - Ubiquitous learning - Cloud-game-based learning -
Comparative study - Primary and secondary schools

Introduction

A new learning paradigm has emerged, it is called e-learning and it is student
centered. The main objectives are increase motivation, effectiveness and fun in
learning activities. The purpose of this paper is to study Cloud-game-based
Learning in Taiwan and the United States of America through primary and sec-
ondary education and explore the fundamental differences between these countries.
The research methodology will be a review of a set of e-learning and Cloud-game-
based Learning in the US and Taiwan. The first step is to define a game, its
qualities and elements, relation to learning theory and advantages of Cloud-game-
based Learning.

In the second step, it is going to be explained four games designed in Taiwan
for primary and secondary schools: (1) 3D role play for learning anti-Japanese war
during Qing dynasty and geography of Southern Taiwan; (2) Communicative
language teaching for English learning; (3) Chinese language learning and (4)
Gjun system. In third place, five games are famous in the USA for teaching
primary and secondary students: (1) Making history about World War II; (2)
Massive multiplayer online game (MMOG) for Mathematics, Language Arts,
Science and Social Studies; (3) Dimention MTM for Mathematics; (4) Immune
Attack for Science and (5) Survival Master for STEM (Science, Technology,
Engineering and Mathematics).

In section Comparison Between Cloud-Game-Based Learning in Primary and
Secondary Schools in Taiwan and USA, a summary is presented through a table
where it is compared the target, design, hardware and software, objectives and
improvements obtained by using Cloud-game-based Learning in Taiwan and USA.
Finally, in section Conclusions and Suggestions, the conclusion and suggestions
for Taiwan.

Literatures Reviews of Joyful Learning

In 2003, a movement was started for using video games in teaching and training.
This initiative, known as serious games, has changed the way that educators
viewed instruction to meet the needs of the Net generation. The perceived change
in learning needs of the ‘Games Generation’ (Prensky 2001) or ‘Net Generation’
(Oblinger 2004) coupled with the ongoing growth in use and acceptability of a
range of communications technology that has precipitated a growing interest in the
potential of games and computer games for learning.
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There are some elements that define an activity as a game: (1) Competition: the
score-keeping element and/or winning conditions which motivate the players and
provide an assessment of their performance. (2) Engagement: or intrinsic moti-
vation means that once the learner starts, he or she does not want to stop before the
game is over and the four sources are challenge, curiosity, control and fantasy
(Beck and Wade 2004; Prensky 2006). (3) Immediate Rewards: Players receive
victory, points or descriptive feedback, as soon as goals are accomplished.

Games fulfill a number of educational purposes. Some games are explicitly
designed with educational purposes, while others may have incidental or sec-
ondary educational value. All types of games might be used in an educational
environment. Educational games are games that are designed to teach people about
certain subjects, expand concepts, reinforce development, understand an historical
event or culture or assist them in learning a skill as they play (Aldrich 2004;
Foreman et al. 2004; Prensky 2001; Quinn 2005).

However, a game is educational when it makes learning integral to scoring and
winning. It is not enough to simply incorporate course material into a game and if
it is possible to score and win without learning, students are likely to do so. There
are different kinds of games [1]: (1) Video Games: These are played over the
Internet, on personal computers or on specific game consoles hooked up to tele-
visions. (2) Role-Playing Games: These are generally cooperative and highly
engaging with a subtle way of handling scoring. (3) Board and Card Games: These
tend to emphasize strategy elements rather than being completely random games
of chance. Some of board and miniature games take hours or even days to play. (4)
Sports: Students do not need to be physically fit to enjoy running around chasing
things. (5) Scavenger Hunts, Raffles, etc.: When these events are organized as
fundraisers for students and they tend to be quite popular with students.

Not only does the integration of learning with gaming make science more fun; it
also motivates students to learn through doing, immerses them in the material so
they learn more effectively and encourages them to learn from their mistakes.
Games are such a great escape from the real world because bad consequences are
rarely serious or lasting, they are only a game and if students lose, they can start
the game over and try again.

These findings frame the three key aspects to Cloud-game-based Learning:
motivation, skill development and immersive learning environments. The very
nature of games provides three main factors for motivation: fantasy, challenge and
curiosity (Malone 1981). Fantasy relates to the use of imagination and the child’s
inherent inclination towards play (Opie and Opie 1969). There is freedom to fail,
experiment, fashion identities, freedom of effort and interpretation that create a
learning space where new ideas and problem-solutions can emerge (Klopfer
et al. 2009).

Beyond increased motivation, teachers using games in classroom have also
noted improvement in several key skills areas (Joyce et al. 2009): personal skills
(such as initiative, persistence, planning and data-handling), spatial and motor
skills (such as coordination and speed of reflexes), social (such as teamwork,
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communication, negotiating skills and group decision-making) and intellectual
(such as problem-solving, strategic thinking and application of numbers).

About learning environments, games allow players to enter environments that
would be impossible to access in any other way; for instance, going back in
history, understanding the complexity of running a major city, managing entire
civilizations or nurturing families. They require engagement with complex deci-
sions like exploring the effects of different choices and a multiplicity of variables
offering ongoing and responsive feedback on choices. They also stimulate con-
versation and discussion; players share ideas, hints and tips in what increasingly
tend to be lively and supportive learning communities (ELSPA 2006).

According to James Paul Gee (2003), digital games create ‘semiotic domains’
which are any set of practices that recruits one or more modalities (for example,
oral or written language, images, equations, symbols, sounds, gestures, graphs,
artifacts, etc.) to communicate distinctive types of meanings. The semiotic domain
for a game is the world or culture it creates and is shared by those participating in
the game together where they share knowledge, skills, experiences and resources.
Active and successful participation in a semiotic domains demonstrated by ‘active
learning’, where group members gain there sources and skills to solve problems
within and perhaps beyond the domain as well as ‘critical learning’, which
includes thinking about the game at a ‘meta’ level so that they cannot only operate
within the game but within the social structure that surrounds the game as well
(Williamson 2003).

However, teachers are also consistently found to be critical components inef-
fective Cloud-game-based Learning. Where the game is just the tool, the teacher is
essential to effective implementation of the game through direction of the learning
approach, discussion, debrief and support in construction of the social learning
culture that surrounds the game-play. Numerous researchers have stated that
learning with educational video games is not likely to be effective without addi-
tional instructional support and effective strategies for implementation (Leemkuil
et al. 2003; O’Neil et al. 2005; Wolfe 1997).

Research Methodology and Issues

The paper aims to identify key issues and themes arising from the literature
reviewed, the case studies produced and the consultation undertaken. The review
comprises a meta-review that is a review of literature reviews, and literature has
been grouped in relevant categories according to selected themes or issues. Lit-
erature was sourced from keyword searches of electronic databases, key journals in
the field and a general search of the internet. Selected criteria include significant
meta-reviews, relevance to Cloud-game-based Learning and empirical studies of
the use of games. The criteria were used to identify relevant literature for inclusion
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Fig. 1 The research structure of our framework

in the paper. Recommendations from experts in the field were also used to identify
key articles and texts relating to examples from the practice.

In the introduction and literature review, there were a definition of game, its
qualities, types and elements, relation to learning theory and advantages of Cloud-
game-based Learning. In section Literatures Reviews of Joyful Learning, it is
developed four games designed in Taiwan for primary and secondary schools: (1)
3D role play for learning anti-Japanese war during Qing dynasty and geography of
Southern Taiwan; (2) Communicative language teaching for English learning; (3)
Chinese language learning and (4) Gjun system.

In section Research Methodology and Issues, it is explained five games that are
famous in the USA for teaching primary and secondary students: (1) Making
history about World War 1II; (2) Massive multiplayer online game (MMOG) for
Mathematics, Language Arts, Science and Social Studies; (3) Dimention MTM for
Mathematics; (4) Immune Attack for Science and (5) Survival Master for STEM
(Science, Technology, Engineering and Mathematics).

In section Comparison Between Cloud-Game-Based Learning in Primary and
Secondary Schools in Taiwan and USA, a summary is presented through a table
where it is compared the target, design, hardware and software, objectives and
improvements obtained by using Cloud-game-based Learning in Taiwan and USA.
Finally, in section Conclusions and Suggestions, the conclusion and suggestions
for Taiwan. The following figure shows briefly section Comparison Between
Cloud-Game-Based Learning in Primary and Secondary Schools in Taiwan and
USA mentioned above: Fig. 1
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Comparison Between Cloud-Game-Based Learning
in Primary and Secondary Schools in Taiwan and USA

When looking for papers for the USA about Cloud-game-based Learning in pri-
mary and secondary school, most of them were orientated to college and university
applications. While in Taiwan, most of the research papers are based on Cloud-
game-based Learning for primary and secondary education. One reason for this is
that Taiwan wants their student to get accustomed to information technology and
computing devices so that it is increased the competitiveness of the students and
their clerical skills. However, as part of its Connected Educator Month, the U.S.
Department of Education notes that Cloud-game-based Learning is gaining con-
siderable attention as more and more young people are learning from games
outside of school, and more and more teachers are leveraging the power of games
to engage students in school. Well-designed games can motivate students to
actively engage in meaningful and challenging tasks, and through this process to
learn content and sharpen critical-thinking and problem-solving skills.

Most of the games found for the USA were focus on one specific lesson instead
of the complete subject in primary and secondary education. In Taiwan, the games
that were analyzed include exercises and answers for the students as well as test
and record graphics. However, these functions need more equipment and
requirements i.e. while teaching only one lesson needs only one software (that can
be saved with other programs), in order to teach a complete subject in primary and
secondary schools, it is necessary a hardware or electronic device for the software
or video game.

On one hand, Cloud-game-based Learning in the USA mainly pays attention to
the achievement of higher grades in the students’ subjects and the improvement of
skills like problem solving, team working and strategic planning. On the other
hand, in Taiwan is important to increase motivation in students and develop a deep
understanding, an enjoyable experience and cultural immersion inside and outside
the classrooms Table 1.

Table 1 Comparison between cloud-game-based learning in primary and secondary schools in
Taiwan and the USA

USA Taiwan
Target Universities Primary and secondary schools
Design Only one lesson Subject and exams
Hardware and software Software Software and hardware
Objectives Achievement Motivation
Improvement Problem solving Deep understanding

Team working Enjoyable experience

Strategic planning Cultural immersion
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Conclusions and Suggestions

It is clear from the data that Cloud-game-based Learning presents an opportunity
to engage students in activities, which can enhance their learning. Like any suc-
cessful pedagogy, outcomes need to be well planned and classrooms carefully
organized to enable all students to engage in learning. What is notable about using
games for learning is the potential they have for allowing many children to bring
their existing interests, skills and knowledge into the classroom and then use
games as a hook or stimulus to build the activities for learning around them. In
many ways these findings reflect those of earlier media education programs, which
sought to capitalize on children’s own interest in television and film and build
activities around them.

Although, it is good to have Cloud-game-based Learning in primary and sec-
ondary schools in Taiwan, it would be convenient to extend Cloud-game-based
Learning to college and kindergarten too as well as develop games in different
languages so that different countries can take advantage of them because students
perceived a range of educational benefits as a result of participating in the Cloud-
game-based Learning approaches, including increased collaboration, creativity and
communication.

For future research, it would be valuable to investigate how to cultivate more
interpersonal relationships, how to improve privacy and security in using online
video games and integrate Cloud-game-based Learning with u-learning and m-
learning.
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Abstract In the rapidly changing Web 2.0 era innovation has become a key focus
in organizations around the world. Innovation can be described as the creation of
new products that take advantage of changing markets and improved technology,
but innovation also means the ability to adapt to new technologies and create new
networks. In this paper we focus on organizations in different fields that attempt to
adapt to advances in network technology. The fields we examine are online web
stores. With regards to social media, we will examine how the design and
allowance of user feedback affects the success of E-stores. In addition we also
compare the studies done on these fields from Taiwan and America in order to
understand how regional cultural biases affect research style and direction. This
paper will study the effects of being innovative in the three fields described above
as well as the different views of being innovative in America and Taiwan.
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Introduction

The amount of people using the internet to communicate, search for information,
and create new web pages has grown tremendously in the past 20 years. Not only
has the user base for the internet grown, its capabilities and purposes have
expanded greatly as well. With such an explosive growth in users over the past
twenty, no organization in the world can ignore the importance of integrating
themselves to the online network. Older functions of the internet included looking
up information and communication via IRC channels. Now in the Web 2.0 the
internet provides cloud storage capabilities, e-commerce, and gigantic social
media community sites such as Facebook. Companies must be adaptable to the
growth of the internet user base and to the creation of new platforms of internet
usage. Organizations achieve this by being innovative and taking the initiative to
understand each new internet application before it becomes widespread.

The rapid improvement in network technologies has made it possible for over
two billion users to access the internet. In addition the internet now processes over
21 exabytes of information per month. Organizations are eager to integrate
themselves with the digital world but there is still a lack of research regarding the
most efficient ways to use web 2.0 network technologies. Companies are looking
for the best ways to design their online store websites; they want to understand
which features promote user connectivity and make communication easier. Suc-
cessful E-stores need to quick and simple, as well as having the platforms nec-
essary to form user communities that will help promote brand products (Fig. 1).

Organizations have also begun focusing their attention on popular social media
sites such as Facebook to serve as a new advertising and marketing platform. With
over 873 million users (http://www.checkfacebook.com/), Facebook is by far the
largest social media site. Companies and other independent organizations see great
potential in the Facebook fan page application, a page which allows Facebook
users to show they “like” a brand name or cause. Companies can upload pictures
and videos, provide updates, and create special Facebook apps in order to build
rapport with customers and improve their brand image. Fan pages are free and
represent an efficient minimal cost advertising technique. Fan pages save com-
panies money and raises brand name visibility, increasing profits.

The ability to store data online via cloud storage is a boon to institutions such as
hospitals. With thousands of patient files, hospitals can benefit tremendously from
online data storage, as long as they are able to keep that information secure. One
such application by hospitals is the use of balance score cards as a feedback tool to
inspect the efficiency level of internal operation. These score cards are costly and
time consuming evaluations that could become more efficient if the process of
collecting and sorting data became online-based. If these score cards could be
shared online, low scoring hospitals could study higher rated hospitals and adapt
their management techniques and fund allocations.

Adverse drug event (ADE) is an injury resulting from the use of a drug. Hospitals
need to be careful of the drug being use in the institution. Although the medications
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AHNNUAL U.5. E-COMMERCE SALES GROWTH FROM 2002

U.S. e-commerce sales growth from 2002 to 2011 (in billion U.S.
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Fig. 1 The trend toward e-commerce in America

being used are tested, constant monitoring to insure safety is still required. Hence,
hospitals are also dependent on online database collect and monitor patients with
drug usage. Prior to 2007, adverse drug event is under recognized and underreported
within the U.S. Department of Veterans Affair. Two methods for extracting and
collating ADEs into national databases where developed in years 2007. They are the
Adverse Reaction Tracking package and Veteran Affairs Adverse Drug Event
Reporting System. It is necessary to conduct multiple studies on how to achieve the
most efficient usage of all this Web 2.0 technology. We intend to examine research
done in Taiwan and the United States in order to gain two different perspectives on
how innovation can be best achieved. Researchers from each country will have their
own cultural backgrounds that affect how their study will be designed and what
conclusions they will draw from their datasets. By examining the work of two
different countries, we hope that our conclusions will show how to profit from the
global future of network technologies.

Literatures Reviews

E-commerce refers to a broad range of online business activities for products and
services. Using private network, Electronic Data Interchange (EDI), to transact
business between companies was the early form of e-commerce. As defined by
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Kestenbaum and Straight [1], e-mail, electronic fund transfer, electronic data
interchange, and any related technological integration could be identified as ele-
ments of a business system. However, different definitions to technological net-
work has brought up by Kalakota and Whinston [2]. Consolidating the principles
of e-commerce can be described as four types: business to business, business to
consumer, consumer to consumer, and consumer to business, which are all usually
associated with conducting any commercial transaction through the Internet.

With a rapid change in network technology, firms are vigorously seeking
innovative strategies to advance performance and it has aroused numerous
researchers’ interests to study this phenomenon. Many researchers focus their
studying on how corporations’ existing business model influences by innovation
and how they adapt these changes and integrate with old business model to form
new marketing strategies. According to lots of research papers, utilizing Internet
technology to expand business has more pros than cons. And also most of reports
have pointed out the common reasons that corporations have chosen to launch
online service are based on the factors of transaction costs, consumer behaviors,
and services improvement.

The marketing strategies that the majority of companies utilize for e-business
have listed out in the studies as well; such strategies are as auction, point col-
lection, and lottery. Auction is the process of sale in which goods are sold to the
highest bidder. Reward point is a program for customers to redeem points they
accumulated from purchasing. And lottery involves the drawing of lots for a prize.
The reward programs are powerful mechanisms for raising sales or brand loyalty
[3] and the two mechanisms that make positive sales impact are “points pressure”
and “rewarded behavior” [4]. Effort to earn a reward by increasing purchase is a
short term impact, described as points pressure, and the long term impact whereby
customers rise their purchase rate after obtaining the reward, can be defined as
rewarded behavior.

Opening an e-business market can acquire profitability by offering businesses
the opportunity to reduce their costs dramatically. Companies are realized that
their online systems are more valuable than the companies themselves. And this
could be happened is because of the innovative technology assisting corporations
to maximize the benefit of transactional cost, which it always refers to the six
transactional sigma identified by Downes and Mui [5]. The six types of transaction
costs are search costs, information costs, bargaining costs, decision costs, policing
costs, enforcement costs and IT costs. Firms can less depend on broker dealer to
sell products and have fully control on the quality of products and services.
Additionally, it trims down the cost on time and money to find responsible sup-
pliers and developing new customers. Via the Web, companies can directly
interact with their customers to strengthen consumer relationship and also attract
more new customers who are relying on online shopping by sharing digital con-
tent. Virtual stores can provide fastest and recent updates of new products and user
experiences than physical stores as well. Widespread Internet marketing has cer-
tainly opened many various unique possibilities for firms and helps to expand the



The New Imperative for Creating and Profiting from Network 169

corporate image. Innovative technologies can improve different aspects for a
corporation and has presented an optimistic outlook of the e-business market.

The Research Framework

The topics of innovative web design, targeted Facebook fan page marketing and
maximizing hospital efficiency are all centered about the usage of network tech-
nology and the importance of organizations being innovative. However, each topic
deigns its own research methodology as a study designed to research hospital
efficiency lacks the tools necessary to understand why consumers prefer Starbuck’s
fan page over Subway’s fan page. In this section we examine our three different
research methodologies. Hypothesis: H1: User interaction affects purchase inten-
tion; H2: Brand image affects purchase intention; H3: Event creation affects user
participation; H4: Consumer attitude affects purchase intention; H5: Heuristic
Information Processing is a driving force behind purchase intention; H6: Network
technology usage increases profits.

Comparative methodology will be using in this research to compare and ana-
lyze the companies in manufacturing sector, 3 M and Procter and Gamble (P&G),
between US and Taiwan. Both of 3 M and Procter and Gamble are multinational
manufacturers and sell from home and leisure products to health care products. As
attributions of markets in diverse regions, these two companies in US and Taiwan
would operate on different tactics of online marketing to compete domestically.
Since the online order center of 3 M in US is only open for the channel partners
and other business customers, the virtual store for daily consumers have no longer
existed, Procter and Gamble as a supportive sample in the comparison.

3 M in Taiwan has opened an online shopping site to serve its customers
directly and conveniently which customers can purchase various 3 M products
from displays and graphics, health care, to home and leisure. Since virtual store
has helped 3 M sell products without broker, 3 M have fully control to promote its
products in low prices irregularly to raise sells. There are different tactics can be
seen on online web site of 3 M Taiwan, (1) Auction: 3 M sets a $1 in New Taiwan
dollar reserve price by offering consumers up for bid. (2) Reward point: Customers
can obtain points when they purchase products from 3 M online and which cus-
tomers can use these collected points to exchange 3 M products; (3) Lottery: Once
customers have become members online, they will receive a lottery number while
logging into the Web. Customers will win a prize when his/her numbers are drawn
(Fig. 2).

The listed marketing strategies are as allures to attract more shoppers and also
can help 3 M to understand consumer behavior. From studying consumer
behavior, 3 M can implement dynamic product adjustment to correspond with
market trend and can acquire immediate responses from customers when new
products are released.
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Fig. 2 The framework of this research

Additionally, 3 M has created a forum and fan page on Facebook to have live
interaction with consumers. This has given a platform for consumers to share their
experiences using 3 M products and for 3 M to share and update its recent news
and new products vividly and instantly by uploading audios or pictures. Either
social media or virtual store, innovations exponentially grow consumer affinity for
the brand and mutually raise sales for 3 M and its retail partners.

As shown from the comparisons, 3 M and Procter and Gamble are vigorously
seeking advance network technologies to strengthen their business. Since con-
sumers move based on the development of the market and their shopping habits, e-
business continues to grow faster than traditional retail. Percentage of e-business
revenue is expected to more than double in next few years even now e-business
total revenue is only 6-12 % of a traditional retailer’s total revenue. Figure 1
indicates the future outlook of online shopping market is optimistic, therefore; 3 M
and Procter and Gamble should gradually shift their concentration from traditional
retail to e-business. 3 M and Procter and Gamble must adjust their marketing
strategies as attributions in diverse regions and operate on different ideals of
network technology to compete domestically.

Results and Discussions

Posts on 3 M Taiwan Facebook and individual brands of Procter and Gamble US
show different atmospheres to online users. The tactic that Procter and Gamble
used in social media is to partner with celebrities and it would lead to a creation of
commercial polished environment which shopping decisions of some customers
will influence by the celebrities. 23 % of the respondents strongly agree celebrity
endorsement is a method of persuasion. Sales and brand visibility will tend to react
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with media exposures and reputation of celebrities positively because a high-status
endorser can facilitate reassure the true quality of a product to consumers [6].
50.7 % of the respondents agree that using celebrity endorsement will make the
brand stand out in the clutter. Economic value of celebrity endorsement is prof-
itable. As the statement from P&G India, the effect of celebrity endorsement
helped one of the major brands of P&G to rank as the market leader with over
45 % market share. Different than what Procter and Gamble US approach, 3 M
Taiwan provides a simple platform for consumers to share experiences and
reviews. Certainly, the simplicity builds an intimate friendship between 3 M
Taiwan and consumers.

Conversely, 3 M Taiwan shows creativity on its online shopping store than
Procter and Gamble US. 3 M Taiwan offers a loyalty program including reward
point, lottery and auction, to optimize its sales and also establish an unique way to
interact with shoppers. Reward program is a promotional tool to incentivize
consumers on basis of cumulative purchases from a firm [7]. From a case study, a
consumer will spend between 20 and 25 % more per visit in a well-constructed
loyalty program. As Lottery, shoppers require to log into 3 M virtual store in order
to receive a daily lottery number. Lottery acts as a temptation to consumers for
visiting 3 M virtual store everyday and it successfully increases chances of cus-
tomers to purchase products even customers are not planning to. E-Store, name of
Procter and Gamble’s virtual store which is partnership with PES Web, does not
offer any reward programs and it makes E-Store less competitive to the market
(Fig. 3).
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Conclusions and Suggestions

More similar characteristics of companies will start an online shopping business to
emulate and for advancing their services and the existed virtual stores should be
out with the old to make way for the new in order to strive for success. The
suggestions will be: (1) Strengthen relationship with online consumers. Companies
must divide up the market serves to prioritize the primary target markets they will
focus on, which the segments will facilitate companies to profoundly comprehend
market characteristics and types of consumers. From the analysis, companies can
release different kinds of discounts for distinct customers and update to keep
websites continuously fresh. (2) Partnership with other firms in different industries.
Companies can cooperate with other types of reward programs to reinforce ser-
vices. For example, if Procter and Gamble signed an agreement with Air Miles
(Air Miles is a Canada based reward program offering flight mileage on a mul-
tiplicity of products and services, which was launched in the United States in
1992): (a) Members can also earn Air Mile points when they purchase products
from any brands of Procter and Gamble; (b) Members can transfer their points or
flight miles between both reward programs; (c) Members can redeem Air Miles
points for Procter and Gamble products.

Advantages of partnership are attracting more prospective customers and cus-
tomers can enjoy a variety services from two or more companies. Either 3 M or
Procter and Gamble can consider forming partnership with other firms in different
industries to expand their businesses. Additionally, 3 M or Procter and Gamble
can complement with its partners to better allocate their business. Besides, firms
can design customer satisfaction surveys and questionnaire for existing and pro-
spective customers to obtain information about: (1) Appealing of web pages
atmosphere; (2) How good selection of products was present; (3) How satisfied
consumers are with their purchases via virtual store; (4) Age range; (5) What kind
of goods consumers usually buy online; (6) Online purchase intention.

Surveys and questionnaire quantify firms’ strengths in growth opportunities,
area for improvement, and competitive threats. Furthermore, firms are able to view
their performances objectively and adjust business model and target market on the
right track. As attributions of markets in diverse regions, 3 M and Procter and
Gamble in US and Taiwan would operate different ideals of network technology to
compete domestically and internationally. If 3 M or Procter and Gamble and other
loyalty programs collaborate on rewarding, it will enhance brand visibility in
multiple countries and consumers will acquire diversifies services. Besides, they
can mutually help one another in business. Network technology brings profes-
sional and creativity to the business market and convenience to either firms or
consumers. Innovation is inevitable.
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What is Affective Learning?

Wen-Yen Wang, Ling-Chin Ko, Yueh-Min Huang, Yao-Ren Liu
and Shen-Mao Lin

Abstract Affective computing can be used to evaluate human psychological
reactions after using affective equipment. And, learners produce intrinsic and
extrinsic affective reactions in the learning process called as affective learning.
However, some work evaluates affective learning through non-computing method
as compared to computing one. Based on the survey, this work demonstrates two
examples that used different methods to evaluate affective learning. In addition,
the characteristics of the methods have been discussed and explored to understand
affective learning further.

Keywords Affective computing - Affection

Introduction

What is affective learning? Affective learning means that learners generate
intrinsic and extrinsic affective reactions in the learning process [1]. The reactions
include personal emotion, feeling, fancy, attitude, and so on. Learners may also
produce personal emotion performance and extrinsic reactions facing specific
courses, teaching materials and subjects in the learning. These affective reactions

W.-Y. Wang (X)) - Y.-R. Liu - S.-M. Lin

Department of Information Engineering, Kun Shan University, No. 949, Da-Wan Road,
Yung-Kang, Tainan city 71003, Taiwan, Republic of China

e-mail: wwang @mail.ksu.edu.tw

L.-C. Ko
Information and Communication, Kun Shan University, No. 949, Da-Wan Road,
Yung-Kang, Tainan city 71003, Taiwan, Republic of China

Y.-M. Huang
Department of Engineering Science, National Cheng Kung University, Taiwan, No. 1,
University Road, Tainan city 701, Taiwan, Republic of China

Y.-M. Huang et al. (eds.), Advanced Technologies, Embedded and Multimedia 177
for Human-centric Computing, Lecture Notes in Electrical Engineering 260,
DOI: 10.1007/978-94-007-7262-5_20, © Springer Science+Business Media Dordrecht 2014



178 W.-Y. Wang et al.

have cognitive changes with personal favor degree, referring to the learners’
cognitive thoughts and behavioral performance [1]. The changes in the emotion
performance can be regarded as a class of emotion. The extrinsic affective reac-
tions of the learners in studying various things can generate different emotion
combinations, which are regarded as a learning reaction of affective learning.

As the equipment for affective computing is complicated and expensive, instead
of using affective computing for discussion, some studies observed the learners’
intrinsic and extrinsic emotion in learning, and used adaptive strategy for dis-
cussion, so as to evaluate the learner’s affective reactions.

Related Studies

Christian (2010) indicated the affective computing technology could be used to
simulate the human cognitive inference capability, and implemented the test
environment for simulation [2]. It was a 3D emotional space displaying the con-
tinuous development combination of human inner thoughts and somatic reactions.
The facial expression of emotional change could be calculated by affective com-
puting, so as to know how the affective reactions generated continuous combi-
nation process of a person’s emotional response to body change through the effect
of cognition. Kiavash et al. (2012) proposed an improved learning framework,
using web camera and microphone for learning [3]. The camera and microphone
were used to collect the learners’ facial expressions, operating conditions and
learning reactions. The learners’ learning data were analyzed by affective com-
puting, so as to help the learners observing their learning behaviors, and improve
their learning effectiveness, flexibility and expandability. Nik and Tanya (2012)
indicated that the facial expression of learners could be observed by computational
analysis of affective learning and computer arithmetic, so as to identify the present
emotion type of the learners [4]. The results could be helpful in evaluating the
different emotional reactions in various environments. The learning changes and
states of the learners could be analyzed effectively. Guhe et al. [5] designed an
emotion mouse. When the users used the mouse, the mouse could sense the users’
physiological data, including heart rate, hand temperature, conductivity of skin,
and so on. The present physiological state of the users was recorded to analyze the
learners’ physiological state in various learning environments. Arindam and
Amlan (2012) found that the affective computing technology could improve
learning [6]. The learners’ facial expressions were analyzed and classified by
collecting the biological signal of emotion detection. The learners’ response was
known from the classified facial expression, and the suitable learning style was
found as detailed classification for adjusting learning.

The affective learning state can calculate and measure the affective state of the
learner in learning. Some scholars have observed the intrinsic and extrinsic
emotion of the learner in learning, and used adaptive strategy for discussion for
evaluating the learners’ affective reactions. This is called affective learning, but is
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seldom discussed. Anderson and Krathwohl [7] proposed the theoretical five-
hierarchy architecture of affective learning, including receiving, responding, val-
uing, organization and internalization from bottom to top. At the low hierarchy of
the primary structure of emotion theory, the behavior of emotion hierarchy is more
specific and apparent; at the high hierarchy, the hierarchy of emotion is more
abstract and complex.

Although affective learning implements different strategies by using or not
using affective computing, they aim to discuss the emotions of learners in learning,
and to use these emotions to improve the learning state of learners.

Example of Affective Computing Strategy

Kwok et al. [8] suggested helping students to understand and utilize Six Thinking
Hats in SAMAL to generate creative solution, instead of asking them to wear six
colors of hats, and using the six interactions and emotions to evoke their mental
states for problem solving. The SAMAL (emotional atmosphere learning) provides
an unique integrated environment, using cognitive and environmental emotions to
improve learning. Bono’s Six Thinking Hats approach in learning process pro-
posed a research model to check the learners’ affective experience, learning par-
ticipation and creativity in positive SAMAL environment. In the research model,
compared with physical setting, SAMAL setting uses learners’ vision, hearing,
sense of smell and interactive feeling to evoke appropriate affective and psycho-
logical conditions, thus stimulating learners to participate in the process of Six
Thinking Hats, and generating creative solutions in SAMAL. Therefore, the
ambient stimulation or message is delivered to learner. The learner produces the
personal perception after receiving the delivery, then express emotion that the
perception affects his or her thinking. The entire procedure is named as ambient
affective computing as shown in Fig. 1.

Example of Strategy not Using Affective Computing

Besides measuring biological features of learners, some scholars have discussed
another aspect of affective learning, which is the basic concept of emotion. First,
the learner receives learning triggering action, so that the internal learner responds
and evaluates the value and experience obtained from learning. The value and
experience of learning are reorganized, and the combined value and personal value

[Ambient stimulation or message delivery]=>[perception] = [ emotion ]

Fig. 1 Ambient affective leaning
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Receiving

Diverse affection Responding Diverse affection
Valuing
Organization

Internalization

Fig. 2 Affective learning with diverse affection

are combined. The architecture of affective learning theory is formed systemati-
cally to attain the deep level objective of educational psychology aspect. Kra-
thwohl et al. [9] proposed the research direction of using five learning phases to
observe the learners’ emotional change and external response in learning. The
extrinsic learning of learners is converted into personal psychological features,
including intrinsic interest, attitude and value. Finally, American educationalists
Anderson and Krathwohl (2001) proposed the overall theory of affective learning
[7]. The theory of affective learning, from bottom to top, is divided into five
hierarchies, including receiving, responding, valuing, organization, and internali-
zation as Fig. 2. At the low hierarchy of the primary structure of the emotion
theory, the behavior of emotion hierarchy is more specific and apparent; at the high
hierarchy, the hierarchy of emotion is more abstract and complex. The architecture
of affective learning is formed systematically to attain the deep level objective of
educational psychology aspect. This is another part discussed in this study. The
five hierarchies are introduced as follows. Receiving means the learner is willing
or active to receive or participate in learning activities with some kind of stimu-
lation. Responding indicates the learner is willing to participate in learning
activities, and participates in learning as interested in learning. Thereafter, the
affection is passed to valuing. On this stage, in terms of the learner’s cognition or
impression of persons and objects in an environment, the objects are judged and
measured by personal inner assessment standard. It can be regarded as personal
intrinsic value measurement criteria. Then, the organization stage expresses the
learner conceptualizes the learned or referenced values, and then classifies and
integrates them into a new value by systematization. Finally, the learner charac-
terizes various exotic values, integrated with personal value by personal judgment
into personal shared value belief system as the basis of behaving and dealing with
matters in the future. This system can integrate belief, concept and value structures
into consistent intrinsic system.
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Conclusion and Future Research

Using auxiliary system to measure the features of learners in learning can reach
very high accuracy, however, such measurement and computing are very costly
and complex, and cannot be used extensively. Thus, the affective learning com-
puting has not yet been extensively used in learning so far [1].

In terms of whether affective learning has used affective computing, there has
not yet been questionnaire for affective learning in the affective assessment of
affective learning in studies. Future studies can design a questionnaire for affective
learning factors.

References

1. Picard R, Papert S, Bender W, Blumberg B, Breazeal C, Cavallo D et al (2004) Affective
learning: a manifesto. BT Technol J 22(4):253-269

2. Becker-Asano C, Wachsmuth I (2010) Affective computing with primary and secondary
emotions in a virtual human. Auton Agent Multi-Agent Syst 20(1):32-49

3. Bahreini K, Nadolski R, Westera W (2012) FILTWAM-a framework for online affective
computing in serious games. Procedia Comput Sci 15:45-52

4. Thompson N, McGill TJ (2012) Affective tutoring systems: enhancing e-learning with the
emotional awareness of a human tutor. Int J Inf Commun Technol Educ 8(4):75-89

5. Guhe M, Gray WD, Schoelles MJ, Liao W, Zhu Z, Ji Q (2005) Non-intrusive measurement of
workload in real-time. In: Proceedings of the human factors and ergonomics society annual
meeting, 2005. SAGE Publications, pp 1157-1161

6. MacLean EL, Matthews LJ, Hare BA, Nunn CL, Anderson RC, Aureli F et al (2012) How does
cognition evolve? phylogenetic comparative psychology. Anim Cogn 15(2):223-238

7. Anderson LW, Krathwohl DR, Airiasian W, Cruikshank K, Mayer R, Pintrich P (2001) A
taxonomy for learning, teaching and assessing: a revision of Bloom’s taxonomy of educational
outcomes, Complete edition. Longman, New York

8. Kwok R, Cheng SH, Ho-Shing Ip H, Kong J (2011) Design of affectively evocative smart
ambient media for learning. Comput Educ 56(1):101-111

9. Krathwohl DR, Bloom BS, Masia BB (1964) II: handbook II: affective domain. David McKay,
New York



The Influences of Emotional Reactions
on Learning Gains During
a Computerized Self-Assessment Test

Yueh-Min Huang, Chin-Fei Huang, Ming-Chi Liu
and Chang-Tzuoh Wu

Abstract This study aims to examine learning gains and emotional reactions by
receiving applause during computerized self-assessment testing for elementary
school students. The participants were asked to solve mathematics problems in a
computer-assisted self-assessment system with or without pre-recorded applause
as emotional feedback while EEG measurements were taken. The results of this
study provide support for the belief that it is useful to improve students’ learning
achievement by using emotional reactions such as applause during computer-
assisted self-assessment testing, especially for male students. It is suggested that
teachers may create such a positive emotional self-assessment learning environ-
ment as encourage students to learn by themselves more efficiently.

Keywords Applause - EEG - Emotion - Computer-assisted self-assessment

Introduction

Assessment is one of the useful instruments in the education domain since it can be
frequently carried out by teachers to evaluate students’ learning gains. However,
from the students’ perspective, assessment normally turns into an invisible source
of stress and anxiety if they cannot achieve the expected grades [1]. A self-
assessment test system is typically considered as an effective instructional strategy
for training students to evaluate their own learning progress and helping them
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prepare to face anxiety and other emotional states during tests [2]. Self-assessment
provides a practice chance for students to rehearse the course content and discover
unfamiliar content, so they will be prepared for in-class tests [3]. Incidentally, an
increase in students’ test achievement and a decrease in their anxiety will occur
through the training of self-assessment (Snooks 2004).

Although self-assessment is beneficial for students to prepare for tests and to
maintain learning motivation, paper-based assessment always creates the stressful
experience of a typical exam [4]. The evidence from past studies indicates that
computer-based assessments (CBA) could be more user friendly for students [2].
Besides, the advantages of CBA include security, reducing the time and cost of
assessment, recording students’ test results automatically, and providing instant
feedback [5]. To sum up, it is both important and suitable for learners to integrate
self-assessment and computer-based assessment [2], (Nicol and Macfarlane-
Dick 2006). In this study, we therefore combined self-assessment and computer-
based assessment into a computerized self-assessment test.

Affect is the basis of human experience. There are two types of affect, positive
and negative [6], where positive affect (e.g. acceptance, joy, confidence, etc.) has a
positive impact on learning, memory, and thinking. On the contrary, negative
affect (e.g. anxiety, anger, fear, sadness, etc.) has a negative impact on motivation,
and leads to inattention. Moridis and Economides [2] indicated that negative affect
impedes learning. More negative affect is caused when the learner replies to a
question with the wrong answer. Therefore, affect has a tremendous impact on
learners’ learning. However, in paper-based assessment, it is difficult to understand
learners’ affect and to give them immediate feedback [7].

Issues of immediate affective feedback for computer-assisted self-assessment
have been increasingly discussed in recent studies [2]. These studies all suggest
that immediate affective feedback for computer-assisted self-assessment could
help to promote students’ self-confidence and performance. In this study, we
adopted neuroscience technology to explain the reasons for the gender differences
and why the rewarding feelings influence students’ test performance. The results of
this study could provide psychological evidence to interpret the underlying reasons
for the findings and could provide useful suggestions for the design of further
systems.

Methodolgy

This study adopted the Hot Potatoes System to design the computer-self-assessment
tests. The experimental task and the controlled task designs are shown in Fig. 1.
In the first step, the single choice question type was chosen to compose the tests for
both the experimental and controlled tasks. Second, fifteen single choice type
mathematics questions were individually imported into the computer-assisted test
for both the experimental and controlled tasks. In other words, there are 30 single
choice test questions in this study allotted to the two parallel tasks. Third, it was
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designed that the participants in the experimental task would receive applause when
they got the right answers, whereas the participants in the controlled task would not.
Fourth, all of the participants needed to complete the computer-assisted self-
assessment test. The correlation of these two tests for the two tasks is 0.96. This
high correlation indicates that the two tests are highly consistent with each other.

The details of the third step are that a pre-recorded sound of applause was
imported into the Hot Potatoes System for the experimental task. If the students get
the correct answer, the applause sound is played, accompanied by the word
“correct” shown on the computer screen. If the students get the wrong answer, no
sound is played and the word “wrong” is shown on the screen. In the controlled
task, there is no applause played if the answer is correct; however, the word
“correct” is shown on the screen. If the students get the wrong answer, the word
“wrong” is shown. The computer-assisted self-assessment tests for the experi-
mental and controlled tasks were exported to create the achievement tests for this
study.

This study was conducted at an urban university in Taiwan. A total of 30
students (n = 30, 15 males, 15 females; mean age £ S.D. = 19.2 £ 2.0 years)
participated in this study, divided into two groups, one male group and one female
group. All participants were asked to complete both the experimental and con-
trolled task tests using neuroscience technology throughout the whole process to
collect the psychological data. This study conformed to The Code of Ethics of the
World Medical Association (Declaration of Helsinki) and was approved by the
ethics committee of National Kaohsiung Normal University.

In this study, students’ anxiety levels were measured using the State-Trait
Anxiety Inventory (STAI) [8] which was the same instrument used in the research
of [2]. The self-report inventory included 20 items to assess the participants’ state
of anxiety. Responses to the items ranged from 1 to 4, as follows: (1) not at all; (2)
somewhat; (3) moderately so, and (4) very much, according to the students’
feelings. Scores range from a minimum of 20 (highest anxiety) to a maximum of
80 (lowest anxiety). The validity of the contents of the Chinese version was
assessed by three professional psychologists, and the Cronbach’s alpha was 0.91
for the state subscale.

Two mathematics tests on the addition of two-digit numbers were administered
in this study, consisting of 15 single choice type questions with a perfect score of
30. The correlation of these two tests is 0.96, and the Cronbach’s alpha values
were 0.84 and 0.87 for the two tests respectively.

- Import the
Experimental task uontent of [
X Import the
p— ‘ wntent 0f ‘

Fig. 1 The hot potatoes system
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In this study, the EEG supplied neuroscience data indicative of the effect of
gender differences on emotional reactions during a computer-assisted self-
assessment test, and to the best of our knowledge, this is the first study to provide
concrete evidence regarding this issue. The neuroscience technology adopted in
this study is EEG (Electroencephalography) which is a procedure to measure the
electrical activity of the brain through the skull and scalp [9]. When participants
recognize specific emotional reflections, the corresponding electrical activities in
the brain are induced [10].

All students were advised that they needed to take a computer-assisted final
mathematics exam in this study. They were also told that they could participate in
a computer-assisted self-assessment test twice as practice before the exam. All
students in this study took the computer-assisted self-assessment test twice, the
controlled test first followed by the experimental test. The two tests were separated
by an interval of one week. The duration of each test was approximately 20 min.

The state of anxiety questionnaire was distributed both before and after the
controlled and the experimental tests. In the process of completing the tests, all
participants had to wear the electrode cap in order to collect the EEG data. At the
beginning of the EEG experiment, all students were asked to sit down and relax.
The EEG of their rest state was collected to be the individual brain wave baseline.

We recorded all participants’ EEG signals when they were completing the
experiments. Frequency analysis was performed in the delta (1-4 Hz), theta
(4-7 Hz), alpha (8-12 Hz), beta (13-30 Hz) and gamma (>30 Hz) frequency
bands. The evidence of brain activities from these frequencies and power values
could help to verify the hypothesis that the part of the brain that generates feelings
of reward is more active in males than in females during the computer-assisted
self-assessment test. The extracted data were analyzed using a ¢ test and ANCOVA
analysis (SPSS version 17.0).

Results and Discussion

Computer-assisted self-assessment tests with and without applause were admin-
istered in this study and the statistical data from the state of anxiety questionnaire
were collected before and after each test. The first to be administered was the
controlled test without applause as emotional feedback. The results of this test are
discussed first. The results show that the male group scored 12.4 & 1.5 points
compared with 11.3 & 1.8 points for the female group in the controlled task
mathematics test. There is no significant difference between the two groups’
performance on the test. However, for the male group, the state of anxiety after the
controlled test is significantly higher than before the test.

Then, t-test analysis was used to assess the differences in the scores of the state of
anxiety of the male and female groups before the controlled computer-assisted self-
assessment test. The results show that the females had a significantly higher state of
anxiety before the test (t = —2.05, p < 0.05) than the males. Hence, analysis of
covariance (ANCOVA) was used to assess the differences in the scores of the state
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of anxiety of the two groups after the test. The result shows that there are no
significant differences (F = 2.96, p > 0.05, #2 = 0.099) in the scores of state of
anxiety between gender after the controlled computer-assisted self-assessment test
without applause. This finding is consistent with the results of the research of [2]
who suggested that the main effect of gender on state of anxiety is not significant.

Our findings by anxiety questionnaire mostly in line with those found in lit-
eratures. However, we argue that anxiety should be a continuous state rather than
an outcome of a period. Apparently, the data from questionnaire in the aftermath
of the test presumably regarded as the emotion state needs to be confirmed. In
short, a continuous observation is a substantial step to conclude the questionnaire.
For the purpose, the EEG data of the males and females who performed the
experimental computer-assisted self-assessment test with applause were analyzed.
The topographical map of the brain is shown in Fig. 2. For the male group, the
result reveals that the power values of the alpha 1 and alpha 2 frequencies are more
active on the two sides of the frontal lobe than they are for the female group.
Blackhart et al. [11] mentioned that the power values of the alpha 1 and alpha 2
frequencies from the two sides of the frontal lobe are often induced by the
appearance of positive emotions [11]. In other words, the higher power values of
the alpha 1 and alpha 2 frequencies mean more positive emotion activities.
Therefore, the findings indicate that, in the experimental computer-assisted self-
assessment test with applause, the part of the brain that generates feelings of
reward is more active in males than in females during computer-assisted self-
assessment testing (Table 1).

(b) __(©

Delta | Theta | Alphal

[Alpha2] Betal | Beta2

Fig. 2 The hot potatoes system. a Females. b Males. ¢ Frequency table

Table 1 The scores of state of anxiety before and after the computer-assisted self-assessment
test for males and females not receiving applause (controlled task)

Task Gender Variables Mean = S.D. ¢ Cohen’s d
group
Controlled Male State of anxiety 63.87 £ 3.70 —241* 0.030
task group (pretest)
State of anxiety (posttest) 61.93 £ 3.13
Female group State of anxiety 59.73 £ 6.90 —0.65(n.s.) 0.049
(pretest)
State of anxiety 60.07 £ 6.94

(posttest)
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Huang and Liu [12] mentioned that the frontal lobe of the human brain dom-
inates humans’ high-level thinking, mental rotation and math calculations.
Ho et al. [10] also indicated that the delta frequency in the frontal lobe of the
human brain is related to humans’ high-level cognitive processing. For this reason,
this study further analyzed the delta frequency power values in the frontal lobe
(F4 electrode). The results show that both the male and female groups had higher
delta frequency power values when completing the controlled computer-assisted
self-assessment test without applause feedback than for the test with applause
feedback (see Fig. 2).
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A Conceptual Framework for Using
the Affective Computing Techniques
to Evaluate the Outcome of Digital
Game-Based Learning

Chih-Hung Wu, Yi-Lin Tzeng and Ray Yueh Min Huang

Abstract That’s an interesting issue for how the outcome that educators use angry
bird to teach projectile motion physics theorem. For verifying the possibility of
playing angry bird to learn the projectile motion physics problem, this study design
an experiment that include two different learning methods. One is the tradition
learning method, and the other one is to learn the projectile motion using Angry
Bird. When student learning, their eye movement data, brain wave and heart beat
will be measured for analyzing their attention, emotion and the strategy of solving
problem. After learning, they take a posttest to prove the digital game-based
learning method can help student learning.

Keywords Affective computing - Eye movement - Brain wave - Heart rthythm
coherence - Digital game-based learning

Introduction

The motivation of games could be combined with curricular contents into “Digital
Game-Based Learning (DGBL)” [1]. Games that encompass educational objec-
tives and subject matter are believed to hold the potential to render learning of
academic subjects more learner-centered, easier, more enjoyable, and more
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interesting. Although games are believed to be motivational and educationally
effective, the empirical evidence to support this assumption is still limited and
contradictory [2]. The mobile game “Angry Bird” is a very famous game. Because
“Angry Bird” has relations with projectile motion physics theorem. Some edu-
cators combine this game and physics course to enhance the student’s motive. But
the educators use angry bird to teach that is just for fun, or really can promote
student’s grade in real course. That’s an interesting issue.

For verifying the possibility of playing angry bird to learn the projectile motion
physics problem, this study design an experiment that include two different
learning methods. One is the tradition learning method, and the other one is to
learn the projectile motion using Angry Bird. When student learning, their eye
movement data, brain wave and heart beat will be measured for analyzing their
attention, emotion and the strategy of solving problem. After learning, they take a
posttest to prove the digital game-based learning method can help student learning.

Literature Review
Digital Game-Based Learning

Several studies found the digital game can change the players’ emotion. Ravaja
et al. [3] looked at facial EMG activity and skin conductance responses as well as
assessments of mood during game-play (joy, pleasant relaxation, fear, anger, and
depressed feeling) in response to short duration emotional game events. They
found the game events did in fact lead to emotion state [3].

Affective Computing in Learning

Since Affective Computing was proposed, there has been a burst of research that
focuses on creating technologies that can monitor and appropriately respond to the
affective states of the user [4]. Because this new Artificial Intelligence area, com-
puters able to recognize human emotions in different ways. Why human emotion is
an important research area? The latest scientific findings indicate that emotions play
an essential role in decision-making, perception, learning and more [5].

The Physiological Input Signals this Study Selected

The physiological input signals of eye movement, EEG and ECG were selected to
input our learning affective recognition system. According the past studies, several
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techniques need to be combined to estimate the state of attention and emotion. Eye
movements provides information about location of attention and the nature,
sequence and timing of cognitive operations [6]. With the emergence of Elec-
troencephalography (EEG) technology, learner’s brain characteristics could be
accessed directly and the outcome may well hand-in-hand supported the con-
ventional test recognize a learner’s Learning Style [7]. And the arousal state of the
brain [8], alertness, cognition, and memory [9, 10] also can be measure. Heart rate
variability from ECG, has gained widespread acceptance as a sensitive indicator of
mental workload [6]. And positive emotions may change the HF components of
HRV [11].

Method
Research Hypotheses

To examine the relationships among different learning methods, learner attention,
emotion, strategy and learning outcome, this study utilized the following two
different learning methods: digital game-based learning, study the projectile
motion physics problem by Angry Bird; tradition learning, study by text
description, coordinates and formula. To fairly compare how digital game-based
learning affect learning attention, emotions, strategy and learning outcome, the two
learning methods in this study have the same learning content and learning
objectives; that is, the same learning materials are presented in different methods.
Figure 1 shows the relationship framework of the discussed research variables in
this study (Tables 1, 2).

Research Variables

The input and output variables in this study are shown in Table 3. Learner
attention is recognized by the Neurosky system, it was used to detect neuron
electric triggering activity, and it has the earphone appearance. According the
NeuroSky proprietary Attention and Meditation eSense algorithms, NeuroSky can
report the attention score each second. The range of attention score is 1-100
(1 = very low attention level and 100 = very high attention level). Learner
emotion is recognized by the emWave system, which uses human pulse physio-
logical signals to identify Coherence score every 5 s. Coherence score have 0, 1
and 2 (0 = negative emotion, 1 = peaceful and 2 = positive emotion). Strategy
includes visual attention and sequential analysis. To successfully solve this
problem, participants need to distinguish the key factors. Fixation duration on
options and factors provide the data to show that learners’ thinking will pay much
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Attention (brain wave)
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Fig. 1 Relationship framework of the research variables discussed in this study

Table 1 Multi physiological feature system review

Physiological input signals

Research object Reference Eye EEG ECG Facial Speech SCR
Emotion recognition [12] X X
Neonatal seizures [13] X X

Emotion recognition [14] X X

Emotion recognition [6] X X X

Visual search task [15] X X

Emotion recognition [16] X X

Emotional distractors [17] X

Emotion recognition [18] X

Emotion recognition [19] X

Brain computer interface [20]

Reading process [21] X X

Emotion recognition [22] X X

Learning state [23] X

Driver fatigue [24] X

Driver fatigue [25] X X

Emotion recognition [8] X

Epilepsy state [26] X X

Learning state My research X X X

According to the table, we found the physiological signals of eye movement, EEG and ECG have
become the research trends. But it not exist a system combined these signals to recognize the
affective of human

attention to refer which key factors. In addition, sequential analysis can effectively
infer the overall behavioral path patterns during learners’ thinking. We can
observe the problem solving logic of learners. The assessment of learning outcome
is based on pretest and posttest results.
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Table 2 Hypotheses and reference in this study

Hypotheses Reference
H1. Learners use digital game-based learning method that [27]

have better attention score, and have significant difference
H2. Learners use digital game-based learning method that have [3, 28]

more occupied percentage of positive emotion, and have
significant difference
H3. Learners use digital game-based learning method that have [3, 28]
less occupied percentage of negative emotion, and have
significant difference

H4. There is a significant positive correlation between attention [29, 30]
and learning outcome

HS. There is a significant positive correlation between positive [23, 31]
emotion and learning outcome

H6. There is a significant negative correlation between negative [23, 31]
emotion and learning outcome

H7. Learners use digital game-based learning method that have [2]

better learning outcome, and have significant difference

Table 3 Input and output variables in this study

Input device Input variables Output

Neurosky Attention score will be calculated each second. Attention
(The range of attention score is 1 to 100;
1 = very low attention level and 100 = very
high attention level.)
emWave Coherence score will be calculated every 5 s. Emotion
(Coherence score have 0, 1 and 2;
0 = negative emotion, 1 = peaceful and
2 = positive emotion)
Eye tracker 1. Visual attention: fixation duration on options Strategy
and factors
2. Scan paths for sequential analysis

Participants and Design

Thirty university students will participate in this study. All of them took the
fundamental projectile motion course in the past. Therefore, they already pos-
sessed some prior knowledge for solving the physics problem. All participants had
good visions and passed the eye-tracking calibrations. For verifying the possibility
of playing angry bird to learn the projectile motion physics problem, this study
refers a multiple-choice science problem solving study [32]. Four images in which
four factors (velocity in slingshot, degree in slingshot and pigs from a variety of
structures) were included were designed to be inspected by each participant during
the problem solving task. These four factors correspond with the velocity, degree,
texture and fall point in projectile formula. In projectile motion course, the
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projectile formula is shown in following:

distance = (V cos

distance

Vsin0 + \/(Vsin 0)* + 2gh
4

fall point

where V is velocity, 0 is degree, h is the distance between ball and ground,
distance is the length of the ball from slingshot flying to fall point.

Procedure

Participants will test individually. On arrival and after attaching physiological
sensors, the participants will be asked to read an introduction. Participants will be
told that four images in which four factors (velocity in slingshot, degree in
slingshot, birds and pigs from a variety of structures) will be displayed for 5 m on
a screen in front of them. On the top of the screen, the problem will be initiated by
a statement describing, “According the first shot, please select an image inferring a
best combination you will choose and justify your selection.” Before the experi-
ment begins, all of the participants pass the calibrations by eye tracker and Ware
have signal input. Next, the experiment begin, the emotion and eye movement data
will be recorded when participant solving the problem. In addition, participants

»

Before learning

During learnin, » After learning

|
Pretest ’—H

|
|
Learning methods 1: digital game-based learning ‘ |
|

Posttest

Learning methods 2: Static e-learning ‘

Fig. 2 The flow of experiment
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will be asked to think aloud while solving the problem. By doing so, we can
accumulate participants’ justifications which are used to check against their
selection. A think aloud training will be conducted before the experiment start.
The entire experiment will lasting approximately 10 min. Participants’ eye
movement data, emotion and attention state and question responses will be
recorded. The flow of experiment is shown in Fig. 2.
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Adopt Technology Acceptance Model

to Analyze Factors Influencing Students’
Intention on Using a Disaster Prevention
Education System

Yong-Ming Huang, Chien-Hung Liu, Yueh-Min Huang and
Yung-Hsin Yeh

Abstract This paper explores the potential of geographic information system
(GIS) in disaster prevention education. Open source GIS is applied to build a
disaster prevention education system used to assist students in strengthening their
knowledge of typhoon prevention and enhancing awareness of typhoon disaster.
An experiment which the technology acceptance model was applied as the theo-
retical fundamental was designed to investigate students’ intention on using the
system. A total of 34 university students participated in using the proposed system.
Results show that (1) perceived ease of use has a positive and significant influence
on attitude toward use and perceived usefulness; (2) perceived usefulness has a
positive and significant influence on attitude toward use and behavioral intentions;
(3) attitude toward usage does not have a significant influence on the students’
intention to use the system.
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Introduction

Disasters always caused the losses of life, property damage as well as social and
economic disruption. Disaster is a serious disruption of functions of a community/
society, which includes human, material, economic or environmental losses [1].
Disasters involve natural disasters, technological disasters, and man-made disas-
ters [2]. Earthquake, flood, landslide, windstorm, drought and wildfire are a type of
natural disaster [2]. Industrial and transport accident as well as bomb explosion are
a type of technological disaster [2]. Man-made disaster is an event brought
extensive damage and social disruption through complex technological, organi-
zational and social process such as terrorist activity [2, 3]. Once disasters occur, it
always led to huge loss no matter what caused it. Thus, it is a vital issue to develop
a sound approach to mitigate the effect of disasters.

Disaster education is one of useful ways to mitigate the effects of disasters [4—
7]. Early on, Vitek and Berta proposed that education is the most reliable means of
gaining information about disasters and learning how to react during emergencies
[7]. Later, Becker reported a technological disaster education project which was
used to foster the ability of students to collaboratively deal with a chemical or
nuclear disaster [4]. Ronan and Johnston examined the role of disaster education
for increasing youths’ resilience to disasters, and their findings revealed that
disaster education was helpful to increase youths’ resilience to disasters [5].
Recently, Tanaka explored whether disaster education can enhance people’s
readiness for disaster. His results showed people with disaster education are more
prepared than people without disaster education [6]. Overall, disaster education
can assist people in realizing the seriousness of disasters and promote people’s
capacity for handling disasters further.

Among the studies of disaster education, natural disaster education has been
regarded as the most important issues in some countries such as Taiwan, because
such disasters such as typhoons and torrential rains often caused huge property
damage. In these countries, typhoons easily brought severe wind, floods, land-
slides, and debris flows from Kalmaegi (July 2007), Sinlaku (September 2007),
and Jangmi (September 2008). A famous case is that Typhoon Morakot hit Taiwan
on 8 August 2009 which caused the second highest damages of school facility in
history [8]. Consequently, it is a vital issue to assist the people in these countries in
strengthening their knowledge of disaster prevention and promoting disaster
awareness for reducing the loss of life and property damage.

In this study, we used an open source geographic information system to develop a
disaster prevention education system, and help students strengthen their knowledge
of natural disaster prevention and promote natural disaster awareness. To explore
the perspectives of students on the system, an experiment based on the technology
acceptance model (TAM) was constructed [9, 10]. Specifically, we implemented the
system and deployed it at a university. A questionnaire was designed to explore
students’ perspectives on the system. Finally, a series of analyses were conducted to
examine the model and draw a conclusion about the analyses.
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Research Design
Research Tool

In this work, we aimed to develop a disaster prevention education system and
intended to support student engagement in a typhoon prevention education cur-
riculum. To this end, MapGuide Open Source was used to develop the system.
MapGuide Open Source is a web-based platform that enables researchers to
develop and deploy web mapping applications. More importantly, it provides users
with interactive system design that includes support for feature selection, property
inspection, map tips, and operations. Figure 1a shows the user interface which A
area shows the name of the system, B area shows the menu of system that supports
students in choosing the learning topic, C area shows the description of system,
and D area shows the usage of the system. Furthermore, in order to support student
engagement in learning more realistically, the historical data such as photo and
video is included to ensure that students can be fully immersed in the learning and
achieve further meaningful learning. Figure 1b shows an example. System will
play the then disaster video when students view the historical disaster event of a
certain region.

Research Model and Hypotheses

TAM is regarded as one of significant roles in the successful development of
e-learning system [11, 12]. It is one of famous means to evaluate users’ perspective
on acceptance of technology [9, 10], which was developed by Davis and his col-
leagues. Davis et al. proposed four main perceived constructs to develop TAM, that
is, perceived ease of use (PEU), perceived usefulness (PU), attitude toward use (AT),
and behavioral intentions (BI). PEU refers to a person believes that using a tech-
nology would be free of effort [9]. PU refers to a person believes that using a
technology would enhance his/her job performance [9]. AT refers to a person’s

Fig. 1 The disaster prevention education system interface. a User interface. b Student views the
historical disaster event of a certain region
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general feeling of a favorableness or unfavorableness toward some stimulus object
[13]. BI refers to a person’s subjective probability that he/she will perform a spec-
ified behavior [14]. Through TAM, researchers can understand whether the system
meets users’ requirements and demonstrate the systems’ value further. Conse-
quently, TAM is adopted to investigate students’ perspectives on the disaster pre-
vention education system. Figure 2 shows the research model, which originates from
TAM theory. The model consists of five hypotheses, which are described as follows:

From the studies of TAM [9, 10], PEU was hypothesized to influence PU and
AT, and subsequently PU was hypothesized to influence AT and BI, and AT was
hypothesized to influence BI. Consequently, the third to the seventh hypothesis are
shown as follows:

HI1. PEU is positively related to PU.
H2. PEU is positively related to AT.
H3. PU is positively related to AT.
H4. PU is positively related to BI.
HS. AT is positively related to BI.

Participants, Questionnaire, and Procedure

The participants were students from a university in Tainan City, Taiwan. A total of
34 students enrolled in the experiment. The framework for questionnaire design
based on a review of prior studies [9-12, 14] as well as feedback from two experts.
The questionnaire included four constructs, that is, PEU, PU, AT, and BI. At the
start of the experimental procedure, all the participants executed a learning activity
through the disaster prevention education system. In the activity, the participants
used the system to strengthen their knowledge of typhoon prevention. When the
activity was completed, the participants were asked to fill out the questionnaire
that examined the proposed research model.

Results

In this study, the partial least squares (PLS) approach was used to analyze the
questionnaire data, due to the small sample size. In this paper, SmartPLS 2.0 was
used to assess the measurement and structural models [15]. The measurement

Fig. 2 Research model
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Table 1 The convergent validity, reliability of measure, discriminant validity for the measure-
ment model

Convergent validity ~ Reliability of measure Discriminant validity
AVE Composite ~ Cronbach’s  Latent variable correlations
reliability alpha PEU PU AT BI
PEU  0.83 0.93 0.90 091
PU 0.91 0.96 0.95 0.70 0.95
AT 0.88 0.95 0.93 0.66 0.69 0.93
BI 0.77 091 0.85 0.67 0.70 0.58 0.87

Fig. 3 The results of the
structural model

Note: Marked coefficients (*) are significant at p<0.05 (T>1.986).

model was assessed by convergent validity, reliability of measure, and discrimi-
nant validity. Table 1 shows the results of the measurement model is acceptable,
since all the values meet the standard levels.

The structural model was used to verify the hypotheses by using path coeffi-
cients and R? value. The R* was used to assess the ability of the model to explain
the variance in the dependent variables. The path coefficients were used to assess
the statistical significance of the hypotheses. These results indicated that one
hypothesis refuted the predictions, that is, HS; while the others confirmed the
predictions. One reason for rejecting HS is that the participants in this study did not
perceive their use of technology to be mandatory, so that AT is not a significant
predictor of intention to use technology. This result is consistent with previous
research suggesting that AT is a significant predictor of intention to use technology
mainly under mandatory conditions of technology use [16] (Fig. 3).

Conclusions

This study used an open source geographic information system to develop a
disaster prevention education system to help students strengthen their knowledge
of typhoon disaster prevention. To explore students’ perspectives of the system,
TAM was applied to build the research model, and PLS was used to assess the
model. The results revealed that the system was successfully accepted by the
students in the sample, but attitude toward use does not have a significant influence
on the students’ intention to use the system.
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Limitations of this study include the type of the measurements, and the rela-
tively small sample size. In this study, all of the measurements of this study are
limited to students’ self-reported perceptions. In future work, we will introduce
additional measurements to explore the effects of the proposed system on disaster
prevention education. Furthermore, increasing the sample size to obtain stronger
evidence for the proposed system will be expected because the small sample size
might limit the power of this study.
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Designing an Interactive RFID Game
System for Improving Students’
Motivation in Mathematical Learning

Ho-Yuan Chen, Ding-Chau Wang, Chao-Chun Chen
and Chien-Hung Liu

Abstract Game-based learning becomes a critical issue in the e-learning field.
Many instructors want to make their students can do the studying with fun and
their interest activities. For this reason, this paper designs an interactive RFID
learning system for improving learners’ motivation and performance by adopting
game-based learning. There are several advantages for using this RFID learning
system while learners behave well, such as learners will not feel they are engaging
in a traditional learning environment when playing the RFID learning system. The
purpose of this research was to develop an interactive RFID learning device
and competitive learning environment for enhancing students’ learning motivation
and number sense in mathematics subject. The research is to investigate whether
and how this RFID learning system can be developed to help users learn mathe-
matics with enjoyment. This study considers ideas in game design, motivation
issues, and mathematics learning to develop a strategy to engage users with the
interactive RFID system. In this research, the learners can do the synchronic
learning with other classmates outside of the classroom. Moreover, instructors can
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evaluate the individual’s learning levels in mathematics in this research by ana-
lyzing the database of the game-based RFID learning system.

Keywords Interactive RFID applications - Game-based learning - Mathematics
education - Number sense

Introduction

Clearly, instructional technology changes have influenced many educational
activities, especially in the field of game-based learning and e-learning. In fact,
instructors face a complex task in designing, developing, and evaluating e-learning
courses, which include many different factors [7, 10, 11]. For this reason, program
planners must consider several factors as they provide their learners with effective
learning activities by using technology. Many researchers have pointed out that
computer games as one kind of math learning tools with considerable potential for
students to learn mathematics in game-based context. In reference to these con-
cepts, we are developing the interactive RFID learning system which can be
designed to assist students to learn mathematics.

We have to understand the composition of the interactive RFID learning system
in order to design a game-based learning module first. Then we will discuss some
concepts related to the computer-based learning. Moreover, we will describe
several issues we faced to develop the interactive RFID learning system. Finally,
the contributions of the RFID learning system in the game-based learning will be
introduced. The research designs an interactive RFID learning system for
improving learners’ motivation and performance by adopting the car racing game-
based learning. The RFID learning system meets individual’s learning needs and
provides various learning situations in the game-based learning activities.

There are several advantages for using a RFID learning system while learners
behave well.

First, the interactive RFID learning system is a game-based learning device.
Users will not feel they are engaging in a traditional learning environment when
playing the RFID learning module.

Second, the competition system in the interactive RFID learning system is
based on their prior knowledge in Mathematics. In this research, we designed a
competition system as an example to deliver different level task-based questions
according to the answer learners choose is right or wrong.

Third, many scholars have pointed out that distance education involves teachers
and students separated by geographic and time factors [5]. The learners can do the
synchronic learning with other classmates outside of the classroom, because we
developed the interactive RFID learning system can be accessed through the
1nternet.



Designing an Interactive RFID Game System 205

The rest paper is organized as follows. Section System Architecture discusses
the system architecture. We proposed the interactive RFID system designs for
improving users’ learning motivation, number sense, and performance in mathe-
matics in section Designs of Game-Based Learning RFID Module. Then, sec-
tion Demonstration shows the prototype implemented based on the interactive
RFID system. Finally, we conclude our study in section Conclusion.

System Architecture

Figure 1 shows the reference architecture of the interactive RFID system. In the
system, the database of interactive RFID learning system includes three factors:
the ranking data of scores that users get, the inferential ability of the mathematics
system, and the logic ability of the mathematics system. The logic ability of the
mathematics system provided various logic questions for learners to figure out the
right answers. The inferential ability of the mathematics system assists learners to
learn the different concepts related to mathematics. Besides, the system can record
users’ learning processes for instructors to analyze the different learning behaviors
and levels. In refer to this concept, instructors can meet individual’s learning needs
and situations based on this database.

Figure 2 shows the steering wheel which attached the RFID Tag. Learners can
use the steering wheel device to choose the plus, minus, times, or divide when they
are playing the game.

Designs of Game-Based Learning RFID Module

The game-based learning RFID system mainly include the RFID communication
component (e.g., RFID reader and tag) and the database component. In this

= = Score
T Ranking
: - Svstem

Database Yogica

Reasoning

) r Math Game '/ Svstem
. 2 — =i Swvstem - -

User Steering Wheel RFID ‘\ Math
& Tag Reader Reasoning

Svstem

FUN Math-Card System

Fig. 1 System architecture diagram
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Fig. 2 The steering wheel
which attached the RFID tag

section, we design the game-based learning RFID module in order to improve the
users’ learning motivation and number sense in mathematics field.

The Interactive RFID Learning Module

Figure 3 shows the interactive RFID learning system we designed. The RFID
Reader can receive the information from the RFID Tag which is attached with
steering wheel. Then, the RFID Reader delivers the learning data to the computer
screen.

Computer Monitor

Q

1. User handles the 2.RFID reader which is set under .
3. Transnut datato

computer

steering wheel the steering wheel can read Tags
pasted on the steering wheel

&— o-o -

User Steering Wheel & Tag RFID
Reader

Fig. 3 System operation diagram



Designing an Interactive RFID Game System 207

The Playing Steps of the Interactive RFID System

There are several important play steps in this interactive RFID system:

Step 1 The screen of the computer will show the questions when users turn on the
start button. Also, the car will be started to run in the computer interface
when the users start to play the game.

Step 2 The right or wrong answers:

2.1 If the users choose the right answer, the interface will show the score
of the question.
2.2 If the users choose the wrong answer, they could not get any score.

Step 3 The system will continue showing the new questions when users finish one
question. The learners can have 5 min in each section.

Step 4 The users will receive the ranking of the scores from the computer screen
when they finish each section.

Computer-Based Learning Environment

Computer-based learning (CBL) lets learners can learn new knowledge or skills
from not only in traditional learning environment but also by computers. In the
computer-based learning system, learners can practice themselves in anytime and
anywhere. As the technology innovating, many instructors start to adopt computer-
based learning in order to improve students’ learning motivation [9].

Besides, many researches indicated that number sense of the learners had
increased greatly by using computer-based learning tools [1, 4]. Moreover, the
internet become more and more popular among out life, learners can do the
competitive and collaborative learning activities via internet. The National Council
of Teachers of Mathematics (NCTM 2000) indicated that the use of computer
software can assist learners to study the mathematics.

Many researchers pointed out that game-base learning can attract learners’
attentions and motivation [2, 9]. Also, the game-based learning can promote the
math test performance more than the traditional learning approaches. In this
research, the design strategy adopts a competitive game as the learning context in
order to keep students’ attention and motivate students to engage the learning
activities.

In reference to this concept, we design the interactive RFID learning module to
combine the game activities for learning mathematics. However, the design of
effective game-based learning environment and to make learners to engage game-
based learning environments is not simple. Moreover, motivation plays a critical
role in the learning of mathematics [3]. Many researchers pointed out that the
competition environment is an effective way to motivate learners to engage the
learning environments [8]. For this reason, this research design a system for users
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which can help them receive the information related to the ranking of scores in this
race game and who are also login at the same time. The main purpose of this
research is to develop an online interactive RFID learning system on computer-
based environment for learners competing themselves with other classmates.
Learners will keep practicing the mathematical skills when they are trying to
receive the higher ranking in this game-based learning environment. Finally, the
users’ records related to their learning processes of the interactive RFID learning
system is recorded in the database of the system. In case good game-based learning
quality is adopted in our research experiment. Moreover, we left the issue related
to develop the system on mobile devices in future works.

Demonstration

We have developed the interactive RFID learning system for instructors to make
students do the learning with fun. Figure 4 shows the main interface of the game-
based learning system on computer. The interface will provide several information
included questions, different sections, and the ranking. In educational field, games
usually are learner-center and have several important characteristics such as rules
design, competition, challenging activities, choices, and the ranking of the score
points. One of the primary advantages of the interactive RFID learning system is
that they can play the game in competition environments. Game-based learning
environment has the potential to improve students’ number sense in mathematics
education. In this research, the interactive RFID learning system can automatically
deliver appropriate feedback related to the answer is wrong or right in the interface
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of the race game. Each user has five chances to finish one question. This inter-
active RFID learning device can be used with a wide range of users along a
continuum of different ability levels of mathematics. Learners can move to the
advance level sections when they chance the right answer. If they could not
complete the question during the five chances, the interactive RFID learning
system would automatically deliver the other same level question for users to
practice again. Besides, the users can check their ranking information in this result
interface. Moreover, the interactive learning system will increase the speed of the
racing car after the user complete one section in order to improve learners’ number
sense in the game-based learning context.

Conclusions

This research implemented a game-based learning environment by using an
interactive RFID learning system to improve learners’ learning motivation,
number sense, learning performance, and also collected three different kinds of
data: the logic ability of the mathematics, the inferential ability of the mathe-
matics, and the ranking data of scores.

For the instructors, instructors usually adopt the exam to evaluate the student’s
learning level in the ending of the course in the traditional learning environment.
However, teachers can analyze the database of the game-based learning system in
order to realize the individual’s learning levels in mathematics in this research and
also realize how the game system can be develop to assist students to practice their
number sense. Besides, the instructors can utilize the interactive RFID learning
system to develop the self-learning game to increase learners’ motivation.

In refer to the learners, the interactive RFID learning system is fun and will not
make users feel they are studying or testing. Users can feel they are engaging a
racing game and have the opportunity to compete with other classmates. The
game-based learning becomes an important issue in e-learning field in order to
make learners can do learning with fun and their interest subjects. In this research,
learner could be encouraged to contribute more times to do the game-based
learning when they get higher ranking of scores more than other classmates. At the
same time, learners can improve their number sense and approach to the solution
of a given mathematical questions.

Future Work

There are several future works needed to consider to improve this research. First,
the mobile device technology has become very popular nowadays. In the
e-learning field, the basic use of information communication technologies
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innovation is to assist both instructors and students to engage in interactive edu-
cational opportunities across many barriers.

In regard to these reasons, we should combine the online interactive RFID
learning system into mobile device. Learners can play the game with others by
using smart phone or e-pad. Besides, the learners can utilize their mobile device to
practice the skills they received or to learn more information and knowledge in this
field.

The other future work is to develop the system related to the educational
feedback and reward system. In traditional web-based learning environment,
learners usually receive the feedback from the learning module or instructor, such
as the ranking of scores, a summary of the learning performance, or provide the
information for them to challenge the next difficult level questions or tasks.
However, the reward system is not only the one of feedbacks but also is an efficient
way to keep learners’ motivation and psychological needs.

Acknowledgments Thanks to Chin-Yin Lin and Yen-Ju Tsai, students at Southern Taiwan
University, for writing code to establish the system, and Huei-Err Hsu, Si-Yu Su, and Pin-Juin
Chen for designing and drawing the user interface.
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Design and Development of an Innovation
Product Engineering Process Curriculum
at Peking University

Win-Bin Huang, Junjie Shang, Jiang Chen, Yanyi Huang, Ge Li
and Haixia Zhang

Abstract Over the past decade, the elements of innovative wisdom are not only a
business organization to survive in the dangerous environment, school organiza-
tions to enhance the quality of education to meet the needs of the community. For
the succession challenge in the continuous impact, an innovation level of a top
university covered the administration, curriculum, teaching, equipment, environ-
ment and so on is quite extensive. This paper overviews a novel curriculum at
Peking University, called Innovation Product Engineering Process, established by
six interdisciplinary teachers for school students in various professional fields. The
curriculum aims at inspiring students to break through professional limitations for
experiencing the innovation process from idea into product. The students are self-
organized as a team and construct a prototype collaboratively. Instructors from
industrial give a practical perspective lesson and provide market information,
funding and technical support. Students in the course are fostered six expected
abilities, including creativity, practical, engineering process, team-working,
communication and expressiveness. Ideas from students become the topic of a
project after competing in three eliminating rounds. All competitions are graded
and ranked by the participators (teachers, students, instructors from academic and
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industry). Finally, six ideas having the opportunity to become prototypes are
developed successfully with various properties. Most of students indicated that the
curriculum provided them a new training experience, interesting learning style and
useful content of courses.

Keywords Workforce development - Product engineering process - Course
development

Introduction

Cultivating and training innovative talents is certainly important in order to
building an innovative country and improving international competitiveness.
School students having high social resilience and entrepreneurial capacity is one of
the aims of the long-term education reformation and development program from
2010 to 2020 in China. It should be achieved through education and training of
various fundamental science, research and practice. High level education in
engineering, besides, in China mainly fosters people translating science and
technology knowledge into productive power [1]. Developing students’ innovation
through engineering practice, integrating technology, humanities, economics and
management knowledge, is also an important part of advance engineering edu-
cation. The interdisciplinary cooperation, however, is few and far not only
between academics but also between colleges and enterprises. Advance engi-
neering education, therefore, should be oriented strenuously towards the practice
of engineering process. The integrated engineering activities training a student
solving complex, comprehensive and interdisciplinary problem collaboratively
with different professionals have become the key point of education around the
world.

Currently, the reformation of engineering practice is initialed in US and few
academics have set up the courses for inspiring students in product processing
engineering. The Conceive Design Implement Operate (CDIO) project [2] in
Massachusetts Institute of Technology is regarded as the representative in this
teaching model and its teaching manner provides students to experience a life
cycle of a product process in the real environment. Project-based learning (PBL) in
engineering practice is adopted in Canada [3]. Students as a team to completing the
production of the specified projects put the theories and methods what they have
learned in use. Different from the traditional curriculum, learning assessment is not
only dominated teachers but taking a combination of student self-evaluation and
peer evaluation by team members. Evaluation system and the way of the refor-
mation of engineering practice courses, as a result, is an advisable merit of the
PBL. The reformation in British perform practice course intending to improve the
learning experiences of the science and engineering student to be “engineer”
instead of “student.” Furthermore, the engineers in industry are invited to give
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lectures or workshops for importing working experiences and instructing inter-
disciplinary exercises. Academics also connect a two-way interaction with
industries in order to understand the demand for graduates. The courses recently
increase the number of knowledge in humanities, economics and social sciences
[4].

In recent years, the reformation of engineering education and practice are
speeded up in China, and a lot of improvements on student participation and
engineering practice are achieved. Comparing with the developed countries,
however, two problems as follows are still critical. (1) The course of engineering
and practice mostly focus on technical contents without much attention on general
educations. (2) Teaching proportion of the arrangement in a course is unreasonable
and the importance of a teacher in engineering practice education is over-valued.
Consequently, students emphasize technical tools and skills too much during their
learning in education. Self-innovation of students is probably disappeared under
the situation of education. In order to increase the creativity and innovation of
students at Peking University, the co-authors from different fields open a novel and
interesting course with the following originality in China.

e Inviting engineers and managers from industry to sharing market information,
providing finance, importing experiences and so on.

e Providing comprehensive knowledge including social science, engineering and
management to students.

e Fostering students to experience product engineering process through com-
pleting a project.

e Allowing students to participate in the evaluation system of the course and
scoring an idea or a work with the “press” equipment.

According to the outcome of the course and feedback from students, well
interaction among teachers and students is observed, and curiosity about engi-
neering and practice capability of students are improved. Students also understand
and respect the opinions and works of others. School members comprehend the
needs of industries and the discipline of the projects includes chemistry, computer
science, communication, signal processing, the design of application on tablet PC
or smart phone and so on. At the end of lesson, a company in China even intends to
invest its resource in one of them as a product in the future.

Course Description

The course being team taught by the co-authors of this paper and titled, “Inno-
vation Product Engineering Process,” at Peking University has the following
purposes in creating this course:

e Design a course integrating topics from interdisciplinary content relevant to
product engineering process.
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Fig. 1 A high-level schematic of the project workflow in the course is delineated

e Design a course to target audience of undergraduate students of various pro-
fessional fields.

e Design a course with a teaching team including members in academics and
industries.

e Design a course to provide students funding and technical supports to experi-
ence from idea creation to prototype making collaboratively.

e Design an evaluation system to allow students participating in.

A high-level schematic of the project workflow is shown in Fig. 1. The process
leading to a functional and workable prototype is separated into four major
milestones: the ideas presentation; selection of final ideas; team concept mockup
review; and prototype development. Every student, at first, in the course creates
more than an idea, and these initial ideas are examined in three eliminated round.
In the stage, ideas are made under students’ brain storming, surveying literature
and sharing information. Ten initial ideas then become the major topics of a team
project—they work in full cooperation and virtually coordinating resource as
appropriate before team concept mockup review. The goal of the team concept
mockup review is to inform instructors about the state of the project’s functional,
the concept of final prototype. This feedback also provides each responsible team
prioritize improvements for the final presentation. Course content coverage is
described as follows:

o Ideas Presentation

— Week 1: Overview and introduction to innovation, creativity and entrepre-
neurship [Lecture].
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Week 2: All students share personal ideas as more as possible and make a
defense to others’ interrogation. Here 50 % of the ideas are eliminated.
Week 3: Research and design process in an innovated project. [Lecture]
Week 4: The students survived in the last competition represent the selected
idea in 3 min specifically and also make a defense to others’ interrogation.
Here 30 % of ideas are collected to next eliminating rounds.

e Selection of Final Ideas

Week 5: Fundamentals of proposal writing, and how to make a business plan.
[Lecture].

Week 6: Each one of the remainder ideas should be represented clearly and
specifically in 10 min, including requirement, application and scenario. The
students initiated these ideas make a defense to others’ interrogation and only
ten ideas are selected.

Week 7: A special workshop is hold in the class for interaction freely among
the original designer and other classmates, and then making a team finally.
The designer with his team members, moreover, develops sketch, technical
drawing and preliminary plan of the idea as a project.

Week 8: Each team has 15 min to make a detail presentation on their pre-
liminary project, and the responses to others’ interrogation are also consid-
ered. In the end, only six teams are obtained the opportunity to implement
their idea with all supports, such as finance, technical, laboratory. Besides, a
school teacher is responsible for technical advising, trouble shooting and
schedule control of a team selected. Each team also has a budget of near ¥
3,000, depending on the discussion of all school teachers, to purchase
materials, supplies, and resources for the project. The members of the elim-
inated teams are separated themselves into the succeed teams.

e Team Concept Mockup Review

Week 9: The relation between technology and product: why failed? [Lecture].
Week 10: A discussion is hold for interaction, exchange and information
sharing among all members in the class.

Week 11: Management and control of a project. [Lecture].

Week 12: A discussion is hold for interaction, exchange and information
sharing among all members in the class.

Week 13: Leadership, communication and exchange. [Lecture].

e Alpha Prototype Development

Week 14: Each team must plan and work to keep their projects on budget and
on scheduled. Moreover, they have to report their progress, balance of
appropriations and technical detail. The teachers consider budget extensions
while a budget overrun for further completing the project well is required.
Week 15-18: Each team keeps doing their project and reports to responsible
school guidance. Furthermore, a few lectures and discussions of which the
speakers are invited from enterprise or industry are held from time to time.
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— Week 19: A whole-school exhibition is held for final presentation made by the
team’s representative and the demonstration of its alpha prototype in inter-
esting, funny, formal or surprising way is necessary.

The lectures with different topics are given by different professional co-authors,
engineers, and managers from industry. This course was offered for the first time in
spring 2013 and met class once a week with each lecture and workshop being
approximately 180-mins. Student’s feedback and evaluation of course will be
taken into account to improve the course contents and organization in future
offerings. Students’ performance on idea propagation, teamwork performance,
system design, and final presentation is considered as the measure of this course.

Project Budget

Most of financial support in the course is provided by Peking University. In the
stage of selection of final ideas, the teachers determine the practical financial needs
according to the proposal, scheduling, scenario and development requirements.
The final budget of a team is accepted with over 50 % guidance’s agreements. On
average, each team has a budget of ¥ 3,000 to purchase materials, supplies, and
resources for the project. Each team member must participate in planning and
keeping their projects on budget and on scheduled. The project budget is not
compliant after verdict in the class. The teachers, however, consider budget
extensions of a project while a budget overrun for further completion is required.
There is only a chance to add their budget up while reviewing the mockup of team
concept. Each team member will pay an equal portion of deficit if their budget is
overrun. Moreover, each team is allowed to have sponsorship fee from enterprises.

Grading

The overall score of a student is graded based on four parts with its proportion:
idea propagation (25 %), teamwork performance (25 %), system design (40 %),
final presentation (10 %). Before forming a team, the performance of a student is
evaluated as a partial personal grade. All members including teachers and students
in the course vote pass or fail to the idea into next eliminated round, and the
assistant instructor calculates its score. Here customer needs, thoughtfulness,
clarity and quality of the design alternative of the ideas are considered. Once the
six ideas are determined as the major content of a team, personal score of a student
is graded in the “idea propagation” part. After that, the review contributes to a
portion of a shared team-wide grade and members of course or team participate in
the rest review process. Key grading critical in teamwork performance are oper-
ating, activity, workload and communication in coordination. The score of a



Design and Development 219

student in this part is graded by all team members and guidance. Furthermore, all
members in the course participate in grading a team in system design, of which key
critical contains mechanical design details, system integration, details of prototype
execution and manufacturing. In the final presentation, it takes place in one day of
the summer vacation and provides each team with the opportunity to show their
works to various audience including academics and industrial visitors. All par-
ticipators in the exhibition evaluate a team’s work based on team’s performance in
customer data, market information, specifications, or benchmarks for the product.

Prototype Exhibition

The final milestone in the course is a formal presentation which is attended by the
overall members in the course, all guidance, sponsors, and guests from academic
and industry. A portion of the shared team-wide grade is contributed in the
exhibition. Each team has the opportunity to demonstrate their work to all par-
ticipators. Students may learn how to prepare a complete technical presentation in
a life-styled, educated, technical, or business oriented way. A team is also allowed
to seek investors for their product to start-up a company. Each team is evaluated
and graded by all participators based on its presentation quality, business assess-
ment; technology, the prototype, and overall potential to become a real product.

Summary

A new curriculum combining innovation, learning, co-operation and practice is in
development at Peking University in line with the need of interdisciplinary
training to product engineering process. This course covers creativity, teamwork,
management and practice of a project realization emphasizing pioneering aspects.
After taking this course, students are expected to contribute to the start-up aspect
of industrial projects related to product engineering. Students will be able to
understand vulnerabilities and difficulties to the product engineering process in
addition to realizing the basic principles of project workflow. Students are
expected to critically analyze the interdependencies of related workflow in product
engineering process and apply the interdisciplinary principles that they have
learned in starting a practical idea up. After the course, many meaningful and
useful prototypes created by the students are impressive.

Acknowledgements Authors would like to thank Peking University for financially supporting
the work reported in this paper and the experienced lecturers from academic and industry for a
professional speech.
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The Design of an Educational Game
for Mobile Devices

Daniela Giordano and Francesco Maiorana

Abstract The importance of computing education is well known across different
fields from STEM to Computer Science, from Humanities to Social Science.
Educating the younger generation to 21st century skills is advocated by many
international organizations since these skills can be used across several disciplines.
Shifting from educating students to be user of a software tool to be designer of
customization of existing tool to their needs or even creators of software artifacts
designed around specific needs is deemed the major challenge that educators are
facing. This paper describes an educational game that by using modern and
appealing technologies such as smartphones and mobile devices presents a game
that interleaves ludic and educational aspects. The paper describes the main design
goals of an educational game as well as the educational design of the learning path
centered around a set of topics organized in different levels. The levels are
designed in accordance with the Bloom taxonomy and each level has different
stages with increasing grade of difficulties.

Keywords Educational game - Game design - Mobile educational game

Introduction

The importance of acquiring a set of basic competencies and abilities in science,
technology, engineering, and mathematics (STEM) education as well as in
Computer Science education is internationally recognized. Official documents
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such as [1-3] emphasize the importance of acquiring an in-depth knowledge of the
fundamental concepts around Computer Science and underlines the necessity of a
suitable acquisition of “21st century skills” such as problem solving and critical
and creative thinking, as well as communication and cooperation skills.

The “CS principles project” [4], for example, has designed and put into
practice, both at school and university level, a curriculum built around seven
central ideas:

1. computing is a creative activity,
2. abstraction reduces information and detail to facilitate focus on relevant
concepts,

3. data and information facilitate the creation of knowledge,

4. algorithms are used to develop and express solutions to computational
problems,

5. programming enables problem solving, human expression and creation of
knowledge,

6. the internet pervades modern computing
7. computing has global impacts.

The project aims to teach to a large audience of students, without restricting to
small elective courses, the basic concepts of Computer Science in such a way to
make these concepts a common basic background that can be used by younger
generation in all their further study both in STEM education as well as humanities.

For these reasons there is the necessity to modify both the content of the
curricula and the pedagogy and the way of teaching these new materials. These
modifications are necessary since the first years of school in such a way to transmit
and educate, as soon as possible, not only the ability related to the use of com-
puters and software tools, such as internet, e-mail, text writing or tools to
manipulate data, but also creative capacity of designing and implementation of
software tools able to resolve a given problem at hand. Once the skill to design and
implement a software artifact are acquired, they can be used to customize existing
software tools to personal work-related needs and to personal fields of interest.

The experimentation concerning the curriculum is focused on content aiming at
developing, through modern instruments, the above mentioned capacities. Modern
pedagogies are centered around constructivist theories that put the students at the
center, privileging their central and active role. The students should no more be
passive listeners of the lessons but have to participate, inside a group of peers, to
knowledge creation through the realization of practical projects.

Some pedagogical theories such as the “inverted classroom” [5] banish passive
activities of lecturing, by delegating learning to homework and concentrating all
class activities on laboratory projects or the development of practical activities.

A necessary tool to customize existing software or to develop new software is
represented by a programming language. The knowledge of one or more pro-
gramming languages and of the techniques to design and implement algorithms, to
choose the best and most suitable data structures represents one of the greatest
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obstacles in the introductory programming course both in high school and in first
level University courses.

There is an sample scientific literature dealing with the problems related to
teaching an introductory programming course. A recent review can be found in [6]
where the authors describe the curricula, the teaching pedagogies, the choice of the
programming languages and the tools that can be useful in teaching.

In general, all the introductory programming courses have one of the highest
levels of drop out or poor results. In [7] for example, the authors have analyzed the
results of 67 international institutions, arriving at the conclusion that, as a general
rule, failure percentage is between 30 and 60 % in courses in introductory pro-
gramming with relatively large classes.

In order to overcome such difficulties one of the possible approaches is to use
educational games inside the educational path within a course of an entire cur-
riculum both in school and universities.

As stated in [8] it is natural to combine the content of a learning path with the
great motivation and attraction that the educational game have on students and in
particular in teenagers. Nevertheless, in a recent literature review the authors point
out the need of more quantitative studies on the ability of educational games to
foster greater reasoning skills [9]. It is, hence, necessary to collect more quanti-
tative data in order to carry out analytical studies on the validity of educational
game as tools supporting education and modern pedagogies.

Another pressure in the direction of technology innovation is represented by the
use of smartphones and mobile devices. It is clearly stated in the literature that
nowadays the majority of the population in developed countries has access to a
mobile network. A recent study [10] reports that since 2010, 90 % of the popu-
lation has access to a mobile network. The percentage increases if the sample
population is restricted to teenagers and younger people, who use mobile devices
in many daily activities such e-mail reading, internet access, use of chat, social
network access, storing and sharing photos and so on. Younger students, moreover,
are used to always bringing a smartphone or a mobile device along with them.
These types of technologies have a strong appeal on younger generations

In the light of the above consideration it is natural to use these new technologies
in the educational field.

This work has the aim to describe the design and implementation of an edu-
cational game that blends entertainment and game play with educational questions.
The educational questions have been designed to guide the students in the learning
path typical of an introductory programming course both for a major in Computer
Science and for non-majors. The game has been designed to be utilized with
mobile devices and in particular with smartphones. The game can be adapted for
use in STEM courses or in the humanities, or in high school or university, by
allowing the personalization of the multiple choice questions. The educational
game and the questions have been designed in such a way as to guide the students
in their learning path.

This paper is organized as follows: section Game and questions design briefly
describes the design considerations both for the game and for the questions,
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section three describes the game and implementation details, section Game eval-
uation plan presents an outline of a questionnaire to be administered to the students
and the expected outcome from the analysis of both the qualitative and quantitative
data gathered from the user answers and from the log data gathered during game
play in a client server version of the game that we plan to develop, sec-
tion Conclusions and further work draws some conclusions and highlights future
work.

Game and Questions Design

In designing the game the following aspects were taken into consideration:

e The game should be designed for small mobile devices and in particular for
smartphones

e The game should blend recreational aspects with educational activities in the
form of questions related to one or more disciplines

e The game should provide, upon request, immediate feedback to the user. In
order to avoid abuse of the feedback mechanism and stimulate self-discovery,
the feedback should have a cost for the user in terms of scores

e The educational aspects of the game should be embedded in questions carefully
designed in order to guide the users, through different level of difficulties, in
their learning path.

e The game play should be customizable to the user needs and pace. This cus-
tomization should account for different levels of initial knowledge and different
expectations and goals.

e The game should provide progressive levels of difficulties both in the ludic and
educational aspects.

The design of the questions should be organized into topics and each topic in
levels, and each level in an increasing grade of difficulty. For example, with an
introductory programming course in mind, the topics can be the main part of a
procedural language such as: input instructions, variable declarations, arithmetical,
relational and logical operators, expressions, input instructions, procedures and
functions, conditional instructions, cycles, array, matrices, recursion and linear and
non-linear data structure. The level can be, in accordance with the Bloom Tax-
onomy of cognitive processes [11] organized into the following scale:

1. Find syntactic errors. This type of error is detected by a compiler and is used to
test the knowledge of the syntactic structure of the programming language. This
type of question represents the lowest level of the Bloom taxonomy.

2. Program understanding: typical question are related to guess the output of a

piece of code.

Design procedure and functions in terms of their parameters or output value

4. Sort a sequence of instructions in order to obtain a correct algorithm

[O8]
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5. Find semantic errors: given a program description and a piece of code find the
semantic errors.

6. Complete a fragment of code with a missing part. This can be framed into the
highest level of the Bloom taxonomy.

There are several means to increase the grade of difficulties such as increasing
the number of possible answers in a multiple choice game, increasing the number
of missing parts or providing more possible answers to choose from, and so on.

Game Implementation

The first prototype of the game was implemented using Eclipse [12], the Android
Software Development Kit (SDK) [13] and the Android Development Tools
(ADT) plugin, in particular the Android Api level8 and the SqLite [14] database to
store the questions.

The game can be framed as a shooting game: two types of characters appear on
the screen: good and bad ones, along with other distracting elements. These
characters move randomly on the screen. The player has to touch on the screen all
the good characters in a fixed amount of time. At increasing levels, the number of
characters increases and so the game difficulty. If all the bad characters are not hit
in the amount of time the player loses a life.

According to the game level, each time a fixed number of good characters are
hit a multiple choice question appears on the screen. The level of the questions is
chosen in accordance with the game progression and the above sketched hierarchy.

The game can be played as a complete game from start to end, or the user can
choose a level as a starting point in order to customize the learning path and
progression. Figure 1 shows a screenshot of the game in the shooting mode.

In Fig. 1 the good and bad characters are also differentiated by a different color
of the bounding rectangle.

Figure 2 shows an example of the game in question mode. The game was
designed with an object-oriented approach. A database stores the questions. The
questions can also be uploaded from a file where the fields of each questions are
separated by commas, thus allowing easy customization of the game to different
domains.

Game Evaluation Plan

In order to evaluate the game we plan to gather both qualitative and quantitative
data. The qualitative data will be gathered through a questionnaire administered to
educators and to the game players. The questionnaire will gather data in accor-
dance with the evaluation model presented in Table 1. The table reports the main
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Fig. 1 A screenshot of the game in “game mode”

Fig. 2 A screenshot of the
game in “question mode”

publicin public void test (int ten) 1is
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Table 1 Evaluation model

Dimension Type of data Expected results
Game design Questionnaire aimed at collecting data Evaluation of the usability, playability
on the game usability, playability and interactivity.

and interactivity.
Question design Data gathered from student response  Using classical test theory and item

and log data. Questionnaire aimed response theory to validate both
at collecting data about question the single item and the overall
difficulties and cognitive load and quality of the questions

perceived effort by the users. Data
gathered on the explanation of the
cognitive strategies and process
followed by the player in
answering the questions
Effects on Pre-test post-test and retention test. ~ Evaluation of the effects on learning
learning Questionnaire asking the perceived and the learning process.
effectiveness of the learning path
followed during the game

aspects of the investigation, the type of data gathered and the main results expected
from the data analysis process. In particular, the quantitative analysis will be based
on the log data, collecting information such as the time spent playing the game, the
time spent to answer each question, the number of corrections and so on. Both the
quantitative and qualitative data can give an indication of the effects on learner
motivation; on the quality of the questions; and on the effect on learning.

Conclusions and Further Work

This work has presented the main design principle of an educational game that by
posing questions arranged around topics, with each topic divided into different
levels in accordance with the Bloom taxonomy, and each level with a different
grade of difficulty allows for a customizable environment that, even it has been
designed for initial programming courses, can be used, with a careful design of the
questions, in different domains ranging from STEM to languages courses or
humanities.

As further work we plan to fully develop the database of questions and to use
the game as a study aid and as an assessment tool in an introductory programming
course for non-majors. At a more advanced level, not only textual but also
graphical questions could be posed to the users, so that they may also develop
some skills in designing the human-computer interfaces of modern information
systems, in which system functionalities should be controlled by suitable multi-
media interfaces, as suggested in [15]. Each questionnaire may be stored in a
server with a short abstract and keywords so that the educational material may be
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clustered to give rise to an organizational memory, as envisaged in [16-19], that
allows the users to download the game most suitable for their educational needs of
the user, and also may facilitate interaction across peers, as in a social network, to
select the more engaging games, and eventually, to create a channel for
exchanging answers. This approach would also support a pedagogy oriented to
social learning, and could be easily implemented by foreseeing in the game also
some open questions with no feedback. Analysis of the game usage and answering
paths of the students can be used to obtain a deeper insight on the main student
difficulties in getting acquainted with programming skills, which is nowadays an
important aspect of education.
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Activating Natural Science Learning
by Augmented Reality and Indoor
Positioning Technology

Tien-Chi Huang, Yu-Wen Chou, Yu Shu and Ting-Chieh Yeh

Abstract In recent years, with the rapid development of information technology,
educational technologies have been used successfully in enriching learning content
and improve learning efficiency. This study attempts to develop an assisted
learning system for increasing students’ motivation by creating flexible learning
path. The purpose of the designed system is to bridging the gap between formal
and informal learning on natural science subject. Augmented reality and indoor
positioning technologies have been implemented in the system to guide learners to
construct their knowledge in the informal learning environment, National Museum
of Natural Science. Learners can not only receive virtual information left by other
learners in such space, but also leave their own learning experience and share with
others. Additionally, the system also analyzes individualized learning subject. By
doing so, other learners who have the same interests could find an efficient way to
learn.
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Introduction

Classroom learning at school is a way of formal learning for students; however
abundant resources outside of the classroom cannot be ignored. For example,
informal learning in the National Museum of Natural Science (NMNS) combines
both formal and informal learning to create a diverse learning, enhancing student’s
ability of self-regulated learning. Nevertheless, visitors may get lost in the spa-
cious museum so guides are required to lead the route and to explain to the visitors.
The same applies to students getting educated at this site. The fact is that not every
site has a guide to explain to the visitors, or else a guide may be subject to limited
time; also a guide may not be suitable for the learning path for everyone.

Usually when students are in the face of new knowledge, they feel at loss
because they know nothing about the topics covered and they can only explore by
guessing. Consequently, students spend too much effort during discovery process
in search of the topic or may even digress from the topic, resulting in ineffective
self-regulated learning. If there is one guideline to enable the students to take less
pointless routes and put more effort to explore the knowledge more deeply, they
will have better performance on learning. It is not the case that these knowledge
are never been discovered, but only that current museum of science has not
recorded the history study log systematically to share the experience with others.
Hence future generations can only rely on self-learning ability. When knowledge
sharing is not available, students may struggle and get lost in searching of the
topics, eventually losing interest in learning and then giving up learning.

Therefore, how to establish one knowledge-learning platform to help future
generations to follow their predecessors’ footsteps for learning, and further aid
self-regulated learning is the main goal of this study. A mobile carrier is used to
assist students’ learning at museum of science. Two additional technologies have
been adopted with the mobile carrier. Indoor positioning is adopted to calculate the
current position of the learner; AR (augmented reality) technology is then adopted
to gradually guide the learning route. The learning route is defined from a learning
mode analyzed in accordance with previous learning experience, aiming to reduce
time cost in groundless searching. The platform records the learning process of
each person with added nodes to further monitor learning progress, as well to share
with other learning partners. Through such guiding and sharing, we expect that
students’ self-regulated learning at the NMNS is assisted.

Literature Review
Augmented Reality

Augmented reality (AR) is a technology combining virtual environment and real
world. Past studies have shown that AR supplements inadequacies of the real
world in the way that cumulative learning experience triggers learner’s thinking
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skill and understanding of concepts, instead of replacing the real environment [1].
In essence, the educational value of AR is not merely on the use of technology but
how to implement AR to formal and informal learning environments. Furthermore,
AR application has been demonstrated actually enhances learning motivation [2].
Therefore, this study adopts AR technology on mobile carrier, making the screen
displaying auxiliary information and combines indoor positioning technology to
display learning process so as to guide the direction of learning theme.

Indoor Positioning

In the recent years, the development of indoor positioning technology has become
increasingly mature. At the current developmental stage, indoor positioning
technology can already be used in indoor navigation. The majority of navigation
application requires specific learning tasks in the past [3]; learners can only pas-
sively accept the task and cannot select appropriate learning resources according to
their respective needs. In order to tackle this problem, this study implements
indoor positioning technology to detect students’ current position to provide
learning routes. Indoor positioning technology can identify users’ indoor position
and provide effective information to aid users to orientate resources in a limited
indoor environment. NMNS is one informal learning environment for learners to
gain extracurricular knowledge. Learners are impelled to enroll in active learning
in NMNS and receive help in learning, thereby allowing learners to learn effec-
tively in informal educational environment [4].

Self-Regulated Learning

Self-regulated learning has been one of the main objectives of formal education set
by researchers in the past. If learners possess this ability, they are able to determine
current learning needs and reflect on learning performance. Therefore, self-regu-
lated learning activities contribute to the mediation of individual, learning context
and actual performance [5, 6]. This study explores in depth how to develop one
learning platform in which students can gain information and aids effective
learning in informal learning environment such as NMNS, Botanical Garden and
so on. With the effective learning platform, the study further combines it with
adequate learning strategies during learning process to develop learning mode
suitable for learning in NMNS.
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Methodology
Bridging Formal and Informal Learning

This study proposes a learning mode to be applied in National Museum of Natural
Science by integrating AR and indoor positioning technology to illustrate how
students can be diverted from the original formal learning environment into informal
learning environment. The study adopts the concept of self-regulated learning
proposed by Zimmerman et al. in 1996 [8] and the concept of resource management
strategies proposed by Pintrich et al. [9] to construct the “self-regulated learning
mode in NMNS.” The constructed learning mode is combined with learning
activities to promote students to effectively seek for learning resources in informal
learning environment and to link the concept and practice.

The design has two levels: self-regulated learning and resource management
strategies, as shown in Table 1. “Self-regulated learning” is a structure rendered
by informal learning mode; self-regulated learning theory is adopted to explore in
depth, including self-assessment and monitoring, goal setting, strategic planning,
implementation and monitoring of strategies, and monitoring and correction of
strategic results. The process of adjustment learning emphasizes on combining
with learning resources to set up appropriate learning objectives, formulation and
implementation of study plan, effective time management, monitoring environ-
ment, and seek for human resources for discussion on specific implementation of
learning activities. In other words, resource management strategy helps in learning
strategic design to well and truly carry out learning activities. The purpose of this
study is to develop a learning system for cultivating students’ self-regulated
ability, thus the self-regulated learning mode is used to aid learning. Depending on
students’ learning conditions, the corresponding indicator at every stage of self-
regulated learning is a reference for students to adjust their learning pace. Also,
learning resources are integrated to learning tasks at every stage for learning.

Learning Activities in the Informal Learning Environment

This study sets natural science and technology for third-graders as the learning
subject. The subject of natural science and technology emphasizes on experiments;
the required knowledge is complete only when the learners grasp the concept and
can verify with experiments. AR technology plays a role to provide visual mul-
timedia information to aid in learning so that students can fully understand the
purpose of the experiment with existing equipment and instruments in the NMNS.
At the same time, the gapbetween experimental results demonstrated on instru-
ments and the cognitive results can be reduced. Also, the learning route is effec-
tively planned so students can accurately hold onto learning resources without
getting lost during the learning process and hence greatly enhances learning
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Fig. 1 Self-regulated learning diagram in formal and informal learning contexts

efficiency. This study aims to provide one set of appropriate learning steps (as
shown in Fig. 1) designed for learning convergence to guide the students when
they encounter the gap between learned knowledge and experimental results when
studying natural science and technology subject. For the sake, we provide a
solution functioning as bridge between fundamental concept of knowledge and
relevant experiments, driving students to have profound experience in learning
science and technology as well as to strengthen learning motivation.

Guiding Learning Objectives with AR and Indoor Positioning
Technology

As indoor configuration of the NMNS is irregular and with multi-thematic
distribution, it is time consuming to look for themes relating to experimental topic
corresponding to the curriculum. In order to learn effectively and get the learning
resources quickly, this study designs a learning system applicable in the NMNS
utilizing the AR and indoor positioning technology.

Augmented Reality

In this study, the use of AR technology assists learners to effectively find the
learning resources. The mobile device held by learner will display virtual tag and
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text prompts to guide the leaner the route to specific learning resources. The
problem of time-consuming to find specific learning resource or getting lost along
the way during self-regulated learning is thus improved. During the learning
process, the system constantly records new learning routes and conditions of
usage; such data can be further used in the future to analyze learning effectiveness
of the learner.

Indoor Positioning

The usage of indoor positioning technology effectively navigates the learning route
and records learning nodes. The technology is implemented to learning routes via
learning steps, enabling students to monitor and control their own learning pace
and to cultivate self-adjustment learning ability. Students can effectively do self-
assessment on their learning performance and the goal of cultivating students’ self-
adjustment learning ability is therefore achieved.

System Demonstration

This system is designed against the subject of Nature & Life Science for the 3rd-
grader. The learning goal, which enables the students to understand the topic
learning goal thoroughly, is set up based on the learning requirement of students
after ending up with the basic concept program. Moreover, it helps students to find
out the learning sources accurately through the assistance of learning platform
during the informal learning environment. The virtual arrow and text prompt
displayed on the hand-hold device can help the learner not to lose the direction
whilst searching for resource indoors and the searching time can also be reduced.
Meanwhile, continuous tracking can be executed by using such system and the
learning status and usage condition can both be recorded.

B e PO
e ¥__ =
5
&

Houn Road =

Fig. 2 Simulation screen of interior location / real learning condition of student using such
learning platform
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The proposed learning system is able to show up the learning path, record the
learning nodal point and even present content embedded in learning path effec-
tively by means of the combination of augmented reality technology and indoor
positioning technology, as shown in Figs. 2 and 3. In this way, the system not only
enriches learning experiences but also draws students’ attention and inspire their
motivation. During the learning process, self-learning regulation is aroused in
order to bring up and regulate the learning habit gradually to achieve the goal of
self-regulated learning designed by this study.

Results and Discussion

Augmented Reality is used to Strengthen the Effectiveness
of Self-Regulated Learning upon Academic Study

This study will further build up a knowledge learning platform. It will integrate the
learning topics in the formal context and learning paths for the learning history of
each user through systematic analysis.

When the user is learning in NMNS, the location-based annotation function can
be used to hold the learning experience combining with the built-up coordinate
system at the current location of learning. Each node can store the learning type of
user in NMNS, such as audio visual learning and thinking of some topic. By node
learning record, the user can grasp the self-learning progress and share with peers.

Enhance the Learning Efficiency by AR and Indoor
Positioning

It is a topic worth concerns if a learner can learn effectively in the environment of
informal learning, in which if informal learning is performed in NMNS, the
learning status of each learner may not be taken care under the limited human
resources. The system are designed to combine the augmented reality and indoor
positioning technology to help the learner get the direction whilst searching for
resource indoors and reduce searching time. Meanwhile, since the problem of that
subject can be provided properly through the system, the learner may not miss the
learning point in NMNS. This system can also be used to record the learning
history and track the usage condition of system continuously. At last, the learner
can not only absorb the knowledge but also manage the self-learning regulation
during the learning process and thereupon improve and train the habit of self-
learning gradually.
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Conclusion and Future Prospect

The purpose to build up this learning system is to combine the environment of
formal learning with informal learning. The traditional teaching model of teacher
guiding to learn is changed. In a new wave of learning, the students will be guided
into a diverse learning environment to enhance the learning experience and
knowledge complementary outside class and the self-regulated learning ability in
the large-scale environment can be trained. This system provides the assistance of
the subject of Nature & Life Science required by the experiment learned by the
students, which helps to encourage the students performing expeditionary learning
in NMNS, and further strengthen the critical thinking and train the organizational
ability of students. The more important point is to be capable of self-regulated
learning during the learning process and after it; a set of effective learning model
can be obtained. In the future, we will further investigate such system being used
in the environment of informal learning and carry out an experiment on the subject
of Nature & Life Science learned by the 3rd Grade students of an Elementary
School. Meanwhile, we will continuously pay attention to the effect of the self-
regulated learning ability developed by the augmented reality and indoor posi-
tioning technology.
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Using Particle Swarm Method to Optimize
the Proportion of Class Label

for Prototype Generation in Nearest
Neighbor Classification

Jui-Le Chen, Shih-Pang Tseng and Chu-Sing Yang

Abstract Nearest classification with prototype generation methods would be
successful on classification in data mining. In this paper, we modify the encoded
form of the individual to combine with the proportion for each class label as the
extra attributes in each individual solution, besides the use of the PSO algorithm
with the Pittsburgh’s encoding method that include the attributes of all of the
prototypes and get the perfect accuracy, and then to raise up the rate of prediction
accuracy.

Keywords Particle swarm optimization - Prototype generation - Evolutionary
algorithms - Classification

Introduction

The nearest neighbor algorithm [1] has a significant effect on classification pre-
diction. To calculate the similarity between the predicted target and the known
samples is the way to find the nearest neighbor. This method provides a very high
accuracy rate and having the characteristic that the more precise with the more the
number of samples. However, there are some drawbacks for the method. The costs
of the calculation are too high and the accuracy is susceptible to noise interference.
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In order to solve the above problem, some method can achieve this goal by
thinking about reduction of the number of samples. There are two main proposed
methods that try to select the reasonable ones from all of the samples and then to
perform the nearest neighbor algorithm. These two methods are named prototype
selection (PS) [2-7] and the prototype generation (PG) [8-11].

For the purposes of prototype selection to perform the classification, those
prototypes are base on the new selection of suitable samples from the training set.
There are two main methods for PS problem. One is the concentration method [2],
the main idea is to avoid the proportion of certain types of samples are more large
than others that make the error decision. For the reason that those samples are
eliminated for the properties may be too similar or unrelated. By the second
method, the main purpose is to focus on removing those samples would interfere
with decision or cause confusion then the follow-up prediction would be more
accurate [3]. For prototype generation (PG), not only choose the appropriate
samples but also modify the attributes of individual sample. At the result, the
decision of classification would be more obvious and distinguished [12, 13].

The main purpose of PG method is to choose or modify the n samples’ data
from the training set. After that generates a new set, GS, which contains the
r prototypes, in which n > r. These newly generated prototype can be used for the
classification to accelerate the prediction efficiency because of the fewer number
of samples would achieve the better accuracy. Find subsets guaranteeing zero
errors with N-prototypes for each class when the original data set which is sub-
mitted to the Prototype Generation Classifier.

In general, PS and PG problem can be considered as combination and opti-
mization problem, there are many evolutionary search method applied in this
problem. PG is regarded as a continuous space search problem. The evolutionary
optimization search methods using particle swarm optimization (PSO) and dif-
ferential evolution (DE) are suitable for continuous spaces. Many schemes are
presented on this topic, such as [12-15].

Most of the methods for prototype generation that gives a suggestion for the
proportional to classes label is equal to the average, but does not completely arrive
at ideal accuracy. The proportion of class for the prototypes in the AMPSO [12]
method is uncertain, which is determined by the execution results of each run. In
the SFLSDE [13] method, the proportional to the number of all classes for the
prototypes is based on the training set. As a result, this method got a good pre-
diction accuracy.

The main contribution of this paper follows a idea to that presented in [13] that
is the use of the PSO algorithm with the Pittsburgh’s encoding method that include
the attributes of all of the prototypes and get the perfect accuracy, but we modify
the encoded form of the individual that add the proportion for each class label as
the extra attributes in each individual solution and then to raise up the rate of
prediction accuracy.

The remainder of the paper is organized as follows. Section “Proposed Method
for Prototype Generation” describes in detail the proposed method. Performance
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evaluation of the proposed method is presented in section “Experimental
Framework and Results”. Conclusion is drawn in section “Conclusions”.

Proposed Method for Prototype Generation

In this section, the Particle Swarm Optimization (PSO) method is applied for the
prototype generation. The PSO follows the general process of the Evolutionary
Algorithm. PSO initializes the population with N members as the candidate
solutions (NP), for each solution of NP is named a individual.

Encoding of Prototype

The encoding method will be used the Pittsburgh method, all of the prototype will
be encoded into each individual, the size for one individual can be denoted D. The
individual with dimension D in DE method can be regarded as a target vector. As
the result, D = r x n + m, r is the number of prototypes in the same individual.
n is the number of attributes in the prototype. m is the number of type of class
label. In addition to those prototypes and it’s attributes as the part of individual
solution, the number of distinct class labels is also as a part of solution.

Table 1 describes the structure of an individual. Each prototype p; has a cor-
responding class label. Within entire evolutionary cycle of PSO, the value of this
class label remains unchanged. It means that by the operation of the PSO, the class
labels assigned but still fixed from the initialization phase of each prototype to the
end phase, the class labels are not part of the individual. Typically, it is necessary
to normalize the values of each attribute before PSO processing. That prevents the
attributes in large ranges to influence some attributes in smaller ranges. The
normalization means that to transform a value v of a attribute A to V' in the range
[—1, 1] by computing with Equation(1) where ming and max, are the minimum
and maximum values of attribute A.

Table 1 Encoding of a set of prototypes

Prototype 1 Prototype 2 ... Prototype r Proportion
Attributes  pi1, P12s---Pin P21, P22,--+-P2n -+« DPris Pr2s--+sPm do, dp,-..,dm
Vectors X13X25 -+ o5 Xn Xnt1sXn425 -+ 5 X2n oo Xr—Dn+ 15 X(r=Dn+25 - - 5 Xm Xmt1s -« o5 Xntm+1
Class dy d; ... d,

r is the number of prototypes
n is the number of attributes
m is the number of class label which denotes as d, dy,..., dy
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v’z(ﬂ)x2—l (1)

max, — ming

Algorithm and Movement

During the initialization process, there is one thing is needed to ensure that each
class has at least a prototype to be represented. All of the prototypes are combined
and encoded in each individual. These prototypes is proportional to each class with
the number of samples in the training set. The individual should include each class
with at least one prototype S;.

Assume an D-dimensional search space S, and a swarm comprising Np parti-
cles. The position X = [xi,...,xp] = [xl,xz, ey Xy X1 - - .,x,H(mH)] of a
particle in the search space S denotes a candidate solution.

The current position of particle i is an D-dimensional vector X; =

[Xi1, %2, - - ., Xip]' belong to S in iteration ¢.
The velocity of this particle is also an D-dimensional vector V;=
Vit Vi, - - viD]' belong to S in iteration #, which indicates the displacement for

updating the position of each particle in the search space.

The best position encountered by particle i is denoted as P; = [pi1,pi2, - - -, Pin)’
belong to S. Assume that g is the index of the particle that attained the best position
found by all particles in the neighborhood of particle i.

The swarm is manipulated by the following equations:

+1 t t t t t
Vig ! = wviy + ciwi (ply — xig) + cama (pgd - xgd) (2)
o 1
Xig = Xjg +Vig (3)

Where i = 1,2,...,Np, is the particles index; d = 1,2,...,D, is the dimension
index; t = 1,2,...,T, is the iteration number; The variable w is a parameter called
inertia weight, which balances global and local searches in the PSO. The two
positive constants ¢y and ¢, are cognitive and social parameters, respectively.
Proper fine tuning of ¢; and ¢, may improve the performance of the PSO. ¢; =
¢y = 2 were recommended as default values. The w;,w, generates a random
number uniformly distributed within the interval [0, 1].

Finally, if the selected individual obtains the best fitness in the population, and
returns the best individual found during the evolutionary process.
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Experimental Framework and Results

In this paper, the performance of the proposed algorithm is evaluated by using it to
solve the prototype generation in nearest neighbor classification problem. All the
experimental results are obtained by running on an IBM X3650 machine with
2.4 GHz Xeon CPU and 16 GB of memory using CentOS 6.0 with Linux 2.6.32.
Moreover, all the programs are written in C++ and compiled using GNU C++
compiler.

Parameter Settings and Datasets

We perform experimentation on the problems summarized in Table 2. They are
well-known real problems taken from the University of California, Irvine, col-
lection, used for comparison with other classification algorithms.

Table 2 summarizes the properties of the selected data sets. For each data set
that include the number of examples, the number of attributes, and the number of
classes. For the results of classification, the data sets are using the ten fold cross-
validation to perform the prediction.

Experimental Results

In this section, we describe the results of the experiments and perform compari-
sons between the GA, PSO, AMPSO and proposed method PPGPSO with same
population size and iterations. Those parameters for setting. In all experimental
results show in this section, we use the following notation: a “(+)” tag to the result
means that the average result was significantly better than the result of the other’s
method. We also use boldface style to highlight the best result (Table 3).

In Table 4, we compare the average success rate of GA, PSO, AMPSO and
proposed method PPGPSO. It shows that PPGPSO has more opportunity to do
better than others in those problems.

Table 2 Summary description for classification data sets

Data set #Examples #Attributes #Classes
Australian 690 14 2
Breast 286 9 2
German 1000 20 2
Glass 214 9 7
Heart 270 13 2
Iris 150 4 3
Wine 178 13 3
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Table 3 Parameter specification for all the methods employed in the experimentation

Algorithm Parameters

GA PopulationSize = 50, Iterations = 1,000, reduction rate(r) = 5 %, CR = 0.9,
MR = 0.05, CO = TwoPoint
PSO SwarmSize = 50, Iterations = 1,000, reduction rate(r) = 5 %, C1 =2, C2 = 2,

Vmax = 0.25, Wstart = 1.5, Wend = 0.5

Table 4 Average success rate (in percent) that compared with EA algorithm for prototype
generation

Problem GA PSO AMPSO PPGPSO Proportion
Australian 64.79 82.43 87.00 (+) 85.83 (1:1)

Breast 62.31 65.90 66.16 (+) 65.25 1:1

German 70.04 74.54 75.05 76.49 1:1D

Glass 74.43 72.93 82.62 87.01 (1:2:1:1:1:3:1)
Heart 95.41 96.28 97.43 97.54 1:1D

Iris 94.31 98.93 99.99 (+) 99.97 (3:2:1)

Wine 94.43 95.14 96.02 96.51 (1:1:1)
Conclusions

In summary, we have proposed differential evolution as a prototype generation for
data reduction method. Specifically, it was used to optimize the proportional to the
prototypes for the nearest neighbor classification and to perform as a prototype
generation method.

The main aim of this paper to modify the encoded form of the individual to plus
the proportion for each class label as the extra attributes in each individual solu-
tion, besides the use of the DE algorithm with the Pittsburgh’s encoding method
that include the attributes of all of the prototypes and get the perfect accuracy, and
then to raise up the rate of prediction accuracy.

The ongoing work of experimental study would be performed which be allowed
us to justify the behavior of DE algorithms when dealing with small and large
datasets.
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A Novel Genetic Algorithm for Test Sheet
Assembling Problem in Learning Cloud
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Abstract The assessment is the most effectively tool for the teachers to realized
the learning status of the learners. The test sheet assembling is an important job in
the E-learning. In the future learning cloud environment, the large amount of items
would be aggregated into the itembank from various sources. The test sheet
assembling algorithm should be with the ability of abstract the needed information
directly from the items. This paper proposed an effective method based on genetic
algorithm to solve the test sheet assembling problem. The experimental result
shows the effectiveness of the proposed method.
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Introduction

In past 20 years, the development of Internet has changed the modern human
living in several domains. The modern learning is also changed by Internet.
Learning is a major human activity to accommodate the environment or the society
better. Because of the rapid changing of modern society, the learning efficiency
becomes more important than the past. The E-learning [1] is proposed and
developed in the first decade of the 21st century to enhance the human learning
efficiency. In this time, the various kinds of E-learning are widely applied on
various types of educations, such as primary education and continuing education.

Cloud computing [2] is the developing trend of information technology. These
unprecedented amount of computing and storage resources would be elastically
management and organized to support heterogeneous computing needs. The
computing applications, such as entertainment and learning, are transformed into
services delivered via Internet. The concept of learning cloud is proposed to
represent the learning service supported by cloud computing. Because of the
computing and storage ability, the learning cloud can be used to process and store
more learning contents than the traditional learning management system (LMS),
and these learning contents can be presented in various different forms and
mediums. The learning contents may be from many different sources, such as
e-books, wikis and blogs. The integration and organization of learning contents are
important issues in learning cloud. Tseng et al. [3] proposed a method to integrate
the learning contents from different sources. The large amount of learning content
would be prospectively aggregated in the future learning cloud.

Because of the learners with various different knowledge backgrounds and
learning experiences, it is almost impossible that the teacher can design a learning
plan which can suitable to each student. The individualization [4] of learning tries
to provide different learning plans and activities to different students. It is almost
impossible in traditional education because of the cost. But it has become an
important issue in E-learning domain because the Internet can provide more
interactions among the teacher and the students. For the individualization, it is
necessary to gather information about the students by assessment process [5].
Computer-based test (CBT), or e-assessment, [6—8] can provide more performance
and lower cost than traditional paper—pencil test (PPT) to realize what the students
know. The test sheet assembling, which selects the candidate items from the
itembank to generate the test sheet, is the basis of E-assessment. The quality of the
itembank and the method of assembling are the two main factors which influence
the quality of the test sheet. This paper tries to propose a novel method based on
genetic algorithm to solve the test sheet assembling problem in learning cloud
environment.

The remainder of the paper is organized as follows. The related works are in
section Related Works. Section Proposed Method introduced the proposed
method. The experimental results are in section Experimental Result. Conclusion
is given in section Conclusion.
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Related Works

In the last 30 years, the metaheuristics [9] has been successfully applied on various
discrete and continuous problems. There are two categories of metaheuristics,
single-solution and population based. The single solution based metaheuristics,
such as simulating annealing (SA) [10] and tabu search (TS) [11], search the
neighbours of the only one solution. The population based metaheuristics, such as
genetic algorithm (GA) [12] and particle swarm optimization (PSO) [13], do the
parallel searching by a set of solutions and would interchange the information
among the solutions.

Genetic algorithm [12] is originally proposed by J. H. Holland. It is inspired by
the natural evolutionary process. There are already various variants of GA pro-
posed to different problems, such as travelling salesman problem and numerical
function optimization.

Hwang et al. [14] proposed a tabu search method to solve the test sheet
assembling problem. Hwangs’ work focus on the degree of discrimination and
consider the constrains of the expected testing time and the expected ratio of unit
concepts. But the weakness of Hwangs’ work is that the itembank must be well-
organized and can provide all necessary information to the tabu search algorithm
for generating the test sheet. It is not usually practical in the learning cloud
environment. The items of the itembank may be from several different sources.
The organization of the itembank should be usually messy unless a large amount of
human work is used to put all items in order. In addition, the information about one
item may be incomplete. These situations would restrict the application of
Hwangs’ work.

Leung et al. [15], propose a personalized genetic algorithm (PGA) for the test
sheet assembling problem. The PGA is based on the item response theory and
focused on the personalization of assessment. It is the same with the weakness that
the itembank must be well-organized.

Proposed Method

In learning cloud environment, the itembank aggregates a large amount of items
from different sources. It is not practical to re-organized these items by humans. In
one topic, there are many items which contains some redundancy. One item may
be identical with another item. Or the item is the variant of another item, the two
items do test similar but not the same concepts. Or part of the concepts of one
items are in another item. The test sheet assembling in learning cloud environment
should reduce the redundancy and maximize the number of concepts in finite items
of the test sheet. For this purpose, the Maximum Concepts Genetic Algorithm
(MCGA) is proposed in learning cloud environment.
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Maximum Concept
Genetic Algorithm

Word Segmentation Data Cleanup

Fig. 1 System architecture of test sheet assembling

Figure 1 shows the system architecture of test sheet assembling. Before the
MCGA, there are two stages of pre-processing. At first, all the items of the it-
embank should be segmented into words. This work focuses on the assessment
itembanks on the Taiwan elementary school. Because the characteristic of Chi-
nese, the Chinese item should be segmented into some meaningful words. The
Chinese word segmentation is a important research issue in the Chinese natural
language processing. We use the Chinese word segmentation service provide by
the Chinese Knowledge and Information Processing (CKIP) group [16], Institute
of Information Science, Academia Sinica, Taiwan. The accuracy of this Chinese
word segmentation is about 96 %. Secondly, the data cleanup stage is responsible
for removing all the stopwords in a Chinese item according to the attributes of
each word. It is similar to the Stemmers algorithm [17] for English text. But there
is no the stop word list which can be used to remove all the useless words. The
Chinese word segmentation service provide the attribute of each word. The noun,
verb, adjective and adverb is reserved into MCGA, the others is removed.

The solution in MCGAIs represented as a bit-string showed as Fig. 2. The
length of bit-string, A, is the number of total items in the itembank. If the test sheet
consists of n items; there are only #n bits of ones in the bit-string, the other bits are
Zeros.

Algorithm 1 Maximum concepts genetic algorithm

: Randomly initiate the population

: while The terminate condition is not met do
: Selection()

: Crossover()

: Mutation()

: end while

: Output the result

~N QN BN~

Algorithm 1 shows the outline of MCGA. At first, all the solutions in the
population are initiated randomly. The main loop would be terminated after the
pre-defined number of iterations. In the main loop, like the general genetic algo-
rithm, there are three steps: selection, crossover and mutation. The tournament
selection [18] is used as the selection operator in this work and the tournament size
is set to 3. The selected solutions would be store a temporary population as the
parents of crossover.

The simple 2-points crossover is used to reproduced the next generation solu-
tions. Figure 3 shows an example which is used to illustrate the 2-points crossover
in MCGA. There are total 10 items in the itembank of the example, and the
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Fig. 2 The representation of
solutions

Fig. 3 The example of C1 «
crossover in MCGA ) :

Pl 1 1 0 0 0 1 1 0 1 0

P2 1 0 0 1 1 0 1 0 1 0

o1 ] 1 1 0 1 1 0 1 0 1 0

02| 1 0 0 0 0 1 1 0 1 0

testsheet consists of 5 items. The parents, P1 and P2, are legal solution, but the
ofspring, O1 and O2, are both illegal. There are 6 ones in O1, and only 4 ones in
02. 1t is necessary to repair the offspring solutions.

In the binary bit-string representation of solutions, the simplest mutation is
flipping one arbitrary bit. Because the repairing may be needed after the crossover
step, we designed two kinds of mutation, increment mutation and decrement
mutation. Figure 4 shows the example of mutations. If the number of the solution’s
one bits is greater than s, the increment mutation would be applied. On the other
hand, If the number of the solution’s one bits is less than 7, the decrement mutation
would be applied. The increment mutation would choose the zero-bits to flip until
the solution become a legal solution. In addition, the decrement mutation would
choose the one-bits to flip until the solution become a legal solution. In Fig. 4, the
solution O1 is applied the decrement mutation, the 2nd bit is changed from one to
zero. And the solution O2 is applied the increment mutation, the 4th bit is chosen
to flip from zero to one. There are two strategies used to choose the flip bits in the

Fig. 4 The representation of

solutions Ol ] 1 1 0 1 1 0 1 0 1 0

02| 1 0 0 0 0 1 1 0] 1 0
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both increment and decrement mutations. The first flip-bit choosing strategy is
random choosing. This is simple and easy to implement. The second flip-bit
choosing strategy is heuristic choosing. The heuristic choosing strategy on the
increment mutation would prefer the item which can increase the maximum fitness
value. The heuristic choosing strategy on the decrement mutation would prefer the
item which would decrease the minimum fitness value.

Experimental Result

For illustrating the effectiveness of MCGA, we have implemented the MCGA on a
HP DL165 G7 machine with 2.6 GHz AMD Opteron CPU and 12 GB of memory
using Ubuntu 12.04. Moreover, all the programs are written in C++ and compiled
using g++ (GNU C++ compiler). The two variants of MCGA are implemented.
The first one is the MCGA with random choosing mutation, denoted by MCGARg.
The other one is the MCGA with heuristic choosing mutation, denoted by
MCGAy. In this paper, the population size is set to 40, and the crossover rate is
0.8. The number of iterations is equal to 100. The initial solutions are generated by
randomizing. Each experiment repeated 30 trials and all results shown in this paper
are the average of 30 trials.

As shown in Table 1, ten itembanks—denoted DS1-10—are used to measure
the performance of the MCGA. The DS1 itembank is from the textbook published
by the Han Lin Publishing [19]. And the DS2 itembank is from the textbook
published by the Kang Hsuan Publishing [20]. These two books are for the grade 4
Society course of the elementary school in Taiwan. These two books are edited
according to the same standard of Society textbook; so the contents of these two
books are eventually identical, but with the different schemas. The DS1 itembank
has 6 chapters, 13 sections, and 697 items. The DS2 itembank has 3 chapters, 15
sections, and 464 items. The DS3-DS6 itembanks are the subsets of DS1. The DS3
contains the first 3 chapters of DS1, DS4 contains only the 2nd chapter. The items
of the last 3 chapters are in DS5, and the DS6 contains only the 5th chapter. The
DS7-10 are based on DS3-6 and integrated the items from DS2 by using the
method [3]. All of the itembanks are segmented by using the service of the Chinese
word segmentation system [16].

In this work, coverage are chosen as the fitness value and the performance
measure. The coverage evaluation function could be described as Eq. (1). We
assume that the concepts in one item can be represented by its keywords. And all
identical keywords of the itembank can be as the domain of the itembank. The
coverage means that the ratio of the itembank’s domain is covered by the test
sheet.

The identical keywords in the test sheet

MSE =
The identical keywords in the itembank

(1)
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Table 1 Itemsets
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Item# Keyword# Identical keywords

DS1 697 7,268 1,874
DS2 464 3,908 1,255
DS3 340 3,395 1,058
DS4 123 1,230 443
DS5 357 3,873 1,144
DS6 157 1,707 611
DS7 551 5,137 1,481
DS8 182 1,702 616
DS9 516 5,248 1,525
DS10 254 2,555 887
Table 2 Experimental result of MCGA, the test sheet size is 50

Random MCGAR MCGAH

Coverage Coverage Time Coverage Time
DS1 0.19 0.36 0.78 0.39 5.81
DS2 0.23 0.37 0.50 0.39 1.53
DS3 0.30 0.54 0.42 0.57 1.16
DS4 0.58 0.86 0.16 0.88 0.24
DS5 0.31 0.51 0.46 0.54 1.54
DS6 0.50 0.76 0.23 0.78 0.38
DS7 0.22 0.39 0.62 0.42 3.77
DS8 0.44 0.70 0.23 0.72 0.36
DS9 0.23 0.38 0.63 0.41 3.30
DS10 0.34 0.56 0.34 0.58 0.86
Table 3 Experimental result of MCGA, the test sheet size is 100

Random MCGAR MCGAH

Coverage Coverage Time Coverage Time
DS1 0.33 0.54 1.56 0.59 10.02
DS2 0.38 0.58 0.97 0.61 3.23
DS3 0.50 0.76 0.80 0.80 1.83
DS4 0.89 1.00 0.30 1.00 0.45
DS5 0.50 0.74 0.87 0.78 2.19
DS6 0.77 0.96 0.42 0.97 0.67
DS7 0.36 0.58 1.20 0.63 5.46
DS8 0.70 0.93 0.43 0.94 0.46
DS9 0.37 0.58 1.24 0.62 5.48
DS10 0.57 0.80 0.65 0.82 1.43

The size of test sheet is set to 50 and 100. The Tables 2 and 3 show the
comparison of random, MCGAgr and MCGAy. Both MCGAR and MCGAy are
dramatically better than the random method in all itembanks. In addition, the
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coverage of the MCGAy is better than the MCGAg. But MCGAy is slower than
the MCGARg.

Conclusion

The test sheet assembling is an important job in the E-learning. In the future
learning cloud environment, the large amount of items would be aggregated into
the itembank from various sources. In this situation, the well-organized itembank
is not practical. The test sheet assembling algorithm should be with the ability of
abstract the needed information directly from the items. The proposed MCGAis
based on genetic algorithm and incorporated with the domain-specific heuristic.
The experimental result shows the MCGA can effectively this problem. In the
future, we try to use the multi-objective optimization to assemble the test sheet for
more different test requirements.
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