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Morphological and functional complexity of animal 
and human tissue is one of the most fascinating and 
simultaneously challenging topics in tissue-based science. 
The diverse organizational units of a normal liver, lung, 
or kidney, such as organ-specific cells, nerves, connective 
tissues, and different types of vessels, show so many 
variants that a systematic and comprehensive analysis 
by human eyes is not possible. In addition, time-related 
modifications and spatial distribution of the components 
as well as disease-related variants produce an even higher 
level of complexity, often termed hyper-complexity.
Today, the only way to find a solution for reliable and re-
producible analyses of various tissues is based on multi-
plex digital systems that produce tissue-related big data. 
By applying suitable algorithms, these data can be sort-
ed and used to answer different diagnostic, prognostic, 
predictive, and scientific questions. The concept of tissue 
phenomics is currently the most promising approach to 
answer many burning questions of cancer and other dis-
eases.

—Prof. Dr. med. Dr. h. c. Manfred Dietel
Charité, Berlin, Germany
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xiiiForeword

Evolution of Tissue Phenomics and  
Why It Is Critical to the War on Cancer

A view from a tumor immunologist  
and cancer immunotherapist

Those of us in biomedical research are witnessing an almost 
daily evolution of our science. Nowhere is this more obvious, or 
possessing greater impact, than in the field of cancer immunology 
and immunotherapy. Cancer, one of the great scourges on humanity, 
is having the veil of its secrets lifted. Digital imaging and objective 
assessment tools contribute substantial and solid evidence to 
document that immune cells are prognostic biomarkers of improved 
outcomes for patients with cancer. While anecdotal reports of 
associations between immune cell infiltrates and improved outcomes 
have been presented by pathologists for more than 100 years, the 
co-evolution of multiple science subspecialties has resulted in 
opportunities to better understand the disease and why it develops. 
Armed with this knowledge and evidence that checkpoint blockade 
therapies are capable of unleashing the immune system, increasing 
survival and possibly curing some patients with cancer, will lead to 
additional investment in this area of research, which will accelerate 
the pace at which we develop improved treatments for cancer. It is 
clear that digital imaging and assessment of complex relationships 
of cells within cancer, the very essence of tissue phenomics will 
play a central role in the development of the next generation of 
cancer immunotherapies. Ultimately, assessment of cancer tissue 
phenomics will be used to tailor immunotherapies to treat and 
eventually cure patients with cancer.
 This is a very different time from when I began as an immu-
nologist. Monoclonal antibodies, reagents capable of objectively as-
sessing thousands of molecules, were not yet invented. To identify 
a subset of white blood cells, termed T cells, we used the binding 
of sheep erythrocytes to lymphocytes as the assay to characterize 
their numbers. The number of lymphocytes that formed rosettes was 
counted on a hemocytometer using a light microscope. This method 
was used to dose patients with immunosuppressive therapy to pre-

Foreword
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vent allograft rejection. In tissue sections and smears, we did not use 
immunohistochemistry (IHC); we used ocular annotation of a cell’s 
morphological characteristics. My limited training in this area came 
at the hands of Dr. John W. Rebuck, a hematopathologist, who trained 
with Dr. Hal Downey, who trained with Professor Artur Pappenheim, 
at the University of Berlin. Professor Pappenheim, who developed 
the Pappenheim stains, educated his trainees into the subtleties of 
morphology, who then propagated the method to their trainees, and 
in this way the method spread.
 Lymphocyte was my cell of interest; it was known to be a small 
round cell, with limited cytoplasm. Under Dr. Rebuck’s tutelage, 
I denuded my skin with a scalpel, placed a drop of the diphtheria, 
pertussis, and tetanus vaccine on the area, covered it with a sterile 
glass coverslip, and attached it in place using a small piece of 
cardboard and adhesive tape. I would then change the coverslips 
every 3 h over a period of 48 h. Once the coverslips were removed and 
stained with Leishman’s, I would sit at a multi-headed microscope 
and Dr. Rebuck would point out the monocytes or lymphocytes 
that were migrating into the site and onto the coverslip, identifying 
whether they were lymphocytes or monocytes that were morphing 
into large phagocytic cells. To support his description, Dr. Rebuck 
would describe the nuclear and cytoplasmic characteristics, as well 
as the other types of cells present in the area. That type of detailed 
evaluation has gone on for more than a century and remains the 
principal means to characterize disease.
 As you read this book, it will become clear how the advances in 
image assessment technology allow subtle characteristics of cells to 
be evaluated in an objective and automated fashion. In addition to 
the morphological characteristics of cells, multiplex IHC provides 
simultaneous assessment of six or more markers on a single slide. 
Utilizing other technology, it is possible to stain a slide and then image 
and strip the slide of the reagents so that the cycle can be repeated 
as many as 60 times, allowing assessment of as many markers on a 
single slide. Coupled with the advent of tissue phenomics, all of this 
information can be evaluated in the context of whether it is inside 
the tumor, at the invasive margin, or in the stroma.
 The molecular evaluation of disease is also advancing. 
Summaries of gene expression profiling data for tumor samples 
from hundreds of patients are available in The Cancer Genome 
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Atlas (TCGA) and other databases. These databases are being 
interrogated to evaluate how many cancers had high or low levels 
of genes associated with immune cells, as well as for expression of 
cancer-destroying molecules or of mechanisms cancer can use to 
evade immune-mediated destruction. While these interrogations of 
the data are providing important and powerful insights about the 
immune system’s response to cancer, much of this information lacks 
the context of where these elements are expressed and the identity 
of which cells are expressing specific genes. Only by understanding 
the context of this information, specifically which cell is expressing 
what and which cells are nearby, can it be effectively used to guide a 
new generation of cancer immunotherapy trials.
 Head and neck cancer will serve as an example to further clarify 
this point. For several years, it has been known that increased 
numbers of CD8(+) cancer killer T cells at the tumor were associated 
with improved survival. For example, in one study patients whose 
tumors had above the median number of CD8 T cells had around 
a 50% 5-year survival, while those whose tumors had CD8 T cell 
numbers below the median, had a 35% 5-year survival. This pattern 
was true for assessment of CD8(+) T cell numbers by IHC or gene 
expression profiling. As an immunologist who recognizes the 
important role that CD8 T cells can play in preclinical animal models, 
this made sense. However, it was also reported that an increased 
number of FOXP3(+) suppressor T cells were also associated with 
improved survival. Since these are the cells that can turn off the 
cancer killer cells, these results made no sense. As we began to 
apply the multiplex IHC method to visualize six markers on a single 
4-micron section, it became clear that in some patients, immune 
cells associated with the tumor were organized in a specific pattern. 
In one case, the tumor, which uniformly expressed high levels of the 
immune checkpoint PD-L1, had excluded essentially all immune cells 
from inside the tumor. However, at the tumor–stroma barrier was a 
band of suppressor T cells, and outside of that band were the CD8(+) 
cancer killer T cells. Since several of the suppressor cells’ immune 
inhibitory functions required cell contact, we reasoned that in order 
to be effective, the suppressor cells would need to be relatively close 
to the CD8(+) cancer killer cell that they were trying to inhibit. 
When we evaluated tumors with a high number of suppressor cells 
near the CD8(+) cancer killer cells, we found that these patients did 
significantly worse than patients with low numbers, not better. As 
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we evaluated another inhibitory molecule, PD-L1, which mediates 
inhibition by contact, we found the same pattern. While additional 
validation needs to be done, this illustrates the power of evaluating 
cell–cell relationships. It will be these types of assessments with 
panels of 20–25 markers that will provide critical insights into why 
tumors escape immune elimination and what hurdles will need to be 
addressed to improve patient outcomes. It is not going to be easy and 
after spending 5 years in the midst of digital imaging technologies, 
I realize there are substantial challenges ahead. There is no looking 
back! Since the immune system is the critical element that can cure 
patients of cancer, it is essential to assess the cancer that escapes 
and ultimately kills the patient. While multiple approaches must be 
applied, the tissue is the issue and tissue phenomics is the approach 
that will play the critical role in unraveling the amazing complexity 
of the cancer–immune system interphase and drive the development 
of treatments to cure patients with cancer.

Bernard A. Fox
Providence Cancer Center

Portland, OR, USA
Autumn 2017
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1.1 Motivation

For many decades, tumor tissue has been the basis and gold stand-
ard for cancer diagnosis and treatment, putting the pathologist close 
to patient care by giving essential guidance for treatment decisions. 
Extracting information from tissue in histopathology often is still 
predominantly a manual process performed by expert patholo-
gists. This process, to a certain degree, is subjective and depends 
on the personal experience of each pathologist; rather qualitative 
than quantitative and of limited repeatability as the considerable 
variability in histological grading among pathologists exemplifies. 
Moreover, conventional histopathology currently does not allow sys-
tematic extraction of the rich information residing in tissue sections. 
The histological section, being a two-dimensional representation of 
three-dimensional structures, represents the complex phenotype in 
a solid way. The entirety of DNA, RNA, proteome, and metabolome 
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2 Introduction to Tissue Phenomics

are all blended into a topologically ordered and preserved morpho-
logical integrity. Therefore, the transition from a more descriptive to 
a strictly quantitative discipline, being the core objective of modern 
histopathology, is clearly worthwhile to pursue. This will allow the 
extraction of large amounts of tissue-derived data from many pa-
tients, enabling the creation of unprecedented knowledge through 
statistical evaluations and improving treatment of individual pa-
tients.
 Conventional approaches such as H&E-based morphological 
assessment have been increasingly complemented by proteomic 
and genetic methods, mainly through immunohistochemistry 
(IHC) and in situ hybridization. Genomic studies, although not 
providing microscopic spatial resolution, started to add value by 
furnishing rich genetic fingerprints. Several successful attempts 
have been developed to understand cancer determinants in tissue-
based genomics with platform technologies such as qPCR and 
next-generation sequencing (NGS). The importance of genomics in 
oncology is natural and appears evident as cancer can be a genetic 
disease driven by specific genetic mutations. In a number of cases, 
correlations between gene mutations and diseases have been 
identified, and associated diagnostic tests have been established. 
However, today only limited parts of available data are of known 
clinical relevance and are actually used for diagnostic or therapeutic 
decision-making. Tumors are known to be heterogeneous and many 
different mutations or wild-type gene expression-related features 
occur that might affect patient outcome. Also, the tumor and its 
microenvironment are characterized by spatial patterns, such as 
the arrangement of cells involved in the interaction of the immune 
system with the tumor, which cannot be adequately characterized 
by genomic approaches, yet is known to be highly relevant for 
prognosis. Nature selects for phenotype, not genotype (Gillies et al., 
2012). Even before the first human genome was fully sequenced, 
it became obvious that hopes and salvation expectations projected 
onto the emerging field of genomics would be challenging to fulfill.
 The concept of the phene, coined a century ago, gained novel 
significance after being overshadowed by genetic approaches for 
years. An independent discipline named phenomics was postulated 
to help elucidate the physiological hierarchies leading from genetic 
traits to clinical endpoints (Schork, 1997). A decade later, it was 
understood that the systematic study of phenotypes in relevant 
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biological contexts would be “critically important to provide 
traction for biomedical advances in the post-genomic era” (Bilder 
et al., 2009). The toolbox of comprehensive phenotyping is ample 
and addresses complexity on different scales. From transcriptomics 
and epigenomics over proteomics to high-throughput assays of cell 
cultures, biological entities of increasing hierarchical complexity 
are assessed systematically (Houle et al., 2010). However, these 
approaches are compromised by methodological challenges. 
Performing phenomics on a large scale is an intrinsically 
multidimensional problem, because the phenome is highly dynamic. 
It is influenced by a multitude of factors from post-translational 
modifications to high-level environmental stimuli. Approaches 
such as proteomics, capturing snapshots of multifactorial biological 
processes, are limited in their transferability and significance. 
In general, the gigantic molecular network that acts between 
the genome and the unfolding of tissue structures with all their 
properties is still not fully understood. Tissue phenomics provides 
a systematic way of knowledge discovery, thereby contributing to 
fill this knowledge gap.

1.2 Tissue Phenomics and Medicine 4.0

Tissue phenomics has also to be seen in the general trend of digi-
tization and intelligent data processing. Digitization alone would 
not have such a big impact on society, science, and business. The 
combination of digitization with intelligent data processing and the 
availability of data networks with gigantic data streams changes 
our world. The most important keywords for this general critical  
endeavor are Industry 4.0, machine learning, automatic cognition, 
intelligent processing, cloud computing, data mining, and big data. 
In the medical domain, all those terms are also central, but addition-
ally Medicine 4.0, digital medicine, digital pathology, and image anal-
ysis are themes that are specifically important. All those general and 
specific aspects and components are essential for tissue phenomics 
and will be discussed in this book.
 The evolving digital word is changing our society in nearly all 
aspects. It is, therefore, an exciting question where this will lead us 
near-term and long-term. The principle changes in medicine will 
probably be not so different from the principle of general develop-
ments. The generation of knowledge and innovations is one example 
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4 Introduction to Tissue Phenomics

for this. In the past, machines could not do this; at best they could 
help humans to be creative and innovate. We live in a time where 
this is changing. Through automatic data acquisition, automatic data 
comprehension, data mining, and big data correlations, which repre-
sent potential discoveries of rules or laws, can be worked out by ma-
chines on their own. Automatically connecting those findings with 
what is known and documented in literature can lead to completely 
new insights. Through tissue phenomics the speed of creating medi-
cal knowledge and insights will be considerably enhanced. Clinical 
decision support systems (DSSs) have been in discussion for decades. 
Today it is obvious that very soon they will become very important 
and not so far from now they will contribute such crucial information 
that they will be indispensable for each and every therapy. This book  
illustrates why tissue phenomics will be a central part of this.
 Digitization and intelligent data processing are playing a more 
and more dominant role for present and future businesses while 
also increasingly influencing daily life. Industry 4.0 is a prominent 
example of this development. Digitization of information is 
advancing vigorously and, combined with its intelligent processing 
and its massive collection and exchange with ever higher speed, 
is about to change our world probably more than anything else. 
We are moving toward a Society 4.0, and Medicine 4.0 will be an 
important part of it with tissue phenomics being embedded therein. 
Tissue phenomics, which in principle also could be called Pathology 
4.0, is in the process of developing a power that goes far beyond 
conventional pathology. It is about the most important elements of 
living organisms, the cells, their states, and their interactions. It is 
already important today, but might even become the most important 
cornerstone of future healthcare.
 Cells are the basic elements that form living organisms. Besides 
fulfilling all kinds of functions, they form an extremely sophisticated 
interaction network with many different types of players being 
involved. Therefore, it appears very reasonable to speak about a 
social network of cells. The value of tissue phenomics results exactly 
from getting comprehensive access to this interaction network. 
Tissue phenomics helps to understand it by extracting information 
and knowledge from it and by characterizing individual organisms. 
This is of general importance but is also crucial for the treatment of 
individual patients. Understanding in general the extremely complex 
interactions of cells by considering the different cell types and their 
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different states is an essential part of biological and medical science. 
On the other hand, as this social network of cells differs from person 
to person, it needs to be characterized also for individual patients to 
enable their appropriate treatment.
 Already today the importance of automatic rich quantification 
and comprehension of this social network of cells is clearly recog-
nized by many scientists and clinicians, and its value is understood. 
Nevertheless, though the field is quite young and dynamic, it is 
worthwhile to consider also its potential future developments. In 
the near-term, it is obvious that automatic quantification and com-
prehension will become a standard procedure in science as well as 
in the clinic. The level of sophistication of the enabling technologies, 
of image analysis and data mining, is already very high and also im-
proving fast. Furthermore, the process of including and integrating 
very different types of data besides the one derived from tissue slides 
has already started. In the long-term, the development of tissue phe-
nomics will, in principle, be not so different from Medicine 4.0 and 
Industry 4.0. As these are very fundamental changes, the question is 
how far we really can foresee how those fields will develop.

1.3 Phenes in Cancer Immunology

Let us first concentrate on the present and near-term situation 
and on histology. An important type of cell–cell interaction is the 
interaction of the immune system, the immune cell community, with 
cells that are abnormal and cause a disease. Cancer represents such 
a case. Cancer cells interact with immune cells and have an influence 
on the state of immune cells and how they interact with each other 
and in return with the cancer cells. Knowing that the immune 
system, in principle, should be able to fight cancer cells, it became 
clear that the immune system in cases of cancer occurrence is not 
properly working anymore. Supporting the immune system in this 
fight against cancer is a relatively novel concept, but in recent years 
turned out to be extremely successful. This type of therapy is called 
immunotherapy and perhaps has even the potential to cure cancer. 
When studying the interaction of the immune cell community with 
the cancer cells, it became clear that this interaction is complex 
and that it differs from patient to patient. It is obvious that this is 
not only true for cancer but also for other types of diseases. There 
are many different diseases where the immune system plays an 

Phenes in Cancer Immunology
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important role. Many diseases are simply caused by autoimmune 
reactions, and in cases of organ transplantation, getting the immune 
system under control is the biggest challenge. With the interaction 
network of cells, the social network of cells, being the essential 
part of any living organisms and that diseases are a result of this 
network being perturbed, it is not surprising that characterizing this 
social network of cells is the most important task for determining 
the right treatment of patients. Additionally, it has been shown that 
the treatment-decisive molecular heterogeneity of cancer cells in a 
single patient may be attributed to environmental selection forces, 
imposed by the network of cells constituting the tumor’s immune 
contexture (Lloyd et al., 2016). Today, the treatment decision is 
mainly achieved by histological investigations of individual cell 
populations, but in future, the study of networks of cells empowered 
by tissue phenomics will bring these decisions onto a new level.

1.4 Future of Tissue Phenomics

In the future, the interaction network of cells in tissue will also 
be characterized by non-microscopic techniques. Histopathology 
deals with investigating tissue slides under the microscope, where 
individual cells and their interactions can be studied. Tissue 
phenomics builds upon this. In most cases, single interaction events 
or cell states are not so relevant, but the statistical values of many 
interactions and states may be quite relevant. Therefore, if cell states 
and cell–cell interactions could be marked and visualized with a 
lower resolution by radiological investigations, so that statistical 
evaluations become possible for relevant regions like the tumor 
microenvironment, this could strongly complement microscopic 
histopathology. Through tissue phenomics, both types of data could 
be analyzed and the results could be combined. This is just one 
example for how tissue phenomics will evolve. Certainly genetic 
data are very helpful for evaluating states and interactions of cells. 
Here the same problem of low spatial resolution occurs, and again 
through combination with microscopic results, data become more 
meaningful. The trend is anyhow toward microlaser dissection 
where at least some local spatial data can be collected. In general, 
one could say the combination of results from very different data 
sources is what cognitive digitization will aim to achieve. For tissue 
phenomics, this means combining rich spatial information from 
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high-resolution microscopic images with genomic and proteomic 
data with low spatial resolution, but rich depth, and with radiomics 
data providing whole organ contexts and longitudinal information. 
The integration dramatically increases the dimensionality of the 
information space with novel challenges and opportunities for big 
data analytics.

1.5 About This Book

The book first guides through the tissue phenomics workflow, 
as illustrated in Fig. 1.1, and second sets tissue phenomics in the 
context of current and future clinical applications.

MultiplexingIHC Marker
Panel

Cognition
Network

Technology

Machine
Learning

Image
Mining

Data
Integration

Figure 1.1 Tissue phenomics provides a comprehensive workflow aiming at 
the discovery of the most accurate tissue-based decision support algorithm by 
close integration of assay development, image analysis and bioinformatics, and 
optimization feedback loops.

 In Chapters 2 to 4, our authors describe in detail various 
approaches on how to convert the wealth of tissue slide pixel data 
into mineable knowledge (datafication). The journey begins with 
knowledge-based methods, in particular, the Cognition Network 
Technology (CNT) developed by Gerd Binnig and his team. Although 
knowledge eventually drives every analysis process, it became 
obvious in the last years that we have limited ability to translate 
the human (pathologists’) knowledge about visual perception and 
recognition of objects in images to computer language. Therefore, 
data-driven approaches such as deep learning became increasingly 
important, as discussed in Chapter 4. The editors truly believe that 
the combination of knowledge-based and data-driven methods will 
eventually provide the highest impact on the utilization of image 
data for optimal treatment decisions for patients. Subsequently 
to the datafication of images, bioinformatics plays a crucial role 

About This Book
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in integrating other data sources such as genomics, radiomics, 
and patient-related information, and in generating prognostic and 
predictive models for disease progression. As discussed in Chapters 
5 and 6, these models may classify patients in distinct groups such 
as those responding to a given therapy, or those with longer-than-
average disease-related survival time. Since tissue phenomics 
provides a huge set of potential prognostic features (phenes), both 
chapters focus on robust feature selection methods by advanced 
Monte Carlo cross-validation algorithms.
 In Chapter 7, we discuss multiple application examples of tissue 
phenomics in academic and commercial settings. In particular, Table 
7.1 shows the tremendous impact of that approach to advances in 
biomedical sciences. Building on the successes in research, Chapters 
8 and 9 discuss applications in clinical environments and provide a 
flavor of where our journey aims to. Translating tissue phenomics 
into the clinics is a demanding challenge, considering all the 
regulatory requirements and the novelty of the approach.
 Finally, Chapter 10 looks into the future, where tissue datafica-
tion and subsequent patient profiling is part of every routine exami-
nation, with the goal to best match patients with the most successful 
therapy, as predicted by a tissue phene. This concept goes far beyond 
companion diagnostics, since it bridges from multivariate diagnos-
tics to multiple therapy options offered by various pharmaceutical 
companies.
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In the process of tissue phenomics, image analysis is the sub- 
process of extracting histomorphological data from virtual slides, 
which are subsequently funneled into the data mining engine. 
Obviously, this procedure (also referred to as datafication) marks a 
crucial step in the chain of events. It is, therefore, discussed at length 
in this chapter.
 By extracting and quantifying the immense number of biological 
entities present on multiple structural levels in a histological 
section, the foundation is laid for the identification of patterns 
and arrangements that are often difficult to quantify or simply 
not amenable to human assessment. The chosen image analysis 
approach has to cater to the complexity of the biological question 
being addressed. This can be a considerable challenge for certain 
disease settings such as the tumor microenvironment, which is 
composed of multiple cellular and molecular players.
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 However, only if the image analysis yields high-quality results 
and numbers are solid, downstream discoveries can be significant 
and robust. Objective knowledge about the performance of the 
employed image analysis solution with respect to a ground truth is 
thus critical. So too are a range of pre-analytical parameters that can 
facilitate a successful image analysis, as we also discuss briefly.

2.1 Introduction

The notion of personalized or precision medicine, grouping patients 
according to diagnostic test results in order to identify the most ap-
propriate course of therapy for each patient, has been building over 
the past few decades due to the increasing availability of both thera-
peutic options and related diagnostic assays. This is especially true in 
the field of oncology. The value of a personalized medicine approach 
is exemplified in two recent US Food and Drug Administration (FDA) 
approvals for companion cancer diagnostics. One is the approval of 
Pembrolizumab in microsatellite instability high (MSI-H) tumors. 
Second is the approval of the Oncomine Dx Target Test for the selec-
tion of non-small cell lung cancer (NSCLC) patients encompassing 
three separate genomics-targeted therapeutic regimens. These also 
represent departures from standard cancer diagnostics in important 
ways. In the case of MSI-H testing, multiple cancer types can exhibit 
this phenotype; therefore, standard cancer diagnostic criteria essen-
tially become overridden. The Oncomine Dx approach represents a 
multiparametric approach to diagnostic testing, in contrast to the 
standard one drug/one companion test model. It seems reasonable 
to envision a number of additional CDx tests based on multipara-
metric measures that address one or more tumor indications and 
assess multiple therapeutic possibilities in tandem. Importantly, this 
approach essentially employs big data techniques to wrap as many 
drug targets as possible into a single decision-making matrix. For 
health care providers facing an ever-growing list of available tar-
geted therapies, immunomodulatory molecules, and combination 
therapies, this broader approach may be the best way to ensure that 
each patient ends up paired with the best therapeutic option for 
their particular disease.
 In this context, genomic or gene expression analyses represent 
a large proportion of cancer-related diagnostic tests and are ame-
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nable to a multiparameter approach. However, there are practical 
limitations in using these analyses fully for standard of care tumor 
samples, classically represented by formalin-fixed, paraffin-embed-
ded (FFPE) specimens intended for diagnostic histopathological 
analysis. Immunohistochemistry (IHC) assays also make up a sub-
stantial proportion of available cancer tests and readily make use of 
FFPE tumors. Multiple IHC assays are approved as either companion 
or complementary CDX tests. However, IHC tests currently are often 
made quantifiable in a simplified (monoparametric) way in order to 
optimize reproducibility among the pathologists who score them. 
Image analysis, by taking automated IHC analysis and tissue context 
into a more quantitative realm, can produce richer datasets for data 
mining and conceivably to identify novel diagnostic readouts. The 
greater complexity allowable by image analysis also places greater 
demands on data mining, essentially requiring a big data approach 
more along the lines of gene-based assays. In the future, personal 
medicine should not be constrained to a single platform, but rather 
could blend genomics, IHC, and other assay formats into a unified 
matrix.
 Tissue phenomics is the term we apply to encompass the 
rich image and data analysis components of suitably designed 
multiparametric tests. On the front end, tissue phenomics must be 
supported by a digital pathology platform capable of generating 
the highest quality image analysis data possible. On the back end, 
it is made powerful by integrating image analysis data with all 
other available information, to include the results of any molecular 
testing. Feeding the resulting large datasets into big data and 
machine learning workflows has the potential to uncover signatures 
associated with response or resistance to a broad range of drugs and 
eventually could coalesce into tests, which could encompass the full 
range of therapeutic options for a given tumor type.
 Beyond direct clinical applications, the tissue phenomics ap-
proach is also capable of yielding powerful insights into the patho-
genesis of many diseases, as well as to enable early drug discovery 
efforts or support translational biomarker research. Widespread 
adoption of whole-slide scanning and a growing number of us-
er-friendly image analysis software options have driven a sharp  
increase in published image analysis studies, which in turn has ex-
panded awareness of the unique insights that can be gained from 
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image analysis. Biomarker quantitation and spatial analyses outside 
the abilities of a human observer can be carried forward from pre-
clinical research into the translational and clinical arenas, enabling 
biomarker strategies to take shape earlier and more efficiently. A 
number of tissue phenomics studies have demonstrated this ability 
to generate unique biomarker insight, improving existing manual as-
say interpretation or even succeeding where it failed entirely.
 In this chapter, we discuss the image analysis component of  
tissue phenomics studies, together with the pre-analytical variables 
that are critical for the successful execution of these studies. A 
thorough understanding of the journey from tissue to data is essential 
for the proper implementation of tissue phenomics, especially in the 
context of precision medicine.

2.2 Experimental Design for Image Analysis 
Studies

Using image analysis, tissue phenomics is well suited to address 
complex biological questions. For instance, it can utilize highly mul-
tiplexed tissue techniques such as immunofluorescence, co-regis-
tered serial IHC, or imaging mass cytometry together with image 
analysis in a variety of ways. These kinds of multifaceted approaches 
can add great value to the data needed to optimize tissue phenom-
ics. Complexity, however, also increases the potential to introduce 
noise into a system. Sources of noise must, therefore, be minimized. 
In short, image analysis is best when the experimental design and its 
execution maximize the extraction of all potentially quality data and 
at the same time minimize the effect of potential sources of problem-
atic data. However, it is not necessarily obvious and straightforward 
what the experimental design and execution plan should be. In that 
regard, some pre-testing, validation, and, if needed, a revision may 
be required before settling on the final elements of the experimen-
tal design. We briefly discuss a few points to illustrate how design 
elements can influence the success of the image analysis study, as  
follows.
 First, the general approach must be aligned with the needed 
data output. For example, a proximity analysis between two given 
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cell types might be appropriately done by co-registering serial 
sections of chromogenic single stains. In contrast, measuring the 
dual expression of two markers in individual cells requires instead a 
dual stain. If the cellular compartments expressing the two markers 
are distinct (e.g., one membrane and one nuclear) and can readily 
be discriminated by image analysis, then a chromogenic dual 
stain may be appropriate, whereas overlapping expression (two 
membrane markers) likely requires immunofluorescence. Second, 
image analysis can only reveal information present in the digitized 
tissue image. Therefore, all tissue and staining features needed to 
support the planned image analysis, including counterstaining for 
nucleus detection and incorporation of appropriate tissue masks 
(e.g., cytokeratin for tumor cells), must be planned and validated 
upfront. Any needed information for which the image analysis 
cannot be automated might need to be addressed by other means. 
For example, manual annotations performed by a pathologist can 
readily partition data into relevant tissue regions. Third, minimizing 
potential problems should also be planned for as much as possible. 
For instance, image analysis may serve to reduce or eliminate 
some pre-analytical variables, such as adequately filtering out 
autofluorescence in immunofluorescence-stained tissues. But it 
may not account for other staining variables, such as the ability to 
sufficiently discriminate the brown staining of many IHC markers 
from the endogenous pigment present in melanomas. The staining 
part of the plan must, therefore, use alternative chromogens. It is not 
possible to consider all possible circumstances that could affect the 
outcome of a study. However, thorough planning and some degree of 
pre-study testing of what works and does not for the intended image 
analysis will greatly improve the chances of success. In particular, an 
early specification of the desired data points and what image analysis 
measurements can deliver those endpoints facilitates this design 
phase. In the end, a successful experimental design for a complex 
image analysis project must balance the potential benefits of the data 
to be produced against the potential risks of an overly complex set 
of methodologies and the possibility of introducing excessive noise 
into the data. In addition, other practical factors for consideration 
include logistical matters such as the computing resources required, 
transferability of scoring solutions to other tissues, or open re-use 
based on generated hypothesis.

Experimental Design for Image Analysis Studies
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2.3 Input Data and Test Data

As described in the preceding section, image analysis cannot be 
leaned upon to undo issues caused by pre-analytical variables. 
Therefore, correct sample handling, processing, staining, and 
scanning are as important as experimental design in determining the 
quality and reliability of image analysis data. Limiting cold ischemia, 
appropriate fixation time, automated processing, skilled sample 
embedding and sectioning, and use of an autostainer with antigen 
retrieval capabilities together provide the consistency necessary to 
generate the large, reliable image sets necessary for leveraging the 
full quantitative power of image analysis. In the context of tissue 
phenomics, this consistency is especially crucial to ensure that data 
mining and machine learning activities are performed on features 
calculated from tissues that have not experienced conditions 
that could alter tissue morphology or immune reactivity. Assay 
conditions themselves must be absolutely consistent; therefore, 
staining on a regularly maintained autostainer with in-run control 
tissues is strongly advised.
 Ideal staining intensity for image analysis studies is often lower 
than for manual assessments, as maximizing dynamic range is more 
critical than highly visible staining; image analysis is not subject to 
the detection limits of the human eye, and intense staining conditions 
designed for binary pathology decisions can obscure information 
from the high and low ends of the staining intensity spectrum. 
Minimization of background staining is another reason to forego very 
intense stains, which can make accurate segmentation of individual 
cells in darkly stained areas problematic. Hematoxylin can be just 
as important to optimize as the stain itself, as nuclear morphologies 
and hematoxylin intensity can be invaluable tools in classifying both 
biomarker-positive and biomarker-negative cells into different cell 
types, which can then be aggregated into regional definitions. While 
CNT-based tissue phenomics image analysis approaches are not tied 
to nuclear objects as the starting point of an analysis, many simpler 
tools rely upon them for cell detection, meaning in these cases also 
optimized counterstains will give the best possible results from 
image analysis experiments. Tissue information made inaccessible 
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through poor histology cannot be recovered by any image analysis 
system. Scanning of tissues is the final step in making tissue ready for 
image analysis and should be performed by experienced personnel 
on a high-quality scanner. Scans should be in focus for the entire 
slide if possible, and at a minimum, the regions of interest must be 
consistent and analyzable.
 Quality control (QC) inspection of all images and tissue should 
be performed at this point, to ensure that the starting material for 
the image analysis is suitable. Visual and histological artifacts are 
removed at this point by manual annotation and automated means, 
to give the image analysis solution a head start by limiting the amount 
of non-target tissue it must interpret. Larger-scale regions of interest 
(ROIs) are also commonly annotated by a pathologist, eliminating 
the challenging image analysis task of automated ROI detection. 
However, annotations and QC of slides and image analysis results 
are time-consuming and subjective and require access to pathology 
resources. Automated QC methods trained and tested against 
expertly annotated “ground truth” of cells and regions in tissues can 
provide a way around the time and resources required for manual 
processes and are key to larger image analysis studies and tissue 
phenomics. Just as the correlation of multiple pathologist scores 
is measured for histologic assays, image analysis rulesets can and 
should be compared against pathologist annotations to ensure that 
performance of solutions is accurate and precise. These comparisons 
are likely to be critical for the entry of image analysis solutions into 
regulated environments such as companion diagnostics, where an 
extremely high level of performance is necessary to ensure patient 
safety and accurate treatment decisions. The image analysis solution, 
in this case, becomes part of the assay, and the entire process from 
start to finish should be tested with equal or greater rigor as an IHC 
test with a manual interpretation.

2.4 Image Analysis

An image analysis methodology that gained considerable traction 
over the last years (from 33 publications in the realm of digital pa-
thology during 2005–2010 to 133 in 2016 alone) is CNT. The CNT 
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Figure 2.1 Schematic representation of a CNT-based image analysis procedure 
applied to a multiplexed virtual slide, combining the execution of both, rule-
based and machine learning–based elements. (*Generic nucleus segmentation, 
†Chromogen-independent phenotype segmentation)
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system perceives biological structures on all scales as objects, very 
much as a human observer would do, and allows a heuristic ap-
proach to complex biomedical questions (Binnig et al., 2002). Being 
object-oriented and context-driven, it is excellently suited for func-
tional, morphological, and geographical phenotyping in histological 
sections (Baatz et al., 2009). When a virtual slide is analyzed, a frac-
tal network of objects is generated, not only as final result, but al-
ready during an evolutionary process (Figs. 2.1 and 2.2) in which ini-
tial object primitives are semantically enriched until the final state 
of abstracted, correctly segmented, and classified objects of interest 
is reached (Fig. 2.3).
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Figure 2.2 Detailed depiction of processes in boxed area of Fig. 2.1, 
highlighting the extraction of various cell species in the tumor.
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Figure 2.3 An example for a typical hierarchical representation of regions and 
cellular structures in Cognition Network Language (CNL). With this approach, 
different levels of granularity can be jointly represented in a common framework.

 The procedure implies a constant oscillation between the 
spheres of (re-)segmentation and (re-)classification. Ephemeral 
structures might exist, whose only purpose is to serve as precursors 
for evolutionarily more refined, persistent structures, to enable 
measurements on specific regions or to efficiently handle large-
scale structures on virtual slides, which might contain up to several 
gigapixels. The ongoing process is supported by a continuous 
evaluation of image objects along their spectral, morphological, 
and spatial–relational attributes. It allows generation of major 
mechanistic insights in (immuno)oncology, not only on virtual 
slides (Nagaraj et al., 2017) but also in all kinds of assays over the 
translational continuum (Estrella et al., 2013; Muñoz et al., 2017).
 Pathological and biological knowledge from the expert is fun-
neled in via the associated CNL (for a detailed treatise, see Chapter 
3). CNL is a graphical language that allows an interactive scripting 
and offers immediate visual feedback on how the hierarchical ob-
ject network is altered during the development process. The rule-
based concept follows a highly semantic approach and facilitates 
a smooth and versatile development of image analysis protocols, 
rulesets, which can be enriched by a wide variety of machine learn-
ing approaches (see Chapter 4). The development environment for 
programming in CNL is Definiens Developer XD.
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Figure 2.4 Image analysis of an IHC triplex assay (Dauffenbach et al., 2017), 
including a macrophage marker (red chromogen), PD-L1 (DAB), and a marker 
for cytotoxic T cells (green chromogen). The image analysis follows the scheme 
exemplified in Fig. 2.1, resulting in an image object hierarchy as shown in Fig. 2.3. 
A–C: Image analysis of a case with low T-cell infiltration; scale bar corresponds 
to approximately 200 µm (A: Original image; B: Segregation of epithelial regions 
from stroma; C: Segmentation and classification of individual positively stained 
cells and counterstained nuclei, classification colors correspond to various cell 
species according to single or multiple marker positivities; D–F: Examples for 
the segmentation of individual cells in cases with varying marker expression; 
scale bar corresponds to approximately 100 μm).

Image Analysis
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 In CNL, a straightforward grammatical concept is pursued, 
where the system itself—as a process-controlling instance—
represents the subject. Processes, covering a panoply of granular 
image analysis algorithms, correspond to predicates. A domain 
concept allows addressing biological structures as objects, which are 
characterized by a class assignment and adjective-like descriptive 
features. These features are dynamically used in the course of the 
process as (transient) descriptors of biological structures but also 
play an essential role in the generation of final readouts, where they 
can be combined to yield advanced phenes, in some cases subvisual, 
context-derived patterns beyond human perception.
 The principle of fractality is a leitmotif that pervades all aspects 
of the system (Klenk et al., 2000) and is of crucial significance 
for rendering the multi-scalar nature of practically all biological 
phenomena. Biological ontologies become manifest in the image 
object hierarchy but can be as well represented using a hierarchical 
system of classes. Furthermore, features that are attributed to the 
biological structures and processes are organized hierarchically.
 An archetypical application case for the image object hierarchy 
is the tumor microenvironment, where the tumor superstructure 
contains the tumor center and (sometimes) an invasive margin. 
The tumor center itself is made up of components such as tumor 
stroma and epithelial regions. Each of these entities again contains 
different species of cells, which can be grouped into substructures 
such as tertiary lymphoid structures. An individual cell might 
be composed of membraneous stretches, cytoplasmic portions, 
and a nucleus, which can hold a nucleolus or specifically textured 
chromatin microstructures. On a large-scale geographic level, the 
exact localization of intra-epithelial tumor-infiltrating lymphocytes 
(iTILs) can help to identify the exact character of a patient’s immune 
response sensu (Teng et al., 2015). On a cellular level, the hierarchical 
concept allows to understand where exactly within the individual 
cell the expression of a certain protein is taking place (Braun et al., 
2013).
 The paradigm of the image object domain, implemented in the 
algorithmic framework, allows a dynamic navigation through the hi-
erarchical network for local processing. The system can temporarily 
enable individual structures, like specific tumor regions, to become 
autonomous actors and execute particular actions on themselves or 
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the structures they encompass, creating a dynamic ecosystem of ob-
jects. In the example of specific tumor regions, the cells they contain 
are consequently treated according to highly local rules. This ena-
bles targeted approaches for extracting objects of interest and can 
help, for example, in treating stromal and epithelial regions in differ-
ent ways or to balance out staining gradients in histological samples.
 The description of biological phenomena requires frequently 
the expression of expert knowledge in fuzzy terms (Zadeh, 1965). 
Membership functions help to address elaborate biological questions, 
such as differentiating principal modes of cancer invasion (Katz et 
al., 2011) or identifying highly diversified cellular phenotypes in a 
robust manner (Azegrouz et al., 2013) and can be used in the course 
of the datafication process in an explicit or procedural way.
 Empirically, pathologists often approach the analysis of a histology 
slide by first gaining an understanding of the growth pattern of the 
particular tumor and evaluating the stain characteristics in multiple 
locations. Next, the assessment of the cells and regions is cast into 
percentages and/or scores, for example, for quantifying the KI67 
proliferation of a tumor in breast cancer (Dowsett et al., 2011).
 Within the hierarchical framework described above, each object 
is able to query its location relative to neighboring objects and the 
hierarchy. Considering the example of TILs, a particular cellular 
object can be identified as TIL by examining its location within the 
hierarchy and by its spectral and morphological properties. Using a 
lymphocyte marker such as CD8 or by relying on morphologic criteria, 
objects on the cellular level can be categorized as lymphocytes 
or other cell species. Next, by querying the object hierarchy with 
respect to a particular object in question, the regional information 
can be used to derive a label; that is, if the detected cell is a sub-
object of the epithelial tumor region and indeed a lymphocyte, it can 
be labeled a TIL. Once a common representation of the regional and 
cellular objects is achieved, an abundance of scene statistics may 
easily be derived, such as cell densities stratified by type, proximity 
measures, or region-specific scores (Fig. 2.5).
 As previously discussed, the CNT architecture encompasses 
a modeling of the tissue as a scene structure into hierarchical 
object levels comprising objects of varying granularity. Here, the 
knowledge about tissue preparation, disease characteristics, and 
staining quality is encoded during the development process (Baatz 
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et al., 2009). In contrast, recent advances in machine learning 
include deep learning architectures, which aim for automatically 
learning feature representations from training data, while relying 
on a predefined network architecture. In this manner, an automated 
learning of a hierarchical representation may be achieved; however, 
the network design and the availability of large datasets is crucial in 
order to arrive at robust and scalable solutions (Angermueller et al., 
2016).

Figure 2.5 Proximity analyses on IHC-stained immune cell populations can 
be visualized as object-specific heatmaps. The degree of embeddedness of 
an individual positive cell with regard to another cell species on co-registered 
sections from the same block is represented as a color code, with values 
ranging from distant (blue) to proximal (red). Objects were identified using a 
CNL-based rule set. Left panel: Marker A positive cells and their color-coded 
proximities to two other markers (above and below). Right panel: Same analysis 
for lymphocyte marker B.

 To this end, the modular and hierarchical approach of CNT allows 
to integrate machine learning approaches seamlessly with rule-based 
modeling approaches. In this case, machine learning approaches 
can be utilized to detect particular sub-entities in a tissue slide, for 
example, epithelial tumor (e.g., the subregion level in Fig. 2.3) regions 
or cellular detections (e.g., the cellular level in Fig. 2.3). Next, these 
individual entities can be merged using a hierarchical representation, 
allowing refinement and putting them into context. This approach 
has several advantages: First, the integrated representation of learnt 
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primitives allows to fully exploit current state-of-the-art machine 
learning methods, enabling the best possible object detection or 
classification. Second, a hierarchical visual representation allows 
for structuring a tissue slide in accordance with the pathological 
assessment. An example of this would be categorizing cells analyzed 
via machine learning processes into those present in either invasive 
margin or tumor center, as in state-of-the-art immuno-oncology 
analyses.
 This approach allows for the generation of analysis results 
in an explainable manner, that is, maintaining modeling up to the 
level required by the pathologists while allowing machine learning 
approaches to provide the best possible primitive generation. Using 
this scheme, the final representation of the hierarchy and objects 
allows for confirmation that an approach is biologically sound while 
generating statistics for subsequent data mining procedures.
 The training of machine learning models requires large amounts 
of data, in general far larger than for the training of rule-based 
approaches. This can become a serious challenge in limited clinical 
datasets, where rarely does the training set cover all expected 
variations and expressions of the disease in question. The most 
straightforward approach to learn stable models is to acquire large 
amounts of annotated training data, learn a model and apply it. 
However, in practice, ground truth data might be difficult to achieve 
as, for example, manual cell annotations in sufficient quantity are 
hard to acquire or, for pairing outcome scores with tissue slides, 
sufficient numbers of slides are often not readily available. From 
this perspective, a hybrid strategy for analysis of tissue slides offers 
a substantial benefit, as a comparably simple rule-based approach 
can be utilized to train a subsequent, slide-specific machine learning 
model. Here, the rule-based approach generates training labels 
on the fly, that is, during analysis, while the classifier will allow to 
predict the remaining entities that were not captured by the rule-
based image analysis. Similarly, locally concentrated tissue defects 
or alterations may be detected by simulating these from regular 
tissue, training a classifier on these and then finding similar regions. 
By using these hybrid techniques, the upfront need for (labeled) 
training data may be reduced, as domain knowledge is encoded into 
the image analysis. Expanding this principle, models pre-trained on 
other databases can be utilized to predict individual structures in a 

Image Analysis
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tissue slide, feeding into an analysis framework tailored to the image 
analysis problem in question. Once the ruleset is set up, a distributed 
client–server architecture allows its application in a production 
environment for batch processing of large numbers of virtual 
slides. The ruleset must be robust enough to cope with any type of 
biological and assay-related variability, noise, ambiguities, and level 
of detail of decisions from cell to cell, even making calls that are 
difficult for pathologists. It is self-evident that designing an image 
analysis solution requires an a priori knowledge of the expected 
variation in the training set. If the variability is adequately covered, 
it will perform robustly on large batches of sections. However, one 
day it might meet a black swan and fail, necessitating an adjustment 
of the algorithm to extend its applicability.
 On a higher scale, robustness is of essential significance for 
broader tissue phenomics studies, like lateral tumor surveys over 
multiple cancer types: Readouts have to be comparable within and 
across assays and indications (Steele et al., 2017). Therefore, analysis 
approaches should be as generalized and at the same time as modular 
and encapsulated as possible to facilitate transfer between solutions 
for various assays. They should also be as chromogen independent 
as possible to account for the advent of novel, multiplexed assays.
 A number of analyses can be performed on digital images at a time 
well after the initial study design or early data generation and analysis. 
However, the ability to do such post hoc analyses may be limited by 
a number of factors, such as the rulesets used for image analysis, the 
scoring solutions developed, or tissue annotations. Decisions made 
upfront can either permit or limit the kinds of post hoc analyses that 
might be considered later. As a simple example of this notion, a study 
may intend to primarily assess glomerular changes in a disease 
model based on a robust automated detection of glomeruli. Since 
some glomerular diseases (e.g., focal segmental glomerulosclerosis) 
may exhibit regional differences (juxtamedullary versus cortical 
glomeruli), the ability to later assess such regional differences may 
either be supported by prior planning (e.g., the simple and efficient 
annotation of cortical and juxtaglomerular regions) or not. Such pre-
planning decisions, however, must balance the potential benefit of 
preserving such later analytical decisions versus the effort required 
to do so.
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 A key notion regarding the ability of image analysis to produce 
the kinds of data needed to answer the biological questions under 
consideration is simply to consider which among available means 
can both efficiently and accurately produce such data. Automated 
software solutions, when they exist and can be easily applied, 
represent obvious choices for inclusion.
 Fundamental to the ability of any image analysis solution to 
produce data that accurately define the histological changes present 
in a given disease model is the capacity to transfer the critical 
histopathological information present in the digital images of 
diseased tissue (or even normal tissue) into robust digital scoring 
solutions. In other words, the scientific expert must be able to 
initially transfer such histopathological information to the software 
developer in such a way that the developer can code the software to 
capture these changes. Importantly, this process must be pressure 
tested to ensure that what the image analysis solution sees is 
sufficiently aligned with what the scientific expert is seeing. Quite 
often this requires a back-and-forth process that refines the image 
analysis solution until there is a consensus that the working scoring 
solution accurately captures the key tissue changes. Inherent in this 
notion is that the system is eventually trained using tissues that 
appropriately reflect the changes expected in test tissues. This kind 
of iterative learning process may not be required when a machine 
learning process can instead be used to get to the appropriate scoring 
solution. It must still be kept in mind that the learning set of tissues 
or even the early set of test tissues may not fully represent all the 
histopathological variations representative of the disease condition 
of any particular population (e.g., cancer of the lung). Therefore, 
some continued evolution of the initial working image analysis 
solution is often necessary that goes hand in hand with testing of the 
most recent algorithms. However, when the image analysis solution 
is finalized, it is also critical to validate that the data it produces 
accurately reflect the histopathological changes present in all of the 
test tissues, as we describe separately.

2.5 Quality Control Procedures

To achieve comparable readouts across assays and indications, all 
different sources of variability need to be understood and considered 

Quality Control Procedures
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early in the process of developing the image analysis solution. Only 
then can a QC process have an impact on decisions made regarding 
the design of the image analysis solution. An adequate procedure 
should, therefore, consider both variability of input data as well as 
variability caused by the image analysis solution.
 When investigating input data, it is highly recommended that a 
number of steps are performed by both a pathologist and an image 
analysis expert. These comprise identification of missing slides, 
visual identification of slides that do not belong to the same case, 
visual assessment of the preparation quality (sufficient preparation 
quality to visually identify cells and visual assessment of the 
staining quality), low-staining background, clear counterstain (e.g., 
hematoxylin), visual assessment of the scanning quality, absence of 
scanning artifacts, and completeness of tissue scanned.
 It is not uncommon that during the QC process of input data, 
some of the data need to be fixed, or recreated (e.g., rescans of slides). 
Therefore, the topic of data management is also a very important 
one. It needs to be ensured that the correct versions of files are used 
and their history is traceable.
 The other main category of QC is the assessment of the quality 
of image analysis results. This is required during development 
of the tissue phenomics image analysis solution as well as when 
assessing the quality of the readouts provided by it. To assess 
the quality, it is key that the task is well defined. Especially in the 
context of segmenting and classifying millions of cells, it needs to 
be understood what is good enough. Does the readout need to be 
continuous for the given task, or will a cut-off be applied on it to 
define two groups? In the case of the latter, the cut-off has a huge 
impact on the requirements of the image analysis solution as well 
as on the QC. The image analysis solution would have to be very 
sensitive around the cut-off, while far away from it sensitivity would 
be less critical. For example, if the readout is a percentage and the 
cut-off is around 20%, the test data should be enriched around this 
cut-off. On the one hand, the image analysis solution would need to 
distinguish above and below 20%. On the other hand, it would not 
matter if the image analysis solution would return 60% where 90% 
or 30% would have produced the same test result. This is important, 
as a better agreement at high cut-offs might come at the cost of 
having a poorer agreement at lower cut-offs.
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 When it comes to how to test the quality of the image analysis 
readouts, we can distinguish between visual QC by the expert (e.g., 
a pathologist) and automated QC either based on ground truth or 
technical tests. Visual QC usually comes with relatively small initial 
costs as compared to creating automated test tools and acquiring the 
required ground truth for them. However, especially when doing QC 
during development, the same test might be applied multiple times. 
Furthermore, if the image analysis solution needs to be revised, 
automated tests can be easily applied to ensure the quality was not 
affected in a negative way. Additionally, visual tests are most often 
qualitative, or at most semi-quantitative, while automated tests 
can easily be set up in a way that allows quantification. To ensure 
comparability across assays and indications, the following must be 
demonstrated. First, it is possible to create a ground truth in a way 
that is comparable across assays and indications. To this end, the 
testing method needs to be clearly defined, trained, and tested for 
suitability. Second, the image analysis solution needs to be tested 
against this ground truth.
 One example of an automated test is the Automated Classification 
Assessment (ACA). The ACA is intended to assess the quality of 
an image analysis result by quantifying the agreement between 
classified image objects and pathologist annotations. To this end, cell 
annotations are acquired by either one, two, or three independent 
pathologists using Definiens VeriTrova.
 Pathologist-generated cell annotations are compared against 
image analysis results (classification) generated using Definiens 
Developer XD (see Section 2.4) via a process using Definiens 
VeriTrova, additional in-house software, and R (Lehnert, 2015; 
Stevenson, 2017; Neuwirth, 2014; R Development Core Team, 2016; 
Therneau, 2015; Therneau and Grambsch, 2000; Wickham, 2009). 
In case annotations are available from a single pathologist only, a 
single test is performed, assessing the agreement between this 
pathologists’ annotations and the Definiens classification.
 In case annotations are available from multiple pathologists, 
two different test scenarios are used. In the first scenario, quality 
is assessed for every combination of Definiens classification to 
pathologist annotation, alongside an inter-pathologist comparison.
 In the second scenario, the classification is tested against a 
consensus of the pathologist annotations.

Quality Control Procedures
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 Each test provides the following measures of agreement (see 
Fig. 2.6): For counts of target structures per FOV, Lin’s correlation 
concordance coefficient (CCC, Lin, 1989) as well as Bland–Altman 
plots (Bland and Altman, 1986; Giavarina, 2015), and for the total 
agreement on a cell-by-cell basis F1 score (Powers, 2011), positive 
percent agreement (PPA) and positive predictive value (PPV, see 
Fig. 2.6).
 To determine agreement with the ground truth in the context 
of comparability, the CCC should be used instead of the commonly 
used Spearman’s rank or Pearson’s correlation coefficients (SCC, 
Spearman, 1987; PCC, Pearson, 1895). While PCC and SCC are blind 
with respect to systematic over- or undercounting, CCC is not. 
Therefore, CCC is better suited to gain confidence in comparability 
of results.
 To assess the strength of agreement, the criteria proposed 
by McBride (2005) can be used. To this end, the lower one-sided 
95% confidence interval of the CCC is considered (CCC_lower). A 
CCC_lower greater 0.9 can be rated as almost perfect, greater 0.8 
as substantial, greater 0.65 as moderate, and below 0.65 as poor 
agreement. Once data have passed through these QC measures 
before, during, and after development, it can be analyzed and 
interpreted with confidence.

2.6 Results and Output

The first step in analyzing results is itself an exercise in QC, as results 
should be reviewed at a high level as a sanity check to ensure that 
results have been calculated and exported as expected based on 
project planning and the QC process. Missing values, impossible 
values (i.e., negative areas, H-scores over 300), and contradictory 
results (i.e., no tumor cells detected in a region defined as a tumor) can 
and should be caught by manual and/or script-based review prior to 
thorough analysis. At this point, it can also be helpful to review again 
published literature relevant to the image analysis study to gain an 
understanding of what the expected results might be, and which 
observations are potentially novel, or entirely off-base. It can also 
be of great value to ensure that the headings of columns and rows in 
tabular data outputs are script-friendly, using underscores instead 
of spaces and avoiding +, –, and other operational symbols. Once the 
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results have passed this final review hurdle, QC/QM reports should 
be prepared to accompany the data, so that any return to the data for 
additional analysis or to address questions regarding its generation 
can be completed successfully. Typically, sections assessing tissue 
and assay quality, slide scanning, image analysis results, and data 
exports are assembled under the guidance of a board-certified 
anatomical pathologist into a comprehensive report with example 
images. These reports are of critical importance in data mining and 
meta-analysis of previous image analysis studies, to ensure that the 
approaches, quality standards, calculations, terminology, and data 
formatting allow for cross-comparability with other datasets being 
funneled into the process.

2.7 Discussion and Summary

At this point, image analysis solutions based on CNT have reached 
a sufficient level of performance to enter into the data mining and 
meta-analysis workflows of tissue phenomics (see Chapter 5), itself 
an iterative self-improving loop similar to the cycle of segmentation 
and classification found in CNT. This process is discussed in more 
detail in the following chapters and has myriad applications, 
including determination of cut-points for patient stratification, 
identifying features associated with drug resistance and recurrence, 
and deep dives into immunological tumor landscapes. When this 
process is applied in the context of biological outcome data, its 
transformative power in biomarker analyses can be fully realized. 
With consistent and thoughtful crafting of such studies entering 
the tissue phenomics loop, far-reaching insights spanning multiple 
indications, biomarkers, and therapeutic modalities can be had.
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The Cognition Network Language (CNL) has been developed to 
enable context-driven analysis, in particular for images. Context-
driven image analysis is required when the content of images is 
very diverse and complex. Analyzing images for sophisticated 
tissue phenomics applications is indeed a complex task. In tissue 
phenomics, the complex social networks of cells and the interaction 
of different cell types reflect the state of a disease and need to be 
captured in a sophisticated way. For this task, context-driven image 
analysis has been developed. Its elementary concept is the stepwise 
build-up of knowledge about the image to be analyzed, which serves 
as an evolving foundation for an increasingly advanced analysis 
toward the end of the analysis. In this chapter, the reasoning behind 
the context-driven analysis and its most important basic principles 
are explained in the first parts. After this, a particular image analysis 
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problem is addressed as an example for demonstrating some of the 
principles in more detail.

3.1 Motivation and Reasoning

CNL is a computer language that had been developed by Definiens 
for automatic understanding and quantification of complex data 
structures (Schäpe et al., 2003; Benz et al., 2004; Baatz et al., 2005; 
Athelogou et al., 2007). The principles of CNL can be applied to all 
kinds of data structures. To be most efficient and easy to use, CNL 
is tailored to specific problems. At present, a fully deployed CNL 
developer is implemented for images and image data but is also 
already in an advanced state for data mining—specifically for data 
mining based on results from image analysis. The focus of this 
chapter, however, is on CNL for image analysis.
 CNL was developed for complex real-world images. The vast 
majority of images created today in the real-world—in contrast to 
model systems or handpicked image data sets—are very complex. 
There are many domains where image analysis adds value, but most 
desired and valuable are meaningful analyses of medical images. 
To gain deeper insights into medical and biological processes, the 
discovery and quantification of relevant structures and patterns 
in large sets of images are most helpful, needless to mention that 
analysis of tissue slides is a prerequisite for tissue phenomics.
 For a broad approach to medical images for the daily routine, it 
cannot be avoided that they are in general very complex. If a problem 
is too complex to be solved exactly by an equation, other ways of 
solving the problem have to be invented. The famous traveling 
salesman is one of those problems. In this setup, a salesman needs 
to visit many different locations and wants to know the shortest 
path for visiting all locations. For a large number of locations, 
the number of different paths is huge. Like for analysis of images,  
the traveling salesman represents a combinatorial problem, where 
the number of possibilities of how to combine elements into a 
solution is too large to be calculated in a reasonable time. Therefore, 
other approaches than calculating simply all combinations and then 
picking the best one have to be investigated. One solution for the 
traveling salesman problem is an evolutionary approach in the form 
of genetic algorithms.
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 In image analysis, the combinatorial problem results from the 
sheer endless number of possibilities of how to group pixels into 
objects. In most of the image analysis tasks, the goal is to detect 
and quantify objects. For this, the pixels in a digital image have to 
be grouped into objects, a procedure called segmentation. The term 
segmentation results from the reverse way of thinking about the 
problem: cutting the digital image into segments. The result is the 
same; pixels are grouped into segments that hopefully represent 
relevant regions or objects.
 There are situations where segmentation is simple. For example, 
when all relevant objects in an image are bright and everything else is 
dark, or vice versa. A simple algorithm, a threshold on the brightness 
of the image, is sufficient to solve the problem. In medical images, 
this type of contrast enhancement is often achieved on purpose for 
an easier visual inspection or an easier digital analysis. In radiology, 
a contrast bolus is often used, and in pathology, genes or proteins 
are stained to highlight specific functions or objects. This simplifies 
the problem but solves it only in specific cases. Real-world images 
are still complex. Contrast enhancement is not perfect. There are 
artifacts where objects or regions receive contrast enhancement that 
was not intended to be highlighted. Furthermore, the enhancement 
is in many cases very heterogeneous with different objects touching 
each other. This leads to the difficulty to decide where an object ends 
and a new object starts. There is a long list of problems. Some of 
them will be discussed by examples in the technology section.
 The answer of the CNL approach to the complexity problem 
is similar to the solution of the traveling salesman problem. The 
problem is addressed through an evolutionary stepwise procedure. 
Here a path has to be found as well, which is, however, more 
complex and abstract than just visiting fixed given locations. In 
CNL, the stepwise procedure is called context-driven analysis. The 
locations visited are analysis procedures that produce intermediate 
results. The principle is to move from analysis procedure to analysis 
procedure. Let us call these individual analysis steps context steps. In 
each context step, a result is achieved that makes it easier to address 
the next context step. A particular previous context step serves as the 
context for the following ones. It is natural that the first steps need 
to be the easier ones, as they cannot be built upon much context. 
The path to be found for a specific data analysis problem is from the 
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simplest context steps over medium difficult steps to finally solving 
the complex problem. This represents a path-finding problem, and 
it is not obvious which path to take. For real complex problems, the 
major context steps might even consist themselves of sub-paths, 
resulting in a somewhat self-similar algorithmic structure of the 
final computer code. Furthermore, the path might establish in a form 
that goes beyond a simple sequence of context steps. There might be 
several context steps required to successfully perform a succeeding 
context step. Therefore, in many cases, the context steps are linked in 
the form of a network. This becomes perhaps more understandable 
in the case where several context steps produce (segment) different 
types of objects that are used as context for detecting and classifying 
even more complex object types in their neighborhood. This network 
character contributed the N to CNL. Solving this way complex image 
analysis problems is more than conventional image analysis and 
rather represents a cognition process similar to human cognition. 
In the time when the basics of CNL was developed, from about 1996 
to 2006, it was not clear to scientists what the meaning of context 
possibly might be. It, however, was clearly envisioned that context 
is important and that the human mind makes use of it, which leads 
to much more intelligent results than those usually achieved by 
computers.
 Some simple context-driven procedures were already 
implemented early in the history of image analysis. In particular, 
in the image analysis of radiological images, such as CT images of 
humans, it was obvious that the spatial relations between the organs 
are quite well-defined and that one can make use of it for image 
analysis. It is obvious that for detecting the liver in a CT scan, the 
detection of the lung beforehand makes the analysis simpler. The air 
in the lung produces an excellent contrast to the rest of the body and 
is (also because of its size) in most cases easy to locate. Once the lung 
is found, it is obvious where to expect the liver. This is a very simple 
example of context-driven analysis. There is, however, a difference 
between the scarce usage of context and the introduction of the 
new concept of context-driven analysis. In the latter case, a specific 
technology has to be developed to simplify the intense usage of 
context-driven processing. In case the liver problem is treated in the 
form of a context-driven approach in a deeper meaning, one might 
even rethink the path from the lung to the liver. As a result of certain 
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diseases or of lung surgery, detecting the lung might in some cases 
be even more difficult than the detection of the liver. In CT scans, 
the spinal cord, however, is an object that can be detected most 
easily and reliably because of its simple shape and high contrast to 
the neighboring spinal bone. Detecting it represents the first step in 
defining the coordinate system for locating the liver. The next step 
might indeed be detecting the lung. With the spine as context, it is, 
however, easier to discover problems with the lung by analyzing 
relative location and symmetry. This shows that a broad context-
driven approach can result in a more advanced strategy.
 Analyzing tissue slides also requires context-driven processing. 
It is, however, more difficult to define the network of context steps 
than for radiological scans. This spatial relational network of objects 
(organs) in CT scans does not exist in such a well-defined form for 
cells or cell arrangements. The brightness of objects in the different 
color channels of those images is also only poorly defined in contrast 
to CT scans. Therefore, besides detecting neighboring context 
objects for the more difficult to find objects, other types of context 
steps are required as well. Some of them will, therefore, also be used 
for evaluating the color tone, brightness, or contrast of a particular 
image and of objects therein. Also, finding early hints for what kind 
of tissue is analyzed (e.g., advanced tumor or healthy tissue) might 
help to apply the appropriate algorithms. In general, a context step 
is a processing step that produces results that are useful for the next 
context step. It is likely that many of those processing steps are not 
relevant in the final outcome of the analysis, but they might be useful 
as context-generating steps.
 In a context-driven analysis, semantics plays an important role. 
“The liver is located underneath the lung” or “a cancer nucleus 
might be enlarged and might contain several nucleoli” are examples 
of this. Lately through machine learning and in particular through 
deep learning, impressive results could be achieved without using 
any semantics. CNL is, however, not intended to compete with state-
of-the-art image analysis algorithms. CNL rather makes use of those 
techniques and integrates them. A final CNL program or CNL solution 
represents a network of context steps. Some of them might be driven 
by machine learning procedures, others by semantics. The overall 
network, however, for solving the complex problem is formulated 
through CNL.

Motivation and Reasoning
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 Introducing context-driven analysis as a new principle that 
requires a specific technology to address the problem in a broad and 
generic sense. CNL is such a technology.
 In Section 3.2, the relation between the state-of-the-art image 
analysis techniques and CNL will be investigated, and in Section 3.3 
on technology, the most important components of context-driven 
analysis by CNL are described.

3.2 History and Philosophy

Traditionally, image analysis was developed mainly for model systems 
and simple tasks. Images produced, for example, in the industry with 
complex content could not be analyzed. When Definiens first offered 
to analyze images taken from tissue slides, we were told this is not 
possible and only humans can analyze those images. For somewhat 
more complex tasks that go beyond just counting, for example, 
brown cells or nuclei, semi-automatic approaches would have to be 
taken. We just had developed CNL at that time and could indeed solve 
more complex problems (Baatz et al., 2008, 2009). The technology 
still had some problems at that time (in particular, processing speed 
was not great), but most principles of context-driven analysis were 
already implemented. As mentioned earlier, semantics plays an 
important role in CNL. Semantics is the way of humans to describe 
the world. It is important for communicating knowledge. Artificial 
neural networks (NNs) cannot communicate what they have learned 
to other NNs. What has been learned by the NN is encoded in a large 
number of weights in the connections between the neurons. It is 
by no means obvious how to give a meaningful description of the 
difference between two NNs that have been trained differently on 
the same problem. This means they cannot learn from each other, at 
least not yet.
 For people, this is different. People with their natural neural 
networks can indeed communicate and learn from each other. 
To a large extent we communicate and learn through semantics. 
However, not everything we know, we can communicate verbally. 
Sometimes we recognize something, but we do not know how we 
achieved it. It might take a long time to translate this knowledge into 
semantics. In school, semantics plays a dominant role. For a baby, 
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however, semantics does not really exist but it still learns with a high 
speed. It is probably due to the same aspects through which an NN 
gets trained, that is, by examples and by repetitions. Interestingly, 
it does not require labeling, tagging, or annotations like most of the 
trainings of NN are set up. It learns how to distinguish mother from 
father although the mother might wear clothes that are somewhat 
similar to the ones the father was wearing a day earlier, and this 
works without tagging, that is, without the baby knowing about 
the cloth facts. It learns just by itself what the relevant features of 
an important person are without making use of tagging or labeling 
parts of the person or the person as a whole. Tagging might, however, 
occur through context. Seeing the same face might be correlated 
with breastfeeding, a similar voice, type of body contact, or smell.
 This means learning or training does not necessarily require 
labeling or semantics. Today most NN procedures indeed use 
labeling but do not use semantics at all. The future of automatic 
data understanding lies probably in combining NNs with semantic 
processing and by making use of labeling as well as correlations and 
cluster analysis. This way a system could possibly be trained in a 
less labor-intensive fashion on complex problems than today. The 
different aspects have their individual pros and cons. Semantics 
is the way to train a system with what is known by humans. If 
something is already known, there is no need for complex training 
procedures. You tell the system similar to how you would tell 
another person. The combination of labeling or annotating with 
training of NNs represents a mix of using human knowledge 
combined with machine learning techniques. This is also a way 
how humans often communicate with each other, for example, by 
pointing at something and connecting a name to it. At Definiens, we 
have collected experiences over many years in transforming expert 
knowledge into the computer language CNL. This means translating 
human semantics into machine semantics. From this experience, we 
know that experts often do not know why they recognize something, 
but they definitely know that they indeed have recognized a 
relevant object. In this case, they explain what they see, categorize 
the findings, and simply point at the related regions or objects. In 
such a case where knowledge cannot be formulated semantically, 
annotating images and training the machine might be a good option. 

History and Philosophy
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In case of incomplete knowledge about a cognition process, people 
often use a mixture of semantics and pointing (annotation). It might 
be worthwhile to find out how to implement something like that in 
software. It is to expect that the increasingly advanced integration of 
machine learning into CNL will contribute the most to the progresses 
of CNL in the next years. In particular, the problem of how to find the 
optimum path for context-driven analysis through machine learning 
needs to be addressed. When dealing with the theme cognition, 
there will never be a final algorithmic solution, but rather always be 
room for improvements. This has to do with the complexity of the 
problems.
 CNL has, however, been developed exactly for this task of

	 ∑ Combining and integrating existing methods into one 
technology

	 ∑ Providing ease of use techniques for transferring knowledge  
into computer programs

	 ∑ Enable context-driven analysis

 These are the basic elements that are required for solving 
complex tasks. CNL is the computer language for approaching the 
complexity problem. The original thought for developing CNL as a 
context-driven processing technique was that complex tasks cannot 
be solved in one step with one algorithm even if it is as sophisticated 
as it can be. Life, for example, developed into something extremely 
complex, in a stepwise fashion. There is an alternation of modification 
(mutation, variation) and learning experience (natural selection). 
There is a similar process for industrial products. Products are 
improved on the basis of what experiences have been made with 
previous products. Nobody could have designed a car of today a 
hundred years ago, not even by the deepest ingenious thinking. If 
there are too many possibilities, one cannot think about all of them in 
a reasonable time. Combinatorial problems cannot be solved within 
one step. The question is: What are the most relevant mechanisms 
for a stepwise evolutionary, context-driven approach?
 CNL, as a technology, developed stepwise as well and is still in 
development as explained before. The first step was to implement 
object-based image analysis and a class hierarchy where explicit 
knowledge can be formulated in an easy way that is not too 
different from human semantics. Semantics is usually formulated 
based on objects, their properties, and their relations. Some of 
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those relations are hierarchical relations like is part of. Other 
relations are neighborhood relations like is neighbor of. Those 
relations and the properties of objects have to be reflected in the 
architecture of the processing tool. It was implemented in the 
form of a hierarchical network of objects that can be created from 
the pixels and in the form of a class hierarchy, where properties 
of objects can be described by fuzzy logic in a natural form and 
hierarchical and neighborhood relations can be formulated as well. 
At the end of this chapter, in the acknowledgments, the key people 
in the research and development team are mentioned with their 
specific contributions.

3.3 Technology

In this section, CNL is described in more detail and the most 
important elements will be explained, sometimes also by example. 
First, object-based processing is described, as it perhaps represents 
the most important element in CNL. It is a prerequisite for context-
driven processing. Relevant objects in an image are embedded in a 
hierarchical relational network of other objects, which represents 
their context. The essentials of these networks can be formulated 
through semantics. Without the concept of objects, semantic 
knowledge does not exist. Semantics represents condensed 
knowledge about the world. It constantly evolves. Once it is well 
established, it had been matured over at least some years. The 
expert knowledge, for example, the knowledge of a pathologist is 
not knowledge about image analysis but rather about the subject of 
what is imaged. It has to be turned into image analysis knowledge. 
One way of doing this is by transforming semantics of the expert 
into analysis-software-semantics. Here objects and their class 
description come into play.
 There are two types of knowledge that can be formulated in CNL: 
knowledge about the processing path and knowledge about the 
objects that are intended to detect. The first can be formulated in 
the process hierarchy and the latter in the class hierarchy. In both 
hierarchies, the required object network for context-driven analysis 
is indeed reflected in how CNL is structured.

Technology
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3.3.1 Class Hierarchy

In the class hierarchy, classes of objects can be defined through 
their object properties and context properties. There is a long list 
of predefined features that are available for their use in the class de-
scriptions. Complex class descriptions can be formulated, if neces-
sary. With logical expressions like and, or, and weighted mean values 
of fuzzy logic features, sophisticated decision trees can be formu-
lated. Through fuzzy logic, the probability for a support of a class 
membership can be edited as a class membership probability that 
depends on the value of the feature. In the object hierarchy, which 
forms when the processes of the process hierarchy are executed, a 
hierarchical network is automatically created. This way all kinds of 
statistical context features from the network neighborhood become 
directly available. Here, by neighborhood a generalized, hierarchi-
cal neighborhood is meant, where a sub-object or super-object of an 
object is also viewed as a (hierarchical) neighbor. Additionally, de-
sired types of networks can be formed through the creation of links. 
Special links between any kind of objects can be established through 
processes making customized context features also available.
 There are two hierarchies established in CNL: a group hierarchy 
and an inheritance hierarchy. In the group hierarchy, classes can 
be grouped into a super-class and super-classes into super-super-
classes, and so on. In the inheritance hierarchy, families of classes 
are defined where family member classes are similar to super-
classes and their properties (class descriptions) are inherited from 
the super-class.

3.3.2 Process Hierarchy and Context Navigation

3.3.2.1 Processes and the domain concept

In the process hierarchy, specific processes can be formulated that 
define what kind of operation should be applied to the image or 
to the related data structure (e.g., the objects). Those processes 
can be picked from a long list of predefined processes and can be 
parameterized. If the operation aims at image objects, subgroups of 
objects can be selected for the process. The definition of the object 
subset to be treated is called the object domain. By defining the 
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class of the objects, a certain region within the image and certain 
conditions related to object features, a list of objects is selected 
among all available objects. (It is also possible to select a map where 
to find the objects, which will be explained later in this text.) In the 
same process template, besides the domain it can also be decided 
what kind of process with what kind of parameterization should 
be applied to the selected objects. By adding one process after 
the other, a long processing story can be told. When executed, one 
context step after the other is performed and finally the objects of 
interest are detected and quantified. One might ask the question 
why is this called process hierarchy and not simply a sequence of 
processes? One always could group the processes hierarchically to 
make the whole sequence look clearer and nicer and make it easier 
to understand. In CNL, the hierarchy is, however, indeed real and 
meaningful. This is related to the context-driven image analysis 
strategy. For this context, navigation is implemented. In general, 
navigation through the hierarchical neighborhood or, in other words, 
through the hierarchical network is essential for context-driven 
analysis. This possibility of context navigation represents probably 
the most unusual and, at the same time, the most valuable feature 
in CNL.

3.3.2.2 Context navigation

There is the option to formulate hierarchical processes where a 
navigation through the hierarchical object network gets feasible. It 
starts by defining the type of objects where the navigation should 
begin, that is, by defining a domain. Now through a sub-process, it 
can be defined where to navigate to next from each of those objects in 
the domain. There is the option to navigate one or more hierarchical 
object levels up or down or to direct neighbors on the same level 
or to neighbors below a certain distance away from the domain 
object. This is not necessarily the end of navigation. With a further 
sub-process of the sub-process, the navigation can continue, and 
so on. In each navigation step, class memberships and conditions 
can be formulated for the objects to be navigated to, just like for 
the domain of the starting objects. In principle from each starting 
object, every other object in the scene can be reached. In each 
navigation step, there is the option to apply a process. For instance, 
objects can be reclassified or statistical information can be collected 
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from the generalized neighborhood. This can be used, for example, 
for context-driven classification. Classifying immune cells is one 
example. One could start with a seed object, which is an immune cell 
with an excellent classification. Some features of the starting object 
can be written into a variable and when navigating to a perhaps-
immune-cell in the neighborhood (perhaps because of a somewhat 
distorted shape), its features can be compared with those of the 
starting object. If these features beside the shape are very similar 
(this might be the domain condition), then the perhaps-immune-cell 
might be reclassified into an immune cell. The reverse would also 
work: Starting with an uncertain immune cell and navigating into 
the neighborhood, several clear-cut immune cells might be found 
and a statistical evaluation about some of their features might help 
to reclassify the uncertain one into a clear-cut immune cell. This is 
actually a strategy pathologists apply when they classify immune 
cells manually; they use this type of context. With the help of domain 
navigation, context information can be used constructively.
 This is not only true for classification. In particular, for re-
segmentation context, navigation can be helpful. There is always the 
possibility that an error occurred in the segmentation. There might 
be a little artifact where the border of a segmentation got trapped. 
Searching for alternative segmentations might solve the problem. 
This, however, is expensive with respect to processing time. Context 
might tell that in certain regions this effort might be worthwhile.

3.3.2.3 Object-based processing

When Definiens first brought its technology to the market, the 
scientists working on image analysis of satellite images (Benz et 
al., 2004) introduced the term OBIA (object-based image analysis). 
At that time, a community formed around this term and nearly all 
the people in the community worked with eCognition, the early 
implementation of Definiens’ context-driven image analysis method. 
Image analysis of satellite images is, in most cases, also a very 
complex task and context-driven analysis is required.
 In general, object-based does not only mean that objects are 
created and classified. There is sometimes a confusion associated 
with this term. Detecting objects per se is nothing special. In most 
image analysis technologies, objects are segmented and classified 
in the end. In context-driven analysis, however, also intermediate 
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objects, or objects that might not be of direct interest, are detected 
and used for the detection of the actual objects of interest.
 Furthermore, the segmentation of the images can, besides pixel 
processing, be performed on the object level, which means that 
the objects generated in the first step can be processed further. 
For example, instead of grouping pixels into objects, objects can be 
grouped into objects. A very simple example of that kind of object-
based processing that differs clearly from pixel processing is shown 
in Fig. 3.4 and described later in the example section. Here a nucleus 
is not yet detected, but rather intermediate objects that can possibly 
be combined into the object of interest, the final nucleus. This can be 
a very fast process, as there are much less objects than pixels. Here 
the concept of a Parent Process Objects (PPO) comes into play, which 
does not exist for classes defined on the pixel level. For a model 
system with a single seed object being analyzed, this makes no 
difference. Reality looks different and seed objects of the same class 
might be densely packed and the candidate object that fits nicely 
into the indentation of the seed object might also touch another 
seed object. For the decision whether the candidate object is indeed 
a good candidate for being merged with the seed object, the relative 
border to the seed object (percentage of the border in contact with 
the seed object) is relevant and not the relative border to the class.
 The following is an example of a navigation into the neighborhood 
of selected seed objects that includes classification of neighbors and 
eventually a merge with neighbors: (1) hierarchical level n: select 
starting objects that are potential nuclei with shapes that do not 
satisfy yet are selected by defining the domain appropriately; (2) 
hierarchical level n−1: navigate to the neighboring objects in a sub-
process that fulfills the condition to have, for example, more than 
0.5 (more than 50%) relative border to the related starting object 
that is the PPO 1 (the object where the navigation started, which 
is defined in the process PPO 1, one hierarchical level higher), and 
reclassifying them, for example, into candidate to potentially be 
merged. (3) hierarchical level n−1: navigate back to the starting 
object (current image object) and use the process image object 
fusion; merge the candidate with class candidate to potentially be 
merged, if the classification value for nucleus of the starting object 
gets improved; (4) hierarchical level n−1, neighbor objects: reclassify 
candidate to potentially be merged into the original class, if it has 
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not been merged. This is a very fast process. Through the starting 
domain, only a few seed objects will be selected for the process, and 
through re-classification of only a few neighboring candidates, the 
final decision whether a classification value will improve through a 
merge will only be made for very few seed-candidate pairs.
 In CNL, many tools make the development of a solution very 
convenient and efficient. This chapter, however, is not meant to be 
a tutorial, and most of the features cannot be described. Some of 
the properties are related and similar to other computer languages. 
Other elements of CNL are very special. Besides the class and process 
hierarchies and the domain navigation, the following features might 
be worth mentioning.

3.3.2.4 Maps

The concept of maps allows the processing of several images within 
one and the same project. Those images could be different ones, for 
example, when differently stained consecutive slides are presented 
on different maps, or could be copies of the same image. Even copies 
of the same image produce several benefits. One benefit is that in an 
intermediate state of the analysis, some processing experiments or 
trials might be advantageous. This would, to some extent, possibly 
destroy the results that have already been achieved. Copying the 
desired image layers and the object levels onto a separate map 
allows for auxiliary segmentations without altering the results on  
the original map. If through this process new relevant objects are 
found or old ones get improved, they can be copied into the original 
map. Another benefit is processing speed. Depending on some 
properties of the objects to be detected, like size and contrast, they 
can be detected at lower image resolution much faster. If those 
objects are relatively big, the original map can be copied into a new 
map with lower image resolution. In particular, for general filter 
processes on layers where a kernel is used, the gain in performance 
is dramatic. For half the image size, the total pixel size of the image as 
well as the kernel size is only 25%. This could lead to a shortening of 
processing time by a factor 1/16. Therefore, it is always worthwhile 
to consider object detection on lower image resolution. The objects 
detected can be copied to the original map and can be adapted 
relatively fast to the higher resolution.
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3.3.2.5 Object variables

Variables can be used for all kinds of CNL elements like for process-
ing parameters, for levels and many other subjects for a more el-
egant programming style. Besides that, image object variables can 
be defined and stored into selected image objects. This provides 
information for several beneficial activities. One purpose of use 
results from the well-known balance problem of whether to store 
information or re-calculate it. In case the information is expensive 
performance-wise for a re-calculation and there is the need for re-
peated access to these data, it is advantageous to store the data. One 
example is the calculation of a complex context; another one is the 
evaluation of the classification value. In case the class description of 
some objects is complex, the calculation of their classification value 
is somewhat time consuming, and if this information is used in sev-
eral processing steps, it helps to store the classification value into 
the related objects.
 Another purpose results from the evolutionary stepwise ap-
proach. The state of the object hierarchy changes many times dur-
ing the analysis. Old states cannot be re-calculated, but they can be 
stored. By storing states into objects, their evolution can be accessed 
and it can be evaluated whether their states have been improved or 
not.
 Furthermore, object variables help to make processing local and 
object-individual. In complex images, usually global processing is 
not appropriate. For different areas, different processing algorithms 
might be required. This also can be true for individual objects. In 
some regions, the same type of object might have less contrast or 
might be brighter. For their optimization, individual processing 
might be required. For this, individual information can be collected 
and stored into an object variable and be used to parameterize 
object–local processes. A simple example is an object–local threshold 
segmentation where the thresholds are represented by individual 
object variables, which might be very different for the different 
objects.
 In the following, an example of context-driven analysis is 
presented. Usually, there are several ways to Rome and there 
are also several paths of context-driven analysis to achieve a 
successful solution. The following example is just one possibility for 
approaching the task of analyzing tissue slides.

Technology
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3.4 Example of Context-Driven Analysis

The analysis of H&E-stained tissue slides will serve here as an 
example for demonstrating the principles of context-driven analysis. 
H stand for hematoxylin and E for eosin. H mainly stains the cell 
nucleus, and E mainly cytoplasm and extracellular proteins. H&E 
stain is the most important stain in histology.
 The full package of these particular analysis algorithms, that is, 
the full CNL program, or how it is also often called: the rule set, for 
analyzing H&E-stained tissue slides, is not described in detail. The 
focus is on demonstrating concepts.
 Today H&E-stained tissue slides are most commonly used in the 
clinical practice for diagnosing patients through histopathological 
investigations. Histopathology, the macroscopic and predominantly 
the microscopic appraisal of tissue, plays an important role in 
diagnostics and in particular a dominant role in diagnosing cancer 
patients. In the microscopic investigation of tissue slides, cells are 
visible in detail. Their appearance and their arrangements represent 
decisive information for the pathologist as well as for automated 
analyses. In many cases, cancer cells look very different compared to 
normal cells and also their arrangement is different. In normal tissue, 
epithelial cells might be arranged in forms of glands, representing 
their function, which is expressed in this geometrical order. In 
cancerous areas of the tissue, this order might be deteriorated and 
the cells and their nuclei might be enlarged. In H&E-stained slides, 
cells, in particular nuclei, are clearly visible in detail and their 
individual and their networking properties can be studied very 
precisely. Cell types and their functions are, however, not highlighted 
through markers like, for example, in immunohistochemistry (IHC) 
slides. The focus in H&E is on morphology. As mentioned in the 
gland example, however, cell types and cell functions can indeed 
be derived from the morphology on the different scales—from 
subcellular structures to cell arrangements.
 For a more advanced and detailed analysis of tissue properties 
and the investigation of cell–cell interactions, many different 
methods have been developed. Several ways of highlighting special 
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cell functions or cell types are in use. Among those, IHC is most 
commonly applied in the clinical routine. In IHC, the ability of 
certain molecules to bind specifically to special proteins is made 
use of. For instance, in the functional operation of the immune 
system, the interaction among and between immune cells and other 
cells is mainly driven by specific bonds between proteins located 
on the cell surfaces of the individual cells. For this kind of cell–cell 
recognition, specific bindings of molecules are required, which 
means that a specific and stable bond is predominantly achieved 
between two types of proteins only. In some cases, the constituents 
of those bonds can also bind to other proteins, but not to too many 
others. If proteins take part in different bond pairs, usually different 
processes are started, which means that different pathways are 
triggered. Through those specific protein–protein interactions, the 
immune cells can, for example, distinguish own normal cells of the 
organism from abnormal or foreign cells, self from non-self. This 
outstanding capability had been developed by nature to a level of 
sophistication and complexity that goes far beyond what can be 
created artificially. Nevertheless, the potential for establishing 
specific bonds is extensively used for diagnostics and for treatment. 
In IHC, mainly natural antibodies are used for this purpose. If they 
bind specifically, what they preferably should do, they are called 
monoclonal antibodies. For making these bonds microscopically 
visible, other molecules or objects are attached to the antibodies. 
These attached objects are usually larger than the antibodies and 
absorb certain frequencies of light and, therefore, carry a color useful 
for microscopic bright-field investigations. Fluorescent molecules 
[immunofluorescent (IF) staining] are also common but are today 
still more widespread in research than in the clinical practice. This 
might change in the future driven by research and the evolution of 
digital pathology.
 Different types of antibodies that are differently colored can be 
used to stain one and the same tissue slide. This way in many cases, 
cell types and their states can be marked unambiguously. For bright-
field investigations, up to four different stains can, in some cases, be 
achieved in a useful way, but in IF staining, four are standard and 
more than six are possible. For an advanced image analysis for tissue 
phenomics more than four markers are desirable.

Example of Context-Driven Analysis
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 When bright-field microscopy is the method of choice, many 
different stains cannot all be placed on one slide. The solution here 
is, for example, to use dual stains (including the counterstain; this 
represents three different stains) for visualizing co-localizations of 
proteins on cellular level. For more information, consecutive slides 
(with multi-stain or not) can be stained with other markers. The 
consecutive slides can then be co-registered digitally (Schönmeyer 
et al., 2015; Yigitsoy et al., 2017). If cutting of tissue slides is 
done carefully, co-registration can lead to close-to-cell-precise 
co-localization of different proteins. This is possible as the slide 
thickness is about only three micrometers, which is less than the 
diameter of a cell. Multi-staining of one slide is required for the cell-
precise determination of co-localization, whereas co-registration 
enables the co-localization analysis within regions, which are not so 
much larger than the sizes of individual cells. Co-localization within 
regions is, for example, good enough when the density of T cells 
needs to be measured within the tumor. In this case, two consecutive 
tissue slides can be used: one with a tumor marker and the other 
with a T-cell marker. Through co-registration, one gets an overlay of 
T cells with the tumor region.
 H&E staining is, on one hand, not very specific and, therefore, 
solving the H&E problem might appear meaningless to many people 
working in digital pathology. On the other hand, H&E staining is 
most often used by pathologists, as it delivers valuable information. 
A wide range of features can be extracted, and immune cells (not the 
states they are in) are distinguishable from other cells. Furthermore, 
hematoxylin is nearly always used as a counterstain in IHC when 
specific proteins such as CD8 (to mark T cells) are stained. The 
counterstain helps to understand the scenario as a whole. It is useful 
for a more holistic investigation of tissue slides. It is, for example, 
valuable for determining ratios of numbers of specific cell or cells 
in a specific state stained by an antibody to all other cells stained 
by H. As the H counterstain visualizes nearly all types of nuclei, this 
is very meaningful. The specifically stained proteins in IHC are less 
difficult to detect, as their contrast is strong. Therefore, solving the 
H&E problem solves also the most difficult part of IHC slide analysis!
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3.4.1 H&E Analysis Problems

The variation of the appearance of structures in H&E-stained 
tissue slides is huge. Many problems result from overstaining, 
inadequate tissue cutting, and faulty digitization. In digitization, the 
biggest problems are out-of-focus regions. As the autofocus of slide 
scanners is based on relatively large regions and not on individual 
cells, already a slight warping of the tissue slide can lead to blurred 
regions in the digital image. Another origin for blurred regions is 
air bubbles trapped between the two glass slides that sandwich the 
tissue slide. If those problems are too serious, those regions should 
be excluded. They, however, need to be detected as part of the image 
analysis.
 Another problem is the shift of the images in the different color 
channels (red, green, and blue). This can, in principle, be avoided but 
is nevertheless quite common in the daily routine (see Fig. 3.1).

Figure 3.1 Example for how sometimes the different color channels are 
spatially shifted against each other. In the image itself, this is hard to recognize 
(left image), but when thresholds are applied, it becomes obvious that objects 
derived from the red and the blue channels are shifted against each other. Green 
objects result from thresholds of the blue and green channel, blue objects from 
the blue channel only, and red from the red channel only. The blue channel is 
shifted west–north–west.

 Cutting artifacts can be very problematic. Experts find a way to 
deal with this problem. Machines struggle somewhat with strong 
cutting defects.
 Overstaining in H&E affects mainly the green image layer channel. 
For this reason and also because of the spatial shift of layer channels, 
the following analysis focusses mainly only on one channel, the red 
layer. This layer is also reliable for IHC images for analyzing the 
structures visible in the counterstain.

Example of Context-Driven Analysis
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 The expectation is that image analysis deals with all those 
problems similar to how humans solve those problems. To cover a 
huge variety of defects, the capabilities of experts are, however, still 
superior to that of machines. The benefit of rich quantification is, 
however, so crucial that in the end, the advance of digital analysis 
will be essential also for the daily routine and, therefore, will 
probably also lead to a higher quality of sample preparation. People 
will be willing to pay this minor price for the huge benefit of rich 
quantification.

3.4.2 Concrete H&E Image Analysis Example

3.4.2.1 Color channel analysis as a starting point

The color tones of H&E images and their contrasts vary considerably. 
Therefore, to start with a color analysis of an image is meaningful. 
This analysis can serve as context for the next steps. In the following 
specific analysis, this is achieved through analyzing the dependency 
of the value of the quantile of the pixels in the red channel on the 
quantile-percentage of the pixels. In the quantile algorithm, the 
pixels are sorted after their brightness. Maneuvering through this 
sorted list of pixels from dark to bright, their brightness changes 
faster or slower, depending on how many pixels exist with the same 
brightness. Taking always the same portion of pixels from the sorted 
list (starting with the darkest one), the difference of the brightness 
from portion to portion tells us something about the number of 
objects in this brightness regime. If the brightness of the next portion 
is the same as that of the previous one, there are many objects—
at least pixels—in this brightness regime. A threshold in this 
brightness regime would not make much sense. In an analysis in that 
spirit by additionally making use of the darkest pixel in the image, 
three thresholds are found. The results for very different images are 
shown in Fig. 3.2. This is just to get started with the hope to extract 
some information. It can be seen in Fig. 3.2 that dark regions are 
separated from less dark ones and from bright regions. The goal is 
to find dark nuclei, specifically nuclei from immune cells, in the dark 
regions and other nuclei in the medium bright regions. The bright 
regions represent background. This is a color channel analysis to 
start the analysis. Once the first relevant objects are found, also the 
color analysis can be made more precisely.
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Figure 3.2 Four different examples of the multiple threshold segmentation 
with threshold derived from the color analysis of each image as described in the 
text. In the left upper corner of each segmentation example, the de-magnified 
original image is shown. Dark objects from low thresholds in the red channel 
appear in brown, medium threshold regions in transparent (bright), and bright 
ones in grey.

3.4.2.2 Isolated nuclei: first context objects

In context-driven analysis, the path of going through the different 
processing steps should always be from detecting simple to 
ever more difficult objects to finally the most complex ones. The 
lymphocytes are apparently the most suitable objects to start with. 
The shape of their nucleus is well-defined and different from that 
of other cells. Also, their contrast is high. They, however, can be 
confused with nucleoli (as explained later in detail). Nicely shaped 
ellipsoidal nuclei that are separated from other structures, well-
isolated nuclei are also not difficult to detect. If some of them have a 
relatively good contrast to their environment and have a nice elliptic 
shape, they might be the easiest objects to detect reliably. There are 
many different ways to detect them. A simple iteration with varying 
threshold segmentations can already solve this, when elliptic objects 
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with good contrast are segmented for one particular threshold and 
are kept during the iteration. In general, when very fast algorithms 
are chosen, more than one algorithm can be used in a sequential 
process. The first algorithm might lead to the detection of some 
nuclei, and the following ones might deliver additional ones. Here, 
however, we solely use one that is based on the gradient in the red 
channel at the border of a nucleus.

Figure 3.3 Segmentation result after initial threshold segmentation for two 
different images, right: inflammation and left: tumor region, with original image 
at the top and segmentation result at the bottom. Although only a few nuclei 
are found in the tumor region, valuable information can be collected. In the 
right image, most of the lymphocytes are already detected. This results from an 
additional growth process of the dark segments into the darkest neighborhood 
in case they are smaller than expected lymphocytes.

 Three different thresholds on the red channel are used: bright 
to separate the background, medium for normal nuclei, and dark 
for dark nuclei–like lymphocytes. The brightness and the contrast 
of the nuclei vary considerably, and  we do not expect that great 
results are achieved by these three thresholds. Nevertheless, there 
is a good chance that some of the nuclei are segmented right away. If 
some of the objects resulting from the thresholds have good contrast 
and the right shape, they get classified as nuclei. Some results are 
shown in Fig. 3.3. By this procedure, nuclei that are part of a dense 
cluster cannot be detected, but some of the heterogeneous cancer 
nuclei that are isolated from other objects can indeed be segmented. 
Here a first simple context-driven process is applied. For the dark 
segmentation threshold, only the border of a heterogeneous nucleus 
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and its nucleoli might be segmented. This object does not fit well to 
a class description of a nucleus. The inner part of such nuclei might 
be much brighter, but this part can be completely surrounded by the 
segmented dark nucleus border (Fig. 3.4). Small bright objects with a 
border solely to medium dark objects serve here as context. They are 
detected just by their size and brightness. As they potentially might 
enclose nucleoli, those nucleoli first have to be incorporated into 
the bright object and next it can be tested whether a merge with the 
surrounding dark objects leads finally to objects that fit to the class 
description of a nucleus. This is a very fast process and leads already 
with a small but reasonable probability to some good results. To 
grab more of the isolated nuclei, another process follows, where the 
background is flooded in iteration to stop at ever stronger gradient 
in this processing example for context-driven nucleus detection.

Figure 3.4 Example of a simple context-driven analysis. Relatively small bright 
or medium bright objects serve as context objects for detecting heterogeneous 
nuclei. On the very left, the original image is shown, neighbored by the first 
segmentation and classification result. The small bright object is classified 
in green as a context object candidate. It encloses a dark object (classified in 
brown) and is enclosed by another dark object. Going from left to right, the 
enclosed dark object is merged with the context object and in the next step 
merged with the enclosing dark object. In the last step (very right image), the 
resulting object is classified as heterogeneous nucleus (blue).

 The color channel analysis leads to a very reasonable result 
for segmenting the background where no relevant structures are 
present in this region. The calculation of the threshold is modeled in 
a way that there is some safety distance of the background brightness 
to the brightest relevant object. Now, in the applied segmentation 
process, the background is extended at its borders into regions 
where the gradients at the border are small. If the gradient locally 
exceeds a certain value, the growth process stops there. For this 
procedure, the red channel is used and the threshold for the gradient 
is lowered in iterations. One could also say the growth process of 
the background stops at edges—first at weak edges and later in 
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the iteration at strong edges. However, one has to keep in mind 
that the gradient carries more information as edges do not show in 
which direction the gradient is positive. At each iteration step, the 
emerging objects that get surrounded by the growing background 
are analyzed whether they are nucleus-like in shape and contrast. In 
Fig. 3.5, results are shown for some examples.

Figure 3.5 Segmentation result after iterative growth of the background. 
Growth stops at gradients in the red channel with increasing strengths. At each 
iteration step, the features for the nucleus classification values of the objects 
enclosed by the background are tested. To save processing time, less complex 
features are tested first.

 From this analysis and the detected nuclei, important information 
can be extracted that serves as context for the next steps. Contrast 
and brightness information, for example, about the already detected 
objects is helpful. Their average brightness might be meaningless 
as some of them might be very heterogeneous cancer nuclei, which 
can appear relatively bright on their inside. The brightness of their 
inner border is, however, more well-defined and significant. This 
brightness and contrast information is in any case valuable for the 
detection of the nuclei that are still not found. Also, the hue is helpful 
for detecting stroma regions as the hue of the stroma is shifted toward 
red compared to the nuclei. The different types of nuclei can appear 
quite differently in their brightness. Therefore, it is meaningful to 
evaluate their contrast, brightness, and patterns in connection with 
their type before conclusions on the general appearance of nuclei in 
an image can be drawn.
 The heterogeneous nuclei are among the most difficult to 
segment objects in H&E slides, in particular when they are clustered 
in close proximity. If some heterogeneous nuclei are found in the 
first segmentation step, valuable information has been gained. The 
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information about their sheer existence might already trigger more 
extensive and complex image analysis algorithms and their particular 
appearance can help to detect similar nuclei. The results of this first 
segmentation serve as context for the next steps. It influences the 
further analysis.
 There is one more important information that might be gained. 
The flooding of the background stops in the end at strong edges, 
which means that also contrast-rich lymphocytes are segmented 
and detected. Besides them, nucleoli are found. Some of them can be 
confused with lymphocytes, but the majority of them do not have the 
right size and shape. Measuring the ratio of the number of nucleoli 
to the number of lymphocytes can lead to a nucleolus alarm giving 
a hint for the existence of heterogeneous cancer nuclei. This can be 
used for an extra segmentation process to detect heterogeneous 
nuclei, which is only performed when the alarm is high enough. In 
the image shown in Fig 3.6, this is indeed the case.

Figure 3.6 Nucleolus alarm. If many nucleoli (dark blue small objects) and/or 
heterogeneous nuclei are detected in certain regions, an extra processing effort 
can be triggered for the detection of heterogeneous nuclei.

 This does not mean that heterogeneous nuclei are lost in the 
analysis for images with minor alarm. In the end of the CNL rule 
set, there will be a template match for those nuclei. This template 
match is, however, expensive in terms of processing time. It will only 
be performed in regions where no nuclei have been found yet. The 
likelihood for large remaining areas used for such kind of template 
matches is relatively small when the alarm is low. Therefore, the extra 
processing step triggered by the alarm is just for saving processing 
time.

Example of Context-Driven Analysis
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3.4.2.3  Some remaining large nuclei by splitting and inside-
out procedure

If many heterogeneous or large nuclei are detected by the previous 
processes, an extra process is triggered. This is again to save 
processing time, as the following procedures are fast but only make 
sense if the chance for detecting such nuclei is high. Like in the process 
of Section 3.4.2.1, the heterogeneous nuclei are filled with small 
enclosed brighter objects. Now those resulting objects represent 
very likely clusters of heterogeneous nuclei. With standard splitting 
algorithms, it can be tested whether the split objects could indeed 
represent nuclei. This is not shown here in detail, as such algorithms 
are well known. One way of non-standard splitting, however, is used 
where again small bright objects are used as context like in Section 
3.4.2.1. In contrast to the process in Section 3.4.2.1, the process for 
splitting clusters is here somewhat more sophisticated and is not 
executed as a merge but rather as a growth process. As shown in 
Fig. 3.7, the enclosed bright objects grow into the darker ones. First 
they simply grow without any condition and later with increasing 
surface tension. In the end, there is a process to finalize their shape 
by optimizing their contrast.

Figure 3.7 Inside-out-separating clusters of heterogeneous nuclei. In (a), a 
cluster of heterogeneous nuclei is visible. In (b), a threshold segmentation is 
applied, eventually producing holes within the clusters, which are classified as 
potential inner parts of heterogeneous nuclei (small green objects) in (c). Larger 
inner parts are grown first (d) toward the borders of the heterogeneous nuclei. 
In (e), smaller inner parts are grown and conventional separation technique has 
been applied for clusters without inner parts. In (f–h), some shape corrections 
were performed.
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3.4.2.4 Nuclei of immune cells

In H&E, one of the most well-defined objects are the nuclei of 
lymphocytes. They are usually among the smallest and darkest 
relevant objects, and their shape is simple. They are very small, very 
dark, and very round objects. There is, in particular, one difficulty. 
The nucleoli of cancer cells can have, by chance, a very similar 
appearance (see Fig. 3.8). In cancer cells, the nuclei are altered. They 
are often enlarged, and they are composed differently than normal 
nuclei. In H&E, as mentioned before, they often look heterogeneous 
in a special way. The membranes of the nuclei appear dark, and on 
their inside, they can show bright and dark clusters. The dark clusters, 
the nucleoli, can in some cases be confused with lymphocytes. The 
contexts of nucleoli and lymphocytes, however, are different. Usually 
for nucleoli, the dark nucleus membrane represents the context, 
whereas lymphocytes are usually neighbored by several or many 
other lymphocytes.

Figure 3.8 Nucleoli–lymphocytes confusion. Nucleoli can have a very similar 
appearance with respect to shape and color in H&E images as lymphocytes (N, 
nucleoli; L, lymphocytes).

 In this second or third segmentation step, these dark objects of a 
certain size are detected even when they are clustered. They appear 
with their roundness rotationally invariant and a simple template 
match is helpful. In Fig. 3.9, the result of such a template match is 
shown. A so-called ring filter is applied, where for each pixel in the 
image, the brightness in layer 1 of all pixels within a certain radius r 
is averaged and the difference d of this value to a one-pixel-wide ring 
with a radius R = r + 1 is calculated. This value d is plotted for each 
investigated pixel in the image (Fig. 3.9). If the radius r fits to the 
radius of the nucleus, d has a maximum value when the investigated 
pixel is located in the center of a lymphocyte. The story is, however, 
slightly more complicated as the lymphocytes vary somewhat in 
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size. This mainly results from cutting thin slices of tissue where 
the nuclei can be hit either in their center or somewhat off-center. 
Therefore, three different radii are used for each pixel location, three 
different d are calculated, and the d with the highest value is plotted 
for each pixel in the image (see Fig. 3.9). As the filter kernel is small 
due to the small size of the lymphocytes, this filter process is fast. 
In the center of the lymphocytes, a maximum on the filtered layer 
appears, which is detected by another filter and serves as a seed for 
finding the nucleus of the lymphocyte. For each maximum, the best 
of the three ring templates is known and can be used to grow the 
seed to the full size of the nucleus. This is not done in a blind fashion, 
but rather by taking the brightness of the object borders in the red 
channel into account as well. Results are shown in Fig. 3.9.

Figure 3.9 Template match for lymphocytes: (a) Original image.  (b) A threshold 
segmentation with the value of the threshold derived from lymphocytes that 
have been detected before. (c) White objects that are classified directly from 
the threshold segmentation. (d) Additional white objects that are detected 
through conventional object separation of the dark yellow large objects in 
(c). (e) Lymphocytes (in red) that had been detected in earlier processes and 
were stored on a different map and now got copied into the processing map. 
Classification values of red and white lymphocytes are stored into object 
variables and on a layer (white) for the decision which detection is best, if 
there is an overlap of white and red lymphocytes resulting in the segmentation 
in (f). (g) Strength of the template match and (h) maxima of the matching 
strength segmented as one pixel sized yellow objects. For the already detected 
lymphocytes, the maxima represent a double check for the correctness of the 
segmentation with the expectation that only one maximum is found roughly 
in the center of the object. In some cases, corrections are made. (i, j) Result of 
these corrections and the growth process of the pixel sized objects with some 
contrast optimization in the end. In red are the objects classified as lymphocytes 
and in blue classified as nuclei, as they are either too big for lymphocytes or not 
dark enough.
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Figure 3.10 Result for inflammatory region. Upper left image is the original 
image, and the other three images represent different forms of how to present 
the segmentation result (red, lymphocytes; blue, other nuclei; greenish/yellow, 
nuclei with low classification value).

3.4.2.5  Template match for heterogeneous nuclei on 10× and 
20×

After the described processing steps, quite some knowledge has been 
gained about a particular image or a particular region within an image. 
This knowledge can be used for the next and the final processing 
steps. In case there are still very dark unclassified regions remaining 
and at the same time several lymphocytes have been detected, extra 
effort will automatically be put into the search for lymphocytes in 
those areas. More important than this is a search for the remaining 
difficult-to-detect nuclei, for example, the heterogeneous nuclei in 
particular, if they are clustered. For performance reasons, this is 
executed first at a relatively low resolution of 10× again in the form 
of applying a ring filter. In case there are cancerous cells within 
the image, they are probably enlarged and for their detection, this 
level of resolution might be sufficient. Later the same process will 
be executed on 20×. As usual most nuclei are already detected at 
that state of processing, and there are only small regions left for 
this expensive template match. The regions to be considered are 
furthermore reduced by the pre-selection from the template match 
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on 10×: Only in regions where some match has been detected on 10× 
will be considered for a template match on 20×. Results are shown in 
Fig. 3.11. The individual steps are not shown as they are similar to the 
template match for the lymphocytes shown in Fig. 3.9. In Fig. 3.10, 
the result is shown for the inflammatory region discussed before. 
For this example of a rule set, context played an important role. In 
individual processing steps, certain information could be derived 
that was used for the next steps. Machine learning algorithms were 
not used here. In principle after each processing step, training 
algorithms could be applied that can be used for detecting similar 
objects in the next step. For performance reasons, this is in particular 
applicable when whole slides are analyzed and the training is only 
performed on selected fractions of the slides. Brieu et al. (2016) 
have demonstrated this principle in a broad sense.

Figure 3.11 Result for heterogeneous nuclei (blue, nuclei; greenish/yellow, 
nuclei with low classification value).
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3.5 Conclusion

Context-driven image analysis delivers several decisive advantages. 
Most important is the resulting possibility to process very complex 
images successfully. Through context, the nearly endless number 
of possibilities for detecting relevant objects gets reduced and 
manageable. Furthermore, in most cases, context-driven analysis 
operates on the bases of objects and regions with local processing, 
which is usually much faster than global processing. CNL enables 
context-driven image analysis by providing the integration of 
important techniques and the relevant tools for stepwise advancing 
processing from simple to complex tasks. In the future, machine 
learning mechanisms will become more important in the context-
driven processing path, and within the next years, ways will be 
developed how machine learning can help to optimize this path.
 In the image analysis example shown here, multiscale structures 
and hierarchies did not play an essential role. These aspects become 
more important for a more holistic form of image analysis, where 
specific super-objects or super-regions of cells come into play. 
Those objects or regions, like glands or cancer regions, are certainly 
important for tissue phenomics. As they are much bigger than cells, 
manual annotations also can solve this problem in some cases. 
For more complex high-level structures, automation is required. 
Multiplexing or virtual multiplexing is here very helpful. From the 
different stains, valuable information, such as the PD-L1–positive 
tumor regions, can be defined. As tumors can be very complex, the 
structures of those regions can be complex. It will be discovered 
through data mining procedures which of those regions will be 
important in the end. Focusing here on H&E images, this aspect is 
ignored. As CNL supports hierarchical structures and co-analysis of 
different images, those aspects as well as longitudinal studies can, 
however, be covered comprehensively.
 Tissue phenomics is a very young discipline, and the importance 
of context-driven analysis will increase over time. Today new 
valuable results can already be achieved by measuring cell densities 
of certain cell types in the tumor and its microenvironment. Precise 
quantification is difficult to achieve manually and image analysis 
can improve the situation already with little effort. The full power 
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of tissue phenomics, however, will be unfolded when the social 
network of cells can be quantified. For this complex task, context-
driven image analysis is required.
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Machine learning is a branch of computer science attempting to 
create systems for inference and prediction that can learn from data 
without requiring the user to define explicit rules. Machine learning 
has made tremendous progress in the last two decades, especially 
in the fields of image analysis, natural language processing, and 
pattern recognition. This development has been fostered by the 
availability of large datasets for training these systems as well 
as reasonably priced massive parallel computing architectures, 
predominantly graphics processing units (GPUs). Besides the ability 
to derive decision rules automatically, modern machine learning 
approaches, particularly representation and deep learning methods, 
are also able to learn discriminative features on their own and thus 
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represent the de facto standard for designing such systems. In this 
chapter, we provide a brief introduction to machine learning and 
sketch the development from knowledge-based systems to deep 
representations. Furthermore, we discuss recent machine learning 
approaches based on random forests and deep convolutional neural 
networks as well as their application to the analysis of whole-slide 
histopathology sections as a basis to tissue phenomics. Finally, we 
conclude with an outlook on future developments.

4.1 Introduction: From Knowledge-Driven to 
Data-Driven Systems

In computer vision and more particularly in digital histopathology, 
machine learning is nowadays a key component of analysis solutions. 
Typical applications include, but are not limited to, the detection of 
regions of interest (e.g., tumor metastasis regions, stroma regions) 
or for the detection, segmentation, and classification of objects of 
interest (e.g., nuclei, cells, mitosis, glomeruli, and glands). This 
exhaustive use is motivated by the complexity of the problems 
above, by the availability of large amounts of raw data, for example, 
the public TCGA (The Cancer Genome Atlas) database from the NIH, 
but also by the recent development of efficient algorithms.
 Solving classification or detection problems in computer vision 
requires the ability to distinguish various relevant objects, struc-
tures, or regions from undesired ones. Although this task can often 
be easily achieved by humans, it is not at all obvious how to solve 
it by a computer. A general approach for solving computer vision 
problems using machine learning is to design application-specific 
handcrafted features. Having identified such features, one usually 
computes them on a set of training images and uses the obtained 
feature values as input data (training samples) for training a statisti-
cal model. The model is trained to discover the mapping between 
the feature values and the known output values (labels, e.g., 1 if the 
patch contains nuclei and 0 if not). To put it in a nutshell, the goal of 
feature extraction is to identify the relevant visual context informa-
tion and thereby transfer the problem from the pixel space into a 
feature space where the mapping (decision function) can be more 
easily learned.
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 Prior to the recent advances in feature learning and representation 
learning (cf. Fig. 4.1. and Sections 4.3 and 4.4), a lot of research 
has been focusing on engineering application-specific features, 
considering prior domain knowledge about the appearance of the 
classes to be distinguished. For the example of cell and cell nucleus 
center detection, a popular family of features is the Fast Radial 
Symmetry (FRS) transform (Loy and Zelinsky, 2002), which enables 
effective shape modeling of this type of objects. The underlying 
gradient-driven voting strategy generates maps in which the 
centers of dark and disk-like objects appear as dark feature points. 
A classifier can then be employed using the values of these maps as 
input feature values to differentiate between pixels corresponding 
to cell centers and pixels corresponding, for example, to stromal 
tissue. While a very low effort is required to use such well-proven 
existing features, finding the right set of features can be complex and 
may require large efforts for novel applications.
 To overcome this problem, feature learning and representation 
learning approaches are used where not only the model but also 
visual context information can be directly learned from the data. 
Such approaches, that is, random forests and deep learning, will be 
detailed in Sections 4.3 and 4.4, respectively. In Section 4.2, we lay 
the basis for a basic understanding of machine learning.
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Figure 4.1 Overview of knowledge-driven and machine learning systems, 
from handcrafted features to representation and deep learning.

4.2 Basics of Machine Learning

Before advanced machine learning methods are discussed in the 
remainder of this chapter, some foundations are recalled in this 
section.

Basics of Machine Learning
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4.2.1 Supervised Learning

The first consideration to be made when applying machine learning 
refers to the intended goal or task. The focus of this chapter is on 
supervised machine learning methods. Their application requires 
the availability of labeled or annotated data to be used for training. 
From a mathematical point of view, this means that we assume 
that there exists a (functional) relationship between the input data 
samples denoted by xi and the associated labels denoted by yi

 f: xi Æ yi

where i = 1, … , N denotes the number of the respective training 
sample. The goal of machine learning is to learn a model or 
approximation f  of this often highly nonlinear function f. At this 
point, the labels yi can take discrete or continuous values.

4.2.2 Classification and Regression Problems

Depending on the values that the labels yi attain, one distinguishes 
two types of supervised learning: classification and regression. 
If the labels attain only discrete values, that is, f is taking values 
in a discrete label space, one is facing a classification problem. A 
typical classification problem would be to classify a tissue sample 
as either pathological or healthy. To treat this problem numerically, 
one assigns discrete values to the individual classes, for example, 
1 to pathological cases and 0 to healthy cases. If the labels attain 
continuous values, that is, f is taking values in a continuous label 
space, one is facing a regression problem. A regression problem 
would, for instance, be to regress the probability of a person 
developing a certain type of cancer based on a set of histological 
images acquired with several biopsies.
 At a first glance, this categorization of supervised learning tasks 
appears very unambiguous. However, some classification problems 
can be rephrased as regression problems. This is, first, because 
some binary classification problems can be solved more effectively 
if the constraint on the function f attaining discrete values is relaxed. 
Second, regressing the probability for one label instead of predicting 
the label itself yields a better representation of uncertainty. An 
example of such conversion will be provided in Section 4.5 for the 
detection of cell centers.
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 To illustrate these observations, we consider the problem of 
segmenting a digitized histological section into stroma-rich and 
stroma-poor regions. This task requires the classifier to classify each 
pixel of the input image with respect to these two categories. The 
input is a hematoxylin and eosin (H&E)-stained digitized slice and 
the output a binary image of the same size with stroma-rich regions 
characterized by label 1 and stroma-poor regions characterized by 
label 0. The decision of whether a pixel lies in one of such areas is 
difficult in transition areas, making it in this case useful to regress 
the probability of one pixel belonging to a stroma-rich region instead 
of predicting its binary label. It is also important to note that the 
described classification problem requires the use of visual context 
information and would be hardly feasible if only individual pixels are 
regarded as inputs.
 Two of the most common tasks in the analysis of digital 
pathology slides are detection and segmentation. These two tasks 
are related; for instance, the segmentation of all nuclei in a tissue 
sample implicitly solves the associated detection problem. There 
exist some important differences. The detection of an object, such as 
an individual cell, is usually achieved by highlighting its center with 
a marker. In contrast, the segmentation of an object requires not 
only to determine its precise location but also its outline. Both the 
computational requirements for solving these two problems and the 
type of analysis enabled by these two problems differ significantly. 
While solving the detection problem enables the computation of 
density maps or the study of the spatial interaction between cells, 
solving the segmentation problem enables more complex analysis 
based on the morphology of individual cells.

4.2.3 Data Organization

The goal of supervised learning is to find a model that, trained on 
a set of training samples, is able to perform equally well on a set 
of unseen samples. This ability is called generalization. Learning a 
model with high generalization performance heavily depends on 
the quality and organization of the training data as well as on the 
training setup itself. In this section, we first make some remarks on 
the generation of appropriate training datasets and second discuss 
strategies for successful model training while avoiding overfitting.

Basics of Machine Learning
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Training set generation: The generalization performance of a 
trained model is generally limited by the amount of training exam-
ples. To reach a certain level of abstraction, the model needs to be 
presented enough data containing a reasonable amount of variation 
during training. In the ideal case, the training data should cover the 
full range of variability expected in the application domain. In a clas-
sification setup, this means covering the full intra-class variability 
while still highlighting the inter-class differences. This requirement 
can be addressed from different angles: (1) in the process of train-
ing data collection, (2) using invariant features in the case of classi-
cal machine learning based on handcrafted features, and (3) using 
data augmentation in the case of representation learning and deep 
learning. First, during training data collection, a broad coverage of 
the data variability can be enforced, for example, by monitoring ba-
sic feature distributions and systematically sampling data from main 
clusters in such distributions. Also, providing appropriate overviews 
or summaries of the data for manual review might be beneficial. 
When using handcrafted features, an increase in the generalization 
performance is yielded by ensuring that the selected features are 
invariant with respect to transformations that are irrelevant to the  
classification task (e.g., translations, rotation, mirroring). In the case 
of representation learning or deep learning where the features are 
not explicitly formulated but learned from the data, such invariances 
can be achieved by augmenting the training data samples. For data 
augmentation, copies of training data samples are added after ap-
plying geometric transformations (e.g., shifting, scaling, mirroring, 
rotation, elastic warping) or introducing intensity variations, for ex-
ample. Independently of the chosen machine learning approach, a 
common good practice is also to normalize the input data that, in the 
context of the analysis of histopathology images, typically translates 
into stain normalization.
 Another relevant property of the training data is the balancing of 
training samples regarding the classes or target values. In the case 
of unbalanced datasets, that is, certain classes are more frequent 
than others, a supervised model may tend to optimize the prediction 
performance for the more frequent classes. To avoid this effect, the 
training dataset can be balanced by enforcing similar numbers of 
samples per class, or a uniform distribution of target values in the 
case of regression. Creating a balanced training set from unbalanced 
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data can be achieved either by subsampling the more frequent 
classes or by duplicating data from the less frequent classes. A more 
elegant way of dealing with unbalanced training sets is introducing 
weights in the trained model itself. For many supervised models, 
extensions for using class-dependent weighting of training data 
have been developed.
 Training of supervised models requires one to obtain realistic 
estimates of the current model performance on unseen data. When 
optimizing model parameters, disjoint datasets are required for 
adapting the model and evaluating its performance. Otherwise, the 
model may perfectly adapt to the given data, while its performance 
on unseen data decreases, which is referred to as overfitting. Note 
that the degree of overfitting is higher the larger the number of 
parameters to be optimized with respect to the number of training 
samples. Common methods for training a supervised model while 
limiting overfitting are cross-validation or bootstrapping techniques. 
Both techniques use data subsets for training and testing multiple 
models. In n-fold cross-validation, the available data are split into 
n disjoint subsets, and in each of the n runs, a model is trained on 
n−1 subsets and tested the remaining subset (cf. Fig. 4.2a). Thereby, 
each subset is used for testing exactly once, and the results of the 
model evaluation are aggregated over all folds. In Monte Carlo cross-
validation, the data are split randomly at a given ratio into training 
and test set, which is repeated m times, and the results of the model 
evaluation are averaged. Combining both methods in a Monte Carlo 
m times n-fold cross-validation generates m random versions of 
subdividing the data into n folds (cf. Fig. 4.2b). In comparison to 
cross-validation, bootstrapping methods sample data subsets with 
replacement. For example, the bootstrap aggregating method creates 
k different training sets from the overall training set by sampling 
with replacement, which are used to train k different models. Such 
models are used as an ensemble method on the independent test set.
 To provide a realistic estimate on the performance of the final 
model trained as described above, an additional validation dataset 
that has not been touched during training is required. Thus, essen-
tially the overall training data should be split, first, into training and 
validation data, and, second, the training data are split further into 
training and test sets, depending on the favored training setup. When 
splitting the data into subsets, care needs to be taken that all subsets 
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exhibit the same distribution of essential properties as present in 
the overall dataset, such as class frequencies or other potentially rel-
evant data subgroups (e.g., patient age, gender, treatment groups). 
This can be achieved by stratified sampling regarding the relevant 
features.
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Figure 4.2 m times n-fold cross-validation with two nested loops repeating 
training for (a) n subsets of the data and (b) m repeated splits into n subsets.

Table 4.1 Confusion matrix with true positive (TP), false positive (FP), and 
false negative (FN) predictions per class

True class
Predicted class

1 2 … n
1 TP(1) FN(1), FP(2) FN(1), FP(…) FN(1), FP(n)
2 FN(2), FP(1) TP(2) FN(2), FP(…) FN(2), FP(n)
… FN(…), FP(1) FN(…), FP(2) TP(…) FN(…), FP(n)
n FN(n), FP(1) FN(n), FP(2) FN(n), FP(…) TP(n)

 Evaluation of the model performance during and after training 
requires appropriate metrics. In supervised learning, the most 
straightforward metric is the overall accuracy (true predictions/
all predictions) of the prediction with respect to the true outcome. 
However, depending on the studied problem, more specific metrics 
might be better suited, such as average accuracies, sensitivity, 



77

specificity, positive and negative predictive values, f1 score, and ROC 
curves. For multi-class classification, the confusion matrix provides 
a comprehensive summary of the classifier performance (see Table 
4.1).

4.3 Random Forests for Feature Learning

One of the main disadvantages of classical machine learning based 
on handcrafted features is that new sets of application-specific 
features must be designed for each newly encountered problem. 
A straightforward approach to jointly learn both the features 
and the model consists of automatically selecting the best set of 
representative features on infinite and generic feature spaces. As we 
will detail in this paragraph, this has been successfully performed 
using random forests models with a high number of low-level and 
application generic visual context features.
 In the first paragraph, we detail the divide-and-conquer strategy 
of the decision tree model with application to classification and 
regression problems. In the second and third paragraphs, we briefly 
discuss the interest of ensemble approaches as well as the effect 
of the different parameters on the modeling and generalization 
capabilities of a random forests model. The fourth paragraph 
introduces two families of generic visual features. Finally, we present 
in the last paragraph two classification and regression forest models 
for the segmentation of nuclear regions and the detection of nuclei 
centers in digital histopathology images.

4.3.1 Decision Trees

4.3.1.1 Definition

Let us consider an input sample, that is, usually a pixel in the context 
of visual scene understanding. A decision tree encodes the routes 
guiding such input sample from the entry node (the root) at the top 
of the tree to one of the terminal nodes (leafs) at the bottom of the 
tree depending on its successive responses to a series of questions 
(decision functions Di) asked at each visited internal node Ni. The 
routes are binary, that is, when a sample s reaches an internal node 
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Ni, it is routed to the right part of the tree if the response of the 
sample to the associated decision function is positive Di(s) ≥ 0 and 
to the left part of the tree, if it is negative Di(s) < 0. This is repeated 
until the sample reaches one of the leaf nodes. The decision tree 
encodes a hierarchical piecewise model: The internal nodes encode 
the routing processes that yield the hierarchical partitioning of the 
samples into subsets where each subset corresponds to a different 
model that is contained in the leaf node. In classification, leaf nodes 
typically contain probability distributions of the classes to be 
predicted. In regression, leaf nodes typically contain posteriors over 
the continuous variable(s) to be predicted.

4.3.1.2 Decision function

Training a decision tree consists of learning the different routes 
that best split the training samples into homogeneous subsets 
with respect to their associated labels. The hierarchical routes are 
encoded by the different decision functions Di associated with the 
internal nodes Ni. An axis-aligned decision function is commonly 
used because of its simplicity. It is defined as Di(s) = Fi(s) – Ti, where 
Fi(s) is the response of a sample s to a selected visual feature Fi and 
Ti is a scalar threshold.
 The prevailing training approach follows a greedy strategy, in 
which a locally optimal choice is made at each node with the hope 
of finding a global optimum for the tree. Given a subset S i of training 
samples arriving at a node Ni, the decision function  Di is estimated 
by selecting among a set of T pair candidates (Ft,Tt)1£ t £T the pair 
(Fi,Ti) that maximizes an entropy-based training objective function 
I(t,Si) over the samples S i.

4.3.1.3 Extremely randomized trees

For low-dimensional feature spaces, pair candidates are typically 
generated for each of the available features. In the first scenario, a 
unique arbitrary threshold value is considered per tested feature: 
This, for instance, includes the mean of the means of the feature 
values of the samples over the classes in classification or the average 
of the continuous labels of the samples in regression. Alternatively, 
each feature is associated with multiple threshold values that are 
randomly sampled or equally spaced among the feature values 
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displayed by S i. In this case, multiple candidate functions are tested 
per feature. Since testing each of the features becomes intractable for 
high-dimensional feature spaces, it is common practice to randomly 
select at each node a discrete subset of features to be tested. This is 
called randomized node optimization. If both attributes of the decision 
function, that is, the tested features and the tested threshold values, 
are randomly picked, one then talks about extremely randomized 
trees.

4.3.1.4 Training objective function

The selection of the decision function at each node requires the 
definition of what a good split is. The information gain resulting 
from splitting the incoming sample set S i into some right and left 
subsets S it,r and S it,l is commonly used as the objective function to be 
maximized. It reads as follows:
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 In classification, H(S) denotes the Shannon entropy. The less 
random the current class distribution becomes after splitting, 
that is, the more it follows the known class labels, the smaller the 
entropies H(si

t,l) and H(si
t,r) become and the higher I(t,Si) becomes. 

In regression, H(S) denotes the least square regression error, that 
is, the trace of the covariance matrix. The less the continuous values 
associated with the samples S it,r and S it,l deviate from their respective 
means, the smaller the regression errors and the higher I(t,Si). In 
practice, the information gain is often estimated on a random subset 
of the samples that arrive at each node. The number of feature values 
to be computed is, therefore, limited, and the training becomes 
tractable even on a large training dataset.

4.3.2 Random Forests Ensemble (Bagging)

A random forests model consists of multiple decision trees that are 
trained in parallel on random subsets (bags) of the training set. 
The underlying idea is that overfitting can be reduced by selecting 
parameters that are not specialized on the complete training set but 
selecting independently on multiple training subsets. At prediction, 
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the outputs of the multiple decision trees are aggregated to form a 
combined output. One of the most common aggregation approaches, 
which is also used in the two example applications below, averages 
the class probability distributions for classification and the 
posteriors over the continuous variable(s) for regression.

4.3.3 Model Parameters

We briefly discuss here the influence of the parameters associated 
with a random forests model and to the prevailing greedy training 
strategy.

The forest size/number of trees: The bigger the forest, the more 
randomness is included through bagging, the less correlated the 
trees are, and the better the model can generalize to variation within 
input data. An input sample is forwarded through each of the trees 
at prediction, yielding a proportional increase in the prediction time 
with the number of trees.

The maximum depth: The deeper the tree, the more parameters 
it contains. Given enough training data, a high depth makes it 
possible to model more complex problems. However, this can lead 
to overfitting if the trees are too deep compared to the available 
amount of training data. In this case, it is recommended to include 
a data augmentation step during training. Adding one leaf level at 
depth n leads to the inclusion of 2n additional nodes. This can result 
in an exponential increase in the training time: 2n additional decision 
functions are estimated. Prediction time is only linearly affected as, 
for a given input sample, only a single additional decision needs to 
be taken.

The minimal number of samples for a node not to be considered 
a leaf: This parameter impacts the effective depth of the trees. The 
higher its value, the less likely it is for a tree to reach its maximal 
depth.

The number of tries for finding the best feature and threshold 
attributes of each decision function: The higher the number of 
tries, the more a forest can explore the parameter space during the 
selection of the best decision functions, and the better the forest can 
learn the features that are effectively associated with the problem to 
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be modeled. This parameter linearly affects the training time, while 
the prediction time is not affected.

The maximum number of samples used to estimate the decision 
functions at each node: The more samples are considered, the 
closer the approximate information gain value gets to its actual 
value. This parameter linearly affects the training time for nodes 
with many incoming samples, that is, usually the nodes with small 
depth. Deep nodes usually have less samples and are, therefore, less 
affected. Prediction time is not affected by this parameter.

4.3.4 Application Generic Visual Context Features

The use of generic visual context features makes random forests out-
of-the-box systems in which these features do not have to be adapted 
for each new specific application. In this chapter, we will focus solely 
on the Haar-like features and Gabor features.

4.3.4.1 Haar-like features

Let us consider a pixel ps corresponding to a sample s. Haar-like 
features compute relative visual cues at different offset locations 
and scales around the pixel ps. Following the notations used in 
Peter et al. (2015), a Haar feature λ is defined by four scale-related 
parameters (v1,v2,s1,s2) and three categorical parameters (c1,c2,w):

	 λ = (v1,v2,s1,s2,c1,c2,w)

where (s1,s2) set the dimensions of two boxes B1 and B2 located at 
p + v1 and p + v2, respectively, (c1,c2) set the channel indexes over 
which one of the expressions given below is computed depending on 
the value of w:

 I1, I1 – I2,H(I1 – I2), | I1 – I2|, I1 + I2

 I1 denotes the mean intensity of channel c1 in the box B1, I2 the 
mean intensity of channel c2 in the box B2, and H(.) is the Heaviside 
function. These expressions were further extended into the family of 
long-range features (Criminisi et al., 2009), to include more complex 
descriptors such as, for instance, histogram of oriented gradients 
(HOG).

Random Forests for Feature Learning
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4.3.4.2 Gabor features

Gabor features encode the spatial appearance as the response to 
frequency and orientation filters. A Gabor filter is parameterized by 
three envelope parameters (γ,θ,σ), which set the spatial aspect ratio, 
the orientation, and the standard deviation of the Gaussian envelope, 
and by two frequency parameters (λ,ψ), which set the wavelength of 
the sinusoidal factor and the phase offset of the sinusoidal wave. A 
Gabor kernel is defined as follows:
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 Given an image channel of index c, the Gabor feature associated 
to the sample s reads as the result of the convolution Ic * G(γ,θ,σ,λ,ψ)
(ps) at the pixel ps. It is important to note that while the use of integral 
images enables the fast computation of Haar-like features, this is not 
the case for Gabor features. However, the number of Gabor layers 
that are generated at prediction time can be limited by training a 
first decision tree with a first extensive Gabor parameter space and 
keeping only the subset of parameters that have been selected most 
often during the node optimization. Only the selected parameter sets 
are then used to train the second decision tree. To enable selection, 
each node N i is associated with an importance weight wi

di= 2 , 
where di denotes the depth of the node. The weights are cumulated 
for each parameter vector over the nodes at which it was picked as 
part of the decision function.

4.3.5 Application to the Analysis of Digital Pathology 
Images

Due to their numerous favorable properties, random forests 
have been successfully applied in many computer vision related 
problems. As an example, in Peter et al. (2015), classification forests 
are employed on MR, three-dimensional ultrasound as well as 
histological data without the features being explicitly designed for 
each of these applications, thereby demonstrating the autonomous 
adaptation of this approach to different visual problems.
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4.3.5.1  On-the-fly learning of slide-specific random forests 
models

One of the benefits of random forests models over other prevailing 
machine learning models such as support vector machines is their 
high speed at training and at prediction. This motivated in (Brieu et 
al., 2016) the learning of slide-specific visual context classification 
random forests models for the detection of nuclear regions through 
an auto-adaptive strategy. One of the most critical challenges to 
the analysis of whole-slide digital pathology images is their high 
discrepancy in visual appearance originating from the use of 
different cutting protocols, the use of different apparatus and stain 
combinations for staining, and the use of different scanners for 
digitalization of the slides into images. The resulting variations are 
illustrated in Fig. 4.3 in H&E-stained images. We account for such 
variations using posterior layers generated by random forests models 
trained independently on each slide based on objects detected using 
standard blob detection algorithms and selected based on a priori 
known morphological characteristics. The approach is only briefly 
described here. We refer the reader to the original paper (Brieu et 
al., 2016) for a more precise methodological description as well as 
for more extensive qualitative and quantitative results. Given an 
input slide, the analysis workflow reads as follows.

Figure 4.3 Variability of visual appearance of tissue and cell nuclei in H&E-
stained images.

 First, a set of representative tiled square regions are selected 
based on the amount of stable background regions, using the 
maximally stable extremal regions (MSER) detector, and on color 
information, using clustering of the RGB space. Second, objects 
of interest are detected on these selected regions: Background 
is detected as stable bright regions and nuclei as contrasted dark 
blob objects with surface area and sphericity within a priori known 
bounds. Sphericity is defined as the product between shape index 
and elliptic fit and, therefore, favors round-shaped objects. MSER 
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and difference of Gaussian are employed as blob detectors, yielding 
the detection of well-defined nuclei only. Choosing strict constraints 
on the geometry of these objects yields the selection of very specific 
and well-defined objects only. The next steps aim at enabling the 
detection of objects that are not so well defined, for example, the 
cluttered cell nuclei that do not fulfill the a priori known geometric 
constraints after segmentation. A random forests model with Haar-
like features is trained on the well-differentiated objects, that is, cell 
nuclei and stromal regions, and the corresponding class posteriors 
are estimated on the full slides in a tile-by-tile fashion.
 As shown in Fig. 4.4, both well-defined and cluttered cell nuclei 
are correctly detected with high posterior values for images with 
very different visual appearance. This illustrates how the visual 
context appearance classification model that has been learned on 
the well-differentiated objects can be successfully transferred to the 
more difficult cluttered objects and how it can autonomously adapt 
to the visual appearance of each slide. The same workflow can be 
extended to create posterior maps for multiple “cell nuclei” classes. 
The well-defined cell nuclei are, for instance, classified into textured 
and homogeneous before being used as training samples.

Figure 4.4 Class posterior maps for the class “cell nuclei,” computed on the 
H&E images displayed in Fig. 4.3.

 As shown in Fig. 4.5, the prediction step yields the joint genera-
tion of textured cell nuclei posterior map and of homogeneous cell 
nuclei posterior map, therefore displaying the interaction between 
the two types of cells.

4.3.5.2 Area-guided distance-based detection of cell centers

We have seen in the previous section how classification random 
forests can be used to learn the visual context associated with 
nuclear regions. In this section, we briefly discuss on how regression 
random forests can be employed for the detection of cell centers 
and nuclei centers through the prediction of nuclear distance maps 
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(Kainz et al., 2015) and present an extension based on the prediction 
of nuclear surface area maps (Brieu and Schmidt, 2017).

 

Figure 4.5 Whole-slide image of an H&E-stained slide (top). Class posterior 
maps indicating the membership probability to homogeneous (red) and 
textured (green) cell nuclei (bottom).

 A regression forest is trained to learn the mapping between local 
visual context represented by Haar-features and a so-called nuclear 
proximity map, which is a function of the distance map to annotated 
cell centers (Kainz et al., 2015) (cf. Fig. 4.6). Given an unseen image 
and the trained model, the proximity map with respect to nuclei is 
predicted. Cell centers are detected as local maxima given a kernel 
corresponding to the a priori known radius of the nuclei to be 
detected. In Brieu and Schmidt (2017), we propose an extension of 
this workflow by introducing a second regression random forests 
that is trained on the surface area of annotated cells. As illustrated 
in Fig. 4.7, given an unseen image, the nuclear surface area map is 
predicted and drives the pixel-by-pixel adaptation of the kernel 
size used in the local maxima detection step. As before, we refer the 
reader to the original paper (Brieu and Schmidt, 2017) for a more 
precise methodological description as well as for more extensive 
qualitative and quantitative results.

Random Forests for Feature Learning
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(a) (b) (c)

Figure 4.6 Create training data for cell center detection: (a) manually 
annotated cell centers; (b) distance map; (c) proximity map.

Figure 4.7 Applying trained models: (a and e) input RGB images; (b and f) 
predicted proximity maps; (c and g) predicted surface area maps; (d and h) 
applying local maxima detection.

4.4 Deep Convolutional Neural Networks

In contrast to many other machine learning techniques, deep 
convolutional neural networks have the advantage of being able to 
learn both the necessary decision rules and a hierarchy of features to 
be used. Due to the tremendous number of achievements in recent 
years, convolutional neural networks are an actively researched 
topic, and it is far beyond the scope of this chapter to discuss all 
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developments in detail. This chapter starts with a brief history of 
deep learning in Section 4.4.1 and details the main building blocks 
of modern networks in Section 4.4.2. Finally, some application 
examples are provided in Section 4.4.3.

4.4.1 History: From Perceptrons and the XOR Problem 
to Deep Networks

Although the roots of artificial intelligence can be traced back much 
further, it is reasonable to start this section with the invention of 
the perceptron algorithm in 1957 by Frank Rosenblatt (Rosenblatt, 
1958). In its original form, the perceptron is a linear classifier of the 
form

 g(xi) = y(w . xi + b) (4.1)

where

 g x
x
x
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>
£

Ï
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1 0
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,

is a nonlinear activation function. Being a biology-inspired 
architecture, it mimics the behavior of a neuron aggregating 
information via its dendrites and firing if “activated” (cf. Fig. 4.8).

Figure 4.8 Perceptron mimicking the function of a neuron, that is, the simplest 
version of a neural network.

 At the time of its invention, the perceptron was highly promoted 
by its inventor but created a lot of controversy in the years to follow. 
The main reason was the observation that perceptrons in their 
original form are not able to solve the XOR problem as depicted 
in Fig. 4.9. This observation has become popular due to the book 
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Perceptrons by Marvin Minsky and Seymour Papert in 1969 
(Minsky and Papert, 1972). Although it turned out that nonlinear 
classification problems, such as the XOR problem, could be solved by 
concatenating two perceptrons, this observation caused a major loss 
of interest in AI as well as significant budget cutbacks for more than 
10 years. This period is commonly referred to as the (first) AI winter. 
Although it was proven already in 1989 that such a concatenation 
of two perceptrons endowed with continuous sigmoidal activation 
functions (i.e., a two-layer neural network) is able to approximate 
a large class of nonlinear functions arbitrary well, it took almost 
another two decades for neural networks reaching today’s popularity. 
One significant step toward this popularity was the introduction of 
convolutional neural networks by Lecun et al. (1998), which enabled 
their use for the recognition of two-dimensional patterns.

Figure 4.9 Linearly separable point sets (top left), linearly separable point 
sets with activation function applied to separating hyperplane (top right) and 
nonlinearly separable point sets associated to the XOR problem (bottom).

 The reason for this development was not only that other machine 
learning techniques, such as support vector machines, boosting, 
and random forests, became more popular in the meantime, but 
also that for neural networks to outperform these techniques, 
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several technological advancements were necessary. The first major 
component is, for sure, the publication of the backpropagation 
algorithm for training multilayer neural networks by Rumelhart  
et al. (1986). This algorithm facilitates an efficient training of neural 
networks by back-propagating errors via exploiting the chain rule 
for differentiating multivariate nested functions.
 The second major component is the availability of large online 
databases containing millions of annotated images that can be used 
for training. Having such amounts of data at hand, it has become 
feasible to train very deep networks with millions of parameters. 
The third reason refers to the rapid development of low-cost but 
powerful general-purpose graphics processing units (GPGPUs) 
during the last two decades, facilitating the training of large 
networks in a reasonable amount of time, that is, less than 1 week. 
These three major advancements were, of course, accompanied 
by several theoretical improvements and discoveries for making 
the training process faster (ReLU-layers) or more robust (dropout 
layers). However, an aspect that cannot be overestimated is the fact 
that all this technology is available to a large group of researchers, 
practitioners, and companies due to online databases being publicly 
accessible, programming frameworks being open source, computing 
hardware being affordable, and research articles being published in 
open access.

4.4.2 Building Blocks

Thanks to the universal approximation theorem, it is known that 
a concatenation of two perceptrons can approximate almost any 
nonlinear function f. The problem is, however, that the proof of this 
theorem is not constructive, that is, it does not provide a strategy 
for designing a good network. Although a lot of best practices exist 
and many theoretically motivated improvements have been made, 
a holistic theory is still missing. In this section, we thus discuss 
the main ingredients for designing modern convolutional neural 
networks.

4.4.2.1 Convolutional layers

Convolutional layers are the most important components of 
convolutional neural networks. To understand what a convolutional 
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layer is, one has to recall the function of a normal perceptron, a 
two-layer perceptron, and a convolutional two-layer perceptron 
first. Figure 4.10 depicts a standard perceptron on the left. All input 
variables are connected to one output. Each connection (indicated 
by a solid line) carries a weight, which is used for computing the 
weighted average at the output. A two-layer perceptron (Fig. 4.10 
middle) essentially iterates this concept: The input variables are 
processed by multiple perceptrons whose outputs form the input 
of another perceptron. The nodes in the middle form the hidden 
layer. It is important to notice that all nodes of the hidden layer are 
connected to all input variables; one thus calls the second layer of 
nodes a fully connected layer. If the input consists of many variables, 
it requires quite some computational effort to obtain the results for 
the second layer. A compromise would be to connect each node of 
the second layer to only a few nodes of the input layer as shown in 
Fig. 4.10 on the right.

Figure 4.10 Standard perceptron (left), two-layer perceptron (middle), and 
two-layer convolutional perceptron (right).

4.4.2.2 Convolutional neural networks

Convolutional neural networks go even one step further: They 
connect the nodes of the hidden layer not only to a fixed number 
of input variables but also share their weights as indicated by the 
colored connections. This means that the second layer is created via 
sliding one perceptron over the input. Mathematically speaking, they 
compute the second layer by means of a convolution of the input 
signal with a filter mask carrying the shared weights. The set of filter 
weights is often called feature, and the result of such a convolution is, 
therefore, called a feature channel. In practice, convolutional layers 
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feature another important difference compared to the examples 
shown in Fig. 4.10: They use multiple filter masks in order to create 
not one but multiple outputs. In the case of processing image data, 
this means that the output of one convolutional layer may be three 
dimensional as indicated in Fig. 4.11. The subsequent convolutional 
layer can then be composed of three-dimensional filter masks 
integrating not only information in a small spatial neighborhood but 
also from various feature channels.

Figure 4.11 Three-dimensional 
convolutions (orange) accumulate 
the weighted average of multiple 
two-dimensional filter maps (blue 
and purple).

4.4.2.3 Loss functions

Loss functions are not a part of the neural network itself, but they 
are inevitable for network training as they facilitate to measure how 
well f is approximated. A popular example is the L2 loss,
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which penalizes the sum of squared differences between the 
predicted label and the true label. As the backpropagation algorithm 
is a derivative-based optimization technique, it is beneficial if the loss 
is differentiable. Throughout the last decades, a plentitude of various 
loss functions has been proposed to achieve various goals such as 
robustness to outliers, for example. As the choice of the loss function 
depends very much on the application and the associated goals, this 
chapter does not include a detailed review of all possibilities.

4.4.2.4 Activation functions

Activation functions are another important ingredient of any 
convolutional neural network. The output of each perceptron is fed to 
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a nonlinear activation function. Incorporating nonlinear activations 
is crucial for being able to approximate nonlinear functions f. The 
equation describing the perceptron employs a non-differentiable 
step function, differentiable counterparts such as the logistic 
sigmoid (cf. Fig. 4.12) are used in practice. The reason is that the 
backpropagation algorithm requires the derivative of the optimized 
loss function with respect to each weight. The logistic sigmoid has 
been used extensively for several decades until Vinod and Hinton 
(2010) propagated the usage of the rectified linear unit, denoted 
by ReLU, and their differentiable approximation. This activation 
function has the advantage of having a larger derivative, which is 
particularly useful for training very deep neural networks via the 
backpropagation algorithm. As such networks consist of many 
activation functions applied in a nested fashion, the derivatives of 
weights at the beginning of a network get scaled by large powers of 
the derivatives of the employed activation function. Thus, activation 
functions having small derivatives hamper the training of deep 
neural networks significantly. Today, a lot of research is spent on 
finding even better activation functions, but the ReLU can be seen as 
the first of its kinds facilitating very deep neural networks.

Figure 4.12 Different activation functions.

4.4.2.5 Pooling layers

Pooling layers are another important component of convolutional 
neural networks. Particularly, in the case of object recognition, 
it is crucial to design systems that feature certain invariances. 
Considering the application of mitosis detection, for example, the 
algorithm should be invariant with respect to illumination changes 
or out-of-focus blur introduced by the scanner. The algorithm should 
also be invariant to color variations introduced by inconsistencies 
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during the staining process. Furthermore, the algorithm needs 
to be invariant to certain geometrical transformations, such as 
translations, rotations, and scale changes. Some of these invariances 
can be learned by the system itself, given enough training data 
are available, or artificially ensured by means of training data 
augmentation. Concerning geometrical transformations, achieving 
translation invariance is one of the most important invariances. 
After all, the recognition system should not care about at which 
position in an image the mitosis event appears. Ensuring this kind 
of invariance is the purpose of pooling layers: After a convolutional 
layer has generated a set of feature maps, the feature responses 
in a small neighborhood get pooled and eventually replaced by a 
single value resulting in a feature map of at least half its original 
size. Employing several pooling layers helps to condense the input 
information into a single assertion, for example, whether or not a 
mitosis event is visible in an image. One of the most common types 
of pooling is max pooling over a 2 × 2 window, that is, one takes the 
maximum of four neighboring values resulting in a feature map of 
half the original size.

4.4.2.6 Dropout layers

Improving generalization, that is, achieving a low error rate on the 
test data, is a very important aspect of machine learning in general 
and particularly in the case of convolutional neural networks. Models 
that generalize well do not suffer from overfitting as discussed. As 
convolutional neural networks may have millions of parameters, 
the risk of overfitting is thus relatively high. To prevent a network 
form overfitting, several strategies have been suggested among 
which dropout layers are among the most popular ones. Dropout 
layers randomly deactivate a certain number of neurons and their 
connections during training. This way, one samples from several 
thinned networks. During testing, one simply uses the full network, 
just with small weights, which results in averaging the results of 
several thinned networks. This procedure is conceptually similar to 
ensemble learning techniques such as the random forests discussed 
above, in that it forces neurons to learn different aspects of the data 
and thus helps to ensure better generalization.
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4.4.3 Application Examples

Mitosis detection in breast cancer histology images with deep neural 
networks by Cireşan et al. (2013) was one of the first works of deep 
learning for digital pathology applications. It is conceptually similar 
to the AlexNet introduced by Krizhevsky et al. (2012) but does not 
use dropout layers and ReLU activation functions. However, it can 
be regarded as a pioneering work for the usage of max-pooling 
layers. Another important aspect of this work is that it employs a 
rather small network compared to recently proposed networks, 
which is possible as the network is applied only to patches extracted 
from the original image data. This is a typical scenario in tissue 
phenomics as many structures of interest are comparatively small 
in contrast to the acquired images; a digitized whole-slide image 
(WSI) can easily have a size of 100,000 × 100,000 pixels, while 
the extent of a nucleus is typically of 25×25 pixels at 0.22 µm per 
pixel resolution. Feeding an entire WSI to a neural network would 
be sub-optimal for various reasons. First, networks taking input 
data of this size would require a lot of computational resources 
for training. Second, it would be very hard to acquire the required 
amount of training examples as each WSI needs to be prepared by a 
pathologist. In contrast to this, Cireşan et al. used only five different 
biopsy slides for training their classifier, which takes patches of  
101 × 101 pixels as input. Thus, such a patch-wise approach is 
not only very efficient but also comprises great potential for 
parallelization as each patch can be processed independently. Such a 
procedure is, of course, only applicable for detecting structures that 
are relatively small in comparison to the acquired image.
 Deep learning–based cancer metastases detection by Wang 
et al. (2016) has been performed during the IEEE International 
Symposium on Biomedical Imaging (ISBI2016) Camelyon challenge 
on cancer metastasis detection in lymph nodes. Participation in this 
workshop included two tasks, that is, tumor localization and WSI 
classification. The employed training data comprises 400 WSIs with 
40× magnification. For metastasis localization, the authors employed 
the GoogLeNet architecture prosed by Szegedy et al. (2015), which 
has 27 layers and approximately six million parameters. From each 
WSI, 1000 positive and 1000 negative patches with a dimension 
256 × 256 pixels have been selected, resulting in roughly 350,000 
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patches for training a network for metastasis localization, which 
achieved an area-under-the-curve value of 0.9234. However, this 
work is not only noteworthy due to its impressive segmentation 
performance. It illustrates not only how well convolutional neural 
networks work in case enough training data are available, but also 
shows that other classifiers have to be used for achieving the second 
task of the Camelyon challenge, that is, the classification of WSIs into 
healthy and pathological ones. For this task, the authors generated 
metastasis heatmaps using the trained network and computed a set of 
28 handcrafted features, such as the longest axis of the tumor region 
or the percentage of tumor region over the whole tissue region, for 
training a random forests–based classifier. Consequently, this work 
can be considered as both: a hybrid approach to WSI classification 
and a good example how modern classification techniques can be 
successfully combined to achieve state-of-the-art classification 
performance.

Identifying tumor regions in cytokeratin (CK) immunofluores-
cence: In the context of immunotherapies, it is crucial to enable the 
analysis of the spatial interaction of tumor regions and immune cells 
and thus to achieve an accurate segmentation of tumor regions. In 
this example, we show how the use of a convolutional neural net-
work enables the separation of tumor regions from other regions 
showing similar intensity values in the CK channel but different 
visual patterns. While immunofluorescence usually offers a higher 
signal-to-noise ratio than bright-field imaging, the presence of ar-
tifacts (e.g., tissue folds, staining artifact) and the low specificity of 
the CK binding regarding other biological components (e.g., necrotic 
tissue) make the accurate detection of tumor regions challenging. 
We consider a two-class problem: tumor regions versus other (e.g., 
negative, artifact, necrosis), which corresponds to a classical fore-
ground versus background problem. Examples of visual patterns en-
countered in both classes are displayed in Fig. 4.13. A convolutional 
neural network is trained on examples of the two classes. We then 
apply the trained network using a sliding window approach. Results 
on unseen data are displayed in Fig. 4.14: Posterior heatmaps are 
computed for each of the two classes and can be further used for the 
segmentation of the tumor regions.
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(d) (e) (f)

(a) (b) (c)

Figure 4.13 Examples of some of foreground (top) and background (bottom) 
regions used for training the detection of tumor regions. Red and green 
channels correspond to the cytokeratin (CK) and Hoechst fluorescent channels, 
respectively. Both foreground and background regions are characterized by a 
high variability of possible visual patterns: (d) negative CK region, (e) staining 
artifact, (f) necrosis.

(a) (b)

Figure 4.14 Result of predicting a convolutional neural network trained for 
the detection of tumor region on an immunofluorescence image displaying 
necrotic tissue regions. (a) Original image with CK and Hoechst fluorescent 
channels; (b) likelihood of foreground (green) and background regions (red). 
Prediction stride is defined by the overlapping grid.
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4.5 Discussion and Conclusion

4.5.1 Model Complexity and Data Availability

Machine learning and deep learning are well-suited approaches in 
cases where it is challenging to define explicit features and rules 
to solve a problem. However, it is good practice while designing a 
machine learning system not only to consider the complexity of 
the problem but also the amount of data available to train, test, and 
validate it. On the one hand, deep models enable the recognition of 
complex patterns without explicitly formulating prior knowledge. 
The aforementioned ISBI Camelyon challenge proved that very 
deep network architectures containing millions of parameters 
can achieve close-to-perfect accuracies on the difficult problem of 
automated detection of metastases in H&E-stained WSIs of lymph 
node sections. On the other hand, deep networks can only reach high 
generalization performance if they are trained on sufficiently large 
datasets (also requiring enormous computational capabilities). 
For example, the data of the Camelyon challenge contain a total of 
400 exhaustively annotated WSIs among which one-third is kept 
for validation purposes. Models containing too many parameters 
compared to the amount of training data tend to overfit, that is, 
they typically exhibit significantly worse performance on unseen 
samples. If few samples are available, less complex machine learning 
models such as shallow network architectures, random forests, or 
rule-based systems are likely to generalize better. Thus, such more 
classical approaches are still preferable in the case of limited training 
data and if computational efficiency is required compared to very 
deep network architectures.

4.5.2 Knowledge and Data Teaming

An interesting idea to compensate for the weakness of machine 
learning approaches with respect to a lack of training data is to 
team knowledge-driven and data-driven representations. As it is not 
necessary to learn what is already known, focusing the feature and 
representation learning only on what is unknown makes it possible 
to build relatively simple models that can be trained on a few 
samples while still being able to generalize well. Prior knowledge 
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can be encoded in application-specific features as well as in the 
architecture of the models or in the structure of the training data. 
As an example, the contour aware convolutional neural network 
introduced by Chen et al. (2016) for gland segmentation aims at 
incorporating the observation that epithelial cell nuclei provide good 
boundary cues for splitting clustered objects. This model is trained 
on the original annotations of the gland objects from pathologists as 
well as on the automatically extracted boundaries with the purpose 
of learning explicit representations of the object contours. The two 
latter examples particularly illustrate how solutions can be designed 
to enforce machine learning and human cognitive capabilities to 
complement each other.

4.5.3 Machine Learning Teaming

Kontschieder et al. (2015) introduced the so-called Deep Neural 
Decision Forests. The authors propose a probabilistic routing 
alternative to the standard binary and deterministic routing strategy, 
which makes the optimization of a global cost function through 
backpropagation possible. Embedding the forest decision functions 
with the nodes of the fully connected output layer of a convolutional 
neural network enables representation learning. Deep neural 
decision forests have been shown to further improve the accuracies 
obtained with the prevailing random forests and deep learning 
approaches, thereby illustrating how teaming conceptually different 
machine learning approaches can lead to more effective systems.

4.5.4 Conclusion

As artificial intelligence is getting more and more mature, it is crucial 
to leverage the abilities of modern machine learning approaches to 
solve complex computer vision related problems. This is particularly 
true as some current limitations of deep learning approaches such 
computational efficiency on whole-slide histopathology images are 
about to be solved using, for instance, hierarchical strategies. It is, 
however, equally important to develop machine learning systems 
that use the best data-driven and knowledge-driven information for 
each specific application and not to take existing systems as out-of-
the-box solutions only.
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The objective of image mining in the context of tissue phenomics is 
the discovery of novel phenes with biomedical relevance. To achieve 
that goal, data mining techniques are applied to discover patterns 
in image analysis results, which correlate best with associated 
experimental result data. These patterns may comprise spatial 
relationships of cell population, or geometric properties of tissue 
architectures. The result data may encompass various levels of data 
acquired in translational sciences, but most importantly treatment 
response groups in clinical trials. One particular commonality with 
genomics is the curse of dimensionality: The number of potentially 
relevant phenes is much larger than the number of individuals in 
the study. In this chapter, we discuss the image mining methodology, 
from spatial analysis of millions of cells in virtually multiplexed 
studies using cell density heatmaps, to correlating potentially 
relevant patterns with clinical observations by optimizing predictive 
values and survival time prediction.
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5.1 Introduction

Image mining, in general, describes the process of generating 
knowledge from information implicitly available in images. When 
focusing on applications in the field of histopathology, image mining 
of collections of digital whole tissue slides, generated from human 
patient samples with known disease progression, enables the 
extraction of diagnostic knowledge. Since digital pathology images 
are huge, comprising gigapixels of unstructured information, they 
have to be processed using image analysis methods to become 
mineable. The initial structuring of image pixels to biologically 
meaningful image objects, such as cell compartments, cells, and 
tissue architectures, is a prerequisite for the search for diagnostically 
relevant information.
 Beyond data mining methods that operate on table data, image 
mining sets a strong focus on the geometry and topology of the 
extracted image objects. This imposes a challenge for the data 
mining process, because the number of potentially relevant patterns 
becomes virtually infinite due to the unlimited number of spatial 
grouping combinations to consider. Therefore, image mining in 
biomedicine has to operate within certain boundary conditions 
imposed by existing knowledge. The knowledge may comprise spatial 
parameters such as the effective range of cell-to-cell interactions, or 
which cell types are potentially involved in disease progression, or 
the potential mechanisms of action of a therapy used to treat the 
patient.
 Mathematical methods involved in the data mining process 
comprise feature selection, supervised and unsupervised cluster 
analysis, and correlation analysis. Since all methods are frequently 
used together, their interdependence may require a nonlinear 
optimization method to generate the most accurate result. Another 
relevant class of methods addresses the problem of overfitting: Since 
the number of samples is much lower than the number of available 
image features, a strong emphasis has to be put on cross-validation 
workflows, together with stability analysis of the discovered 
diagnostic algorithms. Stability can be measured with respect to 
variations in image content, variations of parameters derived in 
the data mining process, or variations in the clinical parameters of 
disease progression.
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 This contribution explains the workflow from basic image analysis 
results to a diagnostic algorithm in detail, describing various options 
with their respective advantages. An overview is given in Fig. 5.1. 
It sets a strong focus on image mining of immunohistochemically 
stained tissue sections, but the underlying principles are applicable 
to other modalities such as RNA or in situ hybridization–based 
tissue-staining methods, or even to radiology such as computed 
tomography (CT) and magnetic resonance imaging (MRI).

5.2 Generating High-Level Features for Patient 
Diagnosis

Image mining requires the aggregation of all measurements for 
a single patient into a single feature vector. This vector comprises 
various numerical and categorical entries, which provide the input 
for the subsequent data mining methods. In the image mining of 
histopathology images, the image content is frequently aggregated 
using statistical operations in specific regions of interest (ROIs). 
Common aggregation methods are minimum, mean, quantiles, or 
maximum value of the measurements within the ROI. At first, we 
discuss ROIs, which are generated by expert pathologists, and next 
regions, which are detected automatically using high-level image 
analysis.

5.2.1 Quantification of Regions of Interest

The human visual perception is well trained to detect a variety of 
tissue types in pathology images, particularly in hematoxylin and 
eosin (H&E)-stained images, depicting the morphology of cells in 
great details. By utilizing this ability, the pathologist may delineate 
tumor regions using a digital pathology workstation, enabling the 
software to determine cell counts within that region. Since the area of 
the delineated region is known, the density of the cells corresponding 
to a given class can be easily calculated. Relevant classes are marker-
positive cells such as KI67(+) cells depicting proliferating cells, or 
CD8(+) cells depicting cytotoxic T cells. In case the image analysis 
algorithm is capable of detecting marker-negative tumor cells, the 
percentage of marker-positive cells within the annotated region can 
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be measured. Application examples are the KI67 proliferation index 
or the HER2 score within the annotated ROI.
 Beyond measurements with respect to a single cell type, average 
spatial relationships within the annotated ROI can be determined. 
Examples are the density of lymphocytes that are located within 100 
μm from cancer cells as determined by the image analysis software 
using H&E-stained tissue section, or the density of CD8(+) cells in the 
vicinity of FOXP3(+) cells using double-stain immunohistochemistry 
(IHC).
 Since the number of immunohistochemical markers in each 
tissue section is limited to three or four in bright-field microscopy, 
the method of serial sectioning has been used to combine several, 
sequentially cut tissue sections to one information block. The serial 
sections may be aligned using automated image co-registration 
methods (Yigitsoy et al., 2017), which enables the computation 
of co-occurrences of various cell types identified in the individual 
sections. The accuracy of this method is restricted by the rate of 
change of the tissue from one section to the other, and by the accuracy 
of the co-registration algorithm. Although it has been shown that a 
hierarchical patch-based co-registration may produce very high 
accuracy, the limitations arise from tissue processing artifacts such 
as folds or tears.
 Image co-registration helps twofold: first, the pathologist 
annotation in H&E can be automatically transferred to the 
corresponding IHC sections, and second, the measurements in each 
ROI of each tissue section may be combined using arithmetical 
operations (Schönmeyer et al., 2015). Therefore, the joint probability 
of occurrence of two cell types may be expressed as the geometric 
mean of the corresponding average cell densities, or two potential 
therapeutic targets as the maximum of the respective cell densities. 
As already mentioned in the introduction, the combinatorial 
multiplicity requires the restriction to meaningful expressions, such 
as the geometric mean to PD-L1(+) and CD8(+) for an anti-PD-L1 
checkpoint inhibitor therapy.

5.2.2 Heatmaps

As already mentioned, full-scale digital pathology images are usually 
too big to be processed completely at once in the working memory 
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of personal computers. Heatmaps are images with demagnified 
dimensions of the original images that contain aggregated 
information for the full image. They computationally can be handled 
conveniently, because their extent usually is in the range of a few 
hundred to a few thousand pixels, and not like in full-resolution 
whole-slide images (WSIs) with several hundred thousand pixels for 
length and width.

5.2.2.1 Contents of heatmaps

Each pixel of a heatmap represents a tile of its corresponding region 
in the original image and carries statistical data spatially related to 
that tile. These statistical data are aggregated from detailed image 
analysis results in or near each tile and typically exhibit densities 
from objects of interest. For example, a single-layer heatmap 
represents the density distribution of a certain cell type like KI67(+) 
tumor cells (see Fig. 5.2a,b). Usually, heatmaps consist of many such 
layers with statistical data from a variety of such measurements. 
This comprises density measures of objects of interest but also 
more abstract information such as mean distances between two 
types of different objects of interest. This way heatmaps contain 
non-trivial aggregated information of the full image and allow for 
efficient further processing. This also enables optimization loops to 
adjust model parameters, which computationally would by far be 
too expensive when performed on full-scale images (Schoenmeyer 
et al., 2014).
 Heatmaps require image analysis results, for example, basic data 
like classified cells/nuclei in immunohistochemically stained WSIs. 
Densities or amounts of certain cell types are computed on such 
basic data and are stored as intensity values in distinct heatmap 
layers.
 Information derived from high-level areas such as ROIs from 
annotations can contribute to heatmap layers as well. In general, the 
resolution of heatmaps should be chosen in a way that the structures 
of interest in an image keep their characteristic appearance for 
reasonable follow-up processing. When dealing with co-registered 
data, the registration quality of serial sections in full resolution 
should be within the tile size of corresponding heatmap pixels.
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Figure 5.2 Visualization of tumor cell proliferation density: (a) overview of a 
WSI with KI67-stained breast tissue, (b) gray scale heatmap of KI67(+) tumor 
cell density, (c) green–yellow–red false-color representation of density, (d) red–
yellow false-color representation of density as overlay to WSI overview.

5.2.2.2 Visualization of heatmaps

To visualize heatmaps, the most simple and obvious way is to 
display the intensities as a grayscale map (Fig. 5.2b). Intensities are 
normalized to fully or partly utilize the available grayscale ranges 
of a display, for example, 0 to 255 intensity steps in 8-bit image 
representation or 0 to 65535 for 16-bit. Furthermore, intensities can 
be displayed as false-color representations and some common ones 
are shown in Fig. 5.2c,d.
 To visualize the contents of three heatmap layers in one map, 
an established approach is to show them as the three channels in 
RGB color space (Fig. 5.3). When heatmap layers carry intensities 
of different magnitude or certain heatmap layers should be shown 
more/less prominent, weights can be applied to account for that.
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(a) (b)

Figure 5.3 Visualization of three heatmap layers as RGB overlay: (a) overview 
of a WSI with H&E-stained skin tissue; (b) density of melanocytes (red channel), 
CD3(+) cells (green channel), and FOXP3(+) cells (blue channel) as overlay to 
WSI overview. The densities originate from co-registered data and are slightly 
smoothed for visualization to accommodate uncertainties from the limited co-
registration accuracy.

 Smoothing of heatmaps often helps to make them look more 
appealing. Especially when heatmaps have to be displayed magnified, 
for example, as overlay to the original image data, smoothing hides 
the fact that their data consist of comparably coarse pixels.
 Finally, and since heatmaps can be used as any other image, there 
are no limits for data visualization. As an example, Fig. 5.4 shows 
the values of a heatmap as three-dimensional height profile textured 
with the original WSI data.

Figure 5.4 Heatmap data as profile: In a three-dimensional visualization of 
a WSI with KI67 tissue, the density of KI67(+) tumor cells is used to define the 
height in the profile.

5.2.2.3 Heatmaps with multiplexed data

Working with multiplexed data means that different sources for 
quantitative measurements of the same location (here, the heatmap’s 
pixels) are available for common computations.
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 WSIs of consecutive tissue slices can be virtually aligned in a 
way that corresponding regions match to each other in a common 
coordinate system such as shown in Fig. 5.5. This is called co-
registration, and it is performed using automated landmark 
detection (Yigitsoy et al., 2017).

�ssue block �ssue slides 
differently stained

digi�zed slides co-registered
by Definiens automa�on

original slides

H&E

PR

ER

KI67

CD8

...

detail

Figure 5.5 From a tissue block, serial sections are taken and differently stained. 
Since manual steps are involved, resulting tissue slices have varying positions 
and orientations on their glass slides and subsequent scanned images. With 
the help of automatically detected landmarks, the slides are aligned in a way 
that corresponding regions overlap as much as possible and computations in a 
common coordinate system can be performed.

 When the slices are differently stained, each WSI carries specific 
information of the stain and automated image analysis makes this 
information available for computations. Using co-registration, these 
data are fused into one common coordinate system and allow for 
generating heatmap layers with multiplexed data of different stains 
(Schönmeyer et al., 2015). Additionally, relations between statistics 
of differently stained sections can be processed and stored in 
heatmaps.
 To avoid introducing errors by co-registration, an alternative 
way to obtain multiplexed data for heatmaps is the evaluation of one 
single tissue slice that carries information of several markers. With 
bright-field microscopy, usually no more than two to three markers 
are available, and with fluorescence techniques, more markers can 
be encoded (Stack et al., 2014; Feng et al., 2016).
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 Within the tissue phenomics framework, working with 
multiplexed data is supported by virtually multiplexed Definiens 
Result Containers (vmDRCs). In contrast to standard DRCs, which in 
general store image analysis results from a single WSI only, vmDRCs 
integrate image analysis results of several co-registered WSIs. 
DRCs are HDF5 compatible databases, capable of storing image 
and structured tabular data. Each database is stored in a single file, 
enabling easy sharing and backup. Heatmaps based on multiplexed 
data can directly be generated from vmDRCs, and there is no need 
to deal with co-registration furthermore because this happened 
already while preprocessing.

5.2.2.4 Objects in heatmaps

Since heatmaps consist of pixels, there is no restriction to use them 
as input for subsequent image analysis. This includes generation and 
manipulation of objects as shown in Chapter 3, Cognition Network 
Technology.
 A typical use case is hotspot detection to define ROIs. Therefore, a 
layer in a heatmap is composed and a threshold is applied to generate 
objects that exceed the threshold. Figure 5.6 gives an example where 
regions with a high density of KI67(+) tumor cells define ROIs in 
WSIs. These ROIs are then regarded as hotspot objects, which are 
complemented by other heatmap layers. This way, objects with rich 
feature vectors form the base for follow-up data mining procedures.

(a) (b)

Figure 5.6 Hotspot objects in heatmaps: Regions of KI67(+) tumor cell density 
that exceed a threshold are regarded as hotspot objects for further data 
evaluation. (a) Objects generated with a threshold of 150 for 8-bit normalized 
density and (b) a threshold of 180.
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(a) (b)

Figure 5.7 Unsupervised clustering for object creation: (a) RGB visualization 
of heatmaps for density of melanocytes (red), CD3-positive cells (green) 
and FOXP3-positive cells (blue) for different co-registered tissue samples as 
depicted in Fig. 5.2. (b) Based on these layer values, an unsupervised clustering 
procedure identifies similar regions across different cases. The number of class 
labels (clusters)—here, three (blue, green, yellow)—is determined by optimizing 
the Rand index, quantifying similarity of class labels in training and test data.

 Another approach for defining regions/objects of interest in 
heatmaps uses unsupervised clustering (see Fig. 5.7) (Rand, 1971). 
Therefore, the pixels of heatmaps from a cohort are characterized 
by the heatmaps’ layer values and undergo an unsupervised 
clustering method like k-means. For a given number of classes k, the 
heatmap pixels are partitioned into k regions. Each class represents 
a specifically characterized type of region across the cohort’s 
heatmaps. Therefore, all regions of the same class subsume similar 
regions in each WSI. The resulting objects again are quantitatively 
enriched by heatmap layer values as feature vectors and are suited 
to constitute the base for further data mining.

5.2.3 Algebraic Feature Composition

As we have seen in the previous sections, automated image analysis 
of ROIs or feature heatmaps generates multiple features for each 
patient. Sometimes it is possible to correlate one of those features 

Generating High-Level Features for Patient Diagnosis



112 Image-Based Data Mining

with patient metadata, such as therapy success. One example is 
the proliferation index for breast cancer prognosis, which is based 
on the percentage of KI67(+) tumor cells in selected fields of view. 
Another example is the HerceptTest™ (Dako) algorithm, which 
uses the percentage of HER2(+) tumor cells to predict Herceptin® 
therapy success. In most cases, however, it is required to compose 
a score from various measurements to deliver predictive power. 
The Immunoscore®, for instance, combines CD8(+) and CD3(+) 
cell density measurements in the tumor center and in the invasive 
margin to a final score predictive of colon cancer survival.
 Algebraic feature composition automatically generates 
scoring algorithms by combining features using algebraic or 
logical expressions. Algebraic combination comprises elementary 
operations such as addition, multiplication, division, whereas 
logical operations comprise and, or, and exclusive-or. To generate 
all bivariate combinations, a brute force approach combines any 
two features of the available feature space with any operation to 
generate a potentially predictive score. For N features, the bivariate 
combination approach produces N×(N−1)/2 potential scores for 
each algebraic expression, whereas for each score, the patient 
subgroup of interest may be either higher than a given or computed 
threshold, or lower.
 In the same way, all triple and higher order combinations may be 
generated. This approach provides a huge derivative feature space, 
which is computationally challenging and which increases the risk of 
overfitting. Both issues are discussed more generally in the section 
on feature space reduction.
 To avoid the comprehensive combinatorial screening of all po-
tential feature combinations, genetic programming has been pro-
posed. Krawiec (2002) discusses an evolutionary framework that 
combines feature generation and selection. The selection process is 
driven by optimizing the prediction accuracy in a cross-validation 
setting.
 Another implementation of feature generation comprises 
the variation of a parameter that is associated with a feature. 
For example, the classification of CD8(+) cells in the tumor 
microenvironment depends on the definition of the tumor border 
size, which can be chosen anywhere from 50 μm to 500 μm, and 
depending upon the actual chosen size, the density of CD8(+) cells 
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within the tumor microenvironment varies. The introduction of 
continuous parameters in the feature generation process introduces 
a feature space with infinite dimensionality.

5.2.4 Aggregation of Multiple Tissue Pieces to Single 
Patient Descriptors

Considering the tumor heterogeneity and the tiny volume of tissue 
in a section on a glass slide, it is good practice to analyze several 
sections of a tissue block to obtain a statistically meaningful 
measurement. For tissue microarrays, we consider at least three 
cores to be acceptable, whereas in the diagnosis of prostate cancer, 
at least 10 biopsies with three sections, each at a different level, are
examined.
 In the light of a comprehensive phene discovery approach, we 
test all possible selection and combination rules of measurements 
(features) on these tissue pieces. The most straightforward 
combination rules are as follows:

 1. Virtually combining all tissue pieces into a single piece and 
measuring therein the feature, such as the percentage of 
marker-positive cells.

 2. Computing the area-weighted average (standard deviation, 
quantile) of the feature measured in each tissue piece.

 3. Computing the maximal (minimal) feature value of all tissue 
pieces.

 Although the first approach may deliver the most accurate value 
for an average measurement, the method closest to a pathologist 
examination is the third, in which only relevant tissue pieces are 
considered. Since a priori the best method in terms of predictive 
power is not known, several data aggregation strategies may 
be included in parallel, which may be a natural extension of the 
algebraic feature composition concept.

5.2.5 Integration of Clinical Data and Other Omics Data

The phene discovery process in tissue phenomics aims to find 
optimal predictors for the patient’s disease progression in the 
context of a therapy decision. The therapy success can be quantified 
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by observing the progression-free survival (PFS), overall survival 
(OS), objective response rate (ORR), adverse events, or quality of life. 
In clinical trials for cancer therapies, the ORR is estimated according 
to the RECIST (Response Evaluation Criteria in Solid Tumors) 
criterion using CT imaging, which assigns the change in the tumor 
size to the corresponding response category, such as progressive 
disease (PD), stable disease (SD), partial response (PR), or complete 
response (CR). PR and CR are considered therapy responders. In 
clinical trial studies with OS or PFS as the clinical endpoint, the time 
from initial diagnosis to event (e.g., death, disease progression) or 
last examination without event (left-censored) is recorded for each 
patient. These recordings are the basis of Kaplan–Meier survival 
analysis, which is one of the central modules of any clinical tissue 
phenomics project.
 Other variables associated with a patient sample are the origin of 
the tissue, its pathological grade such as mitotic count, or IHC scores 
such as estrogen receptor (ER), progesterone receptor (PR), or HER2 
status. Since cancer is a genetic disease, various mutation status 
such as EGFR, BRAC12, and BRAF may further enrich the patient 
profile. And, most obviously, the patient’s demography, such as 
histology, age, gender, tumor stage, line of therapy, liver metastasis, 
and smoking habits, contributes with additional predictive value to 
the tissue-based parameters.
 In a clinical research setting, the tissue may be analyzed using 
next-generation sequencing (NGS), gene expression (mRNA-based),  
and protein expression (antibody-based) arrays, potentially provid-
ing thousands of additional data points per patient. When looking 
toward larger spatial scales, radiomics-based features such as vol-
ume, shape, and texture of tumors as seen by CT or MRI may contrib-
ute substantially to the high dimensionality of the available feature 
space (Fig. 5.8).
 As an interesting side note, image analysis of (IHC or H&E) 
stained tissue sections may provide normalization and de-
convolution information for data acquired by non-spatially resolved 
modalities such as gene expression arrays. In such an approach, the 
gene signature of a cell population may be determined by identifying 
the best correlation of the gene expression measurements with the 
tissue-based detection of a cell population, such as lymphocytes in 
H&E (Hackl et al., 2016).
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Figure 5.8 Tissue phenomics bridges the biomedical sciences from genomics 
to patient-level studies, while providing the highest spatial resolution for 
detailed quantification of cellular organization and function. Integrative 
tissue phenomics enriches information from digital histopathology with other 
modalities, such as genomics and radiomics.

 Since we may combine all pre-treatment clinical parameters for 
a multi-parametric phene discovery process, we face the challenge 
that with a limited study size in the order of 50 to 500 patients, 
an almost infinite number of data points per patient may provide 
potentially predictive value just by chance. To overcome this 
challenge, advanced feature selection methods are required.

5.3 Performance Metrics

Before we proceed toward feature selection methods, we should 
discuss the metrics by which we evaluate the predictive quality 
of a phene with respect to disease progression. In its simplest 
instantiation, a phene consists of a feature, and a logical threshold-
based (cut-point) decision on how to evaluate the feature value to 
categorize a patient into a disease progression group. In the context 
of companion diagnostics for personalized healthcare, in which the 
phene-positive [phene(+)] patients respond best to therapy (CR or 
PR groups), the following performance indicators are considered to 
be particularly important (Fletcher and Fletcher, 2005).
 The prevalence measures the proportion of patients that are 
phene(+). The computation of the prevalence does not require the 
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knowledge of disease progression; it is an inherent property of the 
phene and the patient cohort under consideration. The higher the 
prevalence, the more patients will receive the therapy, which is an 
important factor for the economic success of a therapeutic option. 
In the case of missing response and survival data, the prevalence 
may be the only way to select a cut-point for a feature. Since the 
distribution statistics of feature values across a cohort frequently 
does not provide a hint on a natural cut-point selection, such as with 
bimodal distributions, the cut-point is set to a quantile (e.g., 50%, 
66%) of the feature values.
 The positive predictive value (PPV) is defined as the proportion 
of patients who respond to therapy within the subpopulation of 
phene(+) patients. The higher the PPV, the more predictive the 
phene.
 The negative predictive value (NPV) is defined as the proportion 
of patients who do not respond to therapy in the group of phene(−) 
patients. This value should be very large, in many applications >90%, 
because we do not want to refrain patients from therapy due to the 
phenomic selection.
 The Kaplan–Meier log-rank test returns a p-value of the PFS 
(pPFS) or OS (pOS) when comparing two patient groups of a clinical 
study, such as phene(+) patients versus standard of care (SoC), or 
phene(+) versus phene(–) patients. p-Values smaller than 0.05 are 
considered significant.
 The accuracy measures the prediction quality in terms of the 
ratio of correctly predicted response category (PD/SD versus  
PR/CR). This measurement is independent of the PFS time and 
should, therefore, be considered supplemental.
 The variety of performance metrics renders the optimization of a 
phene as a multi-objective problem. One heuristic approach to solve 
that problem is to select that performance metric for optimization, 
which is associated with a primary endpoint in the clinical trial 
under consideration. All other performance metrics are allowed to 
float in a predefined range, such as NPV > 0.9, 0.2 < PPV < 0.4, and 
prevalence > 0.5. In Fig. 5.9, we show how the selection of a cut-
point influences the phene performance with the help of an example. 
Another approach would optimize the PPV by enforcing the log-rank 
test to be significant.
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Figure 5.9 Illustration of the dependence of prevalence and predictive values 
(PPV and NPV) for a chosen cut-point (x-axis). A “window of opportunity” seems 
to be open for a cut-point in the range of 20–50 where both PPV and prevalence 
are robust for feature value variations. Given that range, the tissue phenomics 
optimization searches for the cut-point with the minimal pPFS or pOS.

5.4 Feature Selection Methods

This section discusses briefly various options to select the most 
relevant feature, which is the main component of a predictive phene. 
To recapitulate, a feature is an element of a vector of numerical 
values describing the status of the patient prior to therapy, where 
most features originate from tissue-based measurements and from 
subsequent algebraic multivariate composition.

5.4.1 Unsupervised Methods

Since many features show a strong correlation with other features, 
one strategy for feature selection is to perform an unsupervised 
cluster analysis and pursue with those features close to the cluster 
centers. In such an analysis, the clusters are defined by the distance 
of feature i to feature j, where the distance is measured, for example, 
as the weighted Euclidean distance of the vector of all feature i values 
of all patients to all feature j values of all patients.
 To enable feature comparison, in particular for unsupervised 
clustering, we normalize the feature values. Several normalization 
methods are available (Aksoy and Haralick, 2001); the most 
important are as follows:
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	 ∑ In quantile-based normalization, a lower (ql) and a higher (qh) 
quantile of the feature values fi are computed. The normalized 
feature value is determined by fi¢= (fi − ql)/(qh − ql). A simplified 
application of this method is the min–max normalization, in 
which the lower 0% quantile and the upper 100% quantile 
are chosen. This ensures that the resulting feature values are 
within [0…1]. To avoid the immoderate impact of outliers to 
this simple normalization, a robust outlier detection method 
must be implemented before min–max normalization is 
applied.

	 ∑ For feature values with a Gaussian distribution, which is 
actually rather the exception than the norm, we may normalize 
for mean (µ) and standard deviation (σ): fi¢ = (fi − µ)/σ. More 
general approaches use the density of the distribution as the 
basis for normalization. The histogram equalization known 
from image processing is one specific application using the 
cumulative distribution function of pixel values in an image 
(Acharya and Ray, 2005).

	 ∑ If no assumption on the statistical distribution can be made, 
then a rank normalization may be beneficial, in which the 
feature values are replaced by their ranks in the sorted feature 
list divided by the number of patients. The resulting feature 
values are ensured to be in the range [0...1] (Tsodikov et al., 
2002).

 Dependent on the specific implementation, the number of clusters 
(e.g., in centroid- and hierarchical-based clustering, see Fig. 5.10) or 
the homogeneity of clusters (e.g., in connectivity clustering) must 
be determined beforehand, or constitute another parameter in the 
overall optimization loop. To evaluate the quality of the cluster 
analysis, the median-adjusted Rand index and its confidence interval 
should be computed using multiple, randomly chosen data subsets 
(Rand, 1971).

5.4.2 Hypothesis-Driven Methods

In hypothesis-driven methods, we restrict the available feature 
space to known drivers for disease progression. Frequently such 
information is extracted from scientific literature using advanced 
text mining methods such as GoPubMed (Delfs et al., 2004).
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Figure 5.10 Example for feature selection by unsupervised hierarchical 
clustering. Each row in the heatmap represents a patient, each column a feature 
(feature 00 to feature 20). The heatmap colors correspond to normalized feature 
values. The dendrogram on the top visualizes the result of an unsupervised 
hierarchical clustering. If we would restrict the supervised feature selection to 
two relevant features, one option is to choose the centroids of the topmost 
clusters, which may be feature 02 and feature 13.

 Another source for hypotheses is well-structured databases on 
protein signaling networks, such as Kyoto Encyclopedia of Genes 
and Genomes (KEGG) (Kanehisa et al., 2017). These databases 
are curated and comprise the best common understanding about 
biology. However, we are not aware of a database of cell-to-cell 
signaling networks, which are most important in understanding the 
immune contexture of tumors. In addition to that, the mechanistic 
understanding of cancer progression should involve the knowledge 
of the cancer’s mutational status and which pathways are eventually 
changed due to the genetic alteration. This limits the hypothesis-
driven approach to known cancer signaling pathways, for example, 
those involving KRAS or BRAF gene products.
 The hypothesis-driven methods can confirm or reject a known 
hypothesis in the context of the given tissue phenomics study. But 
if we solely rely on known hypotheses, we will not discover novel 
biology. The ideal method, therefore, combines data-driven with 
hypothesis-driven approaches.

Feature Selection Methods
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5.4.3 Univariate, Data-Driven Feature Selection

As we discussed the generation of multivariate features in the 
algebraic feature composition section, we restrict ourselves in this 
paragraph to the univariate selection of a feature using information 
on disease progression. The primary challenge for feature selection 
is the low number of patients (in the order of hundreds) compared to 
the high number of available features and prediction models (in the 
order of thousands). Therefore, we need methods that estimate the 
predictive power of any model in unseen data. One well-established 
method to achieve that goal is cross-validation (Bornelöv and 
Komorowski, 2016). We extended the method by Monte Carlo 
feature validation of the available feature space, and the Monte Carlo 
feature selection of the best model by bootstrapping (Fig. 5.11).

Figure 5.11 Monte Carlo cross-validation for feature validation (top) and 
selection (bottom).

 For feature validation, the complete dataset is randomly divided 
into N parts (folds), for which N−1 folds are used to train a model 
MN−1 (feature and decision rule). The model MN−1 is chosen by 
bootstrapping, using a random subset within the N−1 folds and 
selecting the most frequently chosen bootstrap model. Each of these 
bootstrap models is optimized for prediction performance in terms 
of log-rank test p-values, predictive values, and prevalence. The 
model MN−1 is applied to the remaining 1 fold. After N iterations, all 
N folds have been used for prediction once using the found optimal 
models, so that the cross-validated aggregated performance for the 
complete dataset can be determined and recorded. This process is 
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repeated several times to generate statistics on the robustness of 
the selected models and within the context of available features as 
shown in the Kaplan–Meier curves in Fig. 5.11 top-right. Each curve 
pair represents the result of one outer loop iteration for random 
fold generation and gives an estimate of the expected generalization 
performance of the features selected in the inner-most loop when 
applied to classify new unseen data.
 For feature selection, we restrict the process to bootstrapping (P 
times random subset selection), in which we choose the model that 
was most frequently selected in the P loops model selection process, 
where only models are considered, which fulfill given restrictions 
on the performance values such as Kaplan–Meier log-rank p-value. 
The resulting model’s performance may be visualized by a single 
Kaplan–Meier plot (Fig. 5.11 bottom-right).
 Using the above-described feature validation and selection, we 
obtain information on which feature may deliver the most robust 
predictive value. However, we still need to perform a permutation 
test to compute the probabilities of obtaining a similar prediction 
performance using randomly chosen clinical outcome information 
(Radivojac et al., 2004). Since the statistical distribution of the 
clinical endpoint data should not be different from the original data, 
the permutation test shuffles the observed outcome data randomly 
for each run. Using the shuffled endpoint data, the steps described 
above are repeated, so that we compute in each permutation step the 
best model and its performance. The probability of having selected a 
model by chance is then estimated as the percentage of permutation 
test runs, which deliver a better predictive model.

5.5 Tissue Phenomics Loop

The mathematics of tissue phenomics may be considered an 
optimization problem. All steps, from assay and patient cohort 
definition to image analysis; from aggregation of image analysis 
results to ROIs; and from algebraic feature composition and 
subsequent feature selection to the correlation to disease progression 
require defining of continuous and categorical parameters that 
finally determine the quality of the most predictive phene. The 
straightforward solution to this optimization problem by using one 
algorithm is not feasible due to the huge dimensionality of the feature 
space. Therefore, we decided to perform multiple optimizations in a 

Tissue Phenomics Loop
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heuristic approach, optimizing the parameters within each step, and 
coupling the single-step optimizations by several meta-optimization 
loops (see Fig. 5.12).
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Figure 5.12 Exemplary workflow of a tissue phenomics loop to optimize for 
clinical outcome values using heatmaps: (a) WSIs from patients undergo an 
image analysis procedure governed by an initial configuration. (b) Numerical 
features and heatmaps are generated. The heatmaps are multiplexed using co-
registration, and an image analysis produces a table with features describing 
each patient. (c) The results are stored in a database used for data mining to 
model endpoints from clinical data. (d) Based on this, a quality Q is assessed and 
an optimizer/configurator module decides for the next processing steps: A new 
configuration is produced (and stored in a status database) and defines at which 
entry point—and thus level of complexity—the loop is continued: small loops 
1 or 2 vary parameters for the analysis based on heatmaps, where the latter 
keeps the current heatmaps as is and only varies the configuration for feature 
export to the database. In contrast, big loop 1 is computationally very expensive 
because it involves a reprocessing of the image analysis segmentation for full 
WSIs. Big loop 2 is less extensive and reconfigures the feature and heatmap 
production based on existing image segments in WSIs only. In either case, new 
result data are produced, which enriches the data mining database. When 
a certain quality Q has been reached, the loop is stopped and a final quality 
assessment and result configuration selection is performed. The final set of 
result parameters constitutes the configuration that evaluates WSIs best for 
clinical endpoint modeling.
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 In particular, this approach considers the computationally 
expensive optimization of the image analysis in the context of 
clinical data. An inner loop optimizes image analysis results toward 
ground truth data as provided by domain experts, and an outer loop 
optimizes some less defined parameters such as the decision rule 
on marker-positive or -negative cells to the disease progression 
information.

5.6 Tissue Phenomics Software

The overall tissue phenomics analysis chain consists of several 
steps, each bearing its own inherent complexity. Proper software 
solutions are a necessary prerequisite for successful application of 
the described approach. The width of the overall requirements as 
well as the depth of the requirements within each area represent 
a significant challenge to any software solution. Therefore, an 
overall tissue phenomics software solution can only be built by 
creating a system comprising tightly integrated specialized software 
components.

5.6.1 Image Analysis and Data Integration

The first challenge any software system for tissue phenomics needs 
to tackle is image analysis (see Chapters 2–4). The unstructured data 
represented by digital tissue slide images need to be converted into 
structured numerical or categorical data that can be used as input 
for data mining and optimization methods and which can be linked 
with numerical and categorical metadata from other sources. As 
described above, the metadata may be patient-centric clinical data 
or data from other modalities such as genomics or flow cytometry in 
a multi-omics approach.

5.6.2 General Architecture

In addition to the data integration requirements, a tissue phenomics 
software system aiming toward the deployment of the discovered 
phene into clinical route covers the aspects of regulatory compliance 
and user, data and workflow management (Fig. 5.13). The system 
integrates multiple stakeholders in this multidisciplinary process: 

Tissue Phenomics Software
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pathologists reviewing the slides, providing annotations and quality 
control assessments. Image analysis experts apply image analysis 
solutions tailored to specific questions and adopt to assays and 
quality and performance requirements. Data scientists perform data 
mining and signature optimization tasks, and project managers keep 
track of the project status and decision makers review the outcome 
of the process.

Workflow Management & Result Presenta�on

Image Analysis Image Mining

Central Data Repository

Figure 5.13 Schematic illustration of a tissue phenomics software 
infrastructure. The first layer (blue) focusses on end users that are interested in 
the progress and outcomes of tissue phenomics projects by offering a “portal” 
view on the data. Here the flow of the data within a project can be managed, 
and the status and available results are presented, quality control steps are 
performed, and results are presented. The second layer provides the analytical 
components. These are separated into an image analysis system (purple), which 
is optimized for converting digital tissue slides into a numerical and categorical 
representation and a data mining system (orange) that is optimized for the 
data integration and analysis tasks using computer readable numerical and 
categorical data from many different sources. The third layer (green) provides 
the central data repository for the entire system. All relevant data are stored and 
managed within this layer. This layer is especially important if tissue phenomics 
results will be used for decision making within regulated environments. In this 
case, it needs to enable the necessary level of regulatory compliance for the 
overall system.

5.6.3 Image Mining Software

To support all the concepts described in this chapter, a tissue 
phenomics software system must implement a very scalable and 
adaptable table model. The aggregation of data from the cellular 
tissue level into higher level features such as ROIs or up to the 
patient level across studies should work very efficiently on tables 
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with large numbers of rows. For typical tissue phenomics projects, 
cellular tables are in the range of 10 million to 1 billion rows with 10 
to 10,000 columns. The table model also needs to be able to handle 
a large number of columns, since the number of aggregated and 
combinatorial features can be very large, in particular when data 
from other sources such as NGS or RNA assays have been integrated.
 The data table processing needs to be very performant to deliver 
instant feedback to the user. Even if an overall optimization flow 
using all the methods described in this chapter may not require real-
time processing, it is mandatory for the development of new tissue 
phenomics methods to enable quick turnaround times for the basic 
operations like feature composition or aggregation. One of the most 
important operations is the classification of all cells in a clinical 
study with respect to their spatial and contextual relationships. The 
technical foundation to achieve that goal in real/near time is the use 
of randomized k-d-trees, which enable the fast search for nearest 
neighbors as well as range searches within a given radius (Muja and 
Lowe, 2014).
 Finally, the visual representation of intermediate and end results 
in different representations is extremely important for the efficient 
development of tissue phenomics–based image mining methods as 
well as for the interpretation of potential findings (Schönmeyer et 
al., 2014). Therefore, we recommend interactive software systems 
with charting that is linked with the tabular data as well as with the 
image data, enabling users to understand the findings and outcomes 
of the mining process (Figs. 5.14 and 5.15). These capabilities are 
also essential for the quality control steps throughout the process, 
which are a specific type of image mining with the purpose of finding 
errors or inconsistencies in the data.

5.6.4 Data and Workflow Management and 
Collaboration

The central data repository manages and stores data relevant to 
the tissue phenomics processes. Many system requirements have 
a high degree of overlap with capabilities of enterprise content 
management systems (ECMS); however, the analytical aspects of 
tissue slide images and the related data mining impose an additional 
set of special requirements.

Tissue Phenomics Software
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Figure 5.14 Screenshot of the Definiens big data image mining software. 
Left: Interactive large-scale table browser supporting 100s of millions of 
rows. Middle-top: interactive full-slide display of cells, regions, and heatmaps. 
Middle-bottom: interactive charting of small- and large-scale table data. All 
data viewing components are linked and enable interactive data exploration. 
Right-top: scripting environment supporting real-time interactive as well as 
fully automated analytics. Right-bottom: development and debugging support.

Figure 5.15 Exemplary screenshot of a web-based collaborative slide viewing, 
annotation editing, and result reviewing software portal, which can be 
deployed in cloud infrastructures. It comprises automated alignment of serial 
tissue sections to enable analysis of cell co-occurrences in the context of tumor 
heterogeneity, such as ER-positive and HER2-positive tumor regions.
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 Core tasks of the data repository are to store and organize all 
the data involved in the process and to track who performed which 
operation on which data at which point in time, together with 
providing access control, content-based searching capabilities, and 
workflow modeling. In particular, projects dealing with clinical trial 
data may fall under the US Food and Drug Administration (FDA) 
guidance on Current Good Manufacturing Practice for Drugs, which 
defines the minimum standards for data integrity and auditing. Other 
regulatory standards comprise electronic records and signatures 
(21 Code of Federal Regulations Part 11) and patient privacy (Health 
Insurance Portability and Accountability Act of 1996).
 Specific to tissue phenomics are the requirements for appropri-
ate storage and streaming of the large datasets involved, especially 
for tissue slide images and the related image analysis results data. 
As these datasets are in the range of several terabytes in operational 
use cases, specific measurements are necessary to support efficient 
processing and visualization of these datasets. This may include the 
use of solid-state drives or even random-access memory to store the 
most frequently accessed data and index structures and the use of 
distributed data centers to ensure highly-secure long-term storage.
 As tissue phenomics projects also have a complex workflow 
and require collaboration between the many different stakeholders 
within the process, the use of browser-based technologies and cloud 
infrastructures to enable a geographically distributed ecosystem is 
essential for operational use, for example, to support multinational 
clinical trials or the collaboration of large pharma companies with 
their contract research organizations around the tissue phenomics 
datasets.

5.7 Discussion and Outlook

Image-based data mining is a complex process that transforms the 
terabytes of image-related information into a few bits of clinically 
relevant algorithms (phenes) capable of predicting the disease 
progression of a patient. The spatial characteristics of the underlying 
tissue image analysis results impose an additional challenge in 
terms of computational complexity. The infinite number of potential 
data aggregation mechanisms calls for unsupervised or hypothesis-

Discussion and Outlook
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driven methods to select the most relevant features, but in restricting 
ourselves to these approaches, little novel discoveries will be made. 
Therefore, we deeply believe in the power of big data and top-down 
approaches, in which novel insights are generated by unbiased data 
mining. To avoid overfitting models and conclusions that cannot be 
validated in prospective studies, the latest Monte Carlo validation 
methods are used to ensure robust phene selection. Interactive 
analytics link images to image analysis results and the results from 
phene discovery, enabling fast sanity checks using pathologist/
oncologist domain expert knowledge.
 The future will be even more dominated by unbiased machine 
learning approaches, such as deep learning. Currently, these meth-
ods are limited by the small number of patients, which prevents suc-
cessful end-to-end learning, but the combination of auto-encoders 
and sparse-annotation algorithms will definitely impact the field of 
tissue phenomics. Machines have the power to think in multidimen-
sional spaces, nonlinear feedback loops, and integrating knowledge 
of the disease progression of millions of patients. Therefore, it will 
be only a matter of time till humans are outperformed in providing 
the best diagnosis and therapy recommendation.
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The advent of omics-based technologies has enhanced the ability to 
gain specific insights into the molecular pathogenesis of human dis-
eases. The vast amounts of patient-specific data produced by these 
technologies have been used to augment disease understanding and 
generate hypotheses around novel diagnostic and prognostic disease 
biomarkers. Next-generation sequencing (NGS) has brought about 
the ability to obtain exhaustive individual genetic and transcriptom-
ic profiles across normal and diseased human tissue, even up to the 
level of single cells within tissue samples. In the field of oncology, the 
ability to complement genetic and transcriptomic data with clinical 
characteristics and tissue-based data can facilitate a deeper under-
standing of clonal heterogeneity within tumors and across patient 
populations, and enable a more comprehensive exploration of the 
tumor microenvironment. Transcriptomics allows the assessment of 
expression changes across a large set of genes, while tissue phenom-
ics elucidates cell-to-cell interactions within biopsy specimens and 
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measures distributions to quantify specific cell types. Integration of 
genomic, tissue-based, and clinical information presents promising 
opportunities to better identify biomarkers of early disease detec-
tion, extract molecular and/or cellular patient subsets, and develop 
a potential prognosis and/or predictive biomarkers of therapeutic 
treatment response.

6.1 Molecular Technologies: Past to Present

The last quarter century has produced an explosion in the 
amount of information that can be used to facilitate diagnosis and 
understanding of the molecular mechanisms driving human disease. 
Prior to this time, clinicians and scientists had mainly relied on 
clinical histories and tissue pathology to discern molecular changes 
that indicated the onset and progression of a disease. Detailed 
cellular information from patient tissue specimens was typically 
characterized manually using immunohistochemistry (IHC), while 
specific genetic and genomic information could be assessed through 
techniques such as fluorescent in situ hybridization (FISH) and 
polymerase chain reaction (PCR). While these methods provided the 
ability to examine modulations of selected proteins and individual 
genes within a snapshot in time, the coordinated actions of multiple 
genes and proteins within a disease process remained elusive. The 
onset and completion of the Human Genome Project produced orders 
of magnitude more information on the genetic (i.e., DNA-based) and 
transcriptomic (i.e., RNA-based) level in human biospecimens, and 
new technologies used to evaluate these data in a high-throughput 
method enabled researchers and clinicians to obtain pan-genomic 
profiles of normal and diseased tissues from patients in a single 
experiment. This detailed global view of the genome, coupled with 
pre-existing clinical and pathological information, allowed scientists 
to gain a more comprehensive view of the changes that occur across 
entire biological pathways, including causal mechanisms that may 
lead to the onset and progression of human disease.
 The explosion of biological information on human tissues pro-
duced by novel and improved technologies spanned all aspects of 
the central dogma of biology. The completion of the Human Genome 
Project produced a complete set of human DNA information to inter-
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rogate. Anchoring off of this data and refining structural annotation 
with various algorithms, scientists could then assemble the human 
exome, or set of transcribed genes within the genome. As scientists 
continued to study the genome, they increasingly appreciated the 
complexity by which this genetic information was organized and reg-
ulated. This drove advancements in understanding the mechanisms 
by which transcription and translation are mediated. Technological 
improvements enabled researchers to move from single pull-down 
assays evaluating various transcription factors and cis/trans-acting 
elements, to large-scale profiling of the epigenetic landscape, includ-
ing events such as histone deacetylation and methylation. Further, 
inspection into the non-coding regions of DNA caused biologists 
to modify pre-existing theories supporting non-functional, or junk 
DNA comprising a vast majority of the genome; now these non-cod-
ing regions are known to contain various transcriptional modifying 
elements such as binding sites for enhancing and repressing factors, 
microRNAs (Bartel, 2004), which facilitate post-transcriptional reg-
ulation of RNAs, and other families of non-coding RNAs (Cech and 
Steitz, 2014) with various regulatory functions, which are still being 
identified (e.g., lincRNAs, snoRNAs). Improved technology has also 
enabled measurement of biochemical intermediates from a host of 
cellular mechanisms [i.e., metabolomics (Rochfort, 2005)].
 With each new application of omics technology, researchers 
continue to evolve our understanding of the flow and processing of 
information that drives molecular mechanisms. Improved precision 
and granularity was also observed in the specimens obtained from 
patients for analysis. From heterogeneous tissue samples to isolated 
cell types from tissue or organ systems, to now individual cells (Wu et 
al., 2014), and circulating cell-free DNA (Wan et al., 2017), the whole 
genome information described above can be collected at every level 
of biological structural units. This allows researchers to not only 
obtain a detailed compartmental view of biological processes but 
also determine the interplay between systems. By understanding 
these aspects of normal cellular, tissue, and organ function, we can 
then begin to understand malfunctions in these systems, which can 
lead to the onset and progression of a disease.
 The abundance of biological information discussed above would 
not have been made possible without improvements in the technol-
ogy used to process patient specimens and computational power 
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to process, store, and analyze high-throughput biological data. The 
ability to systematically analyze large datasets using intricate sta-
tistical models requires considerable amounts of computational re-
sources. Prior to the Human Genome Project, molecular mechanisms 
were restricted to one gene, one protein, one pathway analysis. Due 
to technical limitations, it was difficult to produce system-level 
components of signaling pathways or interplay between canonical 
mechanisms. Applying statistical and mathematical modeling to the 
increasing amounts of biological data being produced has allowed 
researchers to model complex and integrated processes in a system-
atic way. Breakthroughs and improvements in computing have made 
it possible to apply ever more complex statistical and mathematical 
approaches to larger amounts of data being produced, and test scien-
tific hypotheses in an exhaustive manner. This has made it possible 
to incorporate exponentially more information into our understand-
ing of biological processes, while also revealing more possibilities 
to be further explored experimentally. Taken together, these various 
improvements in experimental, analytical, and computational tech-
nology have enabled researchers to transition from a narrow view 
of a biological mechanism to a more holistic and integrated view of 
these systems, which impacts the way we think about how diseases 
manifest, progress, and can be treated.

6.2 Genomics and Tissue Phenomics

6.2.1 Genomics Data Sources

Sequencing of DNA or RNA from human tissue or blood can generate 
abundant quantities of molecular information, which can be critical 
to understanding mechanisms at play in normal physiological 
processes or in disease. High-throughput sequencing methods, 
commonly termed NGS, can now be run at substantially lower cost 
than when initially introduced, and computational approaches to 
store and analyze these data are becoming increasingly optimized 
and standardized (Goodwin et al., 2016). Despite these advances, 
sequencing of whole genomes, exomes, or transcriptomes is still 
not routinely used in clinical practice (Biesecker et al., 2012; Park 
et al., 2013; Zhao, 2014). This is, in part, due to the fact that while 
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running whole genome NGS assays has become more streamlined, 
specimen quality can be a factor and both standardization and speed 
of interpretation in the analysis are still developing for mass clinical 
use. For DNA, targeted gene panels with 100 or fewer genes are often 
sequenced, providing deeper coverage of focused sets of targets at a 
much reduced cost (Brazma et al., 2001). As a result, depending on 
the goal of the study, prioritizing targeted sets of genes with focused 
sequencing assays may adequately address specific questions for 
which whole genome, exome, or transcriptome sequencing may be 
extraneous. More comprehensive sequencing efforts can be useful 
for generating hypotheses on smaller patient cohorts, which can 
later be tested with targeted panels on larger cohorts. Alternatively, 
hypothesis generation can be enabled through the use of previously 
published genomic data.
 Analysis of omics data often utilizes information from previously 
published studies to generate and confirm hypotheses. Much of 
these data are stored in publicly available resources and include 
in vitro (i.e., data from cell line or cell culture experiments), in 
vivo (i.e., animal model data), and clinical (i.e., data from human 
samples) datasets. Publicly available databases of omics data 
are often used to enhance biological understanding of disease 
mechanisms, conduct exploratory analysis to understand disease 
mechanisms or characterize patient populations, as well as to 
validate clinical observations through the use of additional data. 
The work of the MIAME consortium (Brazma et al., 2001) set up 
guidelines for the mandatory submission of microarray data for 
gene expression studies, which were published and thus began the 
process of standardizing expression data and metadata associated 
with transcriptomic studies. The MIAME criteria are utilized in the 
two main public transcriptomic databases, the Gene Expression 
Omnibus (GEO) (Barrett et al., 2013 ) and ArrayExpress (Kolesnikov 
et al., 2015), allowing investigators access to raw and normalized 
gene expression data with a minimum amount of metadata to 
replicate analysis of transcriptomic studies. With the advent of high-
throughput sequencing approaches to interrogate the transcriptome, 
additional data repositories such as the Sequence Read Archive 
(Bethesda, 2009) were created to house the larger sets of raw 
data associated with these platforms. In addition to transcriptomic 
databases, resources housing published genomic data have also been 
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created along the same lines to facilitate re-analysis and discovery of 
novel genetic variants across published studies. dbSNP and dbGAP 
are prominent examples of databases that house DNA sequencing 
and SNP-based studies. These repositories enable researchers to 
amass large amounts of data related to specific areas of study or 
toward addressing specific clinical questions, without having to 
generate new data to answer specific questions. The information 
provided by these resources often provides an initial look into 
addressing questions about disease biology as part of exploratory or 
confirmatory analyses.
 A major advantage of resources such as GEO and ArrayExpress 
is the allowance of investigators to explore biological questions 
across diverse sets of information without having to perform 
additional experiments. Utilizing previously published information 
to answer questions, especially when the information is as rich as 
transcriptomic data, can be a significant cost savings for researchers 
while also being a valuable resource for generating new hypotheses 
and validating existing ones. While the data in these resources 
are abundant and often accompanied by various useful pieces of 
metadata, care must be taken in how information from these sources 
is handled. Because of differences in technical platforms used (i.e., 
types of microarrays used), cell or tissue types assayed, or metadata 
available to cross-compare, it may be appropriate to look at datasets 
individually as opposed to combining them across studies. While 
being able to combine multiple datasets increases sample sizes 
and statistical power, analyzing data across disparate studies can 
introduce technical biases, which may confound trends observed in 
the data.
 In addition to the genomic and transcriptomic repositories 
mentioned above, resources have also been created to facilitate 
discovery focused on specific disease areas. The Cancer Genome 
Atlas (TCGA) (Tomczak et al., 2015) is a prominent example of this 
type of resource. TCGA houses proteomic, genomic, transcriptomic, 
and clinical metadata across a variety of cancer indications, mostly 
from patient tumors not exposed to treatment. A major goal of 
the resource is to serve as a hub for mining cancer genomic and 
transcriptomic information. By storing this information on patients, 
researchers using TCGA data can carry out analyses such as class 
discovery or identify patterns of interest among genes or pathways 
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within specific cancers or patient sub-populations within or across 
indications. With genomic information serving as an initial driver, 
transcriptomic data providing a cross-sectional view of molecular 
activity, and clinical information indicating disease phenotypes, 
researchers can begin to investigate the causal mechanism driving 
the onset and progression of different malignancies.
 Integration of transcriptomic datasets can also be used to 
estimate the abundance of cell-specific populations or activity of 
specific biological pathways within biosamples. Methods such as 
gene set variation analysis (GSVA) (Hänzelmann et al., 2013) and 
CIBERSORT (Newman et al., 2015) utilize previously published data 
consisting of signatures, or sets of genes, which are representative 
of cell populations (e.g., immune cell populations) or signaling 
pathways. Various databases such as MSigDB or BioCarta compile 
signatures for use in transcriptomic analysis. Individual studies also 
make use of published datasets (Grouse et al., 2001; Subramanian et 
al., 2005) to extract signatures that are representative of cell types 
(Allantaz et al., 2012; Charoentong et al., 2017) and can be used 
to estimate abundance or proportions of cells within biosamples. 
The algorithms mentioned utilize gene signatures by generating 
a summary of the expression of groups of genes into a composite 
score, which can be calculated per sample or per patient. The end 
result is a set of scores for cell types or pathways, per patient, which 
can then be compared across larger cohorts. These methods, from 
gene set compilation to signature scoring, all utilize transcriptomic 
data, either previously published or prospective, to enhance the 
granularity of information one can derive on individual patients or 
samples.
 All the examples mentioned above highlight how diligently cu-
rated public data repositories can be harnessed to enhance the  
understanding of disease biology and molecular mechanisms preva-
lent in individual studies. Researchers can now take advantage of 
the variety and depth of previously published research in a system-
atic fashion to generate novel hypotheses and validate existing hy-
potheses. The increased transparency behind the datasets published 
in these repositories, including the available metadata published 
along with them, allows researchers to better discern intricacies in 
specific diseases or patient groups, which can help them to better 
coordinate prospective studies. With the advent of streaming data 
sources providing more granular information on individual physi-
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ology, these resources will continue to evolve to integrate more di-
verse information on individuals, moving toward a more targeted 
and personalized understanding of disease biology. Initiatives such 
as NIHs Precision Medicine Initiative (Collins and Varmus, 2015) 
represent ambitious efforts to manage and integrate streaming data 
across large sets of individuals, with the goal of utilizing this diverse 
information in a meaningful way to better understand human physi-
ology and treat human disease.

6.2.2 The Art of Image Mining

Tissue phenes, which are meaningful features extracted from 
histological slides, have been successfully associated to the outcome 
of cancer patients. Before providing examples, we first describe 
the automated extraction of phenes from IHC-stained and digitized 
tumor tissue sections—one of the most complex and information-
rich data types a scientist may encounter. While the content of tissue 
slides does not directly reveal information related to the genotype, it 
captures information about the phenotype, described by the actual 
quantification of numerous cell populations, the interplay between 
them, and the geographical landscape of a snapshot of the tumor 
microenvironment.
 The quantification of marker-positive cell populations, which has 
traditionally been conducted with manual assessment, has become 
automated by sophisticated algorithms with the capability of 
achieving highly accurate and reproducible results (Chapter 4). One 
primary motivation for this advancement in the technology is that 
manually counting cells, quantifying areas, capturing morphological 
characteristics of cells, and measuring exact cell-to-cell distances 
do not provide a practical option in clinical application and, 
pragmatically, simply not possible. Not all aforementioned features 
might be extractable from a given dataset. The art of image mining 
combines the both relevant and feasible analyses with appropriate 
algorithms and complex image processing/analysis with clinical 
outcomes. The feasibility of the feature extraction highly depends 
on the quality of the tissue and the objects resulting from the image 
analysis, as well as of the proximity of the markers under evaluation 
in a three-dimensional space, or more specifically, the distances of 
the section, in the event that co-registration was used.
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6.2.2.1 Cell-to-cell distances

Investigating the spatial distribution of one or more cell populations 
may be motivated by the hypothesis that the probability of cell 
interactions is linked to cell-to-cell distances. If a conclusion about 
direct cell contact is the aim, we might want to consider a distance 
in the range of 20 µm and, therefore, in an ideal setting, one tissue 
section contains all markers of interest (multiplex). There are 
different methods to calculate proximity, and some of them are 
demonstrated in Fig. 6.1. One example is a proportional proximity 
score, which can be calculated by the ratio of close objects versus all 
objects of a certain type. This approach can be applied considering 
one or multiple cell populations as well as other objects such as cell 
clusters. Parameters including the definition of the objects and the 
lengths of the radii can be adapted to the hypothesis.

PPS = Proportion of B+ cells associated to A+ aggregatesPPS = Proportion of A+ cells proximate to B+ cells

B+ cells
A+ cells

B+ cells
A+ cells

Low median distance
High Proximity Score

Low Proximity Score
High median distance

md

md

r r

DC

A B

Example: PPS = 8/10 = 80%Example: PPS = 14/15 = 93%

r

Figure 6.1 (A) Proportional proximity score (PPS) is calculated by identifying 
A+ cells that are within a radius r around the object of interest (B+ cells) and 
dividing their number by the total number of A+ cells. (B) Similarly, a PPS for 
one cell population to a cluster of another cell population can be calculated. 
(C) Heatmap examples displaying high and low proximity scores. (D) Proximity 
scores can be derived by averaging over the number of cells in a circle with 
radius r or over the median distances (md) to those circumferential cells.
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 When co-registered sections are used, the risk of falsely assuming 
proximity might become high depending on the tolerated distance, 
the proximity of the sections, as well as on the expected error of the 
co-registration algorithm. If direct cell-to-cell interactions are not 
the focus of investigation, but a rough idea about the proximity of 
cell objects is desired, a simple statistic of the median distances of 
those objects might be an appropriate choice. To gain confidence 
in the calculations, results can be compared to what is expected by 
chance through shuffling the object labels.

6.2.2.2 Quantifying cell populations in histological regions

The role of stroma and the cells within this region within the tumor 
microenvironment is an active area of research. In order to test 
different hypotheses, the distinction between stroma and epithelium 
is critical. Sophisticated image analysis methods can distinguish 
between these histological regions and enable a quantification of 
the embedded cell populations, for example, tumor-infiltrating 
lymphocytes (TILs) in stroma versus epithelium. The quality of the 
detection of these regions may depend on the quality of the assay, 
which is an important factor to consider before interpreting the 
results.
 Regions of interest can also be annotated manually and captured 
by the tissue phenomics platform. Examples are the tumor center 
(TC) and the invasive margin (IM), which are established regions of 
interest. Figure 6.2 shows how an image analysis algorithm assists 
the pathologist: For the IM designation, a line simply needs to be 
drawn and then grown in either direction to create an IM region. 
While allowing for regional quantifications, interesting patterns can 
be identified, such as a T-cell jam at the IM as opposed to a heavily 
infiltrated tumor (Fig. 6.3A). Heatmaps can help to visualize those 
patterns as they can be employed to amplify the signal (Fig. 6.3B). 
Heatmap mining is a substantial part of image mining as is elabo-
rately explained in Section 5.2.2.
 It is important to mention that image mining works best when 
it is closely connected to expertise from pathology, image analysis, 
and quality and control processes. This is described as the tissue 
phenomics loop in Section 5.5.
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Figure 6.2 Tumor center (TC) and IM annotations: (A) Annotations of TC (red) 
and IM (green) on an H&E-stained tissue section. (B) Diagram shows how the 
IM region is generated by growing the annotated IM line by a defined distance 
(e.g., 250 µm) in both directions.

Figure 6.3 T cells occurring in distinct regional patterns: (A) Jam of T cells at 
the IM (left) versus a TC infiltrated by T cells (right). (B) Corresponding heatmaps 
for visualization and analysis.
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6.2.2.3 Tissue phene and survival

Numerous researchers have identified associations between tissue 
phenes and patient survival. Gooden et al. applied a meta-analysis 
to review a number of studies that reported a prognostic influence 
of various subsets of TILs in cancer and confirmed the positive 
effect of CD3(+) and CD8(+) TILs (Gooden et al., 2011). Further, a 
famous study was conducted on these subsets of TILs in separate 
histological regions: Galon and colleagues have introduced a cancer 
classification by a so-called Immunoscore (Galon et al., 2012). High 
densities of CD8(+) and CD3(+) lymphocytes within the TC and the IM 
have been associated with longer survival of patients with colorectal 
cancer. The discovery of Galon et al. resulted in a product called 
Immunoscore®, which is intended to support clinicians in assessing 
the prognosis of primary colon cancer patients. The Immunoscore 
has demonstrated a greater prognostic value than tumor staging, 
and the ability to retrieve the score automatically from digitized 
images represents a turning point in the era of tissue phenomics. 
Another report investigated TIL subsets in more detail in gastric 
cancer and provided evidence for the existence of an ideal distance 
between CD8(+) and FOXP3(+) T cells to effectively provoke an 
immune response (Feichtenbeiner et al., 2014). This mechanism is 
supported by the ability of regulatory T cells to reduce effector T-cell 
function by cell-to-cell interaction and cytokine secretion (Piccirillo 
and Thornton, 2004). A final example, the spatial relationship 
between T cells and tumor cells, represents another very active area 
of investigation in the field of tissue phenomics. While studying the 
spatial distribution of T cells and cancer cells in pancreatic cancer, 
Carstens et al. discovered a relationship between the proximity of 
TILs to cancer cells and a favorable outcome of the patients (Carstens 
et al., 2017).

6.2.3 Power of Integrative Approaches

The methods described in the previous sections present aspects of 
comprehensive molecular or cellular characterizations of disease 
or normal tissue from patients. In the setting of cancer, the ability 
to assess genomic, transcriptomic, and protein-based markers in 
tumor samples from patients provides a comprehensive profile of 
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a patient’s tumor microenvironment. In the past, these pieces of 
information may have been used in isolation to provide incremental 
information on individuals, which may be acted on independently. 
The ability to integrate large sets of information in a meaningful 
way can help to understand an individual’s specific disease course 
prospectively and in real time and help guide diagnosis, treatment, 
and prognosis decisions.
 For example, large-scale transcriptome screening can be 
leveraged to prioritize IHC protein markers while designing a study. 
Even though high quantities of mRNA do not necessarily lead to high 
quantities of proteins (due to post-transcriptional regulation, etc.), 
the expression level of a gene can provide supporting evidence to 
include the corresponding protein as a target in the IHC protocol. 
Similarly, integrative approaches can be very helpful to support 
findings while employing different technologies. IHC image analysis 
results can be supported by gene expression data from the same set 
of samples or even from an independent set based on the assumption 
that the considered datasets consist of representative groups of 
subjects. Further, cellular markers measured by IHC can be used 
to deconvolute mRNA expression profiles. Since gene expression 
is typically measured from heterogeneous tissue matrices, 
immunostaining for certain cell-specific markers can inform cell-
specific mRNA expression patterns. Clinical information, including 
patient survival, disease stage, and other blood or cellular markers 
can be incorporated in the interpretation of genomic, transcriptomic, 
or IHC imaging data to understand which patients with elevated 
or decreased levels of genomic or tissue phenomic markers have 
poorer prognosis, or which clinical factors are enriched among 
patients with specific molecular profiles. This level of integration 
can affect treatment decisions beyond traditional approaches that 
rely solely on clinical factors (such as disease severity or tumor 
stage) since it does not necessarily rely on previously defined 
categorizations of disease. While cancer treatment is moving toward 
personalized medicine, integrative approaches will be indispensable 
as they facilitate the generation of combined biomarkers to refine 
definitions of cancer subclasses.
 This capability of integrating genomic data with digital IHC 
imaging to inform clinical decisions hinges on biologically driven 
hypotheses. While these technologies assess seemingly disparate 
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aspects of cellular or molecular processes, they exhibit unique 
strengths that complement each other and result, if combined, into 
a comprehensive basis for downstream analysis. The methods used 
to analyze and interpret the data can be quite similar, which can 
aid in effectively assimilating imaging and genomic data to better 
understand disease processes and ultimately benefit patients.

6.3 Analytical Approaches for Image and 
Genomics Data

6.3.1 Data Handling Requires Similar Methods

Digital imaging methods and genomics approaches both produce 
large amounts of data, which usually require computational 
algorithms to process, mine, and interpret. Many of the methods 
commonly used to analyze digital pathology data are also used to 
assess genomic data. Examples of some of these commonly used 
approaches include, but are not limited to, signal/image processing, 
machine learning, classification/clustering, pattern recognition, 
and integration with clinical information. Through the use of digital 
pathology methods outlined in the previous chapters, histological 
images can essentially be codified into numerical data, which can be 
analyzed in a similar manner as genomic information. This codified 
data can be assessed using statistical methods to comprehensively 
characterize individual and group-wide trends in data, which can 
be then used to identify discerning characteristics about individual 
or groups of samples. The common thread between these media is 
the representation of biological information (tissue/cell-level and 
gene-level) as numerical data, allowing common approaches to be 
applied to both. Genomic (DNA-based information), transcriptomic 
(RNA), or other omic data (e.g., metabalomic, proteomic) typically 
consist of sets of features (mRNA molecules, variant alleles, protein 
expression, etc.) that can be combined with features derived 
from image analysis, represented for individual samples across 
larger populations. Patient data are typically complemented with 
additional meta-information (e.g., age, gender, ethnicity, disease 
status), which can be used to create groups across which omic-
based features can be compared. Discerning trends can be measured 
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with statistical confidence when comparing groups to one another, 
or even when observing individuals within a group (creating 
subgroups). Approaches such as machine learning provide methods 
for identifying which features are associated with specific clinical or 
biological outcomes. In addition, certain characteristics can predict 
groups of patients who may fit into a specific disease category, have 
better/worse prognosis, or respond better to a specific therapy.
 While much can be gleaned from the analysis and integration of 
these high-throughput datasets, there are also challenges that need to 
be considered in their interpretation. Datasets derived from digitized 
image analysis and omics approaches are typically high dimensional 
(many features) with relatively few observations (patients). As a 
result, the statistical models used to discern trends in data need 
to be adequately trained, accounting for false positive discoveries 
through methods such as cross-validation and permutation tests. 
This step is essential for confirming findings across datasets and 
applying methods to prospective studies. Failure to do this correctly 
can result in overfitting, where a statistical model used to describe 
data is minimally generalizable and typically applicable only to the 
original study analyzed, but not to other studies that may have subtle 
differences that cannot be explained with the current approach. 
Being able to account for these factors is essential to fully utilizing 
the information provided by genomic and digital IHC approaches.

6.3.2 Enhancing Confidence in a Discovery

When applied to tissue phenomics and/or other omics data, machine 
learning and data mining approaches provide powerful tools to gain 
insights into biological data and to convert them into knowledge 
about the disease and its underlying mechanisms. Once a pattern is 
elucidated, it is important to validate this across similar datasets to 
increase confidence in the likelihood that the finding is not due to 
random chance. Iterating back to original data is a common approach 
that can help to provide confidence in the discovery. For example, 
permutation tests evaluate the robustness of features selected to 
explain trends in a correlative pattern. This approach ensures that 
the features selected perform better than randomly selected sets in 
identifying trends of interest. Cross-validation approaches also help 
determine the robustness of statistical models used to explain data. 
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The underlying assumption is that training data are representative of 
the entire population. While this is often an underlying assumption, 
cross-validation represents a robust way to exploit the available data 
and eliminate features that are unstable using training data. The 
general approach underlying cross-validation involves splitting the 
data into a number of (N) folds. The N−1 folds are used for training 
the model parameters and 1 fold is used for testing. This procedure is 
conducted N−1 times such that all instances of all folds are classified 
once. The performance of the model is calculated by comparing the 
prediction with the actual class. Then the procedure is repeated over 
multiple iterations until the variation in the model performance 
stabilizes. The observed variation of the model performances gives 
an estimate of how generalizable the models are and can be used 
for prioritization. Cross-validation and other tests of robustness 
help to provide confidence in discovered features. If the predicted 
outcomes remain consistent across multiple subsets or variations of 
the original dataset, more confidence can be placed in the features 
and model used to explain or predict specific outcomes.
 Ideally, if one seeks to gain confidence in a given model, it is best 
to test the model on independent datasets. Here the same approach 
is used to gain initial confidence in a model (e.g., permutation tests, 
cross-validation) and can be applied to prospective or independent 
datasets. With this approach, the goal is to determine if the model 
used to explain trends from an initial set of data can be applied 
to other similar but independent datasets. If so, it would increase 
confidence that the features used to explain specific trends can 
be reproducibly detected in larger cohorts and are, therefore, 
adequately robust.
 From data handling to analysis, the workflow described above is 
relevant to both genomic and imaging data, underscoring the simi-
larities in how these sets of information are handled. Each approach 
provides sets of features that can be used to identify or explain trends 
in patient populations based on the mechanisms associated with 
their conditions. Constant refinement of the statistical models used 
to explain integrated imaging and genomic data from the features in-
putted to the interpretation of results can help to identify character-
istics that best explain trends associated with patient outcomes. The 
ability to apply these approaches at scale, where larger sets of data 
(where available) can be examined in a similar fashion, can increase 
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the confidence in the components of tissue phenomics or genomic 
data, which best explain outcomes of interest. Integration of these 
sources of data using approaches that can be easily implemented 
across centers and interpreted in meaningful ways will help us to 
better understand how to tailor treatments to individuals based on 
robust information, which has been rigorously tested.

6.4 Examples of Genomics or IHC Biomarkers in 
Clinical Practice

6.4.1 Biomarker Background

The NIH working definitions of a biomarker is “a characteristic that 
is objectively measured and evaluated as an indicator of normal 
biological processes, pathogenic processes, or pharmacologic re-
sponses to a therapeutic intervention.” Examples of such biomarkers 
include the mutational status of a gene (e.g., KRAS), protein levels 
(e.g., HER2), gene/gene signature expression levels (PAM50), or me-
tabolite levels (e.g., mFBP), as well as combinations of factors. One 
major utility of biomarkers is the ability to help tailor a patient’s 
diagnosis, prognosis, or treatment approach based on individual-
ized measures. When extended to larger populations, biomarkers 
can be used to refine disease diagnosis, predict patient outcomes, or 
inform potential response to therapy. The utilization of biomarkers 
in clinical trial design has become common practice as it can aid to 
increase the probability of the trial’s success. Biomarkers can be cat-
egorized as prognostic or predictive, depending on whether they are 
associated with a patient’s outcome regardless of treatment or on a 
specific treatment setting, respectively. In both cases, the underly-
ing question is to identify a subpopulation that is associated with 
a particularly good outcome, for example, better therapy response, 
longer survival or absence of severe adverse events. In the context 
of companion or complementary diagnostics, biomarkers play a cru-
cial role, as they may be used to determine if a specific treatment 
should be given or not. Therefore, it is important that the biomarker 
is shown to be predictive for the success of the specific treatment. 
Here, the distinction between prognostic and predictive biomarkers 
becomes crucial. If biomarker-positive patients live longer regard-
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less of the treatment, the biomarker likely has a stronger prognostic 
effect than predictive effect, and the rationale for the development  
of a companion or complementary diagnostic may need to be re-
evaluated.
 When it comes to the discovery of biomarkers, one can 
distinguish between hypothesis-driven discovery, which is guided 
by scientific know-how, and discovery-based discovery, which is 
guided by the data. While each approach has its own advantages, 
combined approaches can be very useful (McDermott et al., 2013). 
As the technologies that assess potential biomarker candidates have 
matured (e.g., gene expression levels, IHC), the information available 
to generate biomarkers has evolved over time. The following 
examples highlight specific genomic and IHC-based biomarkers that 
have come to prominence in recent years. The novelty and utility 
of these biomarkers open numerous possibilities of integrating this 
information to increase their individual impact.

6.4.2 Genomics and IHC to Guide Prognosis or Diagnosis

Diagnosis and prognosis of breast cancer has benefited greatly 
from advancements in both IHC and genomic technology. Enhanced 
understanding of the molecular markers underlying tumorigenesis 
of breast tissue has led to the discovery of the importance of surface 
receptor expression in determining the aggressiveness of certain 
breast cancers. Specifically, IHC analysis has shown that the estrogen 
and progesterone hormone receptors [ER (Harvey et al., 1999) 
and PR, respectively] are prominent among breast cancers with 
poor prognosis. Among the potential causes for aberrant receptor 
activity are mutations in genes coding for these hormone receptors. 
Mutations in the HER2 growth factor receptor are associated with 
excessive cell growth in vitro. When assessing the potential link 
between this cell growth and cancer, it was reported that excessive 
levels of HER2 were present in large numbers of breast cancer 
samples and that these HER2-positive cancers were typically more 
aggressive growing tumors (Slamon et al., 1987). With ER and PR, 
HER2 presented a third tumor surface receptor whose status was 
indicative of more aggressively growing and potentially treatment-
resistant cancers. As surface receptors, cancers with high levels of 
ER, PR, or HER2 can be amenable to direct blockade by antibodies 
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(e.g., Herceptin for HER2-positive cancers) or indirect blockade by 
small molecules (e.g., tamoxifen for ER-positive cancers), resulting 
in reduction in tumor growth. Since levels of these receptors can 
be measured by IHC from breast tissue biopsies, the status of these 
receptors serves as prognostic markers for determining amenability 
of certain tumors with high hormone or HER2 levels to receptor 
blocking drugs. In addition, statuses of these receptors can also be 
used to molecularly classify breast cancer patients, where patients 
who are positive for one or more surface receptors (ER, PR, and/
or HER2) belong to one class of cancers, while patients who are 
negative for all three receptors (i.e., triple negative) belong to 
another. These classifications, in addition to beginning to elucidate 
potential biological mechanisms for disease pathogenesis, have 
helped to expedite treatment options for patients and ultimately 
improve overall and progression-free survival.
 The use of IHC to identify molecular subclasses of breast cancers, 
which could then be targeted for specialized treatment, raised the 
possibility of assessing molecular activity in breast tissue, which may 
manifest prior to being visible histologically, but still be associated 
with diagnosis or progression of disease. Transcriptomic analysis of 
histologically normal tissue has been shown in many instances to 
be altered in individuals who eventually go on to develop diseases, 
including cancers. Based on this rationale, it is possible to detect 
molecular changes in the pre-malignant or early-stage disease, 
which may be indicative of the molecular activity seen in the later-
stage disease. The MammaPrint© test for breast cancer is an example 
of this concept (Drukker et al., 2013). The initial work that led to 
the development of this test had shown that based on microarray-
based gene expression analysis of breast tumor tissue, there was 
a panel of genes whose expression was shown to be associated 
with metastasizing tumors (van de Vijver et al., 2002). Based on 
this finding, probabilistic models were generated to determine 
the likelihood that given a certain pattern of expression of a set of 
genes, a patient’s tumor would metastasize. Using these models, 
patient tumors could then be assessed prospectively to determine 
if the panel of genes could accurately determine the likelihood of a 
tumor metastasizing. The 70-gene MammaPrint panel, which was 
originally identified by transcriptomic analysis of formalin-fixed 
paraffin-embedded (FFPE) tumor tissue samples, is currently an US 
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Food and Drug Administration (FDA)-approved (as of 2007) method 
for helping to determine the risk of metastases and subsequently 
to guide treatment options for patients with potentially aggressive 
breast cancers.
 The use of IHC to determine receptor status in breast cancer 
and the MammaPrint panel for determining risk of metastases are 
examples of histology and genomic information being used to better 
understand cancer genesis and progression, and ultimately to guide 
treatment of patients with life-threatening cancers. Digital analysis 
of pathology data makes it possible to more systematically assess 
tumor histology and molecular characteristics of tumors. Improved 
data management and integration make it possible to meaningfully 
link genomic data with clinical information, including imaging 
data, to gain a more comprehensive and potentially exhaustive 
understanding of types of cancers, drivers of their progression, and 
options for expediting their treatment. IHC of cell receptor status 
and transcriptomics are individual factors that present aspects of 
disease that can be accounted for to understand pathogenesis and 
are currently used to guide treatment. The ability to now assess 
more information within an individual and across larger cohorts of 
patients will allow us to better link these pieces of information into 
one coherent picture of disease onset and progression. 
With this more holistic understanding, it will be clearer how best 
to modulate individual factors to create customized and more 
sustainable modes of treatment that not only target individuals, 
but can be used to characterize large groups of individuals, making 
disease diagnosis and treatment more streamlined.

6.4.3 Patient Stratification: Genomics and IHC to 
Identify Patient Subsets for Treatment

In addition to informing disease prognosis, genomic and IHC-based 
biomarkers can also be used to determine subsets of patients who may 
respond to specific therapies. Many of these biomarkers have been 
extensively categorized and reviewed (Herbst et al., 2016; Ludwig 
and Weinstein, 2005; Mehta et al., 2010). ER and PR status in breast 
cancer is used to predict sensitivity of patients to hormone therapy, 
while HER2 receptor status predicts responsiveness of patients to 
Herceptin treatment. Point mutations or translocations in BCR-ABL 
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infer sensitivity of CML patients to Imatinib treatment. Melanoma 
patients with mutations in BRAF are more likely to respond to 
Zelboraf treatment (Hyman et al., 2015). In the case of ER/PR and 
HER2 status, these biomarkers are both predictive of response to 
therapy as well as indicative of poor prognosis, illustrating how 
biomarkers can be used for different purposes to facilitate disease 
understanding and inform clinical treatment. For determining 
status of protein markers or receptors, IHC has been commonly 
used; however, biomarkers that have been more recently developed 
have begun to incorporate genomic data from sources including 
FISH, PCR, as well as gene expression and sequencing information 
(DNA- and RNA-based) to measure biomarkers and select patients 
earlier in their disease progression and using increasingly minimally 
invasive sampling techniques.
 With the increased utility of genomic information, biomarkers 
now can incorporate several readouts (i.e., multiple genes) to predict 
response to therapies. Recent immuno-oncology trials have utilized 
IHC of checkpoint inhibitors to inform patient selection for various 
clinical trials. PD-L1 status, as measured by IHC, has been shown to 
be associated to response to PD-L1 blockage for treatment of non-
small cell lung cancer (NSCLC) (Herbst et al., 2016). In addition to 
PD-L1 IHC, which does predict a percentage of patients likely to 
respond to immune checkpoint blockade, current transcriptomic 
biomarkers are also being developed, which, in combination with 
IHC tests, can further stratify patients and affect selection for clinical 
trials. Genes such as interferon gamma (IFNG) in combination with 
PD-L1 protein as measured by IHC has been shown to identify 
NSCLC patients with improved clinical benefit from durvalumab, 
an anti-PD-L1 molecule developed by AstraZeneca/MedImmune 
(Higgs et al., 2016). In addition, a randomized study evaluating 
atezolizumab in NSCLC patients (POPLAR), another anti-PD-L1 
therapy, showed that mRNAs associated with effector T-cell function 
could select a subset of patients with improved survival (Williams 
et al., 2016). This biomarker was evaluated with PD-L1 protein for 
predictive purposes as well. In fact, utility of IHC data in predicting 
sensitivity to therapies can impact the success of clinical trials. Two 
recent sets of trials (KEYNOTE-024 by Merck and CheckMate-026 by 
BMS) for the treatment of NSCLC with two different PD-1 blockers 
(pembrolizumab by Merck and nivolumab by BMS) were recently 
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conducted, both of which used PD-L1 IHC as a biomarker for selecting 
patients for treatment. However, only one trial (KEYNOTE-024) 
showed significant response rates among PD-L1-high subjects, while 
the other did not. Closer investigation into the trials suggests that 
the criteria around magnitude of PD-L1 levels used in the biomarker 
evaluation and subsequent patient selection may have played a role 
in the success of pembrolizumab versus nivolumab in meeting its 
primary trial endpoints (Reck et al., 2016).
 Moving forward, the utility of genomic information and integration 
with IHC data will continue to play a role in the development 
of predictive and prognostic biomarkers for therapy. There will 
continue to be a push in the field to develop these biomarkers using 
as minimally invasive patient sampling as possible, and with the goal 
of detection of susceptibility and sensitivity to therapy as early in 
disease progression as possible.
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Recently, the investigation of the immune landscape of human 
cancers has made abundant scientific progress. Hallmarks of cancer 
such as avoidance of immune destruction and tumor-promoting 
inflammation are rooted in the tumor environment, which holds 
enormous prognostic and predictive impact (Bethmann et al., 2017). 
Study of the immune landscape and tumor microenvironment 
(TME) is at the same time a paradigmatic application field for tissue 
phenomics, since it requires phenotyping at various scales, from 
individual cells to group interactions and regional measurements. 
Individual immuno-oncological players are characterized by protein 
expression levels and morphological traits, while spatial interactions 
and tumor geography weave in at higher orders. All of these act 
together to provide crucial information on immune status, function, 
and ultimately treatment selection.
 We discuss a broad range of tissue phenomics use cases, 
including identification of scoring paradigms and signatures based 
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on hypotheses derived from basic immune oncology research. Other 
approaches discussed provide comprehensive visual and statistical 
assessment of the inflammatory TME and allow quantitative 
measurements of heterogeneous immune cell distribution. Finally, 
we examine a radically different approach, largely hypothesis-free 
determination of prognostic descriptors by applying an unsupervised 
machine learning approach.

7.1 Introduction

Tissue phenomics is the systematic discovery of quantitative 
descriptors for functional, morphological, and spatial patterns 
in histological sections that correlate with disease progression. 
There are a few disciplines in which this approach is playing its 
strengths better than the field of immune oncology, where complex 
interactions of various cell populations have to be understood, not 
least to understand immune-related adverse events by identifying 
immune players in specific spatial compartments such as surface 
epithelium, lamina propria, and intraepithelial region (Bavi et al., 
2017).
 The tissue phenomics approach facilitates the rapid testing of 
hypotheses based on recent insights and current status of research. 
At the start of the phene (a feature or group of features in an image 
used to stratify or classify images or patients) discovery pipeline, 
a large number of phene candidates are extracted from virtual 
histological slides using Cognition Network Technology (CNT) (see 
Chapter 3), an advanced image analysis approach that emulates the 
human cognition process (Baatz et al., 2009). These candidates—
often subvisual features that are difficult or impossible for the 
human eye to extract—are funneled into a systematic process of 
evaluating their stratification potential, until top-ranking signatures 
are identified, which can also be combinations of readouts, 
representing, for example, the interplay of agents for tumor immune 
escape and immunogenicity, respectively. This dynamic process can 
be supplemented by a direct loop back into the stratum of image 
analysis at the beginning of the pipeline to carve out even better 
suited structures as carriers of the phenes in question.
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7.2 Hypothesis-Driven Approaches

7.2.1 TME as a Battlefield: CD8 and PD-L1 Densities 
Facilitate Patient Stratification for Durvalumab 
Therapy in Non-Small Cell Lung Cancer

Durvalumab is an anti-PD-L1 monoclonal antibody being investi-
gated as an immunotherapy for multiple cancer types. As with any 
other immunotherapy, the rate of responders is not very high, and 
effective biomarkers are urgently needed. The conventional patient 
stratification method for anti-PD-L1 therapies is the visual assess-
ment of PD-L1 expression on tumor or tumor-infiltrating cells. A 
recent study showed that the product of the density of not only PD-
L1(+), but also CD8(+) cells, as determined by CNT-based automat-
ed image analysis, identified patients who had significantly higher 
overall response rate, overall survival and progression free survival 
(Althammer et al., 2016). Notably, this image analysis approach sig-
nificantly outperformed pathologist assessment in retrospective 
analyses. Since the combination of PD-L1 and CD8 analyses was able 
to identify durva responders more effectively than either biomarker 
alone, it stands to reason that selecting patients for combination 
therapies or even determining which combination of many is the op-
timal choice for a given patient will grow increasingly complex. CNT-
based image analysis provides not only a platform to measure the 
interrelationship of multiple complex biomarkers, but through the 
consistency in scoring and measurement inherent to image analy-
sis approaches, insights from single agent trials can be leveraged to 
inform patient selection for future combination approaches. As ad-
ditional indications are studied in a similar manner, it will be inter-
esting to see which features are generalizable and which are tissue 
specific in terms of patient selection, and if a picture emerges not 
only of patients who respond favorably to checkpoint blockade but 
patients refractory to immunotherapy.

7.2.2 Gland Morphology and TAM Distribution Patterns 
Outperform Gleason Score in Prostate Cancer

In prostate cancer, we employed such a systematic discovery process 
and found novel biomarkers based on contextual cell density 
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measurements, while integrating morphological information of 
complex metastructures (Harder et al., 2017). In particular, the 
immune landscape in tumor-specific regions of interest (ROIs) 
was analyzed using dual stains related to macrophages (CD68/
CD163) and T cells (CD3/CD8) as well as stains providing structural 
information on tissue vascularization (CD34) and glandular 
structures (CK18/p63, Fig. 7.1a). To determine relevant ROIs, 
prostate glands were categorized into tumor and healthy glands 
and the TME was defined as the close neighborhood of tumor 
gland regions (see Fig. 7.1b, orange). Immune cell–related features, 
including cell densities, ratios, and distances, were extracted from all 
ROIs (tumor and healthy glands, TME, stroma, Fig. 7.1c).
 Additionally, the gland morphology and distribution were quan-
tified using two-dimensional histograms, that is, co-occurrence ma-
trices of different gland types (Harder et al., 2016). By correlating the 
extracted features with the known clinical outcome of patients after 
radical prostectomy, a group of potential phenes providing prognos-
tic value was identified. It turned out that a low ratio of CD8(+) cy-
totoxic T cells to vessel density in the tight TME was correlated with 
tumor progression as well as a small average distance of CD68(+) 
macrophages to vessels in the cancer gland regions. When consider-
ing only the gland morphology and distribution, the study showed 
that the mixing pattern of different sizes of healthy and cancerous 
glands provides prognostic value for predicting tumor progression. 
Validation of the discovered phene candidates on additional data  
acquired at different sites is required as the next step and will fur-
ther drive the development of prognostic and predictive tests from 
these findings.

7.2.3 Novel Spatial Features Improve Staging in 
Colorectal Cancer

Quantitative pathology approaches can improve significantly the 
prognostic value of TME-related features, like in the substratifica-
tion of high-risk colorectal cancer cases building on the assessment 
of lymphovascular invasion, tumor budding, and nuclear grade. 
Interobserver variability and lack of standardization prevented 
these features to complement the Duke classification scheme on a 
routine basis. However, quantification using image analysis contrib-
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(a)

(b)

(c)

Figure 7.1 Heatmaps aggregating essential data for understanding the 
interactions of decisive immune players. The transfer of complex and granular 
cellular information to lower spatial resolution helps to carve out contextual 
information. (a) Original image of CK18/p63-stained tissue section. (b) ROI 
heatmap with tumor gland regions (red), tight TME (dark orange), wider TME 
(bright orange), healthy gland regions (green), stroma regions (light blue), 
and background or discarded border (gray). (c) Hyperspectral heatmap with 
six channels: average distance CD163(+) to CD68(+) macrophages (red) and 
vice versa (violet), CD34(+) vessel density (green), average distance of vessels 
to CD163(+) macrophages (blue), average distance of vessels to CD68(+) 
macrophages (green), tumor glands (area percentage, red).
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uted the necessary consistency to suggest the use of this methodol-
ogy for clinical practice (Caie et al., 2016). Image analysis and big 
data approaches were leveraged in this instance not only to find the 
features that could categorize patients as low risk or high risk for 
disease-specific death, but also to optimize the cut-point that de-
termines which group borderline patients should be placed in. Of 
particular interest in the novel features identified in this study was 
a measurement of the area of poorly differentiated clusters in the tu-
mor sections. Poorly differentiated would be a subjective call from a 
human observer, and the area would be difficult, if not impossible, 
to assess in combination with this judgment call. The image analysis 
approach employed puts in place a reproducible, quantitative meas-
ure that can be objectively examined in light of clinical data, in the 
end generating a novel prognostic index that outperformed current 
clinical staging approaches. Providing this quantitative data also dis-
ambiguates poorly differentiated in a way that could speed up and 
augment the ability of pathologists to recognize such regions, as well 
as standardizing what was previously a subjective call based on ex-
perience. While in many cases the focus of advanced image analysis 
oncology studies is related to the drug development process, studies 
such as this also highlight the promise of digital pathology to en-
hance patient care at the level of access to state-of-the-art diagnosis 
and prognosis. Had algorithms such as this developed to the point 
that they could mimic the best human pathologists in terms of ac-
curate clinical staging, the quality of cancer care worldwide would 
have advanced dramatically. Furthermore, as algorithms saw more 
and more images and more follow-up data were acquired, it is pos-
sible that significant improvements in clinical staging could be seen. 
Recent work from the same group shows that advanced nonstand-
ard point process methods can predict colon cancer patient survival 
only based on unusual spatial arrangements of neoplastic nuclei 
(Jones-Todd et al., 2017).

7.2.4 Immunoscore Is a Novel Predictor of Patient 
Survival in Colorectal Cancer

The Immunoscore®, a groundbreaking diagnostic tool directly 
linked to the TME, is the best predictor of survival in colorectal 
cancer patients and has the potential to guide treatment approaches 
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for colorectal cancer (Mlecnik et al., 2016). Densities of various 
two populations (CD3/CD8, and either CD3/CD45RO or CD8/
CD45RO) are quantified by Definiens-based image analysis 
solutions in the center of the tumor as well as at the invasive margin 
and then distilled into a score ranging from I0 (low densities of 
both populations in both regions) to I4 (high densities of both 
populations in both regions). The critical insight that makes the 
Immunoscore successful is combining quantification of immune cell 
densities with regional information, which is now a centerpiece of 
innumerable biomarker strategies and retrospective clinical trial 
analyses. Immunoscore has outperformed traditional TNM staging 
in every study where they have been compared and has been 
validated in a multi-center trial (23 centers in 17 countries) by the 
Society for Immunotherapy in Cancer (SITC). In colorectal cancer, 
Immunoscore also predicts disease-specific recurrence and survival 
more effectively than microsatellite instability and can predict the 
propensity of a tumor to metastasize as well (Mlecnik et al., 2016). 
Immunoscore has also been demonstrated to have similar predictive 
power in rectal tumors, and it would not be surprising to see many 
more indications follow suit. Yet with all the prognostic power it 
contains, the Immunoscore measures only two populations out of 
a multitude of potentially relevant cell types and, thus, is likely just 
the tip of the immunoprofiling iceberg. With multiplexed analysis 
of tissue biomarkers growing in sophistication and becoming more 
routine, even more powerful and informative tests could take shape. 
Incorporation of gene expression analysis with highly multiplexed 
immunofluorescence or imaging mass cytometry might provide 
enough histological bandwidth to not only assess all of the major 
immune cell populations, but also immune polarization, cytokine 
balance, and the immunotherapeutic target profile of a patient. This 
level of information will initially represent a daunting interpretive 
challenge, but with application of data mining and machine learning 
techniques, it could revolutionize personalized cancer care.

7.2.5 Analysis of Spatial Interaction Patterns Improves 
Conventional Cell Density Scores in Breast Cancer

The concept of immunosurveillance (Burnet, 1957) inspired a study 
exploring the significance of immune cell proximity to tumor cells, 

Hypothesis-Driven Approaches



164 Applications of Tissue Phenomics

satisfying the increasing demand for improved and standardized 
scoring to exploit the prognostic potential of infiltrating immune 
cells (Krüger et al., 2012). Cell abundance, distance metrics, neigh-
borhood relationships, and sample heterogeneity were integrated 
into comprehensive assessment of immune infiltrates. Lymphocyte 
and macrophage subpopulations were detected by duplex immuno-
histochemistry (IHC) for CD3/perforin and CD68/CD163 in samples 
of invasive breast cancer and subsequent automated, quantitative 
image analysis using CNT. Recurrent infiltration patterns reflecting 
different grades of direct interaction between tumor and immune 
effector cells were identified.
 When—far beyond the mere quantification of global density 
of lymphocytic infiltrates—the actual proximity of lymphocytes to 
neoplastic cells, and hence the probability of lymphocytes to actually 
encounter a neoplastic cell, was scrutinized, advanced CNT-based 
image analysis revealed a surprising behavior: In dense lymphocyte 
areas, significant portions of the tissue exhibited high distances from 
effector to target cells, whereas in cases with rather low lymphocyte 
densities, immune effector cells were in direct contact with the 
tumor cells.
 This observation suggests that although effector T-cell density 
can appear high, infiltration is poor, lymphocytes remain in surveil-
lance mode, and significant areas of the TME can be considered a 
safe haven for tumor cells. Breast cancer cases with much lower cell 
counts, however, can contain zones of intense combat.
 The described methodology improved the conventional 
evaluation of immune cell density scores by translating objective 
distance metrics into reproducible, largely observer-independent 
interaction patterns. By incorporating immunological analysis of 
non-transformed breast epithelium, other studies have shed light 
on the baseline immune state and its natural variations, as well 
as non-cancerous inflammatory processes (Alfonso et al., 2016; 
Schaadt et al., 2017). Understanding immune status in this manner 
will not only help shape personalized medicine approaches in the 
immuno-oncology space, but through precise characterization of 
immune responses to minor tissue damage events, detection of early 
malignant and pre-malignant changes might be enhanced.
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7.2.6 Immune Cell Infiltration is Prognostic in Breast 
Cancer

A series of pioneering papers by Markowetz group illustrate the 
power of the tissue phenomics approach even outside the integrat-
ed software environment of Definiens. Combining image analysis, 
gene copy number analysis, and gene expression analyses with data 
mining techniques, this group showed not only that image analysis 
could discover novel prognostic factors that would be invisible to 
molecular techniques, but that combining image analysis with oth-
er experimental techniques outperformed single analysis types. In 
addition to discovering prognostic factors based on image analysis 
information, these papers highlight the ability of image analysis to 
enhance and clarify nucleic acid–based techniques by normalizing 
data to tumor content and, in high grade serous ovarian cancers, 
demonstrated that accurate assessment of PTEN loss requires con-
sideration of tumors stromal content (Martins et al., 2014). Stromal 
analysis was also central to the novel prognostic features identified 
in ER(-) breast cancers and was discovered on an H&E-stained sec-
tion (Yuan et al., 2012), illustrating the unique capacity of image 
analysis to systematically derive tissue-based information absent 
any biomarker content. Morphologic and architectural analyses such 
as these can be embedded into analysis rulesets designed to assess 
biomarker content and distribution, potentially adding interpretive 
power to prognostic and patient selection approaches. Any tumor-
promoting gene expression change, mutation, epigenetic change, 
or pathway activation must have a physical manifestation in the be-
havior of the tumor. Therefore, huge amounts of clinically relevant 
information likely remain undiscovered in tissue morphology and 
architecture, awaiting an analysis approach with sufficient power to 
ask the right questions and a dataset with the right clinical charac-
teristics. Integrated approaches such as tissue phenomics and that 
pursued by Markowetz lab have only begun to realize their potential 
and will be enhanced and accelerated through the use of machine 
learning techniques.

Hypothesis-Driven Approaches
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7.2.7 The Immune Landscape Structure Directly 
Corresponds with Clinical Outcome in Clear-Cell 
Renal Cell Carcinoma

A recent approach used imaging mass cytometry to survey an 
entire cancer indication, clear-cell renal cell carcinoma (ccRCC), 
characterize the types of TME present, and identify potential 
biomarkers and targets for immunotherapy (Chevrier et al., 
2017). The method combines atomic mass spectrometry and flow 
cytometry in high spatial resolution on histological specimens. A 
panel of 39 markers included a number of canonical T and B cell 
markers, like CD8, CD4, and CD20, immunomodulatory molecules 
like PD-1, TIM-3, CTLA-4, and LAG-3, but also a number of newly 
designed macrophage markers for differentiating in detail the 
macrophage subsets in the samples. A key learning was that the 
structure of the immune landscape directly allowed to stratify 
patients by applying a correspondence analysis that captures the 
complexity of relationships between immune cell species within the 
TME. Other findings showed that while PD-1 is broadly expressed 
across T-cell species, other important targets such as CTLA-4 are 
much lower expressed and might, therefore, be less effective in 
immunotherapy, and CD38, known as marker of T-cell exhaustion in 
infectious diseases, might also play a crucial role in ccRCC.

7.3 Hypothesis-Free Prediction

Beck et al. (2011) used an unbiased data-driven approach to discover 
prognostically significant morphologic features in breast cancer. 
This discovery-based approach has been widely used in the analysis 
of genomic data, but not yet in the study of cancer morphology 
from microscopic images of patient samples. Microscopic images 
of cancer samples represent a rich source of biological information, 
because this level of resolution facilitates the detailed quantitative 
assessment of cancer cells’ relationships with each other, with 
normal cells, and with the TME, all of which represent key hallmarks 
of cancer. They developed a customized image processing pipeline 
within the Definiens datafication environment to measure a rich 
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quantitative set of more than 6000 features from the breast cancer 
epithelium and stroma. Those included standard morphometric 
descriptors of image objects as well as higher-level contextual, 
relational, and global attributes. These measurements were used 
to construct a prognostic model, which was applied to microscopic 
images from two independent cohorts of breast cancer patients. The 
prognostic model score was strongly associated with overall survival 
in both cohorts, independent of clinical, pathological, and molecular 
factors. The image analysis system was automated without any 
manual steps, greatly increasing its scalability. In addition, the 
system measured thousands of morphologic descriptors of diverse 
elements of the microscopic cancer image allowing identification 
of prognostic features: The system revealed three stromal features 
to be significantly associated with survival, which were previously 
unrecognized prognostic determinants for breast cancer. Beck et al. 
concluded that the unbiased method and flexible architecture of the 
system might be used for building a library of image-based models 
in multiple cancer types, each optimized to predict a specific clinical 
outcome, including response to particular pharmacologic agents, 
allowing this approach to be used to guide treatment decisions. This 
study was considered to be the first truly objective, quantitative 
grading system for cancerous tissue and surrounding stroma. The 
use of spatial information contributes a dimension that traditional 
molecular analysis of homogenized tissue will never be able to 
provide: “Remember, from the whole genome sequence perspective, 
there is no difference between a caterpillar and a butterfly” (Rimm, 
2011).

7.4 Summary

Definiens technology, which has been widely used in the field of 
immune oncology (Table 7.1), enables a broad range of biomarker 
studies in multiple cancer types and finds its greatest utility when 
image analysis is fed into a big data type approach, which is the 
heart of the tissue phenomics paradigm. Its unique potential can be 
fully leveraged if complex relational questions are interlocked with 
functional and morphological analyses, as is frequently the case in 
large clinical studies in immune oncology.

Summary
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Table 7.1 Selected examples for analysis of immuno-oncologically relevant 
markers using Definiens CNT (IHC: immunohistochemistry, IF: 
immunofluorescence)

Biomarker Modality Indication Reference
CD3 IHC Solid tumor 

immunotherapy
(Stadler et al., 
2017)

FOXP3, CD3, CD8 IHC Melanoma (Sahin et al., 2017)
FOXP3, CD4, CD8 IF Melanoma (Kreiter et al., 

2015)
FOXP3, CD4, CD8 IHC Prostate cancer (Linch et al., 2017)
CD8 IHC Bladder cancer (Rosenberg et al., 

2016)
CD8, CD68, 
CD163, IDO

IHC Sarcomas, GIST (Toulmonde et al., 
2017)

FOXP3, CD4, CD8, 
CD20

IHC NSCLC (Kinoshita et al., 
2016)

FOXP3, CD8 IHC Colorectal 
cancer

(Saito et al., 2016)

CD204 IHC Gastric cancer (Ichimura et al., 
2016)

CD204 IHC Upper urinary 
tract cancer

(Ichimura et al., 
2014)

CD3, CD8, CD20, 
CD45RO

IHC Upper urinary 
tract cancer

(Makise et al., 
2015)

CD3, CD4, CD8, 
FOXP3, Cbl-b, 
BTLA

IHC Gall bladder 
cancer

(Oguro et al., 2015)

KI67, CD3, CD20 IF Colorectal 
cancer

(Mlecnik et al., 
2016)

CD3, CD8 IHC Rectal cancer (Anitei et al., 2014)
KI67, F4/80, 
MMP-9, CSF1R

IHC Prostate cancer (Escamilla et al., 
2015)

FOXP3, CD68, 
CD34

IHC Diffuse large B 
cell lymphoma

(Gomez-Gelvez et 
al., 2016)

p-eIF2α IHC Ductal carcino-
ma in situ

(Semeraro et al., 
2016)

CD8, CLA IF Merkel cell 
carcinoma

(Afanasiev et al., 
2013)
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Biomarker Modality Indication Reference
KI67, CD3, CD20 IF Various 

indications
(Mlecnik et al., 
2014)

CD3, CD8 IHC Metastasis (Berghoff et al., 
2016)

CD20, DC-LAMP IHC Metastasis (Montfort et al., 
2016)

Tumor area, 
micrometastases, 
NKp46, NK1.1

H&E, IHC Metastasis (Paolino et al., 
2014)

 Tissue phenomics not only helps to elucidate mechanisms of ac-
tion or shape upcoming immune therapy concepts but also can in-
tegrate multiple data sources into a seamless whole, magnifying the 
power of the experimental techniques employed with additional lev-
els of context and normalization not available to the individual ap-
proaches. As combination therapies become more commonplace in 
clinical settings, the complexity of the decision-making environment 
for physicians will increase in tandem. Therefore, the relevance of 
the integrative analysis capacity of tissue phenomics will also grow, 
as it provides a rapid and systematic method for sifting through 
masses of data for relevant correlations to clinical outcome, and for 
continuously integrating new information. While image analysis 
will provide critical contextual information in any system designed 
to select patients for a broad range of therapies, physicians are un-
likely to be willing or able to order dozens of IHC tests due to cost. 
Thus, we propose that tissue phenomics represents the most effi-
cient approach currently available for creation and interpretation of 
such a patient selection system, which could be broadened to gener-
ate a comprehensive decision support system for physicians soon 
required to cope with mountains of data and guidelines related to 
dozens of viable therapeutic approaches. Incorporation of the mor-
phological features discovered in the context of predicting clinical 
outcome from H&E sections would provide additional power to such 
a system, as it would inform how aggressively a patient should be 
treated from the array of therapeutic approaches that they were well 
suited for. Application of consistent image analysis methods across 
multiple studies and therapeutic targets could help streamline the 

Summary
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decision-making process further, through the identification of fea-
tures associated with treatment failure, resistance, and recurrence 
in both IO and traditional oncology settings.
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Tissue phenomics is a key component for the successful transition 
of today’s digital pathology into the next-generation diagnostic 
pathology (Pathology 4.0). The intelligent combination of integrated 
workflows with effective user and application interfaces, cognition 
networks, and hypothesis-free machine learning algorithms based 
on the conventional expert pathology wisdom will generate new 
knowledge and diagnostic innovation in the routine diagnostic 
pathology and tissue biomarker discovery.

8.1 Introduction

The major goal of automated image and data analysis in digital 
pathology is the development of algorithms and methods for 
clinical applications and advanced diagnostics. Improvements in 
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data acquisition and management technologies induced the need 
to deal with big data also in the clinical environment. New big data 
approaches combined with current developments in disciplines 
such as artificial intelligence and machine learning have led to the 
discovery of new and highly advanced tissue-based biomarkers, 
complex methodologies, and broad applications in digital pathology.
 The primary goal of image and data analysis for diagnostic pur-
poses is to increase the amount and quality of data that are derived 
from a pathological specimen by adding quantitative measurements 
to histologic features in representative regions (regions of interest). 
Digital image analysis offers pathologists the opportunity to broaden 
their diagnostic capabilities and to transition anatomical pathology 
from a subjective and mostly qualitative diagnosis toward an objec-
tive, quantitative, and robust diagnostic platform based on measur-
able end points using computer-assisted signatures (Webster and 
Dunstan, 2014).

8.2 Digital Pathology

Within the past decade, several image analysis–based diagnostic 
tests on tissue have received 510(K) clearance from the US Food 
and Drug Administration (FDA) for diagnostic use, for example, in 
breast cancer. However, image analysis is being applied increasingly 
to many applications in an exploratory setting, including the assess-
ment of, for example, tissue biobank quality assurance, automated 
scoring of animal models (toxicology and non-clinical safety), tissue 
microarray construction, assessments of protein expression levels 
in tissues and cell-based microarrays.
 The diagnosis of a disease or condition is composed of several 
datasets comprising (a) clinical history of the patient and develop-
ment/progression of the disease (medical history), (b) blood and 
serum analysis (clinical pathology), (c) screening for localized or 
generalized conspicuous foci in tissues or organs (imaging and ra-
diomics), (d) structural changes within such lesions after biopsy or 
resection at the microscopic level (anatomical pathology), (e) func-
tional data such as receptor expression and genetic alterations (sur-
gical pathology) (Kayser et al., 2015).
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 Anatomical pathology comprises all diagnostic tools and 
algorithms that serve diagnostic purposes from tissue, cells, or 
liquids. In surgical pathology, the findings may include also data that 
are derived from (a) image content information, (b) clinical history, 
(c) expertise of the pathologist, and (d) pre-existing knowledge 
about the disease. Digital pathology uses such anatomical and 
surgical pathology approaches together with statistical and decision 
algorithms (neural networks, discriminate analysis, factor analysis, 
etc.) to identify the most probable diagnosis (Kayser et al., 2015). 
Several categories can be distinguished, namely (a) conventional 
or classical histological and cytological diagnosis, (b) prospective 
diagnosis, (c) indicative diagnosis, and (d) risk-assigned diagnosis 
(Görtler et al., 2006).
 The classical histopathological diagnosis is the necessary 
prerequisite for any reliable treatment of diseases such as cancer 
and is, by far, the least expensive diagnostic procedure. It usually only 
requires empirical expert knowledge and the descriptive assessment 
of a stained tissue section under the microscope. Instead a prognosis-
associated or indicative (predictive) information requires additional 
and detailed information/data. The recognition of a risk-associated 
disease, such as a genetic predisposition to develop cancer, is usually 
performed by highly specialized institutions or expert departments. 
Therefore, institutions involved in advanced tissue-based diagnostics 
must have access to a broad range of relevant sources of clinical data, 
information, and knowledge. Such advanced labs and pathology 
specialists can provide integrated and highly detailed information 
on the disease and directions toward the most promising treatment 
(indicative/predictive information) (Görtler et al., 2006).
 Extended tissue-based diagnosis also includes all diagnostic 
procedures that further analyze spatial relationships in all structural 
and biological functional units. Additional contextual information 
are analyzed in advanced studies, which provide the foundation of 
tissue phenomics.
 Digital pathology tools collect relevant data from all available 
information sources in a standardized manner (according to the 
regulatory framework) and apply computational algorithms to 
yield a hierarchy of results associated with the disease condition, 
which will determine the most promising treatments or ongoing 
clinical trials. However, the integration and standardization of such 

Digital Pathology
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digital pathology tools in a clinical and strictly regulated clinical 
environment (applying GCP regulations) seem to be one major 
obstacle for the immediate and sustainable implementation of 
digital pathology into routine pathology (Görtler et al., 2006).
 Meeting the challenges of the digital pathology workflow, 
including the validation of the digital image quality, will not 
compromise the diagnostic performance of anatomical and surgical 
pathologists reading whole-slide images on computer screens 
instead of traditional slide reading with the microscope (Taylor, 
2014). The additional use of image quantification measures based 
on digital image analysis will transform the diagnostic processes in 
routine pathology (Kayser et al., 2009).
 One goal of image and data analysis is to further optimize and 
standardize existing scores and add additional information, which 
is in alignment with the visual inspection and qualitative evaluation 
of the tissue morphology. Histopathological tissue analysis by a 
pathologist represents currently only the definitive method to 
confirm the presence or absence of disease, to grade the tumor, and 
to measure the disease progression (Webster and Dunstan, 2014). 
For example, the current Gleason grading scheme is used to predict 
prostate cancer prognosis and help guide therapy. The Gleason 
grading system is based solely on architectural patterns. In 2005, 
the International Society of Urologic Pathologists together with the 
World Health Organization (WHO) made a series of recommendations 
to modify the Gleason grading system (Luthringer and Gross, 2001). 
Computer-aided diagnosis can add or increase accuracy of predictive 
diagnosis and patient management decisions regarding therapy and 
outcome evaluation (Athelogou et al., 2014).

8.3 Tissue Phenomics Applications for 
Computer-Aided Diagnosis in Pathology

Several solutions for digital diagnosis have already been developed, 
which are based on the tissue phenomics image analysis technology 
and the corresponding image analysis platform. Some of them are 
already integrated into the clinical pathology routine.
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 Clarient Inc. (now part of NeoGenomics Laboratories), in 
cooperation with Definiens AG, developed several solutions for 
the automated scoring of breast cancer and colorectal cancer. Such 
solutions use image analysis algorithms for immunohistochemistry 
(IHC) assays, including biomarkers such as ER, PR, HER2, KI67, 
P53, EGFR, PMS2, MSH6, MLH1, MSH2, BCL1, AR, p21, and p27. 
The solutions support hundreds of pathologists in order to analyze 
biomarker expression in thousands of digital tissue slides per 
day with high consistency and reproducibility. These automated 
solutions can also be integrated into a CLIA laboratory workflow and 
are designed for images from all major scanners.
 Metamark’s ProMark® prognostic test was launched in 2014 
with CMS coverage in 2016. Tissue sections are subjected to mul-
tiplex immunofluorescent (IF) and counterstained with DAPI (for 
nuclear detection) to be used as a proprietary assay format that 
enables the quantitative biomarker measurements in the region of 
interest on the entire tissue section. The raw images of the stained 
sections are acquired on the image acquisition platform and trans-
ferred to the imaging platform. Through advanced object recogni-
tion and the use of a proprietary script, quantitative measurements 
of digitized biomarkers are possible. This solution is a tool for treat-
ment decisions in prostate cancer, adding information besides the 
conventional Gleason score, also to overcome tumor heterogeneity.
 Based on research by Galon et al. (2012) and applying tissue 
phenomics, HalioDx Inc. developed the Immunoscore®. The 
Immunoscore integrates IHC in combination with advanced imaging 
analysis solutions to enable the extraction of spatial information 
in colon cancer. This is a diagnostic tool for routine pathology 
and exploratory application in immuno-oncology, which offers 
image and data analysis for the identification and quantification 
of certain immune cells in predefined cancer regions (e.g., immune 
cell density in the invasive margin versus the tumor center). While 
the Immunoscore is currently designed for colon cancer, it has 
the potential to be a platform for many cancers to determine the 
immune landscape in individual tumors to better predict disease 
progression and response to therapy. The clinical evaluation is 
currently ongoing.

Tissue Phenomics Applications for Computer-Aided Diagnosis
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8.3.1 Technical Prerequisites for Tissue Phenomics

Vendors of glass slide scanners and image analysis software have 
developed solutions for digital pathology diagnosis. Leica Biosystems 
received FDA clearance for the Aperio eIHC, an in vitro diagnostic 
solution to assist pathologists in the interpretation of ER, PR, and 
HER2 breast IHC. Aperio eIHC system is indicated for use as an aid 
in the management, prognosis, and prediction of therapy outcomes 
in breast cancer, as accessory tool to score the DAKO ER, PR, and 
HercepTest™.
 Philips IntelliSite Pathology Solution (PIPS) is currently available 
for primary diagnostic use in the USA. The FDA has recently permitted 
its marketing and sales, and this is, therefore, the first whole-slide 
imaging system that is approved for review and interpretation 
of digital surgical pathology slides prepared from biopsied tissue. 
This is also the first time that the FDA has approved whole-slide 
imaging system for this purpose. The system enables pathologists 
to read tissue slides digitally on a single or multiple computer 
screens in order to make diagnoses, rather than looking directly at 
a tissue sample mounted on a glass slide under a conventional light 
microscope.

8.4 Tissue Phenomics Applications for Decision 
Support Systems in Pathology

The future of tissue phenomics in digital pathology will lead to the 
implementation of (semi-)automated digital pathology solutions as 
an end-to-end diagnostic workflow. Software applications will apply 
machine learning solutions for automatic analysis of diagnostic 
slides in order to help pathologists and other experts to improve 
diagnostic accuracy to reduce the human error rate and to utilize 
image archives for comprehensive reference.
 In the future, digital pathology workflows will provide tools and 
resources for pathologists and clinicians to effectively and accurately 
share information via an integrated digital pathology cockpit to 
analyze large sets of tissue slides using image analysis algorithms 
to create and distribute comprehensive reports for the exchange of 
documents and knowledge. Future digital pathology workflows will 
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integrate slide scanners with interfaces for laboratory information 
systems (LIS), image analysis platforms and user interfaces for 
the visual assessment and applications for annotating objects and 
regions of interest and to support a cloud integration (browser-
based solutions). Cloud integration will enable pathologist to start 
the process of annotations and start analysis of images by simply 
uploading images to the appropriate web workspace, requesting 
the desired analysis or automated image analysis solutions. If not 
available yet, imaging experts will provide novel image analysis 
solutions, to be added to the pathologist’s web workspace on the 
server.
 The development of image analysis applications in a cloud 
environment by applying machine learning and artificial intelligence 
methods provides many advantages for the image analysis experts 
as well as for the research pathologist. Machine learning algorithms 
learn to recognize images and patterns almost the same way as 
humans do, but there is no need to formalize complex handcrafted 
features. The pathologist just needs to annotate those structures, 
which they want to be recognized (e.g., cancer regions versus the 
surrounding stroma). The system can be trained on large datasets to 
achieve a robust recognition solution with increased accuracy.
 The diagnostic use of highly sophisticated algorithms and 
standardized methods will enable the analysis of big data but also to 
analyze very complex datasets to achieve a maximal exploitation of 
available information from these data. The optimal extraction of such 
information from big data in tissue sections with tissue phenomics 
requires an easy-to-access platform that can be used by experts from 
multiple domains, for example, pathologists, biomarker experts, and 
image analysis specialists. Co-registered multi-viewing opportunities 
(Schönmeyer et al., 2014) and the simultaneous analysis of multiple 
biomarkers on single or consecutive sections (Schönmeyer et al., 
2015) expands the value and reliability of data generation and 
support the decision-making process. Tissue phenomics user 
interface (UI) not only allows slide/image navigation, changes of 
magnification, snap shots, contemporary viewing of several images 
(e.g., H&E and IHC images synchronously), but also employs fully 
automated co-registration of serial sections (virtual multiplexing) 
and fully automated transfer of annotated regions from the 
annotated single slide into the remaining co-registered serial slides. 

Tissue Phenomics Applications for Decision Support Systems
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Fully automated tissue scoring and biomarker quantification within 
those annotated tissue regions or within the whole tissue image is 
delivered on demand.
 The future development of decision support systems (DSSs) 
comprises algorithms and methods for computer-aided diagnosis, 
quality assurance, image viewing, inspection and context navigation, 
co-registration, virtual multiplexing, and data analysis. The develop-
ment of such DSS might require the co-development of the diagnos-
tic assays and the corresponding complementary/companion tests.

8.5 Summary of Pathology 4.0

After paradigm shifts in physics, biology, and psychology, the fourth 
revolution is mostly about the generation of new knowledge, 
the storage of all accessible data and their expedited exchange 
through broadly available information technologies. The necessary 
digitization and intelligent data processing will play an increasingly 
important role in our daily lives and particularly in the health care 
industry and medicine. The availability of all relevant information 
in patient care will dramatically improve the diagnosis of diseases 
and the selection of effective treatments. Tissue phenomics is 
an important cornerstone of Pathology 4.0, which uses digitized 
tissue images for intelligent image mining and comprehensive data 
processing to generate a wealth of new medical knowledge from 
pathological specimens along with novel clinical insights. New drugs 
or drug combinations and (complementary/companion) diagnostic 
tests will become available, and the medical error rate will eventually 
remain on an insignificant level.
 Digitization of images that can be read on a hand-held device 
or a computer screen instead of a conventional microscope would 
not have such a disruptive impact on the future of pathology, 
unless it goes in parallel with intelligent data processing (including 
information from genomics and patient history), the availability of 
data networks with enormous and fast data streams and information 
technologies such as machine learning, automatic feature (phene) 
cognition, cloud computing, and big data.
 Pathology has already undergone changes over the last centuries 
with the gradual emergence of novel technologies, initially with 
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the use of better microscopes with higher resolutions and the 
development of genetic testing. In the present age of information 
and communication technologies, also the practice of pathology has 
started to change and to adopt to the availability of more (big) and 
very complex data. Most of the currently practicing pathologists have 
been trained through reading analog information in textbooks and 
scientific publications, but it seems impossible to keep up with the 
growing body of relevant information to properly diagnose a disease 
with all its complex sub-entities and molecularly defined genotypes 
that require sometime very different treatment modalities.
 While digitization in pathology started with telepathology, 
which was the transfer of images to obtain a second or third 
expert opinion from or to remote places to pathology centers, it 
is now deploying artificial intelligence (or hybrid technologies) 
and machine learning to identify known and complex patterns 
with higher confidence (supervised) or recover novel features or 
phenes (unsupervised). Tissue phenomics is a tool that combines 
supervised and unsupervised image and data mining to implement 
spatial relationships in a compartmental context, for example, 
invasive cancer in an inflammatory stroma.
 Pathology 4.0 is not only about intelligent image and data 
processing but also about an advanced workflow that deals with 
the generating and capturing of images, the documentation and 
management of medical content, and the distribution and transfer 
of knowledge and its re-use and re-purpose of wisdom depending on 
even more advanced information as it emerges. This also requires a 
high degree of connectivity of all stakeholders through a functional 
human–computer interface that also complies with the regulatory 
framework.
 Pathology 4.0 will be an indispensable approach to transition 
empirical medical wisdom to an effective precision medicine tool to 
better stratify patients and improve the outcome of the individual 
disease.
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Digital pathology is now rapidly translating to the clinic, facilitat-
ing multiple advantages compared to traditional histopathology. 
Regulatory approval and the advance in associated technology have 
expedited this translation. Whole-slide scanners are now capable of 
standardized batched image capture coupled to a fully digital work-
flow, including patient records. In the near future, patients with no 
local access to specialist pathology resource will benefit from re-
mote diagnoses across expert networks spanning the globe. This is 
even true for low-resource countries with the development of mo-
bile and cost-effective digital pathology solutions. Automated image 
analysis will not be far behind in clinical translation. Algorithms can 
standardize the quantification of histopathological features and bio-
markers while taking into account their spatial interaction within a 
complex tissue. Machine learning will also feature in the future of 
clinical histopathology as the computer learns to exclude tissue- and 

Chapter 9

Digital Pathology: Path into the Future

Peter D. Caie and David J. Harrison
School of Medicine, University of St Andrews, North Haugh,  
St Andrews KY16 9TF, UK
pdc5@st-andrews.ac.uk

Tissue Phenomics: Profiling Cancer Patients for Treatment Decisions
Edited by Gerd Binnig, Ralf Huss, and Günter Schmidt
Copyright © 2018 Pan Stanford Publishing Pte. Ltd.
ISBN 978-981-4774-88-8 (Hardcover), 978-1-351-13427-9 (eBook)
www.panstanford.com

www.panstanford.com
mailto:pdc5@st-andrews.ac.uk


186 Digital Pathology

imaging-based artifacts while including pertinent regions of inter-
est to answer clinical questions. As these algorithms’ complexity ad-
vances, they will not only free up pathologists’ time but also unravel 
clinically relevant, yet undetected, complex morphological features 
and cellular interactions. Big data is currently employed in many 
aspects of medicine, and digital pathology will be no different. The 
wealth of data that image analysis can now produce, coupled with 
clinical and molecular data, will forge the path toward a personal-
ized prognostic and predictive pathology.

9.1 Introduction

The field of digital pathology is currently experiencing one of the 
most exciting periods since its conception. It is rapidly transitioning 
from primarily a research tool into a viable clinical solution for 
patient primary diagnosis and determination of prognosis. This is 
a huge step-change from the microscopic evaluation and archiving 
of tissue sections, mounted on glass slides, which has been routine 
in the clinic since the 19th century. There are multiple reasons for 
this current clinical adoption of the technology, including technical 
advances in information technology infrastructure and whole-slide 
scanners, validation of the technology, regulatory approval, and the 
willingness of pathologists themselves.
 As the field is still in its infancy, there are multiple terms for the 
different aspects of the technology. In this chapter, we refer to digital 
pathology as encompassing the entire infrastructure needed to 
effectively view and manage digital images of tissue sections within 
a clinical setting; from scanners through to laboratory information 
systems and digital archiving of specimens. While whole-slide 
imaging is the high-resolution digitization of whole tissue sections 
mounted on glass microscopy slides and is arguably one of the most 
essential components for the success of digital pathology, without 
high-quality images, the field falls at the first hurdle. These digital 
images can be viewed and navigated using ergonomic high-definition 
computer interfaces while being easily shared with colleagues on a 
global scale with the click of a button.
 Digital pathology is, in essence, a disruptive technology that 
requires a complete overhaul of the workflow of traditional his-
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topathology departments. This includes costly acquisition of the  
required technology and a change in mindset and working practice 
for the histopathologist. Unlike radiology, the transition to the digiti-
zation of clinical samples has been a slow one and is still very much 
ongoing. The vast majority of pathologists continue to view patient 
specimens using traditional microscopy; however, as more regula-
tory approval follows on from validation studies, this is beginning 
to change. The early adopters of digital pathology have been in edu-
cation, research, and the pharmaceutical industry, where its advan-
tage of remote viewing and sharing of slides coupled with the ability 
for automated analysis has pushed the technology forward. For the 
technology to be fully implemented, it must prove to be standard-
ized, cost-effective, and improve upon current practice in both work-
load and time efficiency, such as improved ergonomics, easier navi-
gation of the slide, remote reporting, and inclusion of dynamic slide 
images embedded within the digital pathology report. Countries 
where there may be large distances between specialist pathologists 
were the first to pass regulatory clearance for primary diagnosis, for 
example, in Tetu and Evans (2013) and Thorstenson et al. (2014).
 Digital pathology proves advantageous not only in the morpho-
logical observation of histopathology specimens but also in the field 
of molecular pathology. Scanner vendors are incorporating multi-
plexed immunofluorescence and bright-field capability to allow dual 
functionality in a single scanner. Although still in the realm of re-
search, the future of digital pathology will incorporate multiplexed 
immunofluorescence and automated image analysis. Multiplexed 
immunofluorescence enables the pathologist to view multiple mo-
lecular markers co-localized to a single cell while incorporating the 
cell’s morphology. Automated image analysis of the digital tissue 
section will initially take the form of simple quantification of bio-
markers but will move forward to include capturing morphological 
measurements and employ deep machine learning.

9.2 Brief History of Digital Pathology

The origins of digital pathology lie in the field of telepathology, 
whose own origins can be dated back to the 1960s but took hold in 

Brief History of Digital Pathology
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earnest in the 1980s. Telepathology refers to the practice of pathol-
ogy at a distance, where the pathologist is remotely located from the 
actual specimen. This practice was initially used for educational pur-
poses, for second opinions, or expert review when a specialist may 
be located some distance from the primary point of care (Farahani 
and Pantanowitz, 2015). Initially telepathology relied on sending 
static images from camera-mounted microscopes to colleagues in 
remote locations. This changed in the 1990s when dynamic imag-
ing was possible with robotic driven microscopes, which could be 
controlled remotely. Dunn et al. showed that remote diagnosis using 
their robotic system saved both time to diagnose a patient and held 
a high correlation with traditional microscopic diagnosis (Dunn et 
al., 2009).
 From the late 1990s and onward, whole-slide scanners have 
been the tool of choice in the field of digital pathology and have 
enabled the technology to move the field from being based on 
remote access to a microscope to the preparation and interpretation 
of digitized tissue images for primary diagnosis. Initial whole-slide 
scanners were too slow and created too poor a quality of image 
to use routinely in the clinic. Recent technological advances have 
produced affordable scanners, which allow a high-resolution bright-
field tissue section to be scanned in its entirety within a few minutes. 
Further technological advances incorporated into scanners allow 
bright-field imaging and multiplexed immunofluorescence capture 
within the same platform. Although the technology was available, 
regulatory hurdles had to be overcome in some countries, which 
changed as recently as April 2017 when Philips’ ultra-fast scanner 
was passed by the US Food and Drug Administration (FDA) to be 
used for primary diagnosis (Caccomo, 2017).

9.3 Digital Pathology in Current Practice

9.3.1 Research

In the post-genomic era, the importance of spatial localization 
of gene expression and epigenetic heterogeneity is increasingly 
recognized as a missing link, bringing order and sense to complex, 
multiscale datasets based on an assessment of the genome. Together 
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with advances in microscopy, there has been a huge challenge for 
cell biologists, initially to simply curate large numbers of images and 
allow easy retrieval and comparison with other data sources (Allan 
et al., 2012). This aspect of digital imaging has probably advanced 
faster than any clinic-based strategy, but it is limited to essentially 
forming a repository of easily accessible, catalogued images. In the 
pharmaceutical industry, for example, with toxicological screening, 
several geographically distinct sites might be involved in a single 
study. Digitization of tissue images, curation, and rapid access 
have allowed international corporations to more effectively share 
data, facilitate discussion, and, therefore, conserve and strengthen 
expertise. The application of machine learning or automated image 
analysis to such images has been less rapidly adopted. This has, 
in part, been due to cultural acceptability, but more significantly 
the need to recognize and quantify abnormal features (e.g., 
preneoplastic liver nodules in toxicological screening) rather than 
quantifying measureable, predefined features. The addition of 
immunohistochemical or immunofluorescence brings an additional 
layer of complexity but further increases the amount of information 
that can be extracted from tissue in the research environment, which 
will eventually translate into the clinic.

9.3.2 Education

Generations of biology and medical undergraduates have struggled 
with classroom microscopes to make sense of histology, eventually 
with the help of books and instructors, to accumulate sufficient 
ability to recognize patterns so that examinations become less of a 
challenge. What has been apparent that while some students will 
take to the subject matter, many are left wondering how pattern 
recognition can ever be regarded as a core discipline within modern 
omics-based science. One of the greatest benefits of the digitization 
of images has been the ability to annotate images, point out key 
features, and crucially explain the image in terms of the underlying 
dynamical processes that produce the observed visual features. 
This does not negate the value of students learning microscopy, 
particularly at a higher level, but it does mean that there is a 
quality assured, consistent, and truly integrated way of being able 
to introduce basic concepts. Furthermore, time in the microscopy 
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lab and, in turn, time for students to familiarize themselves with 
histopathology, is limited. Digital pathology enables online tutorials, 
lectures, and unlimited access to teaching slides, thus greatly 
increasing a student’s time for hands-on learning.
 Clinical histopathology, to some extent, still relies on pattern 
recognition, but increasingly the diagnosis is supported by other 
investigations such as immunohistochemistry (IHC) and molecular 
genetics. In order that all of these strands can be integrated, there 
is increasing use of digital imaging in postgraduate training, both 
to instruct but also to ensure inter-center quality control and 
collegiality, making use of social media and Internet conferencing 
to foster a spirit of learning together and pushing the boundaries 
of what information is available in tissue. As the aims of pathology 
increasingly move from simply diagnosis and prognosis to prediction, 
the adoption of digital imaging, with the additional resource of image 
analysis, is gathering pace as part of a comprehensive approach to 
diagnostics in the broadest sense.

9.3.3 Clinical

As mentioned above, enthusiasts have used telepathology, effective-
ly driving a microscope remotely, for several decades. There is now a 
revolution gaining pace to replace the much traditional microscopy 
with an interpretation of digital images. Whole-slide scanners are vi-
tal to modern digital pathology but are only one aspect of the whole 
workflow and information technology infrastructure. For a patholo-
gy lab to go fully digital, there must be a complete change of practice 
within the department. The digital laboratory information system 
allows full tracking, through barcoding, of each specimen through-
out the entire workflow. This alone adds value to a digital system by 
automatically assigning a specimen to a specialist and by minimiz-
ing patient identification errors from accession through to the pub-
lication of the pathology report. Upon digitization, the slides can be 
automatically added to the department or individual pathologist’s 
case load and viewed alongside digitized patient notes at individual 
workstations. This process minimizes the risk of misplaced slides, 
breakage of slides, and case notes and slides being misaligned.
 The adoption of digital pathology is not simply as a response 
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to the digital era, though the lessons learned from radiology’s 
conversion to digital are not lost, but rather because the patient’s 
histopathological assessment is intimately embedded in an 
electronic record that is not static. The application of systems 
biology thinking to pathology necessitates an ongoing, dynamic 
access to tissue, and all the data that are released from it, to best 
model the treatment for an individual patient. Largely led by 
industry, FDA approval for digital reporting has been granted, and a 
point of inflection has been reached where the question is no longer 
“should we adopt digital pathology?” but “when?” The next phase 
will be the adoption of comprehensive image analysis tools that 
refine and facilitate the process of quantifying features that influence 
prognosis or prediction. One envisages, rather like experience in 
genomics, that initially bespoke single solutions for particular needs 
will be developed and sold, to be followed by a more comprehensive, 
overarching next-generation pathology where data extraction and 
interpretation will parallel pattern recognition and candidate-led 
approaches to feature identification (Caie and Harrison, 2016).

9.4 Future of Digital Pathology

9.4.1 Mobile Scanning

Current digital pathology still relies on expensive infrastructure, 
not least the scanner itself. Many institutes where the advantages of 
digital pathology and remote diagnosis would benefit the most also 
suffer from a lack of funding, which makes such large-scale invest-
ment impossible. As technology advances, it tends to become more 
compact as well as cheaper. Both the mobile phone and the satellite 
drone sectors are pushing compact, high-quality imaging techno-
logical advances forward. This will reap benefits in digital pathology 
where devices are being developed that can be portable and rela-
tively cheap compared to large-scale scanners. Such technology will 
allow patients to access global expert pathologists where no such 
local person exists. Technology exists that can use a mobile phone 
as a digital scanner, creating a low image file size making the shar-
ing and storing amenable to low-resource countries (Auguste and 
Palsana, 2015). Another advance that relies on mobile phone tech-

Future of Digital Pathology
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nology is hand held and makes digital scanning truly portable. This 
device named MoMic uploads images through wireless technology 
into cloud servers and would allow hospitals and point-of-care sites 
to scan patient samples and send them to experts anywhere in the 
world (Lundin, 2016). Furthermore, patient samples could be digi-
tized and sent to pathologists from within the surgical theatre, for 
example, to check surgical margins for the presence of cancer cells.

9.4.2 Feature-Based Image Analysis

Digital histopathology is still reliant on manual semi-quantitative 
and categorical reporting of complex tissue as dictated by institu-
tional guidelines. Although pathologists are highly skilled at image 
processing and identifying significant features within the tissue 
sample, observation by eye is subjective and open to observer vari-
ability. The manual counting of features, such as tumor buds and im-
mune infiltrate in colorectal cancer, or IHC results, such as KI67 or 
HER2 positivity in breast cancer, can be time consuming and is not 
highly reproducible. Furthermore, pathologists tend to only report 
on a subset of the tissue to save time; however, this subset is subjec-
tively chosen. Increasingly, there is an awareness that reliable quan-
tification of many features previously graded by an expert brings 
advantages of reproducibility, refinement of hypothesis testing (be-
cause variables can be more appropriately described as a continuum 
rather than just categorical) and incorporation of data previously 
unused because of the difficulty of an expert in describing it (e.g., the 
metadata implicit in measurement of features that are stochastic or 
markedly heterogeneous).
 Automated image analysis can overcome many restrictions 
associated with traditional scoring by a pathologist. These include 
negating observer variability by the standardized quantification of 
features across large patient cohorts, the reporting of continuous 
data across a whole tissue section at single cell resolution and 
identifying obscure or rare events. In this manner, image analysis 
can begin to report on the heterogeneity within a tissue sample 
and does not simply categorize an entire patient sample as either 
positive or negative.
 The future of digital pathology will undoubtedly include 
automated image analysis. Many whole-slide scanners now include 
image analysis software as part of the digital pathology package. 
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The available software can vary from simplistic counting algorithms 
to the more complex, which can co-register features across serial 
tissue sections. Histopathology has always relied on assessing the 
morphology of cells and tissue but traditionally report these complex 
and often subtle cellular differences in a semi-quantitative and 
categorical manner. Image analysis and the evolving field of tissue 
phenomics not only captures precise morphological characteristics 
of each cell in a region of interest using continuous data, but also 
co-registers morphology to cell type and biomarker expression. 
Furthermore, multiple objects and cellular phenotypes can be 
analyzed and reported on depending on their spatial interaction 
within the tissue microenvironment (Fig. 9.1).

Composite image
Green: cytokeran, Blue:

Hoechst, Red: CD3, Yellow: CD8
Image layer mask

(a2)(a1)

(b2)(b1)

Figure 9.1 Examples of heterogeneous histopathological features in bladder 
cancer visualized by multiplexed immunofluorescence and analyzed by 
automated image analysis: (a1) Infiltrative invasive pattern and (b1) pushing 
border pattern of bladder cancer cells (green) co-registered with lymphocytic 
infiltration (red and yellow). (a2 and b2) Automated image analysis using 
Definiens Developer XD software to quantify subpopulations of tumor, the 
surrounding lymphocytic infiltration and their spatial relationship to each 
other. (a2) Red, tumor buds; green, large tumor buds; light blue, tumor mass; 
dark blue, CD3 cells; pink, CD8 cells. (b2) Red, tumor mass; blue, CD3 cells.
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(ii) Local normaliza�on via object-based linear normaliza�on

Figure 9.2 Image normalization allows accurate standardized automated 
image analysis of heterogeneous cohorts: (i) color normalization of H&E slides 
using a histogram matching algorithm. (ii) Automatic fluorescence normalization 
of a carcinoma with low and heterogeneously expressed cytokeratin (green).  
(a) Original image with cytokeratin intensity too low for accurate automated 
image analysis. (b) Global linear normalization results in heterogeneous intensity 
(white box). (c) Local reference objects are used with linear normalization to 
ensure a standardized and even intensity across the tumor.

 For image analysis to be part of the pathologist’s toolkit, there 
are certain obstacles, which must be recognized and addressed, 
principal among which is standardization. The human eye is 
excellent at accounting for variances in the imperfect tissue sample, 
but the computer is less so. Such variances and artifacts may stem 
from surgical ischemia, tissue fixation, section cutting, and labeling. 
Modern scanners are overcoming imaging artifact and attempt 
standardized whole-slide capture, although evenly illuminated 
and out-of-focus fields persist when batch imaging hundreds of 
samples in a single run. Many software vendors do not consider 
this and apply algorithms based on a set of thresholds alone, which 
indiscriminately count all objects within them, some of which 
could stem from artifact. The field of image analysis is beginning 
to recognize and address this issue. The more sophisticated image 
analysis software can now exclude autofluorescence, tears, and edge 
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effect (Caie et al., 2016), and account for inherent heterogeneity 
within patient samples. Non-standardized labeling of tissue and 
patient heterogeneity can affect the intensity and color of the 
resultant digital image. Algorithms can now automatically adjust for 
these variances and create standardized images across all patient 
samples. These standardized images are far more amenable to 
allowing accurate quantification of batch-processed samples with a 
single fully automated algorithm (Fig. 9.2).

9.4.3 Machine Learning on Digital Images

The brain is excellent at processing complex images and pattern 
recognition while negating tissue artifact and non-standardized 
color intensities, all essential factors to accurately report on patient 
samples. Traditional threshold-based automated image analysis may 
struggle with these artifacts and report false positives. However, the 
ability of the most recent machine learning algorithms to learn from 
complex digital pathology images by including texture and context of 
pixel-based objects has enabled the automatic exclusion of artifact, 
such as necrosis, and the inclusion of tissue containing features of 
interest, such as the invasive margin of a tumor (Fig. 9.3).
 Deep machine learning on digital images can not only 
automatically classify regions of interest, such as stromal or tumor 
segmentation, but can also identify finer detail within the tissue 
such as cell types (Brieu et al., 2016), their expression profiles 
and their neighboring local environment, all of which may contain 
significant information to answer specific clinical questions. In 
fact, the deep learning algorithms are reaching an accuracy that is 
at a level comparable to human perception and will undoubtedly 
be able to report on subtle but pertinent morphological or spatial 
relationships of cells that are hitherto undetectable or reproducible 
when quantified by the human eye. There are different approaches 
to machine learning, which are addressed in Chapter 4, but all of 
them come with caveats. Machine learning must be performed on 
a sufficient number of training samples from a wide source to avoid 
overfitting and for it to remain accurate across large unseen patient 
populations (Cruz-Roa et al., 2017). The annotated training samples 
must be free from selection bias and also representative of a wider 

Future of Digital Pathology
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population. Finally, the ground truth used for training the algorithm 
must be accurately classified and as this is usually performed by a 
human carries a certain inherent error rate. The ultimate goal of 
machine learning within the future of digital pathology is to be able 
to apply a single algorithm across inter- and intra-heterogeneous 
patient samples sourced from institutions across the globe while 
reporting accurate diagnostic, prognostic, or predictive results.

Composite image
Green: cytokeran, Blue: Hoechst Machine learning mask overlay (red)

Figure 9.3 Examples (a) and (b) of heterogeneous histopathological features 
in bladder cancer visualized by immunofluorescence and analyzed by machine 
learning. Machine learning is trained to identify features of interest such 
as tumor bulk (T) and tumor buds (TB)  and to disregard the stroma (S) and 
necrosis (N).

9.4.4 Big Data and Personalized Pathology

Pathology has embraced the molecular era and is producing big data 
across multiple omics platforms. The majority of these do not take 
into account tissue architecture. In pathology, context is everything. 
Advances in digital pathology and tissue phenomics now allow the 
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generation of big data across intact tissue sections. Image analysis 
already allows the co-registration of cellular shape and extent with 
subcellular localizations of biomarkers, while placing objects in 
spatial context. Advances in the labeling and scanning of multiplexed 
immunofluorescence can add to the number of data-points one can 
capture. Furthermore, tissue co-registration software allows the co-
localization of many more aspects of the tissue microenvironment, 
not just of the diseased cells but also of the host reaction in response 
to the disease. The big data from tissue phenomics is a perfect match 
to be incorporated with other omics datasets. Machine learning on 
the big data itself can utilize all available parameters, or be employed 
to identify the optimal parameters and associated clinical cutoffs to 
answer a specific clinical question (Caie et al., 2016; Yu et al., 2016). 
In this manner, thousands of data-points may be distilled down to 
a handful of pertinent parameters. These few parameters are far 
more amenable to a clinically applicable test. Therefore, the future of 
pathology may rely on complicated research-based big data, which 
can be simplified down to translate into the clinic. The use of these 
personalized big-data sets will lead the way for the future treatment 
of patients in a personalized and precise manner.
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10.1 Cancer and Oncology Drug Development

Cancer affects a large and growing number of patients every year. 
Ageing populations in developed countries and improving overall 
health in developing countries result in rising numbers of newly 
diagnosed cases. More and more people live with cancer as tumors 
are detected earlier and therapies have improved for some cancers. 
Progress is very limited for other types of cancer with very poor 
prognosis and few promising treatment options. Cancer-related 
deaths are on the rise around the world.
 The development of oncology drugs is a focus of the pharma-
ceutical industry. Hundreds of novel therapies are in clinical devel-
opment. Development costs have exceeded one billion dollars per 
newly launched medicine and keep rising. The need to recover these 
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investments and maintain or re-gain profitability puts economic 
pressure on the pharmaceutical industry. Consequently, oncology 
drug prices increase and overall spending on cancer care surge. 
Outcome-based reimbursement could be a solution but the required 
approaches and mechanisms remain to be established.
 Two main trends will significantly change our approach to deal 
with cancer: immunotherapy and the digitization of healthcare. 
They individually raise hopes for major improvements but pose 
new challenges of their own. They complement each other and can 
jointly help to overcome these new challenges to establish the future 
of cancer care.

10.2 Immunotherapy

Immunotherapy has changed the way we treat cancer and how 
we think about cancer. With checkpoint inhibitors (anti-PD-L1, 
anti-PD-1, anti-CTLA-4) at the forefront, new classes of drugs have 
entered center stage in cancer therapy. Remarkable successes in 
clinical trials and lasting benefits for some patients raise hopes for 
a breakthrough in cancer entities that did not see much progress in 
decades. Conceptually, immunotherapy has shifted our focus from 
the tumor itself to the immune response against it. In some cases, 
removing or killing cancer cells directly appears less effective than 
enabling the patient’s immune system to attack or contain tumor 
cells.
 Deepening our understanding of a patient’s immune status has 
become a prime objective in medical science. It remains poorly 
understood why some patients respond to the novel therapies 
while others do not. It will be key to identify the limitations of the 
immune response to provide the right help to the patient. Tissue is 
known to be an important source of the required information. Types, 
densities, and spatial relationships of immune cell populations 
(e.g., cytotoxic T cells, regulatory T cells, macrophages) in the 
tumor microenvironment (TME) are known to have prognostic and 
predictive value (see Chapter 6). Expression of PD-L1 is predictive 
of response to checkpoint inhibitors (e.g., anti-PD-1 or anti-PD-L1), 
and assays to assess PD-L1 expression status are now used in 
clinical routine. Unfortunately, these assays are not perfect. Some 
test-negative patients do respond, and many test-positive patients 
do not.
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 Existing assays certainly provide limited guidance to determine 
the optimal treatment path as novel agents will be approved. 
Early clinical evidence and our mechanistic understanding of 
immunotherapy agents suggest that combination therapy will be 
the future. Different approaches to enable the immune system 
can be combined (e.g., checkpoint inhibition, vaccination, CAR 
T-cell therapy) with each other, with existing treatment modalities 
(surgery, radiation, chemotherapy), and other targeted drugs (e.g., 
anti-EGFR, anti-KRAS, anti-ALK, anti-BRAF). While very promising, 
combination therapy raises novel challenges for our approaches to 
evidence-based medicine and personalized medicine.
 Carefully conducted clinical trials (randomized, double-blind, 
multi-centric) are at the beacons of evidence-based medicine. They 
should guide treatment decisions. But as combination therapy dra-
matically increases the number of treatment options, there will not 
be enough clinical trials. There are too many options to combine the 
emerging therapies to test them all. Physicians and patients will in-
creasingly face decisions that are not backed up with the gold stand-
ard of evidence-based medicine. Pharmaceutical companies can 
demonstrate safety and efficacy of novel drugs. But it is beyond their 
financial capabilities (and interests) to compare all available treat-
ment options.
 The prevailing approach to personalized medicine adds to this 
challenge. Bringing the right therapy to the right patient at the right 
time all too often starts with the therapy. Diagnostics are developed 
to identify patients that are most likely to respond to a novel drug 
(companion diagnostics or complementary diagnostics). Clinical 
trials demonstrate a favorable risk–benefit ratio for patients selected 
with the new diagnostic. This makes it more difficult to compare 
two novel treatments. Wherever different diagnostic tests have been 
used to select patients, differences between patient populations are 
very likely. These differences make it hard to conclude which of the 
two treatment options is superior.
 Personalized medicine should start with the patient. Diagnostics 
should empower physicians to determine the best course of 
treatment. Companion diagnostics are not designed to do that. They 
can establish eligibility for one course of treatment (one drug, one 
test). Diagnostics for the future of personalized medicine should 
provide information that is relevant across treatment options (one 

Immunotherapy
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test, many drugs). The medicine of the future should be evidence-
based. The evidence should enable comparisons between treatment 
options and enable rational decisions for combination therapy. 
The digitalization of healthcare represents an opportunity in both 
regards.

10.3 Digitalization of Healthcare

Digitalization is transforming healthcare. Barriers to change slowed 
the adoption of information technologies in healthcare as compared 
to other industries. These include the complexity of interrelations 
between many different stakeholders and strong regulation to 
protect patient safety. With some delay, some of the familiar patterns 
of digitalization are now emerging in healthcare.
 The abilities to collect and analyze data are the gatekeepers of 
the new era. The amount of data being generated in healthcare is 
growing rapidly. New devices capture new types of data (e.g., whole 
genome sequences) and old types of data more often (e.g., continuous 
tracking of heartbeat with wearables). Costs for data storage and 
computation are decreasing rapidly. Data analytics is advancing and 
scientific progress accelerating.
 The explosion of information results in a complexity crisis 
in healthcare. Physicians cannot possibly integrate all available 
information on a patient and relate it to the body of medical 
knowledge in the way they did in the past. Integrating available 
information is challenging as additional sources of information 
emerge, data formats vary, and the data volume increases. Relating 
information to medical knowledge is challenging as new insights 
are rapidly emerging. Knowledge has become very dynamic. Even 
specialists are struggling to stay up-to-date with increasing numbers 
of scientific publications and clinical studies.
 Information technologies are at present more successful in 
creating the complexity crisis than at solving it. Our abilities to collect 
health-related data are currently outpacing our abilities to analyze 
them. Yet they will eventually need to support physicians in making 
sense of the data and in establishing actionable recommendations. 
Analytics are at the core of other successful digital transformations.
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 Information technologies will eventually help to solve the 
complexity crisis in healthcare that they helped to create. By 
improving the profiling of patients and identifying the best matches 
among available treatment options, they will put the patients (not 
the drugs) at the center of personalized medicine.

10.4 Patient Profiling

Collecting information about a patient’s tumor and the immune 
response against it should be the first step in personalized cancer 
care. The information will include biomarkers with known clinical 
relevance and should be broad enough to be relevant across 
treatment options (one test, many drugs). Genetic information on 
the tumor (mutations, rearrangements, translocations, mutational 
load) has known prognostic and predictive values (e.g., for targeted 
therapies against EGFR, KRAS, ALK, ROS1, or BRAF alterations). 
Protein biomarkers (e.g., HER2, PD-L1) are relevant for treatment 
decisions. Densities and locations of immune cell populations in the 
TME (e.g., cytotoxic T cells, regulatory T cells, macrophages) are also 
known to be associated with outcomes and therapy response (see 
Chapter 6).
 Patient profiles must be established as consistently as possible 
to enable systematic comparisons between differing profiles (prog-
nostic information) and different treatment options for patients 
with similar profiles (predictive information). They should be com-
prehensive enough to enable the discovery of biomarkers that are 
not known initially. Progress with genomic sequencing enables con-
sistent genomic profiling at rapidly decreasing costs. The resulting 
data is digital and can be included in standardized patient profiles. 
Additional genomic biomarkers beyond those of known clinical val-
ue can be included to enable the discovery of novel prognostic and 
predictive markers.
 The consistent profiling of a patient’s immune response is 
possible but less well established than genomic profiling. Biomarkers 
with known and suspected clinical value can be visualized within 
the context of intact tissue using immunohistochemistry or in 
situ hybridization. A current limitation for systematic profiling 
in clinical routine is the visual assessment of tissue biomarkers. 

Patient Profiling
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Pathologists are very skilled at detecting and interpreting clues in 
tissue morphology and protein expression but less so at providing 
consistent quantification. Computer-based systems can distinguish, 
localize, count, and spatially relate thousands of immune cells in 
a digitized tissue section to extract quantitative information that 
is impossible to capture manually by pathologists (see Chapters 2 
and 3). A standardized set of tissue biomarkers with corresponding 
detection algorithms can be established to determine a fingerprint 
of a patient’s immune response (immuno-oncology panel). Multiple 
tissue biomarkers with known and suspected clinical value can be 
included. Together with a set of genomic markers (and potentially 
other types of biomarkers in the future), the resulting information 
constitutes the patient profile.
 Broad and consistent patient profiling can help to make different 
clinical trials more comparable. It could enable pharmaceutical 
companies to take better portfolio decisions by allowing data-
driven selection of drug candidates and cancer indications. Trial 
and error can be reduced by supporting rational choices of drug 
combination programs. An established panel for patient profiling 
could facilitate stratification in early clinical trials to reduce the 
trial size and improve risk–benefit profiles. It can enable innovative 
and adaptive trial designs (e.g., by combining characteristics 
of the umbrella and basked trials). A broad diagnostic workup 
including multiple genomic and phenomic biomarkers could help 
to improve the understanding of a drug’s mechanism of action, 
its pharmacodynamics, tumor heterogeneity, and mechanisms of 
therapy evasion. Jointly these effects could contribute to a reduction 
in pharmaceutical R&D spending or increased output and help to 
bring novel drugs to market faster.
 Beyond drug development, patient profiling could enable 
physicians to personalize treatments. Many treatment decisions 
involving combinations or sequences of novel treatments will not 
be guided by clinical trials that establish the selected choice as the 
best one. But profiling can help to collect the information required 
to learn from each treatment decision to provide a better basis 
for subsequent decisions. Again, it is key that patient profiling 
is consistent and sufficiently broad. Measuring different sets of 
biomarkers or the same biomarkers with too much inter-observer 
variability makes it difficult to compare profiles across larger 



205

cohorts of patients. A broad set of biomarkers will be needed to 
cover relevant information across treatment options and to identify 
new prognostic or predictive biomarkers.

10.5 Therapy Matching

Establishing comprehensive and consistent patient profiles pro-
vides the basis for a systematic evaluation of correlations between 
biomarkers and patient outcomes. Powerful analytic capabilities are 
required and have been developed to identify patterns in genetic in-
formation. Point mutations, deletions, translocations of oncogenes, 
and tumor-suppressor genes that are known to carry prognostic or 
predictive information are examples.
 Similarly, quantitative fingerprints of a patient’s immune re-
sponses need to be compared with each other and correlated with 
outcomes and genetic information. The visual examination of tissue 
samples by pathologists remains the gold standard in cancer diagnos-
tics despite the rise of novel bioanalytical methods. Morphological 
characteristics of cancer cells and spatial distributions of immune 
cells can only be assessed from an intact tissue. However, patholo-
gists cannot routinely provide the rich quantitative readouts that 
enable powerful analytics to reveal novel correlations. These limita-
tions can now be overcome with computer-based systems that help 
to capture the information from tissue samples in digital formats 
for subsequent data processing. Consequently, patterns in interac-
tions between different immune cell populations and tumor cells 
with strong correlations to outcome and therapy response will likely 
be discovered. These will complement existing (e.g., genomic) and 
other novel (e.g., proteomic) biomarkers to better guide therapy de-
cisions in the future.
 Large cohorts of patients are required to reveal a subtle 
patterns. Clinical trials are an important source of information, and 
comprehensive patient profiles can be established in clinical trials 
to better distinguish between responders and non-responders to 
the therapy under investigation. However, many relevant treatment 
options will not be tested in clinical trials as opportunities to 
combine treatments increase. A novel approach is needed to avoid 
a therapeutic anarchy where physicians revert to gut feelings and 
beliefs in the absence of sound data.

Therapy Matching
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 Clinical trials provide the best source of evidence but not the 
only source of evidence. They are superior to observational studies 
as they can rule out more potential confounders if appropriately 
designed. Expectations of patients and physicians are less likely to 
affect study results if randomization, double-blinding, and placebo 
controls are used (they can avoid patient selection bias, treatment 
bias, placebo effect, and accidental un-blinding). But there are 
limitations to a paradigm that relies on careful studies with a few 
patients to guide treatment decisions for many. As treatment 
decisions are becoming increasingly complex, we will need more 
data points to learn from. A simple increase in the numbers of clinical 
trials as currently seen in immuno-oncology will not be an adequate 
solution. First, results of different trials cannot be easily compared if 
different enrollment criteria are used, and the trend to use different 
companion diagnostics for stratification makes this problem more 
challenging. Second, well-designed clinical trials are very expensive. 
It is not sustainable for health systems to pay for ever-increasing 
numbers of clinical trials (mostly indirectly via high prices for novel 
treatments).
 Dynamic algorithms to optimize the matching between individual 
profiles and available options will be the solution. We will need 
to learn from the effects of all treatment decisions, not only those 
in clinical trials. Some patients will not want to be part of a study 
that randomly assigns them to one of multiple treatment options 
(including placebo). We can thus only observe how patients respond 
to the treatments they and their physicians chose. But comprehensive 
patient profiling will allow comparing similar patients that receive 
different treatments. Observational studies can be powerful. 
Wherever the observed effect size rules out the combined effects 
of plausible confounders, they are highlighted as a sound source of 
evidence by proponents of evidence-based medicine.
 Predictive analytics cannot determine optimal treatment 
decisions. Physicians and patients must be in control. And it 
certainly makes the most sense start with the best hypotheses we 
already have. Clinicians have a lot to teach emerging clinical decision 
support systems (DSSs). But algorithms can learn from leading 
experts to make medical knowledge accessible to others. They 
can list treatments that were successful at treating patients with 
similar profiles. They can query observational data to compare two 
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treatment options in the absence of an adequate clinical trial that 
supports a decision. Eventually, novel hypotheses can be generated 
based on newly discovered correlations.
 Individual patients are at the center of treatment decisions. As 
much information on the patient and medical knowledge as possible 
should be considered. Information technologies should enable 
physicians to deal with the complexity. Populations of patients 
are the focus of drug development. Analytics can help to identify 
groups of patients with an unmet medical need and similarities 
in their profiles. Systematic surveys of characteristic immune 
responses in different cancer indications could suggest which drug 
combinations are most promising in which indication. They can 
help reveal differences between responders and non-responders 
to better understand mechanisms of action and guide future drug 
development.
 Ideally, clinical research and clinical development should be 
integrated with patient profiling in clinical routine. Patients with 
profiles that suggest limited benefits for established treatment 
options are prime candidates for enrollment into clinical trials. 
Patient profiles could be used to determine eligibility for enrollment 
into clinical trials. This would extend therapy matching for patients 
to experimental drugs in clinical development. At the same time, it 
could save time and money spent by pharmaceutical companies to 
recruit patients into their trials. Clinical research could be conducted 
on larger patient cohorts wherever patients consent to the use of 
their data to advance research.

10.6 Benefits

Patient profiling and therapy matching will help to create the future 
of cancer care. They will bring together the promises of immuno-
therapy and digital healthcare. They will enable novel interactions 
between the key stakeholders in healthcare to realize network  
effects as seen with marketplaces, platforms, and ecosystems in 
other industries. Progress may be slowed by the complexities of 
healthcare and the interest of some players to defend the status quo. 
But eventually new approaches and business models will transform 
healthcare. All stakeholders will have strong benefits.

Benefits



208 Tissue Phenomics in Clinical Development and Clinical Decision Support

 First and foremost, patients will receive better cancer care. 
Outcomes will improve if therapies can be better personalized to 
a patient’s tumor and immune response. Patients will have access 
to more information relevant to their treatment decision. Their 
physicians’ recommendations will be more transparent. They will 
be enabled to better understand their options and to take more 
ownership of treatment choices. Physicians will receive consistent 
and quantitative information on a patient’s profile and references to 
successful treatments in similar cases. Approved treatment options 
can be ranked, eligible clinical studies can be listed, and relevant 
clinical evidence can be summarized. More physicians could be 
enabled to identify the best approved or experimental therapies for 
patients at a level currently restricted to leading academic centers.
 Pharmaceutical companies could identify patient populations 
with benefits from new drugs earlier in development to shorten 
time to market and reduce R&D spending. Consistent biomarker 
profiles across clinical trials will support rational decision making 
in selecting drug combinations and most promising indications. 
Digital technologies can help to better engage with patients as 
their primary customers. Payers could obtain data to compare the 
effectiveness of different treatment options to enable outcome-
based reimbursement. Health systems can learn to spend money 
more efficiently to contain rising costs for healthcare. Regulators 
could identify rare adverse events earlier to better protect patients 
at risk. Real-world evidence could mitigate some of the well-
known risks of translating results from clinical studies with highly 
selected participants (e.g., below a certain age, absence of typical co-
morbidities) to a broader population.

10.7 Conclusion

Improving patient profiling and therapy matching will be key to es-
cape the one drug–one-diagnostic-trap to truly personalize cancer 
care. They will enable us to deal with the challenges of rapidly evolv-
ing knowledge in immuno-oncology and emerging combination 
therapies. Patient-centric solutions that blend the boundaries be-
tween drugs, diagnostics, and information technologies are required 
to improve the lives of many millions of patients affected by cancer.



Big Data Analytics

The interactive, real-time analysis and visualization of huge datasets 
from heterogeneous sources, such as tissue image analysis results, 
gene expression, and clinical trial data. The datasets may comprise 
many rows, for example, hundreds of millions of cells detected in a 
clinical study, or a large number of columns, for example, all features 
that may represent a patient. Fast spatial search, feature selection, 
and advanced visualizations are the core components of such a 
software system.

Biomarker

According to an NIH working group, a characteristic that is objec-
tively measured and evaluated as an indicator of normal biological 
processes, pathogenic processes, or pharmacologic responses to a 
therapeutic intervention.

Cancer Immunotherapy

The treatment of cancer by inducing, enhancing, or modulating an 
anti-cancer immune response. The status of the immune system in 
tissue, such as the spatial relationship of the tumor and immune 
cells, has to be assessed to determine patients’ eligibility.

Cognition Network Language (CNL)

A graphical, interactive scripting language providing a rich set of 
instructions to implement context-driven image analysis algorithms 
following the principles of Cognition Network Technology.

Glossary
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Cognition Network Technology (CNT)

A knowledge-driven image analysis approach, grouping pixels in 
a digital image to meaningful objects and organizing these objects 
in a hierarchical semantic network, allowing thereby a context-
sensitive analysis of complex biological structures such as the tumor 
microenvironment.

Computer-Aided Diagnosis

Software solutions that leverage the strength of informatics and 
computation to assist pathologists and physicians to make better 
diagnostic decisions with higher confidence.

Co-registration

The process of virtually aligning spatially related images to make 
them computationally available in one common coordinate system. 
Images may originate from differently stained consecutive sections 
of a tissue block or from any other imaging modality.

Cross-validation

Technique for model validation to estimate the generalization 
performance of a computational model for an independent dataset. 
The core of the method is the use of disjoint data subsets for training 
and testing of the model to limit overfitting. Data subsets are 
generated, for example, by systematic splitting into k subsets (k-fold 
cross-validation), by repeated random sub-sampling (Monte Carlo 
cross-validation), or combinations of both.

Data integration

In the field of bioinformatics, data integration refers to combining 
research results from multiple sources and linking them to clinical 
data, including disease progression data, using unique identifiers for 
samples and patients.
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Decision Support System (DSS)

Methods, tools, or technologies (including software) that follow 
principles, theories, and concepts to enhance and improve decision 
making.

Digital Pathology

An information technology environment based on the digitization of 
tissue sections and supportive data to enable virtual microscopy and 
image analysis. It is the basis to improve and accelerate biomarker 
discovery, diagnosis, and prognosis in diseases such as cancer.

Feature Selection

The process of phene discovery: the mathematical process to select 
the most predictive measurement (feature) that represents the 
medical condition of a patient at a time point prior to a clinical 
decision. The prediction quality is characterized by predictive 
values, prevalence, Kaplan–Meier log-rank test, or other statistical 
evaluations on the cohort of patients in the study.

Image Analysis

The application of computational methods to extract meaningful 
information from digital images, including image processing, model-
based, and machine learning approaches.

Image Mining

The process of generating knowledge from information implicitly 
available in images within exploratory data analysis.

Immunohistochemistry (IHC)

Chromogenic or fluorescent visualization of antigens on tissue 
sections through the selective binding of specific antibodies.
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Invasive Margin (IM)

The outermost region of neoplastic cells in a tissue section, beyond 
which no other tumor cells are seen histologically or likely to exist.

Machine Learning

Algorithms that learn from data and make data-driven predictions 
by building computational models based on input data and expert 
knowledge, closely related to pattern recognition and computational 
learning theory, computational statistics as well as mathematical 
optimization. Machine learning includes supervised learning, that 
is, learning from examples with known labels, and unsupervised 
learning, that is, finding patterns in data without known labels. 
Popular examples of machine learning approaches are deep 
learning, for example, convolutional neural networks, or decision 
tree learning, for example, random forests.

Medicine 4.0

Includes the full digitization of all patient-related healthcare 
information, that is diagnostic image data, monitoring data from 
wearable devices, and patient medical records, enables big data 
analytics to improve therapy decisions.

Omics

A collective term that typically refers to genomics, transcriptomics, 
proteomics, metabolomics, tissue phenomics, and radiomics studies.

Pathology 4.0

The additional use and implementation of digital solutions such as 
tissue phenomics into tissue diagnostics and the routine pathology 
workflow.
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Tissue Biomarker

A single indicator or a combination of markers to be informative 
on biological or pathogenic processes on or from tissues in a 
quantitative and/or qualitative manner.

Tissue Heatmap

An artificial, computer-generated low-resolution representation of a 
(virtually multiplexed) tissue section, in which each pixel represents 
some statistics of detected cells in the corresponding region in the 
high-resolution image.

Tissue Phene

A tissue phene is a quantitative descriptor (diagnostic algorithm) for 
functional, morphological, and spatial patterns in cells, tissues, and 
organs of biomedical relevance. Phenes may be composed of other 
phenes and include scores from histopathology, as well as clinical or 
omics variables.

Tissue Phenomics

Tissue phenomics is the systematic discovery of phenes, which 
correlate with disease progression. Resulting signatures find 
application in patient profiling and therapy decisions.

Tumor-Infiltrating Lymphocytes (TILs)

Immune cells, mainly T cells, which left the circulation and migrate 
into the tumor, where they are involved in the destruction of cancer 
cells. Their presence can be associated with a favorable clinical 
outcome.

Tumor Microenvironment (TME)

The spatially adjacent environment of a tumor, which is composed of 
fibroblasts, blood vessels, immune cells, and extracellular molecules. 
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It can experience a strong influence by the tumor and exert a strong 
influence toward the tumor, affecting immune responses on one side 
and tumor evolution on the other side. The tumor microenvironment 
is a key factor in cancer progression.

Whole-Slide Imaging

The procedures and technology to create and process high-resolution 
scans of histopathological glass slides.
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