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Preface

This book presents our understanding of the main achievements and problems in
numerical modelling of variations in ocean/sea climatic characteristics. Trying to
do it one meets several difficulties:

1. There is a variety of simple and very complicated models and their number is
growing rapidly, so how to choose the best one for analysis?

2. The results of calculations by one and the same model depend on methodology
applied by users.

3. Choice of even the best modelling results would bring to a very thick volume of
a reference book.

The latter idea is possibly useful but we have chosen another way: out of hun-
dreds of different results we pay attention mainly to those which perform nonlinear
thermodynamical model data synthesis rather than direct modelling. Besides, we
have chosen papers the authors of which make a maximally possible use of the
observed data and simulate basins’ geometry as accurately as a high resolution nu-
merical model enables one to do.

Finally, we pay more attention to publications in Russian and to papers that have
appeared in journals less known for the English-speaking oceanographers.

The content of the book is constructed in the following way.
Chapter 1 is devoted to the general theory and mathematical problems of ocean/

sea dynamics modelling, that is solvability of a general system of equations, pos-
sibility of total energy conservation, etc. We present different versions of the back-
ground system of equations (classical, �-coordinate, etc.) and numerical methods
(finite difference, finite element), forward and adjoint models of the data assimi-
lation problem, etc. In short, Chapter 1 serves as a theoretical background for the
subsequent five chapters.

Chapter 2 presents several simple models for diagnostic calculations. Their qual-
itative analysis has explained many aspects of ocean/sea dynamics. Namely, they
show organic interconnections between strong horizontal density gradients and
intense jet-like currents. Moreover, both of them strongly depend on the basins’
bottom topography.

It is shown that the JEBAR (Joint Effect of Baroclinicity and Bottom Relief) is
an absolutely necessary factor and should accurately be taken into account, directly
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or indirectly, in any model. Finally, they show that any further simplification of
the models brings unrealistic and even contradictory results. Vivid examples are
the Sverdrup relation and the reference level model. It is shown that despite their
popularity they are contradictory.

In case the sea surface height is used explicitly instead of the mass transport
stream function another very essential factor appears, that is BARBE (baroclinic
�-effect). This factor exists also in flat-bottom ocean models.

In geophysical literature the vorticity equation and the wind-stress vorticity as
one of main driving forces of ocean currents are very common. In Chapter 2, we
present an other version too, that is the divergence equation for the sea surface
height (SSH). Based on it, we show that wind-stress divergence may be considered
as wind part of the driving force as well. This version of SSH equation is valid for
the equatorial area too. It helps to explain why the equatorial undercurrents exist.

Chapter 3 turns exclusively to a fully nonlinear non-stationary system of ocean
thermo-hydrodynamics because we argue that the linear system of equations is valid
only for qualitative analysis. That kind of analysis was already made, so it is useful
only for students.

Several versions of primitive equation models (PEM) are presented and analyzed
in this chapter.

It is shown that wind stress participation in the full versions is threefold: diver-
gence, vorticity and simple, even constant, wind stress.

Chapter 3 shows the adjustment stage of calculations, the first stage or short
model time of prognostic calculation, analysis as a necessary step to be undertaken
after the diagnostic calculations before passing to a very long model time. The
adjustment, adaptation, calculation stage have proven all the results of diagnostic
calculations (fields of SSH, mass transport stream function, horizontal and vertical
flow fields, energetics, the role of JEBAR and BARBE, etc.).

By analysis of the model calibration results we show that the duration of prog-
nostic calculations depends on the model quality, especially the grid mesh and
parametrization of turbulent processes. Inadequately long model-time of integration
means the ocean water baroclinicity “washes up”, underestimates of the jet-like cur-
rents, overestimates of the effect of wind-stress vorticity bring the baroclinic ocean
integral mass transport to the one controlled by the Sverdrup transport.

Let us list part of the main results presented in Chapter 4. Usually any modeller
starts prognostic calculations with the observed, i.e. time and space averaged T and
S fields. We put a question: what does the model do with these data? Chapter 3
presents the over-filtering effect of longer model-time integration. Detailed analysis
of the initial stage energetics (Paragraph 4.1 of Chapter 4) shows that the dramatic
fall of kinetic energy happens during the first six hours of integration. Here and in
many other parts of the book we emphasize the necessity to monitor the calculation
energetics from the very initial stage. The other results contained in this chapter
are as follows. A method used by WOCE and other programs is presented of T , S
sections data processing which results in generating the three velocity components
and enriching the observed T , S data; then based on Kalman filtering, a model of
a four-dimensional analysis is presented, its accuracy was tested and the method
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was applied for the analysis of the observed data from several regions of the North
Atlantic.

Chapter 5 deals with specific ocean variability modelling. Two papers which con-
sider the whole World Ocean are mentioned in brief, but the chapter refers mainly to
selected ocean basins, namely: (1) Arctic-North Atlantic system, (2) North Atlantic,
(3) Pacific, and (4) Indian Ocean. The reason for this is that for the time being there
has been no paper on high resolution modelling for the whole World Ocean while
each of the basins considered has its own peculiarities which should be discussed
separately.

For the first of the basins, consideration is being given to the problems of the
sea-ice and snow thermodynamics, ice thickness, vertical multilayer distribution
and the dynamics of ice-water phase transition modelling. Besides, the Arctic is
strongly connected with the North Atlantic and depends on the surrounding river
discharge. The effect of rivers is two-fold: first, it should be taken into account for
the ocean water volume variation and, second, rivers bring fresh water and possible
contamination which propagates up to the North Atlantic.

The results of calculations by models which take into account most of the enu-
merated factors are presented with the corresponding charts. For the time being the
resolution performed varies from 35 km in the Arctic to one degree in the North
Atlantic Ocean. This resolution is crude for both basins. A paragraph devoted to
critical analysis of advantages and drawbacks of the North Atlantic high resolution
modelling is presented. The calculation analysis shows that for the Gulf Stream
even 0.3◦ resolution is crude. The DYNAMO group (1997) calculations shifted the
Gulf Stream separation point northwards after four-year model-time integration,
while Smith et al. (2000) managed to continue integration by 0.1◦ resolution for
15 years to obtain realistic results. The Gulf Stream and the North Atlantic cur-
rent area is one of the best regions for comparing calculation with the observed
data.

The next paragraph of Chapter 5 is devoted to the North Pacific circulation
and contaminated water propagation. A short model-time of integration with high
resolution (0.12◦) enabled to keep the results of calculations at the realistic stage
(Antipov et al., 2006) but more interesting are their results on contaminated water
propagation.

We present part of their calculations on the process of propagation of contami-
nated water after possible wreckage of URF (Used Radioactive Fuel) carrying ships.

An analysis of successful modelling of the Kuroshio extension and the Kuroshio
itself by quite high resolution and adequate model-time of integration by Japanese
scientists is presented in this paragraph too.

The last paragraph of Chapter 5 contains the Indian Ocean descriptive hydro-
meteorology and thermo-hydrodynamics modelling. We have analyzed tens of pa-
pers devoted to the Indian Ocean Dipole (IOD) “positive” and “negative” phases,
Indo-Pacific interaction and their behavior during ENSO, the process of Indonesian
throughflow water propagation, the oceans’ thermo-hydrodynamics strong season-
ality, etc. Some of the papers were taken from the Journal of Climate (2006), espe-
cially from the one published in 2007 and devoted exclusively to the Indian Ocean.
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Chapter 6 describes some modelling results on variability of the dynamics of the
North Sea, the White Sea, the Caspian Sea and the Black Sea. Each of these four
seas has its own peculiarities.

The decisive factors of the White Sea dynamics are strong tidal processes. The
main tide comes from the Barents Sea with an amplitude of almost 6 meters; it is
the semi-diurnal wave M2. There are other kinds of tides (K1, M4, MS4) too; the
vertical displacement of isotherms excited by internal waves of tidal period reaches
up to 20 m. The Barents Sea saline water and the Dvina river fresh water form frontal
zones and eddies. Therefore, one should be careful in averaging the observed data
for longer than one day time, it would filter out the oscillating processes.

Quite a big paragraph of this chapter is devoted to modelling seasonal variability
of the Caspian Sea, the largest enclosed water body on Earth with meridionally
elongated geometry (1000 km long and 200–300 km wide) and complicated bottom
topography, the maximum depth of the northern shallow part is only 20 m while
the southern deeper parts reach 1 km and more. The sea surface heat flux compo-
nents undergo very strong seasonal variations following the surrounding continental
climate. Even the water budget is sharply variable; its main component is evapo-
ration which is being balanced by river runoff and precipitation. These and other
peculiarities were taken into account in PEM and seasonal variations of all thermo-
hydrodynamic characteristics were calculated. Due to high resolution an undercur-
rent was revealed along the eastern coast sea. Some results of the calculations are
analyzed in this paragraph and presented in tens of figures.

Seasonal variations of the Black Sea thermo-hydrodynamical characteristics are
described in the last and the largest paragraph. Quite sufficient volume of the para-
graph is devoted to descriptive oceanography of the Black Sea. Besides, mod-
ern models and numerical methods describe the seasonal variability of the Black
Sea internal physical characteristics as Cold Intermediate Layer (CIL), transforma-
tion of the effect of river fresh water discharge, as well as water exchange with
the Mediterranean Sea. But the main result is the new four-dimensional analysis-
double-correction method of data assimilation. It is a quite sophisticated multi-
variant model which combines the assimilation of internal characteristics with
satellite data.

The privilege and accuracy of the method are discussed and relevant figures are
presented. It is shown, on the whole, that models are very successful in making
short-term forecasts and describing the ocean/sea seasonal variability, while there
are problems in describing long-term (years to ten years) variability. We consider
the model-data synthesis to be one of the most perspective ways for understanding
the ocean/sea long-term variability.

Moscow, Russia A.S. Sarkisyan
Hamburg, Germany J.E. Sündermann
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Chapter 1
Mathematical Background and Methods
of Ocean Modelling

Abstract The oceans and marginal seas play an important role in the global climate
system. Their surface and deep currents redistribute heat, salt, and chemical com-
pounds all over the world. Ocean and shelf sea thermohaline circulations have a
complicated vertical and horizontal structure which is determined by atmospheric
forcing, sea ice, distribution of continents, and bottom relief.

Modelling of the ocean general circulation includes a number of aspects of geo-
physical, mathematical, and algorithmic nature, each of them being of scientific
interest and thus deserving individual consideration. As mentioned by K. Bryan
(Manabe and Bryan, 1969), the history of baroclinic ocean numerical modelling
began with the work of A. S. Sarkisyan (1961, 1962).

Two basic areas of physical and mathematical nature can be distinguished in the
theoretical description of sea and oceanic currents.

The first area is associated with the study of physical processes controlling the
large-scale marine and oceanic circulations and their variability. A great number of
theoretical and experimental works are dedicated to this field.

The second area involves the aspects associated with mathematical and numerical
modelling of the ocean and sea dynamics. It is the subject which we discuss here
(Marchuk et al., 2001a).

Essential items are the discovery and study of the Joint Effect of Baroclinicity and
Bottom Relief (JEBAR), the introduction of sea surface height (instead of stream in-
tegral function) calculations into numerical models, the development of the method
of dynamical adaptation of hydrological fields (currents, temperature, and salinity),
the calculation of dynamically correlated hydrological fields in the world ocean
(Sarkisyan, 1969a,b; Sarkisyan and Ivanov, 1971; Sarkisyan and Demin, 1983).

Keywords Theory · Energy conservation · Parameterization · Solvability ·
Approximation

A.S. Sarkisyan, J.E. Sündermann, Modelling Ocean Climate Variability,
DOI 10.1007/978-1-4020-9208-4 1, C© Springer Science+Business Media B.V. 2009
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2 1 Mathematical Background and Methods of Ocean Modelling

1.1 Classical Problems of Marine Dynamics: Equations, Initial
and Boundary Conditions

The ocean general circulation (OGC) models are mainly based on the nonlinear
equations of large-scale fluid dynamics. The model equations follow from the
Reynolds equations that describe the baroclinic motion of a rotating fluid with cer-
tain approximations, which are traditional in oceanology.

The Reynolds equations are obtained by averaging the general equations gov-
erning the motion of an ideal fluid. The motion in oceanic and sea water is always
turbulent. Qualitative analysis of this motion by means of the Eulerian equations
would consider the whole spectrum of turbulent pulsations, chaotic flows, regular
mesoscale structures, and large-scale circulations. This is practically impossible and
also not of interest for a view of the global ocean circulation. Therefore the approach
proposed by Reynolds in 1895 is employed together with a parameterization of tur-
bulent fluxes when constructing mathematical models.

The construction of these averaged equations is performed as follows. A sought
vector function ϕ with such components as velocity, pressure, density, etc. is repre-
sented as a sum of rapidly and slowly varying components ϕ′, ϕ̂

ϕ = ϕ′ + ϕ̂, ϕ̂ = 1

τ

τ
∫

0

ϕdt .

The time axis is divided into regular intervals of length τ , and the original equa-
tions describing the nonlinear dynamics of an ideal fluid are integrated with respect
to time on each interval. For the new sought vector function we choose the slowly
varying component of the old vector function ϕ̂ which is equal to the corresponding
average values on each time interval τ .

The integral of the rapidly changing components or that of the pulsations of all
quantities within the intervals τ is zero (ϕ̂′ = 0). The integrals of their nonlinear
interactions are expressed by combinations of averaged functions on the basis of
certain physical hypotheses of turbulent closure.

1.1.1 Equations, Initial and Boundary Conditions of Ocean
and Sea General Circulation

Equations of the dynamics of seas and oceans, which describe the averaged large-
scale evolution of turbulent thermohaline fields on a rotating sphere, have the form

du

dt
+ muv cos θ − f v = − m

ρ0

�p

��
+ �

�z
KM

�u

�z
+ AM �u (1.1.1)

dv

dt
+ mu2 cos θ + f u = − n

ρ0

�p

�θ
+ �

�z
KM

�v

�z
+ AM �v (1.1.2)
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�p

�z
+ gρ = 0 (1.1.3)

m

[

�

�θ
sin θv + �u

�λ

]

+ �w

�z
= 0 (1.1.4)

dT

dt
= �

�z

KT

δ

�T

�z
+ AT �T (1.1.5)

d S

dt
= �

�z

KS

δ

�S

�z
+ AS�S (1.1.6)

ρ = ρ (T, S, p) in D (x, y, z) , (1.1.7)

where
d

dt
= �

�t
+ mu

�

�x
+ nv

�

�y
+ w

�

�z

� = m2 �2

�θ2
+ mn

�

�θ

n

m

�

�θ

f = 2ω sin θ.

Equations (1.1.1)–(1.1.7) are written in the right-handed coordinate system λ, θ, z.
The coordinate λ is directed along the latitude (eastwards), the coordinate θ is di-
rected along the longitude (northwards), and the coordinate z is directed upwards
from the ocean bottom to undisturbed sea surface. System (1.1.1)–(1.1.7) is con-
sidered on the time interval (0, t] in a three-dimensional domain D(λ, θ, z). The
domain D is bounded by the boundary �D that consists of the undisturbed sea sur-
face z = 0, the lateral (coastal) surface

∑

, and the bottom relief H (λ, θ ) with a
normal nH .

Here u, v, w are the components of the velocity vector; T is the potential temper-
ature; S is the salinity; p is the pressure; ρ is the density; KM , KT , KS are the coeffi-
cients of vertical turbulent viscosity and diffusion; AM , AT , AS are the coefficients
of horizontal turbulent viscosity and diffusion; f is the Coriolis parameter. The val-
ues m and n are metric functions; in the spherical coordinate system m = 1/R sin θ

and n = 1/R, where R is the Earth radius; ω is the angular velocity of the Earth
rotation. The parameter δ = 1 when the vertical stratification is stable; when in
process of calculation an instability occurs, δ should be specified as a big quan-
tity, say 103. That kind of technique converses the instable stratification into neutral
one.

The boundary conditions for equations (1.1.1)–(1.1.7) can be formulated as
follows:
in the vertical direction at the surface (z = �):
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KM
�u

�z
= τλ

ρ0
, KM

�v

�z
= τθ

ρ0
, w = 0,

(

or w = �ζ

�t

)

(1.1.8)

KT
�T

�z
= γT (T − TS) + QT , KS

�S

�z
= γS (S − SS) + QS (1.1.9)

where z = ζ denotes the water surface elevation.

� in the vertical direction at the bottom H (z = −H (λ, θ )):

w = m
�H

�λ
u + n

�H

�θ
v, (Du, nH ) = 0, (Dv, nH ) = 0 (1.1.10)

(DT, nH ) = 0, (DS, nH ) = 0 (1.1.11)

� at the lateral surface
∑

:

u = 0, v = 0 (1.1.12)

KT
�T

�n
= 0, KS

�S

�n
= 0, (1.1.13)

where n is a normal to
∑ ·ζ is the deviation of the actual sea level from an un-

disturbed one. The boundary condition (1.1.10) for w will be commented below.
Equations (1.1.1)–(1.1.7) are supplemented by the initial conditions for t = 0:

u = u0, v = v0, T = T 0, S = S0 (1.1.14)

The function ρ (T, S, p) that defines the equation of state for sea water is chosen
on the basis of empirical relations. In some cases, for example in shallow seas, the
density may be assumed to depend only on temperature and salinity.

The above equations are considered in the domain D with a fixed boundary. The
domain D can be multiply connected because of the presence of continents and
islands.

In oceanology the system of equations (1.1.1)–(1.1.7) is traditionally called the
system of “primitive” equations of the general circulation. It is obtained from the
classic Reynolds equations of hydrodynamics for a rotating fluid with the use of tra-
ditional approximations: the Boussinesq approximation, hydrostatics, incompress-
ibility, and linear turbulence closure with respect to momentum, heat, and salt.

The setting of a “rigid lid” boundary condition w = 0 at the undisturbed sea
surface (1.1.9) is also an approximation which filters out external gravity waves.

A sea medium is considered as a two-component balanced thermodynamical
system within the chosen diffusion approximation. We assume that seawater strati-
fication is always stable by density. This requires an appropriate parameterization of
convection processes, which is not explicitly described in equations (1.1.1)–(1.1.7).

One possible formulation is the following. The solution of the initial-boundary
value problem (1.1.1)–(1.1.4) is considered in the subspace of possible solutions
such that �ρ

�z < 0. Additionally, we assume that KT , KS are nonlinear functions of
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the potential density gradient, for example,

KT = KS ≡ Kmin + (Kmax + Kmin)

2

(

1 + sign

(

�ρ

�z

))

(1.1.15)

or (see Segschneider and Sündermann, 1997)

KT = KS ≡ Kmin exp

(

α1

[

1 + tanh

(

α2
�ρ

�z

)])

(1.1.16)

where Kmax, Kmin, α1, α2 are positive constants, Kmax, Kmin, α1 = 1

2
ln [Kmax/Kmin].

1.1.2 Some Comments on the Boundary Conditions

The general circulation problem for shelf seas and oceans is formulated as an initial
boundary value problem for the system of equations (1.1.1)–(1.1.14). When setting
the boundary conditions the boundary of the domain D is divided into several parts:
the upper interface surface (atmosphere-sea), the lower bottom surface, and the lat-
eral coastal boundary. In most of the general circulation problems it is assumed that
all the parts of the boundary are fixed.

It is also assumed that the upper boundary coincides with the undisturbed sea
surface z = 0 and that the constraint H (�, θ ) ≥ H0 > 0 holds for the bottom
surface, so that the coastal contour is also fixed. In the case of shelf sea circulation
mostly the upper boundary is defined as a free surface z = ζ (�, θ, t) (Sündermann,
1994).

Sometimes moving lateral boundaries are also considered H + ζ < 0. These
models are used when examining the mesoscale dynamics of coastal zones with
shallow basins (Burchard, 2002).

The kinematic boundary condition w = 0 for the vertical velocity at the upper
undisturbed boundary z = 0 is well known as the rigid lid approximation. The
milder, linearized dynamic condition w = �ζ

�t at z = 0 allows for including long
external gravity waves of tidal type into the spectrum of the model solution. In the
general case one may use the exact kinematic condition with an additional condition
for pressure:

w = �ζ

�t
at z = ζ (λ, θ, t) (1.1.17)

p = pa, (1.1.18)

where pa is the atmospheric pressure.
The boundary conditions for temperature and salinity at the upper boundary

(1.1.9) are written in the general form. Their concrete representation is chosen as
the situation requires. Starting with the Dirichlet condition, when the asymptotics
γT , γS → ∞ assert, they may change up to the so-called “mixed conditions”, the
Newton conditions for temperature



6 1 Mathematical Background and Methods of Ocean Modelling

KT
�T

�z
= γT (T − TS)

and the Neumann conditions for salinity (γS = 0)

KS
�S

�z
= QS.

It seems that the mixed boundary conditions reflect a real situation more ade-
quately. The heat flux into the ocean is defined by local conditions at the surface,
and the third kind condition (the Newton condition) holds for it. The salt flux is
related with T0 precipitation formation which may occur far from the sea surface.
S0 is possible to turn the value γS to zero and use the Neumann condition for salinity.
In this case salinity, as well as pressure, is determined up to a constant, which must
be prescribed.

1.1.3 Some Comments on the Initial Conditions

The lack of data on the 3D-fields of horizontal velocity components u0 , v0 , temper-
ature T 0 and salinity S0 is the main difficulty in formulating the initial conditions
(1.1.14).

Observational data on temperature and salinity for oceans and shelf seas as a
rule describe their mean climatic values: annual average (sometimes averaged over
a season) and monthly averaged data. The latter allow it for reconstructing their
seasonal cycle.

Observational data on the velocity field are scantier: they are practically
unavailable for many water basins. In this connection the problem of constructing
appropriate current fields from the measured data of temperature and salinity arises.

The main requirement to the restored (by various methods) fields of temperature,
salinity, and currents is that the so-called initialization shock must be eliminated
in the model solutions. The disturbance implies a sharp change of the model so-
lution during its initial integration interval. This initialization shock is caused by
inconsistent not dynamically correlated initial conditions in the fields of currents,
temperature, and salinity.

The initialization problem can be solved on the basis of forward modelling
(Ivanov et al., 1997), of adjoint equations or optimal control theory (Marchuk et al.,
2001b).

1.1.4 Total Energy Conservation

Suppose, energy sources and energy sinks are absent in the model, i.e. neglect the
terms describing the turbulent exchanges in (1.1.1)–(1.1.13). In addition, let the state
function ρ (T, S, p) for sea water be such that from the temperature and salinity
equations follows
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�ρ

�t
= 0. (1.1.19)

Then the conservation law for the total energy (Zalesny, 1997)

�

�t

∫

D

[

ρ0
u2 + v2

2
+ gρz

]

d D = 0 (1.1.20)

holds. It is still valid when the terms describing the horizontal turbulent exchange ρ

are included into the equation for the density of sea water:

�ρ

�t
= Fρ. (1.1.21)

1.1.5 Parameterization of Subscale Physical Processes

The processes of pulsation, which are small as compared to the phenomena described
by the model, are called the “subgridscale” processes.

In the Reynolds equations (1.1.1)–(1.1.7), the terms describing the processes of
turbulent exchange were chosen in the simplest way. It was assumed that the macro-
scale diffusion of momentum, heat, and salt is similar to molecular diffusion with
large coefficients KM , AM , KT , KS, AT , AS .

However, the examination of natural processes, sea and ocean motions shows
that the simple analogy with chaotic molecular motions is not sufficient in many
cases. In seas and oceans, alongside irregular chaotic pulsations, there are dynami-
cally active highly energetic wave processes, micro-scale and meso-scale structures
possessing certain regularity and their own features. Their dynamics, the inter-
action between them and the large-scale circulation are of a complex character.
Wherever possible, all that must be parameterized in general circulation models
(Thomas et al., 2001).

Turbulent processes in the ocean are divided into vertical and horizontal ex-
changes due to their characteristic scales (H << L , H is vertical and L is horizontal
scale) and due to the presence of density stratification (ρ = ρ(z)). Sometimes tur-
bulent exchanges along and across isopycnal surfaces are taken into consideration.

The smallness of vertical scales in shelf seas and oceans basins (H ) as compared
to horizontal ones (L) allows to radically simplify the third equation of motion
and reduce it to the hydrostatics equation (1.1.3). This simplification, together with
the introduction of the Earth rotation effect (the Coriolis force), distinguishes the
primitives of equations as compared to the Navier-Stokes equations widely used
in fluid dynamics. This is reflected in the qualitative behavior of model solutions,
in the modifications of physical parameterizations, and in analytical and numerical
methods of solution.

When neglecting the term that describes the vertical acceleration (dw/dt), cer-
tain small scale processes are excluded. These are short surface and internal waves,
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convection and double-diffusion processes, Langmuir meso-scale circulations, etc.
These processes with a typical length scale comparable to the depth of ocean lay-
ers regulate the vertical exchange of momentum, heat, and salt. For example, the
process of breaking wind waves redistributes heat and momentum in the surface
layer of the ocean. The destruction of internal waves leads to intensification of mix-
ing in the layers of thermo- and haloclines. The Langmuir circulation generates an
additional heat and salt exchange in the upper layer.

The parameterization of subgridscale processes is performed in the models of
large-scale ocean circulation in several ways. Most frequently used is the closure
on the zero level, i.e. an approach relating the coefficients of vertical turbulent ex-
change with the macroscale parameters momentum, heat, and salt KM , KT , KS , for
example, the gradients of currents and density in the vertical. In this case the form
of the terms describing the vertical turbulent exchange in (1.1.1)–(1.1.7) is the same
but the exchange coefficient is a function of the solution, that is, the linear diffusion
term is replaced by a nonlinear one. The exchange coefficient can be expressed with
the help of algebraic or integral relationships depending on whether the process to
be parameterized is of a local or nonlocal character.

Another approach for parameterizing the subscale turbulent processes is based
on higher order closure procedures. In this case the model is supplemented by new
equations such as the equations for turbulent energy, dissipation, etc. which describe
the dynamics of the first, second and higher moments of pulsation components of
the solution.

1.2 Solvability of Ocean/Sea Dynamics Problems

Intensive investigations on modelling the marine general circulation were started in
the middle of the 20th century by Schtockman (1946), Sverdrup (1947), Stommel
(1948), Munk (1950), Sarkisyan (1954), Hansen (1959), Bryan (1969), Friedrich
(1970) and others. They proposed various mathematical models ranging from sim-
ple two-dimensional and linear ones to nonlinear models of the three-dimensional
thermohaline circulation.

First studies on mathematical aspects of geophysical fluid dynamics problems
were contributed by Marchuk and Demidov (1966), Arakawa (1966), Lilly (1965),
Kreiss (1959), Ovsyannikov (1966) and continued by Lions et al. (1992), Kazantsev
et al. (1998), and other mathematicians. They proved of existence and uniqueness of
solutions for various formulations of hydrodynamic problems. Let us consider some
of them.

1.2.1 Linear Model of Small Oscillations in the Ocean
with Stable Stratification

Consider a simple linear model, which describes the large-scale motion in a stratified
rotating fluid in a Cartesian coordinate system (x,y,z):
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�u

�t
− f v + 1

ρ(z)

�p

�x
= 0 (1.2.1)

�v

�t
+ f u + 1

ρ(z)

�p

�y
= 0 (1.2.2)

�p

�z
+ gρ = 0 (1.2.3)

�u

�x
+ �v

�y
+ �w

�z
= 0 (1.2.4)

�ρ

�t
+ �w = 0 in D (x, y, z) (1.2.5)

where D is a cylindrical domain, with surface area DS, D = Ds×[0, H (x, y)] , � =
�ρ (z)

�z
, and the mean density ρ(z) is a given function.

The boundary and initial conditions for (1.2.1)–(1.2.5) are chosen as
follows:

�ρ

�t
− gρ(z)w = 0 for z = 0

w = 0 for z = −H

(u, n) = 0 at the external boundary
∑

(1.2.6)

u = u0, v = v0, p = p0 for t = 0. (1.2.7)

A solution to (1.2.1)–(1.2.5) exists and is unique in appropriate functional spaces
(Bubnov and Kazhikhov, 1971).

1.2.2 Linear Stationary Model of Ocean Dynamics With Turbulent
Exchange Parameterization

Consider the linear steady-state ocean model in a Cartesian frame:

− f v + 1

ρ0

�p

�x
= AM �u + KM

�2u

�z2
(1.2.8)

f u + 1

ρ0

�p

�y
= AM �v + KM

�2v

�z2
(1.2.9)

�p

�z
+ gρ = 0 (1.2.10)

�u

�x
+ �v

�y
+ �w

�z
= 0 (1.2.11)



10 1 Mathematical Background and Methods of Ocean Modelling

�w = AT �ρ + KT
�2ρ

�z2
in D (x, y, z) (1.2.12)

KM
�u

�z
= τx

ρ0
, KM

�v

�z
= τy

ρ0

w = 0, KT
�ρ

�z
= Qρ for z = 0

u = v = w = 0, ρ = ρH for z = −H

u = v = 0,
�ρ

�n
= 0 on

∑

, (1.2.13)

where the wind stress components τx , τy are the given functions of C (DS) ∩
W 1,2

0 (DS) and ρH , Qρ are specified too. C means a space of continuous functions
given in a two-dimensional domain DS, w1,2 – Sobolev space of functions possess-
ing a generalized (weak), square integrable first order derivatives.

One can eliminate two unknown functions from (1.2.8)–(1.2.13): the pressure p
and the vertical velocity w.

Then the theorem on the existence and uniqueness of the solution to
(1.2.8)–(1.2.13) is valid with (u, v, w) ∈ W 1,2 (D) (D is three-dimensional domain),
pS = p (x, y, 0, t) i.e. ρ0 is unique up to an additive constant.

If one considers a nonstationary problem with additional terms �u/�t, �v/�t,
�ρ/�t which corresponds to (1.2.8)–(1.2.12), then existence and uniqueness of the
solution also are given and the solution converges to the solution of the stationary
problem as t → ∞.

1.2.3 Prognostic Nonlinear Problem of Ocean General Circulation

Consider the nonstationary nonlinear problem of ocean general circulation in a
Cartesian frame:

du

dt
− f v + 1

ρ0

�p

�x
= AM �u + �

�z
KM

�u

�z
(1.2.14)

dv

dt
+ f u + 1

ρ0

�p

�y
= AM �v + �

�z
KM

�v

�z
(1.2.15)

�p

�z
+ gρ = 0 (1.2.16)

�u

�x
+ �v

�y
+ �w

�z
= 0 (1.2.17)

dT

dt
+ �T w = AT �T + �

�z
KT

�T

�z
, �T = −dT̂ (z)

dz
(1.2.18)

d S

dt
+ �Sw = AS�S + �

�z
KS

�S

�z
, �S = −d Ŝ(z)

dz
(1.2.19)

ρ = αT T + αS S in D (x, y, z) (1.2.20)
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(where αT , αS are given constants, T̂ and Ŝ are vertical profiles of T and S) with
boundary and initial conditions,

�u

�z
= �v

�z
= 0; w = 0;

�T

�z
= 0;

�S

�z
= 0 for z = 0

u = v = w = 0, T = 0, S = 0 for z = −H

u = v = 0;
�T

�n
= 0;

�S

�n
= 0 on

∑

(1.2.21)

u = u0, v = v0, T = T 0, S = S0 for t = 0 (1.2.22)

For this model the theorem on the existence of a strong solution is proven
(Kordzadze, 1982) with

(u, v, T, S) ∈ C2 (D) ∩ C1
(

D̄
)

, ρ,w ∈ C1 (D) ,

where C1
(

D̄
)

is a set of functions with continuous first order derivatives; C2 (D) is
a set of functions with continuous second order derivatives; D is a bounded domain
(domain together with boundaries); D is a three-dimensional domain.

1.2.4 Prognostic Nonlinear Problem of Ocean General Circulation
With Parameterization of Deep Convection

Finally, we consider the equations (1.1.1)–(1.1.6) and add the linear state equation

ρ = ρ0 + αT T + αS S

with boundary and initial conditions (1.1.8)–(1.1.14) and nonlinear parameteriza-
tion of convective adjustment (1.1.16). Then the following theorem holds
(Kazantsev et al., 1998):

Let γt = γs, AT = AS and KT = KS ≡ K (�ρ/�z) be such that

0 < Kmin ≤ K

(

�ρ

�z

)

≤ Kmax < +∞

and the function r → υ (r ) r is an increasing function.

Suppose that u0, v0, T 0, S0 ∈ L2 (D) and τx , τy ∈ L2 (D0). Then for all positive
moments of time t̂ the problem under consideration admits the solution

u, v ∈ C
(

0, t̂, L2 (D)
) ∩ L2

(

0, t̂, H 1 (D)
)

,

T, S ∈ C
(

0, t̂, L2 (D)
) ∩ L2

(

0, t̂, H 1 (D)
)

,

where H 1 is Hilbert space.
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The problem admits no more than one solution

u, v, T, S ∈ L2
(

0, t̂, W 1,∞ (D)
)

The study of solvability for a nonlinear equation of state is not completed yet.

1.3 Alternative and Generalized Models of the General
Circulation in Oceans and Shelf Seas

There are other model formulations which are adapted to specific applications in
ocean dynamics. By convention these models can be divided into three groups:
conceptual or simplified models, alternative, and generalized ones. The conceptual
models follow from the original model under additional simplifying assumptions.
The models considered in the preceding section can serve as an example. The alter-
native models are close to the original model but are written for other independent
variables and/or for other sought functions. The alternative models can be equivalent
in a certain sense to the original model but may also differ from it. The difference is
often due to the changes in the boundary and initial conditions and also due to the
presence of the terms describing the turbulent exchange. The generalized models are
certain extensions of the original model and describe a wider spectrum of admissible
solutions.

1.3.1 Model Based on the Nonlinear Shallow-Water Equations

A mathematical model of a shallow sea with a pronounced barotropic component
of currents can be based on the nonlinear shallow-water equations. In a Cartesian
coordinate system these equations have the form

�u

�t
+ u

�u

�x
+ v

�u

�y
− f v = −g

�ζ

�x
− Ru + Qx (1.3.1)

�v

�t
+ u

�v

�x
+ v

�v

�y
+ f u = −g

�ζ

�y
− Rv + Qy (1.3.2)

�ζ

�t
+
[

� (H + ζ ) u

�x
+ � (H + ζ ) v

�y

]

in D(x, y) (1.3.3)

(

→
u,

→
n
)

= 0 on �D (x, y) (1.3.4)

→
u = (u, v) ; u, v are vertically averaged velocity components.

The system of equations (1.3.1)–(1.3.4) can be obtained by integrating the equa-
tions of an ideal rotating fluid over the vertical direction from the surface to the
bottom under certain assumptions (Hansen, 1956; Marchuk et al., 1987). The main
assumptions are: the density of sea water is constant (ρ = ρ0 ≡ const), the motion
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is almost plane. In system (1.3.1)–(1.3.3) the bottom friction described by the terms
Ru and Rv is taken into account. The terms Qx , Qy describe the external forcing,
for example, the wind stress τx , τy :

Qx = τx

ρ0 (H + ζ )
, Qy = τy

ρ0 (H + ζ )
(1.3.5)

In the absence of energy sources and sinks (Qx = Qy = 0, R = 0), the conser-
vation law

�

�t

∫

D

[

(H + ζ )
(

u2 + v2
)/

2 + gζ 2
]

d D = 0 (1.3.6)

holds for the system of equations (1.3.1)–(1.3.4).
The model based on the shallow-water equations is of interest both from the prac-

tical and theoretical standpoints. Using this model, one can calculate wind-driven
currents, tidal waves, and storm pileups in shallow-water areas. The shallow-water
formulation has become a classic one for developing and testing new numerical
algorithms. The main difficulties associated with its numerical solution are the fol-
lowing: the realization of the boundary conditions at a moving boundary, complexity
of developing efficient methods for calculating the sea surface height, which is due
to the presence of supersonic regimes at small thickness of a liquid layer (H + ζ )
(Marchuk et al., 1987). Note that due to the Coriolis effect of rotation (for the lin-
earized shallow-water equations) the problem can be transformed into a boundary
sea level value problem for the sea with a Poincare condition at the solid boundary
(Marchuk, 1969).

1.3.2 Ocean General Circulation Model in the σ – Coordinate
System

An alternative formulation of ocean general circulation models is written in depth-
following σ – coordinates with σ = z

/

H (λ, θ ).
In many cases this system is most convenient from the physical viewpoint. Its

main advantage is that it adequately reproduces the dynamic processes over a com-
plicated bottom relief. The system allows to model the regimes of a low-viscosity
flow over relief, sloping bottom convection and adequately resolves the bottom layer
structure.

In a new system of coordinates t1 = t, λ1 = λ, θ1 = θ, z1 ≡ σ = z
/

H (λ, θ )
equations (1.1.1)–(1.1.7) have the form (Sarkisyan, 1969a; Zalesny, 1997)

H
�u

�t1
− H [ f − m cos θu] v + H

m

ρ0

�p

�λ1
+ gm H

ρ0
z1

�H

�λ1
p = �

�z1

KM

H

�u

�z1
+ F1

u

(1.3.7)
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H
�v

�t1
+ H [ f − m cos θu] u + H

n

ρ0

�p

�θ1
+ gnH

ρ0
z1

�H

�θ1
p = �

�z1

KM

H

�v

�z1
+ F1

v

(1.3.8)

�p

�z1
+ gHρ = 0 (1.3.9)

m

[

�Hu

�λ1
+ n

�

�θ1

(

Hv

m

)]

+ �w1

�z1
= 0 (1.3.10)

H
dT

dt1
= �

�z1

KT

H

�T

�z1
+ F1

T (1.3.11)

H
d S

dt1
= �

�z1

KS

H

�S

�z1
+ F S

1 (1.3.12)

ρ = ρ (T, S, p) in D1 (λ1, θ1, z1) (1.3.13)

Here

d

dt1
= �

�t1
+ mu

�

�λ1
+ nv

�

�θ1
+ w1

H

�

�z1

and the domain D1 is a cylinder with a plane base z1 = 1 and w1 is a new vertical
velocity:

w1 = w + mz1

(

�H

�λ1
u + n

m

�H

�θ1
v

)

(1.3.14)

The kinematic boundary conditions with respect to the new vertical coordinate
z1, which follow from (1.1.8), (1.1.10), have the simple form

w1 = 0 for z1 = 0 (1.3.15)

w1 = 0 for z1 = −1. (1.3.16)

The equations written in bottom-following coordinates are used in modern mod-
els of ocean general circulation, in models of shelf sea and coastal dynamics. From
the computational viewpoint the advantage of this system [in comparison with the
z-system (1.1.1)–(1.1.7)] is a simple form of the computational domain over the
vertical direction. This simplifies the construction of projection schemes for solving
(1.3.7)–(1.3.13). For example, one can use two-dimensional finite elements over the
horizontal direction and approximate the equations by the finite difference method
over the vertical direction.

A disadvantage of the σ -system is a more complex form of the operator of the
problem: the presence of additional constraints over (λ, z) and (θ, z)-coordinates
and of mixed derivatives with respect to these pairs of coordinates in the terms
describing the turbulent transport. Due to the complicated form of governing
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equations a more careful choice of their discrete analogs and methods of integration
with respect to time is necessary. The authors’ experience suggests to adjust the
form of the last terms on the left-hand side of (1.3.7), (1.3.8) to the form of the
terms describing the density (temperature and salinity) transport (Sarkisyan and
Zalesny, 2000). Here the important condition is that the discrete analog of the con-
servation law (1.1.20) is valid. For getting a more efficient computing algorithm
it is also necessary to make the method of integration with respect to time more
implicit.

1.3.3 Generalized Model of Sea Dynamics With a Free Surface
in the σ -Coordinate System

Suppose that the solution domain D with the bottom relief H (x, y) includes shallow
subdomains, which is typical for shelf dynamics problems. In this case one cannot
disregard the deviations of the sea level from the undisturbed surface. The exact
kinematic condition as well as an additional condition for pressure must be used at
the upper free surface:

w = �ζ

�t
(1.3.17)

p = patm at z = ζ (λ, θ, t) . (1.3.18)

In this case it σ -coordinates are introduced by the relation

z1 = σ ≡ z + ζ

H + ζ
. (1.3.19)

In the new coordinate system the equations of the model are close to equa-
tions (1.3.7)–(1.3.13) in which, instead of H (λ, θ ), we have a new unknown function
G = (H + ζ ) equal to the thickness of the water layer. The function G depends on
spatial coordinates λ1, θ1 and time.

In the new coordinate system the continuity equation has the form

�G

�t1
+ m

[

�Gu

�λ1
+ �

�θ1

(

Gv

m

)]

+ �w1

�z1
= 0 (1.3.20)

When using the variable substitution (1.3.19) the solution domain represents a
cylinder of unit height as in the previous case. The obtained equations are more
complicated in comparison with the z-system, the calculated domain and kinematic
conditions in the vertical are simpler. The following conditions instead of (1.3.17),
(1.3.18) are satisfied:
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w1 = 0 (1.3.21)

p = patm at z1 = 0 (1.3.22)

w1 + w +
[

�ζ

�λ
+ z1

� (H + ζ )

�λ

]

u +
[

�ζ

�θ
+ z1

� (H + ζ )

�θ

]

v + (1 − z1)
�ζ

�t
= 0

where w1 is a new vertical velocity.

1.4 Numerical Methods

Numerical modelling is the main method for examining the processes of circulation
variability in oceans and shelf seas. Simulation of the general ocean and shelf sea
dynamics has several specific features.

The problem is described by a complicated system of nonlinear partial differen-
tial equations whose solution is sought in multiply connected domains of complex
form. Characteristic features are:

� This is an initial boundary value problem in which the Earth rotation effect plays
a crucial role. The solution has narrow boundary layers near the walls and within
domains. The rotation effect generates dispersion waves of small size, which
slowly move in the horizontal plane. Applied problems, for example, propagation
of contaminants from different sources, often require fine resolution (Rolinski
et al., 2001).

� The characteristic size of energy disturbances (for the ocean, in midlatitudes) is
about 100km, while the size of the domain under study is about 100 times larger.

� There is a diversity of time scales for individual characteristic phenomena: from
2 to 3 hours (inertial fluctuations in high latitudes) to 1000 years (deep-sea ther-
mohaline variability) (Segschneider and Sündermann, 1998).

The works on numerical modelling of shelf sea and ocean dynamics show that
the performance of models are significantly improved by an increase in resolution.
Small scale processes (which nevertheless control the global dynamics) as friction,
convection or inertial motion are adequately represented. This implies, for example,
to resolve motions whose sizes are of the order of the baroclinic Rossby radius
which changes from 300 km at the equator to 1 km for sea basins in high latitudes.

From the mathematical viewpoint it is necessary to construct and use efficient
numerical models, which describe a totality of physical processes with large spread
in space scales and time frequencies. Such models should approximate well the gov-
erning equations in space, have low computational costs, and be stable as t → ∞.

Considering numerical models of oceans and shelf seas there are out three im-
portant components: the choice of a differential formulation of the problem; the
approximation of the differential problem with respect to spatial coordinates; the
choice of a method for integrating the problem with respect to time.

Free surface models for shallow waters require a stable behavior of the model
solution in the subsonic regime at small values of G = (H + ζ ). In this case the
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use of the splitting method and the method of ε-regularization of equations at some
stages of splitting may be highly efficient.

1.4.1 The Choice of a Differential Formulation of the Problem

The choice of a differential statement of the problem can consist of a number of
steps. Among them are the choice of a coordinate system convenient for solv-
ing the formulated problem in a given geometry; the choice of a special form of
equations convenient for the subsequent approximation in space; and finally the
ε-regularization of the problem for improving the properties of its solutions.

The choice of a special form, for example, the symmetrization of the equations,
can be associated with the retention of the properties of the differential problem in
its discrete analog. For instance, a symmetrized form of the equations for describing
the transport of a passive substance ϕ in a divergence-free flow is

�ϕ

�t
+ 1

2

[

u
�ϕ

�x
+ �uϕ

�x
+ v

�ϕ

�y
+ �vϕ

�y
+ w

�ϕ

�z
+ �wϕ

�z

]

= 0

This form is called semi-divergent. It satisfies the following requirements, which
are efficient, both for forward and adjoint equations:

� The operator of the problem is represented as a sum of three simple non-
negative one-dimensional transport operators with respect to each of x-, y-, and
z-coordinates.

� This form permits a simple finite difference approximation that retains the skew-
symmetry properties for each original differential transport operator in the x-,
y-, and z-coordinates.

� The adjoint equation operator coincides with the original operator.

The second example illustrates the symmetrization technique. It is known that
the numerical solution of ocean equations written in the σ -coordinates has some
difficulties associated with the calculation of the pressure gradients terms. These
difficulties can be overcome by formulating the pressure gradient terms (in the
momentum equations) in accordance with the semi-divergent form of the density
(temperature and salinity) transport operator. For example, one can use the following
equivalent form (Sarkisyan and Zalesny, 2000)

�

�α

(

p + g

2
H zρ

)

− g

2
[(zH )ρα − (zH )αρ] ≡ �p

�α
+ g(H z)αρ (1.4.1)

where α is one of the coordinates x1, y1 or z1.
The procedure of ε-regularization is often useful for increasing the stability of the

numerical solution and/or for decreasing the sensitivity of the numerical solution to
the external forcing variations. The method of ε-regularization involves the supple-
ment of certain terms with a small coefficient ε << 1 to the original equations. It is
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similar to the method of artificial compressibility, which was proposed by Yanenko
(1967) for solving the equations of a viscous incompressible fluid. The idea of this
method is to replace the continuity equation by a nonstationary equation in the form
(for the two-dimensional case)

ε

ρ0gH

�p

�t
+ �u

�x
+ �v

�y
= 0, 0 < ε << 1 (1.4.2)

Note that the transition from the rigid lid model to the model with the boundary
condition w = �ζ

�t can be considered as regularization of the two-dimensional prob-
lem for an incompressible fluid with ε = 1. Besides, the efficiency of the calculation
of depth-averaged velocities increases.

1.4.2 Methods of Spatial Approximation

In most of numerical models of ocean dynamics spatial derivatives are approxi-
mated using the finite difference method (FDM) or the finite element method (FEM)
(Mesinger and Arakawa, 1982; Marchuk, 1980; Marchuk et al., 1987).

Finite difference method: Suppose we will approximate the ocean general cir-
culation system of differential equations (1.1.1)–(1.1.7), which is represented in an
abstract form by the Cauchy problem:

B
�ϕ

�t
+ Lϕ = f, Bϕ(0) = ϕ0. (1.4.3)

Here L is the operator of differential equations (1.1.1)–(1.1.7) [or (1.3.7)–
(1.3.13)] with corresponding boundary conditions, which acts in a Hilbert space H.
The finite difference method implies the replacement of each term of the operator
L by its finite difference analog, after which the problem (1.4.3) is transformed into
the discrete problem

Bh
�ϕh

�t
+ Lhϕh = fh, Bhϕh(0) = ϕh

0. (1.4.4)

Index h denotes a value at a grid point h.
The discrete analog of the conservation law must hold if it holds for the origi-

nal differential problem (1.4.3); this is the most important requirement to the prob-
lem (1.4.4).

The FDM is simple to construct, and the discrete models are easily realized; this
is their most attractive advantage. There are some limitations in this method: the
polygonal approximation of oceanic basins with complex boundaries is not always
efficient; in some cases there are certain difficulties with discrete analogs of integral
invariants.

Finite element method: In the last decades of the 20th century the finite element
method has become an alternative method for approximating the equations of ocean
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dynamics (Grotkop, 1982; Kuzin, 1985). Considerable progress has been made, for
example, in calculating tidal motions and the circulations in marginal seas and shelf
zones of oceans. The FEM has attracted widespread attention due to some of its
advantages as compared to other methods.

The finite element method belongs to the family of Galerkin methods. The
Galerkin approach to the solution of the differential problem (1.4.3) is to find a
weak solution ϕ̂(x, t) which satisfies the equations

(

B
�ϕ̂

�t
, ψ

)

+ (Lϕ̂, ψ) = ( f, ψ) for t > 0,

(Bϕ̂, ψ) = (ϕ0, ψ
)

for t = 0, (1.4.5)

where ψ(x) is an arbitrary function that belongs to the space H .
The representation of the approximate solution ϕ(n) to (1.4.5) as a series of basic

functions ψi (x)

ϕ(n)(t, x) =
n
∑

i=1

ai (t)ψi (x), (1.4.6)

where ψi (x) are functions with a local support or shape functions (nonzero functions
only in a small part of the whole spatial domain), leads to the FEM.

If in this case the space of the trial functions (ψ) coincides with the space of the
basic functions (ψi (x)), we arrive at the classic Galerkin method; if the above spaces
differ, we have the Petrov-Galerkin method.

The FEM is constructed in the same way for regular and irregular grids; many
well-known schemes are extended to the case of variable-resolution grids thereby
allowing to maximize the resolution when necessary. In addition, the FEM that be-
longs to projective methods is based on a generalized (or weak) statement of the
problem (1.4.5). The problem is formulated here on the basis of integral statements
instead a system of partial differential equations. Thus, the principal conservation
laws intrinsic in the original physical problem hold, and it is easier to realize the
natural boundary conditions for the schemes of the FEM than for those of the FDM
(Kuzin, 1985; Marchuk et al., 1987).

Weak formulations of problems are more natural for complicated ocean dynam-
ics problems because their solvability is usually proven in a weak sense (see Sec-
tions 1.2.4 and 1.2.5).

The algorithmic complexity of calculations and the tendency to lose local proper-
ties of the solution to the approximated differential problem are, however, principal
disadvantages of the FEM.

The use of the FEM requires the elaboration of special algorithms intended for
the efficient solution of difference equations in time, including implicit and semi-
implicit schemes (Kuzin, 1985), as well as the elaboration of algorithms for solv-
ing difference equations (algebraic systems of equations) at each time step. The
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lumping procedure for the time derivative terms should be used in order to apply
explicit schemes.

When considering ocean dynamics using spatial discriminations FDM or FEM,
a number of questions arises. These aspects are closely associated with the specific
character of particular solutions and external conditions.

One of these questions is connected with the balance approximation of the model
equations with respect to space.

The smallness of spatial scales of ocean variability and the order of typical time
scales lead to the construction of numerical models on the basis of nondissipative
(or weakly dissipative) spatial approximations. With this aim in view, symmetric
balance schemes (satisfying finite difference analogs of the conservation laws) are
generally employed. Their construction starts from the approximation of the prim-
itive equations with the use of staggered grids. In this case it is easy to ensure the
energy balance, which provides a possibility to integrate the model over a long
time period.

However, when approximating the original system we try to preserve the integral
balance; this may sometimes result in a distortion of local properties of the solution.
In particular, this may manifest itself in the loss of the solution monotonicity or
in the generation of imaginary, artificial boundary layers by the model (Delecluse
and Zalesny, 1996). In this case the numerical noise effects are dramatic, especially
when spatial resolution is not fine enough.

One can suggest several ways to overcome this difficulty, for example, to use
quasi-spectral spatial approximations for theoretical studies and the solution of
problems in the domains of simple forms, to use a modified model instead of the
original one with special procedures of filtering or lumping discrete governing equa-
tions, to apply the high-order accuracy numerical schemes (Delecluse and Zalesny,
1996), to increase the grid resolution together with implicit time stepping.

1.4.3 Methods for Discrete Time Integration

In most numerical models explicit methods for integrating with respect to time are
employed. The fulfillment of the stability conditions leads to a substantial reduction
in the numerical efficiency. It should be emphasized that the variance ratio for the
energetic ocean disturbances (for Rossby waves) has the form of an inversely pro-
portional relation between time and space scales. Therefore when simulating similar
processes one may not decrease the time step when employing implicit methods.
The problem in this case is reduced to a search for the efficient realization of implicit
schemes.

The method of weak approximation which splits the problem at the differential
level, the method of domain decomposition which solves the problem separately in
different subdomains, the method of splitting by physical processes, and the method
of component by component splitting which integrates the equations with respect to
time can be assigned to such methods. These methods can be efficiently realized at
the grid level.
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1.4.4 The Method of Weak Approximation
(Splitting of the Differential Problem)

The method of weak approximation is the method of splitting the equations in dif-
ferential form. Consider the abstract Cauchy problem

B
�ϕ

�t
+ Lϕ = f (1.4.7)

Bϕ = ϕ0, t = 0 (1.4.8)

in the domain Q = D × [0, t̄], where

L(t) =
K
∑

α=1

Lα(t). (1.4.9)

L and Lα are non-negative operators with

∥

∥Lα Lβ

∥

∥ ≤ M = const < ∞ and f =
K
∑

α=1

fα (1.4.10)

Introduce an auxiliary function ϕα, α = 1, 2, . . . , K , on the interval
[

tn, tn+1
]

and reduce the problem to the sequence of problems (Marchuk, 1988)

�ϕα

�t
+ Lαϕα = fα (1.4.11)

ϕα = ϕα−1, α = 1, 2, . . . , K , (1.4.12)

The solutions of these problems approximate the solution of the original problem.
Some main properties of the splitting method are:

� The process of the solution of the original problem reduces to the solution of
a number of separate subproblems of a simpler structure. The module principle
is used for the implementation of the splitting method: a separate module for a
separate subproblem. Each module can have its adjoint analog.

� The splitting schemes based on an implicit approximation are unconditionally
stable.

� Each module may have an approximation of a different type and different accu-
racy. It is possible to combine FDM and FEM schemes and approximate separate
problems of higher order of accuracy.

� The splitting method is used to solve systems with non-negative operators. This
property must be established a priori for the problem formulated.
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Of major importance in the formulation of a splitting algorithm is the splitting of
the original problem into a sum of simple subproblems with non-negative operators.
In some cases the choice of this splitting is not trivial and not unique.

1.5 Forward and Adjoint Models

There is a specific feature of oceanological field investigations: the information rel-
evant to the processes in sea basins is expensive to obtain. This is true for both
ship and satellite observations. The in situ shipboard measurements are localized
in space, while the satellite measurements are global but they do not describe the
vertical structure of the processes. The data arrays of ocean observations are scanty;
real physical processes are complicated and characterized by a wide range of spatial
and temporal scales, and they depend on intricate coastal lines and bottom relief.

One of the urgent issues in oceanology is the observational data assimilation
in numerical models. The problem of finding the correspondence between observa-
tional data and simulation results is important and interesting both from a theoretical
and practical standpoint (Marchuk et al., 1987).

The following aspects should be mentioned.

� The updating of observational data arrays in space and time and the four-
dimensional data analysis.

� The construction of initial fields with the use of historical archive information
and short-term observational data over the preceding period.

� The assimilation of observed data in numerical models and the compilation of
unified observed-calculated data arrays.

Mathematical methods based on the theory of adjoint equations and the op-
timal control theory became very popular as an effective tool for assimilating
and analyzing the observational data (Marchuk, 1995). When solving complicated
nonlinear data assimilation problems on the basis of these theories a number of
problems arise:

� Their physical aspects are often connected with the formulation of the physical
problem and with the choice of informative optimization functionals.

� Their mathematical aspects are associated with the investigation of the equiva-
lence of variational problems and differential problems obtained after the trans-
formations, as well as with the examination of their solvability.

� Their computational aspects involve the choice of highly accurate discrete ap-
proximations and the development of efficient algorithms for solving discrete
problems.

1.5.1 Data Assimilation Problem

One of the most frequently used formulations of data assimilation is as follows.
Consider the equation written in the operator form
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Aψ = f, (1.5.1)

where A is a linear operator acting in the Hilbert space H with the domain
D(A); ψ, f ∈ H . For the sake of simplicity we assume that A is either a matrix or an
operator corresponding to a certain system of ordinary differential equations (ODE).

Equation (1.5.1) appears, for example, in approximating with respect to space
variables within linear boundary value problem (in this case A is a matrix) or within
evolutionary systems of partial differential equations (then A is an ODE operator).
Assume that there is some arbitrariness in prescribing the right-hand side in (1.5.1).
For instance, some components of the vector f are unknown or they are prescribed
within a certain error range. This is the so-called problem with incomplete informa-
tion; it is quite often encountered in practice, including marine dynamics problems.

Assume, however, that there are some measurement data, i.e. some components
of the solution vector ψ are known. Let ψ denote a somehow redefined solution
vector, which has already incorporated the known components.

Consider the problem: find a solution to (1.5.1) that minimizes the functional

J (ψ) = (B(ψ − ψ̄), (ψ − ψ̄)), (1.5.2)

where B is a certain linear positive definite operator acting in H and (•, •) is the
inner product in H .

It should be noted that when posing the problem (1.5.1)–(1.5.2) the arbitrariness
in prescribing the right-hand side f is used, namely the right-hand side is selected
so that the corresponding solution should minimize the functional (1.5.2).

This is the problem of finding the conditional minimum of the functional J (ψ)
with the constraints (1.5.1). There are many methods for solving this problem. For
example, the problem can be reduced to that of finding the absolute minimum of an
extended functional L(ψ, λ0, λ)

L(ψ, λ0, λ) = λ0(B(ψ − ψ̄), (ψ − ψ̄)) + (Aψ − f, λ) (1.5.3)

by using the method of Lagrange multipliers. Then one of the numerous methods
for finding the absolute minimum of L(ψ, λ0, λ) is employed.

Sometimes it is convenient to pose the data assimilation problem in a different
manner. Suppose that in (1.5.1) A is a matrix and ψ and f are vectors. Assume that
there is no complete information about the right-hand side f but K values of the
functional J pk(ψ) are known:

J pk(ψ) = (ψ, pk), k = 1, . . . , K , (1.5.4)

where pk(ψ) are the prescribed “weight” vectors characterizing the subdomains
with data measurements. With the use of (1.5.1) the vector f should be restored
and then ψ should be found.

To solve this problem, consider K equations adjoint to (1.5.1):

A∗ψ∗ = pk, k = 1, . . . , K , (1.5.5)
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where A∗ is the transpose of the matrix A. From (1.5.1), (1.5.5) follows the identity

( f, ψ∗
k ) = (pk, ψ), k = 1, . . . , K . (1.5.6)

The right-hand side in (1.5.6) is known [see (1.5.4)], and ψ∗
k can be found by

solving (1.5.5). Thus, f can be found from (1.5.6).
System (1.5.6) for the unknown vector f can be rewritten in the matrix form

L f = F, F = (pk, ψ), k = 1, . . . , K , (1.5.7)

where L is an N × K rectangular matrix, N is the dimension of the vector f ,
and K is the dimension of the vector F . As a rule, in practice holds N > K .
The solution of (1.5.7) is understood as the pseudo-solution f1 satisfying the
equation

L∗L f1 = L∗F. (1.5.8)

1.5.2 Initialization Problem

One of the important problems in the dynamics of shelf seas and oceans is the con-
struction of initial conditions. Consider the equation

�ψ

�t
+ Aψ = f (1.5.9)

ψ = η for t = 0 (1.5.10)

where ψ = ψ(t) is an unknown function, A is an operator (generally nonlinear)
acting in the Hilbert space H with the definition domain D(A) ∈ H, η ∈ H , and
f = f (t) is a known right-hand side. Assume that the initial condition η for (1.5.9)
is unknown or is known with a certain error: for example, it is in the neighborhood
of ψ̄0. We need to solve (1.5.9) in the absence of information or with incomplete
information about the initial condition η.

The absence of information about the initial condition can be compensated by
certain additional data on the solution. This is possible, in particular, if there is apri-
ori information about the behavior of the solution on the time interval 0 < t ≤ t1.
Suppose we know the average value of ψ on this interval:

ψ̄ =
t1
∫

0

ψdt .
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Introduce the functional J :

J (ψ) = 1

2

t1
∫

0

(C1(ψ − ψ̄), (ψ − ψ̄))H dt

+1

2

t1
∫

0

(C2(ψ(0) − ψ̄0), (ψ(0) − ψ̄0))H dt (1.5.11)

where C1, C2 are bounded self-adjoint positive semi-definite operators and (•, •)H

is an inner product in H .
The initialization problem can be formulated as follows: find ψ and η, such that

they satisfy (1.5.9)–(1.5.10), and the functional (1.5.11) takes the minimum value
on the set of solutions to equation (1.5.9). Write this problem as

�ψ

�t
+ Aψ = f, for t ∈ (0, t1] (1.5.12)

ψ = η for t = 0 (1.5.13)

J (ψ) = inf J (ψ̄)η̄∈H , (1.5.14)

where η is the solution of (1.5.9) when ψ̄(0) = η̄.
Problems in the form (1.5.12)–(1.5.14) were analyzed by Pontryagin et al.

(1962), Marchuk et al. (2001b), etc.
The necessary optimality condition reduces (1.5.12)–(1.5.14) to the follow-

ing boundary value problem of the Pontryagin maximum principle (for functions
ψ,ψ∗, η):

�ψ

�t
+ Aψ = f, t ∈ (0, t1] , ψ(0) = η (1.5.15)

− �ψ∗

�t
+ (A′)∗ψ∗ + C1(ψ − ψ̄) = 0, t ∈ (0, t1] , ψ∗(t1) = 0 (1.5.16)

C2(η − ψ̄0) − ψ∗(0) = 0, (1.5.17)

where
(

A′)∗ is the operator adjoint to the Frechet derivative of A.
One of the approaches to the solution of (1.5.15)–(1.5.17) involves its reduction

to a boundary value problem for ψ∗. Therefore, assuming sufficient smoothness
of the functions under consideration and eliminating η,ψ by using (1.5.15) and
(1.5.17), we arrive at the boundary value problem for the adjoint function ψ∗:
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(

d

dt
+ A

)

C−1
1

(

− d

dt
+ A′∗

)

ψ∗ =
(

d

dt
+ A

)

ψ̄ − f, t ∈ (0, t1) (1.5.18)

C2C−1
1

(

− d

dt
+ A′∗

)

ψ∗(0) + ψ∗(0) = 0, ψ∗(t1) = 0. (1.5.19)

The problem (1.5.18)–(1.5.19) is the second-order functional-differential equa-
tion with respect to t with two boundary conditions at t = 0 and t = t1. Note that
when C2 = 0, this is the Dirichlet problem with respect to time, and the introduction
of C2 plays the role of a “penalty” and leads to a problem with the boundary condi-
tions of the third kind. The introduction of C2 can be considered as a regularization
of the variational initialization problem, which leads to a more efficient numerical
algorithm for its solution.

It is possible to formulate a number of numerical algorithms on the basis of
(1.5.18)–(1.5.19) for solving the initialization problem.

The problem (1.5.18)–(1.5.19) illustrates the physical meaning of the initializa-
tion problem as a boundary value problem with respect to time and space. Therefore
such a problem is often called the problem of four-dimensional data analysis.

1.6 Advances and Trends in Mathematical Modelling of Marine
and Oceanic Currents

Mathematical modelling of oceanic currents is a rather new direction in oceanology.
It emerged in the latter half of the 20th century.

This direction was formed and is developing at the interface between several
classical sciences: hydrodynamics, the theory of differential equations, and compu-
tational mathematics. In recent years two new trends have been evident: the use of
the adjoint-equation method and the optimal control method; qualitative studies of
attractors of model solutions.

The current state of the art and the trends in the development of mathematical
modelling of marine and oceanic currents can be briefly outlined as follows.

� The formulation of initial boundary value problems and the study of their
solvability: The proof of the global solvability (as t → ∞) of nonlinear differ-
ential problems of general circulation, including parameterization of deep con-
vection, may be considered as a major achievement.

� Numerical methods: Studies of differential problem solvability show that the
projection methods (the Galerkin-type methods) based on the generalized (weak)
formulation of problems (including the FEM) are very promising. When using
these methods one should overcome the difficulties associated with a distortion
of local properties of the solution (monotonicity) and the complexity of the FEM
scheme realization. Due attention should be given to a search for efficient and
stable time stepping schemes. Here symmetrized implicit splitting schemes and
explicit methods with variable time steps (Lebedev, 1997) hold much promise.
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� Variational problems of observational data assimilation and of data process-
ing: The development of new methods of modelling and analysis of shelf sea and
ocean dynamics is stimulated by the fact that input information is scanty. The
above problems belong to the family of problems with incomplete informations,
which is associated with the absence of initial fields and inexact assignment of
the external forcing. Unlike the prediction problem (the Cauchy problem) these
problems can be represented as two-point (with respect to time) boundary value
problems, their numerical solution is much more complicated. From the math-
ematical standpoint they are close to ill-posed problems and require a search
for efficient regularizations. Here particular attention should be given to further
development of the adjoint-equation method and the optimal control method.
What is wanted are appropriate functionals with good regularizing properties
and efficient numerical methods with small sensitivity to the input parameters.
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Chapter 2
Simple Linear Models for Diagnostic
Calculation of Ocean Climate Characteristics

Abstract We present several simple models for diagnostic calculations of ocean
climate characteristics. Their qualitative analysis has explained many aspects of
ocean/sea dynamics. Namely, they show intrinsic interconnections between strong
horizontal density gradients and intense jet-like currents. Moreover, both of them
strongly depend on the basins’ bottom topography. It is shown that the JEBAR
(Joint Effect of Baroclinicity and Bottom Relief) is an absolutely necessary factor
and should accurately be taken into account, directly or indirectly, in any model.
Finally, they show that any further simplification of the models brings unrealistic
and even contradictory results.

Additionally, we discuss the divergence equation for the sea surface height
(SSH). Based on it, we show that wind-stress divergence may be considered as
driving force as well. This version of SSH equation is valid for the equatorial area
too. It helps to explain why the equatorial undercurrents exist.

Keywords Simple models · Equatorial undercurrent · JEBAR · Model alternatives

2.1 Basic Equations

We start with general formulations of World Ocean climatic models followed by
some simplifications.

Two versions of system of equations in spherical coordinates and several sim-
plified ones in Cartesian coordinates are presented in Chapter 1. We start with one
comparatively general system of equations in Cartesian coordinates.

The momentum equations take the following form:

�u

�t
+ L(u) − f v + 1

ρ0

�p

�x
= �

�z
KM

�u

�z
+ AM �u (2.1.1)

�v

�t
+ L(v) + f u + 1

ρ0

�p

�y
= �

�z
KM

�v

�z
+ AM �v (2.1.2)

A.S. Sarkisyan, J.E. Sündermann, Modelling Ocean Climate Variability,
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The equations for temperature and salinity look as follows:

�T

�t
+ L(T ) = �

�z

KT

δ

�T

�z
+ AT �T (2.1.3)

�S

�t
+ L(S) = �

�z

KS

δ

�S

�z
+ AS�S (2.1.4)

where the advection operator of some variable 	 is

L(μ) = �uμ

�x
+ �vμ

�y
+ �wμ

�z
(2.1.5)

The operator � is the two dimensional Laplacian, i.e. � = �2

�x2
+ �2

�y2
, and the

Coriolis parameter f = 2ω sin ϕ.
The equation of continuity (on the assumption of sea water incompressibility)

commonly used to determine w has the simple form

L(1) = 0 (2.1.6)

Finally, simple equation of statics and state are added

�p

�z
= −ρ1g (2.1.7)

ρ1 = ρ(T, S, p) + ρ0 (2.1.8)

where p is the pressure, ρ – the density anomaly.
The latter equation is usually represented by a simple algebraic expression relat-

ing water pressure and salinity anomalies to the anomalies of potential temperature
and potential density. Such are, for example, the UNESCO formula (Fofonoff and
Millard, 1983) or the formula of Bryden et al. (1999).

The system of equations (2.1.1)–(2.1.4), (2.1.6)–(2.1.8) is not closed. To close
it different analytical formulations of subgrid-scale processes and boundary condi-
tions will be made in this and the following chapters.

2.2 Simple Diagnostic Models for Ocean Characteristics
Calculation

2.2.1 Geostrophic Flow

Assuming characteristic values it is easy to show that for large-scale flows the main
terms of equations (2.1.1) and (2.1.2) are the accelerations caused by horizontal
pressure gradients and the Coriolis effect. So the first order approximation is
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u = − 1

ρ0 f

�p

�y
, v = 1

ρ0 f

�p

�x
, (2.2.1)

which are the formulae for geostrophic velocity calculations.
First order validity holds also for (2.1.7). Denoting the sea surface atmospheric

pressure anomaly by pα and the sea surface height (SSH) by ζ1, we get by integration

p = pα + ρ0gζ1 +
0
∫

z

gρdz (2.2.2)

or

p = ρ0gζ +
0
∫

z

gρdz (2.2.3)

where

ζ = ζ1 + pα

ρ0g
(2.2.4)

For practical purposes we can often assume: ζ ≈ ζ1.
Assuming that there is a depth H1 in the ocean where the horizontal pressure

gradients are negligible (the so-called “zero surface” or reference level), one gets
from formula (2.2.3)

ζ d = − 1

ρ0

0
∫

−H1

ρdz and, consequently pd = −g

z
∫

−H1

ρdz (2.2.5)

Using (2.2.1) one comes to formulae

u = 1

ρ0 f

�

�y

z
∫

−H1

gρdz, v = − 1

ρ0 f

�

�x

z
∫

−H1

gρdz (2.2.6)

By diagnostic calculations we mean calculations of flow velocity components
from specified density anomalies. Formulae (2.2.6) represent the simplest possible
model for direct calculations in extraequatorial ocean areas. This model type is
called dynamic or reference level method. The model was presented more than a
century ago (Sandström and Helland-Hansen, 1903).

Actually, for the calculations of this simplest type of geostrophic currents the hor-
izontal pressure gradients and the “reference level” z = −H1 have to be specified.
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2.2.2 Simple Linear Model for Diagnostic Calculation
in the Ocean Equatorial Region (The Model D1)

2.2.2.1 Equatorial Undercurrents

Consider the following simplified version of the momentum balance equations (2.1.1)
and (2.1.2)

KM
�2u

�z2
+ f v = 1

ρ0

�p

�x
(2.2.7)

KM
�2v

�z2
− f u = 1

ρ0

�p

�y
(2.2.8)

or

KM
�2 M

�z2
− i f M = F1 (2.2.9)

where

M = u + iv and F1 = 1

ρ0

[

�p

�x
+ i

�p

�y

]

(2.2.10)

The boundary conditions for M are the following:

at z = 0 : ρ0 KM
�M

�z
= − (τx + iτy

)

(2.2.11)

at z = −H :
�M

�z
≡ 0 (2.2.12)

or ρ0 KM

[

�u

�z
,

�v

�z

]

= (τ−H
x , τ−H

y

)

, (2.2.12′)

where τx
−H , τy

−H are the bottom stress components.
In the case F1 depends also on z, the solution of equation (2.2.9) with boundary

conditions (2.2.11), (2.2.12) (2.2.12′) is of the form (Sarkisyan, 1977):

M = sh [(1 + i)α(H + z)]

(1 + i)αkmρ0ch(1 + i)αH
(τx + iτy)−

− km

2(1 + i)α

⎡

⎣

0
∫

z

F1e(1+i)α(ξ+z)dξ +
0
∫

−H

F1e−(1+i)α(ξ+z)dξ

⎤

⎦
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− e(1+i)αH )

2(1 + i)αch [(1 + i)αH ]

0
∫

z

F1ch [(1 + i)α(ξ + z)] · dξ

− km

2(1 + i)αch [(1 + i)αH ]

0
∫

z

F1sh [(1 + i)α(H − ξ + z)] · dξ (2.2.13)

where

α =
√

± f

2KM
(2.2.14)

In formula (2.2.14) the upper sign corresponds to the northern hemisphere and
the lower one to the southern one.

Let us make qualitative analysis of formula (2.2.13) for a narrow equatorial zone
(the equator +1–2◦). In the equator environs, all expressions like αH , α(ξ + z) etc.,
are infinitesimal quantities tending to zero when approaching the equator. We can
therefore decompose all the exponentials on the right-hand side of formula (2.2.13)
into degrees of the corresponding arguments and retain only the small quantities
of the first order, that is, assume exp[±(1 + i)αH ] ≈ 1 ± (1 + i)αH . After this
substitution and some simple manipulations part of expression (2.2.13) takes the
final form, but some terms of it at the equator become singular. Expanding according
to l’Hospital’s rule and considering f → 0, we finally come to the following simple
formula:

M = H + z

KMρ0

(

τx + iτy
)− 1

KMρ0

⎡

⎣

0
∫

z

(z − ξ ) F1dξ +
0
∫

−H

(H + ξ ) F1dξ

⎤

⎦

(2.2.15)
or

u = H + z

KMρ0
τx − 1

KMρ0

⎡

⎣

0
∫

z

(z − ξ )
�p

�x
dξ +

o
∫

−H

(H + ξ )
�p

�x
dξ

⎤

⎦ (2.2.16)

v = H + z

KMρ0
τy − 1

KMρ0

⎡

⎣

0
∫

z

(z − ξ )
�p

�y
dξ +

o
∫

−H

(H + ξ )
�p

�y
dξ

⎤

⎦

Formulae (2.2.16) can serve for the approximate calculations of u and v at the
equator and in its narrow environs. At the equator, they satisfy equation (2.2.9) with
f = 0 and boundary conditions (2.2.11) and (2.2.12) (2.2.12′). Poleward from
the equator these formulae become inaccurate and at some critical latitude they are
unsuitable.
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It is seen from formulae (2.2.16) that there are neither boundary layers nor an
Ekman spiral at the equator (on Ekman theory see below in Section 2.2.3). Here
pure drift currents coincide with wind direction and the effect of bottom friction
encompass the whole ocean column.

Let us investigate the direction of gradient currents at the equator. Setting

�p

�y
= 0,

�p

�x
=
(

�p

�x

)

0

eγ z, γ = const > 0 (2.2.17)

for the sake of simplicity, and using formulae (2.2.16) and (2.2.17) we obtain for the
components of the gradient part of the flow velocity

u(0)
g = − 1

KMρ0γ 2

[

γ (H + z) + eγ z + e−γ H
]

(

�p

�x

)

0

< 0, v(0)
g = 0 (2.2.18)

We assume that formula (2.2.17) is valid not only at the equator but also in a
narrow equatorial zone. Then from geostrophic relations and the assumed simplifi-
cation we obtain the following.

For the Northern hemisphere:

ug
N = 0, vg

N = − eγ z

2ω sin ϕρ0

(

�p

�x

)

0

< 0 (2.2.19)

For the Southern hemisphere:

ug
S = 0, vg

S = − eγ z

2ω sin(−ϕ)ρ0

(

�p

�x

)

0

= − eγ z

2ω sin ϕρ0

(

�p

�x

)

0

> 0 (2.2.20)

In formulae (2.2.17–2.2.20) the lower index “0” means the sea surface and the
upper one the equator.

Thus, in the Northern hemisphere a gradient current deviates to the right from
the pressure gradient, i.e. is directed to the South, and in the Southern hemisphere,
to the left, i.e. to the north. At the equator a gradient current takes the direction of
the pressure gradient vector. This can be expressed schematically as in Fig. 2.1.

Fig. 2.1 Schematic picture of the equatorial countercurrent (Sarkisyan, 1977)
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Due to the Easterly winds, in equatorial regions the sea level is higher at the West
coast than at the East one, therefore a gradient current is directed from West to East.
At the sea surface and the very surface layers the wind-driven current dominates
the gradient currents, so, the current coincides with the wind direction, that is, from
East to West. With increasing depth the drift components of the current fade more
rapidly than do gradient components. At some depth the gradient current overcomes
the wind drift and the total current is directed to the East. That is why the equatorial
undercurrents exist.

Thus, the qualitative analysis of momentum balance equations gives explanation
of the Equatorial Undercurrents.

2.2.2.2 The Model D1

Let us now integrate equations (2.2.7) and (2.2.8) with respect to z from −H to 0,
and take into account boundary conditions (2.2.11), (2.2.12”). We obtain

1

ρ0

(

τx − τ−H
x

)+
0
∫

−H

(

f v − 1

ρ0

�p

�x

)

dz = 0 (2.2.21)

1

ρ0

(

τy − τ−H
y

)−
0
∫

−H

(

f u + 1

ρ0

�p

�y

)

dz = 0 (2.2.22)

By applying the divergence operator together with condition (2.2.12) (2.2.12′),
we come to the following equation

1

ρ0

(

�p−H

�x

�H

�x
+ �p−H

�y

�H

�y

)

=
0
∫

−H

�

�x

(

f v − 1

ρ0

�p

�x

)

dz−

−
0
∫

−H

�

�y

(

f u + 1

ρ0

�p

�y

)

dz − 1

ρ0

[

div
(

→
τ − →

τ
(−H )

)]

(2.2.23)

Suppose the right-hand side of (2.2.23) is somehow specified, then it is an equa-
tion for determining the bottom pressure anomaly p−H .

Keeping in mind that the flow velocity is close to geostrophy and supposing that
→
τ and →

τ
(−H )

are small with respect to the baroclinic pressure gradients. So whole
right-hand side of (2.2.23) is small as a result of small differences of big values. We
conclude that the bottom pressure torque (BPT) i.e. the left-hand side of (2.2.23) is

a small quantity in comparison to
1

ρ0

�p

�x
or

1

ρ0

�p

�y
.

Let us now split the BPT into two terms by using the equation of statics (2.2.3).
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p−H = ρ0gζ + g

0
∫

−H

ρdz (2.2.24)

�ζ

�x

�H

�x
+ �ζ

�y

�H

�y
= − 1

ρ0

0
∫

−H

(

�ρ

�x

�H

�x
+ �ρ

�y

�H

�y

)

dz

︸ ︷︷ ︸

J E B AR−2∗

+

+ 1

g

0
∫

−H

�

�x

(

f v − 1

ρ0

�p

�x

)

dz − 1

g

0
∫

−H

�

�y

(

f u + 1

ρ0

�p

�y

)

dz− (2.2.25)

+ 1

ρ0g
div

[

→
τ − →

τ
(−H )

]

On the right-hand side of (2.2.25) appears now JEBAR-2, which, in contrast to

right-hand terms of (2.2.23), is not small in comparison to
1

ρ0

�p

�x
or

1

ρ0

�p

�y
. Due

to baroclinic compensation pH is small in comparison to any of the two terms of
the right-hand side of (2.2.24). The splitting reveals the available potential energy,
there is a big source for kinetic energy in the right-hand side of (2.2.25) – that is
JEBAR-2.

The other two integrals of the right-hand side of (2.2.25) are smaller than
JEBAR-2 because of “geostrophic compensation”.

As mentioned above the wind and bottom stresses are smaller than the pressure
gradients in a baroclinic ocean.

We apply the splitting procedure to the right-hand side of equation (2.2.25):
express the pressure anomaly by the formula (2.2.3), transform double integrals

by formula
0
∫

−H

0
∫

z
ρdζdz =

0
∫

−H
(H + z) ρdz, etc. Finally we come to the following

equation for ζ

�ζ
︸︷︷︸

I

+ 1

H

(

�H

�x

�ζ

�x
+ �H

�y

�ζ

�y

)

︸ ︷︷ ︸

I I

= − 1

ρ0 H

0
∫

−H

(H − z) �ρdz

︸ ︷︷ ︸

I

−

− 1

ρ0 H

⎡

⎣

�H

�x

0
∫

−H

�ρ

�x
dz + �H

�y

0
∫

−H

�ρ

�y
dz

⎤

⎦

︸ ︷︷ ︸

I I
J E B AR−2

− β

gH
Sx− (2.2.26)

∗JEBAR-2 another version of the Joint Effect of Baroclinicity and Bottom Relief (JEBAR), see
also below the vorticity equation (2.2.46)
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− f

gH

(

�Sy

�x
− �Sx

�y

)

+ 1

gHρ0

[

div
→
τ − div

→
τ

(−H )
]

where the operator � is the Laplacian � = �2

�x2
+ �2

�y2
, Sx =

0
∫

−H
udz, Sy =

0
∫

−H
vdz.

In the right-hand side of (2.2.26) the β-effect is small compared with terms,
containing the gradient of ρ, because this is the divergence equation; the role of
β-effect in different versions of vorticity equation will be discussed in following
sections.

Near the equator f is small so the terms with Sx and Sy may be taken by succes-
sive approximations. The main terms are the groups I and II in the right-hand side
of (2.2.26), they are sources of available potential energy accumulated by ocean
during centuries. This energy never diminishes because the ocean regenerates it due
to the sun.

The terms with ζ are generated by the first term of the right-hand side of (2.2.24),
the ones with ρ – by the second terms. The terms caused by the same physical
mechanism are denoted by the same roman number I, II on both sides of (2.2.26).

We need boundary condition to solve the equation (2.2.26). We assume that the
flow velocity components are specified at the side boundaries of a narrow equatorial
belt. Function ζ does not depend on z, so we have to specify only Sx ≡ Sb

x and
Sy ≡ Sb

y at the side of boundaries.
We use the relations (2.2.21) and (2.2.22) for this purpose. After splitting the

pressure p by formula (2.2.3) and some simple transformations we get:

�ζ

�x
= − 1

Hρ0

0
∫

−H

(z + H )
�ρ

�x
dz + f

gH
Sb

y + τx

ρ0gH
− τ−H

x

ρ0gH
(2.2.27)

�ζ

�y
= − 1

Hρ0

0
∫

−H

(z + H )
�ρ

�y
dz − f

gH
Sb

x + τy

ρ0gH
− τ−H

y

ρ0gH

By using again (2.2.3) equation (2.2.16) can be transformed into the following
form:

u = H + z

KMρ0
τx + g

2KM

(

z2 − H 2
) �ζ

�x
+

+ g

KMρ0

⎡

⎣

0
∫

z

(z − ξ )

0
∫

ξ

�ρ

�x
dzdξ −

0
∫

−H

(H − ξ )

0
∫

ξ

�ρ

�x
dzdξ

⎤

⎦ (2.2.28)
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v = H + z

KMρ0
τy + g

2KM

(

z2 − H 2
) �ζ

�y
+

+ g

KMρ0

⎡

⎣

0
∫

z

(z − ξ )

0
∫

ξ

�ρ

�y
dzdξ −

0
∫

−H

(H − ξ )

0
∫

ξ

�ρ

�y
dzdξ

⎤

⎦

Thus, the model is formulated. The equations can be solved by the following
method of successive approximations. As a first approximation, equations (2.2.26),
(2.2.27), are solved numerically omitting all terms with flow velocity components.

The first approximation of flow velocity and bottom stress components can be
achieved from (2.2.28). Inserting it into right-hand side of equation (2.2.26) we
obtain the second approximation of ζ , etc. In Section 2.2.5 below we shall dwell
on peculiarities of using equations (2.2.27) to define ζ at side boundaries. Note that
equation (2.2.26) and boundaries relations for defining ζ at side (2.2.27) are valid
for extraequatorial regions as well, while formulae (2.2.28) are valid only for a very
narrow equatorial belt. The vertical component of flow velocity usually is obtained
from equation of continuity.

An essential drawback of formulae (2.2.28) is the dependence of u and v on the
coefficient of turbulence KM the value of which is indefinite. Still, these formulae
are useful for qualitative conclusions and for approximate quantitative calculations.
One of such conclusions has been made above when explaining the cause of an
equatorial undercurrent.

2.2.3 Simple Linear Model for Diagnostic Calculations
in the Ocean Extraequatorial Regions (The Model D1

′)

To construct the model needed we return to equation (2.2.9). Assume that the pres-
sure gradients on the right-hand side of (2.2.9) do not depend on z. In this case
the equation can easily be resolved relative to the complex velocity (Sarkisyan,
1977):

M = 1

fρ0

(

i
�p

�x
− �p

�y

)

+ c1e−α(1+i)z + c2eα(1+i)z (2.2.29)

Expression (2.2.29) can be used for the solution of a few auxiliary problems.
Consider the wind vertical distribution in the nearwater boundary layer of the

atmosphere. Place the origin of coordinates at the sea surface, direct the z-axis
vertically upward, substitute the sea level atmospheric pressure pa for p denote
the corresponding atmospheric characteristics by primes and, assume the following
boundary conditions: at the ocean surface the wind velocity is equal to zero, and it
should be limited when z → ∞, i.e. c2 = 0.

As a result from (2.2.29) it is easily obtained
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u′ + iv′ = 1

fρ ′
0

(

i
�pa

�x
− �pa

�y

)

(

1 − e−(1+i)α′z
)

(2.2.30)

where α′ =
√

f
/

2K ′
M , K ′

M is the coefficient of the vertical turbulent viscosity
of the air, and ρ0 now got the meaning of the mean air density at the sea level.
Formula (2.2.30) means that the velocity grows exponentially from 0 to geostrophic
wind velocity at the top of the nearwater atmospheric boundary layer. We are only
interested in the tangential wind stress at the sea level. By differentiating (2.2.30)
with respect to z and using boundary condition (2.2.11) we obtain:

τx + iτy = ρ0 K ′
M

�M ′

�z

∣

∣

∣

∣

z=0

= − K ′
M

f
α′ (1 + i)

(

i
�pa

�x
− �pa

�y

)

(2.2.31)

or

τx = 1

2α′

(

�pa

�x
+ �pa

�y

)

, τy = 1

2α′

(

−�pa

�x
+ �pa

�y

)

(2.2.32)

The formulae (2.2.32) may be used to calculate wind stress components by sea
level atmospheric pressure.

Now we apply (2.2.29) to describe the vertical distribution of currents in the
ocean near surface boundary layer. We take again the coordinate origin at the sea
surface, and direct the z-axis vertically upward, apply condition (2.2.11) at the sea
surface and the condition of limited flow velocity at the lower boundary of the fric-
tion layer.

Thus, we obtain:

M = 1

fρ0

(

i
�p

�x
− �p

�y

)

z=0

+ (1 − i)

2ρ0 KMα

(

τx + iτy
)

e(1+i)αz (2.2.33)

The ocean pressure gradients in this expression are the values at the sea surface.
The formula itself is meaningful only in a thin upper ocean boundary layer about
20–30 m thick; the second term of (2.2.33) describes the Ekman spiral. Particularly,
we use this formula when determining the vertical turbulent viscosity in the ocean
nearsurface friction or Ekman layer:

KM
�2 M

�z2

∣

∣

∣

∣

E

= α

(1 + i)

(

τx + iτy
)

e(1+i)αz (2.2.34)

Let us dwell in brief on the Ekman theory. In the case of ρ ≡ 0 pressure anomaly
p does not depend on z and the system (2.2.7), (2.2.8) becomes equations of the
Ekman theory. Indeed, any model of ocean circulation transforms into the Ekman
model if one puts ρ ≡ 0. For example, equation (2.2.48) presented below is the
equation for sea surface topography of the Ekman model in the case ρ ≡ 0. In
scientific literature the Ekman spiral of pure wind-driven currents Md , i.e. the second
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group of the terms in formula (2.2.33) is more popular. After simple transformation
it takes the form

Md = [(τx + τy
)

cos αz − (τy − τx
)

sin αz
]+

+ i
[(

τx + τy
)

sin αz + (τy − τx
)

cos αz
]

eαz (2.2.35)

At the surface Md = (τx + τy
)+ i

(

τy − τx
)

.
It means that in the Northern hemisphere the wind drift declines by 45◦ to the

right from wind direction whereas in the Southern hemisphere the declination is to
the left by the same angle. According to (2.2.35) the flow velocity vector revolves
many times with depth and forms the well-known Ekman spirals. Simultaneously
due to eαz the module of the flow velocity decays with depth and at depth He = −π

α

it practically vanishes. The value He = −π
√

KM
ω sin ϕ

is called the depth of Ekman

friction layer.
Returning gain to formula (2.2.24), finally, we apply the same procedure to the

bottom boundary layer, using two types of boundary conditions for the ocean bot-
tom: (2.2.12) and (2.2.12′) and, consequently, obtaining two versions of solution.

In this case we present the general solution (2.2.29) in the form

M = 1

fρ0

(

i
�p

�x
− �p

�y

)

+ c1e−α(1+i)(H+z) + c2eα(1+i)(H+z)

where c2 should again be equal to zero to keep flow velocity limited for z → ∞.
The final form of solution is as follows

M = 1

fρ0

(

i
�p

�x
− �p

�y

)

z=−H

[

1 − δe−α(1+i)(H+z)
]

(2.2.36)

where δ = 1 stands for non-slip and δ = 0 for free slip condition at the sea bottom.
From this relation we can easily obtain an expression for the bottom friction:

τ−H
x + iτ−H

y = ρ0 KM
�M

�z

∣

∣

∣

∣

z=−H

= − (1 + i) αδ

fρ0

(

i
�p

�x
− �p

�y

)

z=−H

(2.2.37)

τ−H
x = δ

2α

(

�p

�x
+ �p

�y

)

z=−H

, τ−H
y = δ

2α

(

�p

�x
+ �p

�y

)

z=−H

(2.2.38)

From (2.2.36) we can also obtain an expression for the vertical turbulent viscosity
in the bottom friction layer:

(

KM
�2 M

�z2

)

−H

= δ

ρ0

(

�p

�x
+ i

�p

�y

)

e(1+i)α(z+H ) (2.2.39)
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and simplify it. We take into account the vertical turbulent viscosity in the thin
nearsurface and near bottom friction layers by the approximate formula (2.2.34)
and neglect it in the main ocean body. As a result the equation (2.2.9) transforms
into formula (2.2.38):

M = 1

fρ0

(

i
�p

�x
− �p

�y

)

+ (1 − i)

2ρ0 KMα

(

τx + iτy
)

e−(1+i)αz−

− δ

fρ0

(

i
�p

�x
− �p

�y

)

z=−H

e−(1+i)α(z+H ) (2.2.40)

Formula (2.2.40) gives the current velocity in terms of the pressure gradient and
specified tangential wind stress field. It has a very clear and simple structure.
The first term represents the geostrophic currents in the whole ocean body because
the pressure gradients are functions of both, horizontal and vertical coordinates. The
second term represents the direct effect of wind stress, it decreases very rapidly in
depth and vanishes at the nearsurface Ekman layer’s lower boundary. Depending on
the boundary condition at the ocean bottom, the sum of the first and the last term
may vanish (when δ = 1) or not (when δ = 0). In case of a non-slip condition
(δ = 1) the last group exists only in the thin Ekman bottom boundary layer, has its
maximum value at the ocean bottom and vanishes at a distance of tens of meters
above the bottom.

It is easy to show that (2.2.40) approximately satisfies equation (2.2.9) and the
boundary conditions. For example, to fulfill boundary condition (2.2.11), one should
assume that the pressure gradients do not depend on z (only in the upper Ekman
layer) and that the last group does not exist in the upper Ekman layer. The same
is true for the Ekman bottom layer: in case of a free-slip �M

�z

∣

∣

z=−H
≈ 0. In other

words, the nearsurface and nearbottom Ekman’s layers do not overlap (when the
basin’s depth is more than some 50 m).

The above-mentioned formula (2.2.40) gives only the horizontal components of
the flow velocity. To get the vertical component we use equation (2.1.6) and the
“rigid lid” condition w|z=0 = 0; then we have

w =
0
∫

z

(

�u

�x
+ �v

�y

)

dz. (2.2.41)

The easiest way for deriving an analytical expression for w is integration of for-
mula (2.2.40) with respect to z before separating it into real and imaginary compo-
nents. Considering that the coefficient KM is constant the vertical profiles of u, v

and especially w may not be realistic in the boundary layers. So, we present a for-
mula for w, which is valid only beyond the upper and the lower boundary layers.
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w = 1

ρ0 f
rotz

→
τ + β

f 2
τx − β

ρ0 f 2

0
∫

z

�ρ

�x
dz (2.2.42)

where rotz
→
τ = �τy

�x
− �τx

�y
(2.2.43)

The first two terms of formula (2.2.42) represent the approximate value of w at
the lower end of the surface Ekman boundary layer.

Formulae (2.2.40) and (2.2.42) represent all three components of flow velocity
due to pressure anomaly, and wind stress →

τ . For diagnostic calculations the only
thing left is the construction of an equation for the sea surface height ζ by means
of formula (2.2.3) for p. One version of such an equation, which is based on di-
vergence of the momentum balance equations was already presented as (2.2.26).
As mentioned above, (2.2.26) is applicable to extraequatorial regions too. Here we
construct an equation for ζ based on the vorticity equation as it is common for
oceanographic and meteorologic literature.

First we use another boundary condition for w at z = −H (x, y):

w = −
(

uH
�H

�x
+ vH

�H

�y

)

(2.2.44)

For the large-scale circulation, the non-slip boundary condition (when δ = 1 and
u, v do not vanish at the ocean’s bottom) and calculation of w by formula (2.2.44)
are the most realistic approach. At the other depths the w may be calculated by
(2.2.44), ignoring the effect of the near-bottom Ekman layer.

Use of two boundary condition for the first order equation (2.1.6) is mathe-
matically allowable because actually z = 0 is replaced by z = ζ with ζ be-
ing an additional unknown function. Integrating (2.1.6) from −H to 0 and using
boundary condition (2.2.44) and w|z=0 = 0 we come to the well-known simple
equation

�Sx

�x
+ �Sy

�y
= 0. (2.2.45)

Now let us construct the equation for sea surface height based on the integrated
vorticity equation. By cross differentiation together with (2.2.45) we first obtain the
equation for the bottom pressure torque

J (H, P−H ) = −ρ0βSy − rotz(
→
τ − →

τ
−H

) (2.2.46)

where J (a, b) = �a

�x

�b

�y
− �b

�x

�a

�y
is the Jacobian operator.

Scale analysis yields characteristic balances in the ocean. If we balance −ρ0βSy

with rotz
→
τ we come to Sverdrup dynamics, which underestimates the meridional

mass transport. Generally, (2.2.46) is a delicate balance of equally small terms that
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makes the essential difference against the momentum balance equations (2.1.1),
(2.1.2) where two major terms form the geostrophic balance.

The question arises how to get flow velocity and mass transport of realistic mag-
nitude? Both, the Sverdrup and the geostrophic balance have their limitations.

To overcome this difficulty we turn to the equation of statics (2.2.3). At the sea

surface (z = ζ ≈ 0) the pressure anomaly is maximal. The integral g
0
∫

z
ρdz grows

with depth and mainly is of opposite sign to ρ0gζ . As a result p−H = ρ0gζ +
g

0
∫

−H
ρdz becomes so small that the assumption of the reference level method about

decaying p−H brings surface gradient currents to a realistic order of magnitude.
In other words, p−H is small because it is the difference of two big almost equal

quantities. In late 1960s the idea of Sarkisyan was to split p−H and, consequently
the bottom pressure torque into two terms and place them on different sides of the
equation. As a result (2.2.46) transforms into

J (H, ζ ) = − 1

ρ0
J

⎛

⎝H,

0
∫

−H

ρdz

⎞

⎠

︸ ︷︷ ︸

J E B AR

−β

g
Sy − rotz

(

→
τ − →

τ
−H
)

(2.2.47)

and one out of the two almost mutually compensating terms – the JEBAR – becomes
a source of available potential energy for the other – the J (H, ζ ), which is a source
of kinetic energy.

So the JEBAR appears after splitting the bottom pressure torque as the atomic
energy appears after splitting the atom. This explanation is necessary because in
oceanographic literature many authors consider the JEBAR as analog of the bottom
pressure torque. Moreover, we saw above in point 2.2.3 that there is another JEBAR,
the JEBAR-2, which has nothing in common with J (H, p−H ) but again is result of
splitting the p−H .

To finish constructing the equation for SSH we replace in (2.2.47) Sy by usual
geostrophic formulae, apply splitting of p and other transformations like in deriving
equation (2.2.26).

After these transformations we obtain the final form of the vorticity equation
for ζ .

f

2αH
�ζ + f

H
J (H, ζ ) + β

�ζ

�x
= (2.2.48)

= − f

2αρ0 H

0
∫

−H

�ρdz− f

ρ0 H

0
∫

−H

J (H, ρ)dz

︸ ︷︷ ︸

J E B AR

− β

ρ0 H

0
∫

−H

(H − z)
�ρ

�x
dz

︸ ︷︷ ︸

B ARB E†

+ f

ρ0gH
rotz

→
τ

† BARBE- Baroclinic Beta Effect
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Equation (2.2.48) is actually valid for calculation of SSH not only in the extrae-
quatorial but also in the equatorial regions of the World Ocean. Though in the latter
case it is necessary to consider α to be constant within the equatorial strip (say, the
equator ±2◦). The equations (2.2.27) are valid for calculating ζ at any basin side
boundaries for further solving both equations (2.2.26) and (2.2.48). Let us show it
briefly.

Usually, a region’s boundary is approximated by a line traced piece-wise along
one of the coordinate axes. Therefore it is enough to specify at side boundaries only
the mass transport component normal to the corresponding axis. At the sections
parallel to meridians, Sx is specified and we use the second of equations (2.2.27).

Consequently, at the zonal sections we use the first of equations (2.2.27). Because
at every section we use only tangential differentials of ζ , they may be written in a
general simple form, which is valid for any shape of a horizontal boundary

�ζ

�s
= f (x, y) (2.2.49)

where the right-hand side is specified and S is the basin’s coastline.
In principle, ζ may be found at all points of a closed boundary, but there is one

obstacle to overcome.
If one writes a finite difference version of (2.2.49) one will get n equations with

n unknown quantities the determinant of which is equal to zero. It means that this
problem is not correctly set because the integral

∫

f ′ (x, y) dx along a closed bound-
ary line is not necessarily equal to zero. To proceed let us define a function ζ ′ (x, y),
minimizing an operator

((

�ζ

�s

)− f ′) and call it a quasi-solution of the problem. It
has been proven that, if

∥

∥

∥

∥

(

�ζ

�s

)

− f ′
∥

∥

∥

∥

< ε,

then a maximum of the absolute value of the difference between ζ and the solution
of a correctly formulated problem is less than ε1.

There is no problem either in correcting the specified observed data, so that the
sum

∑

fi, j = 0 holds because we deal with a rather simplified model anyway.
A numerical method of calculation of ζ at the grid points of a closed boundary
has been proposed by Sarkisyan (1977). As SSH is being found with an accuracy
of an additive constant we can put ζ = 0 at one of the boundary grid points, say,
ζ0,0 and delete one of the equations containing ζ0,0; as a result we shall have a
system of n − 1 equations with n − 1 unknowns which has a single solution. Then,
beginning with one of the neighboring points (ζ0,1 or ζ1,0), we proceed clockwise
or counterclockwise around the basin and find step by step ζi, j at all the boundary
grid points.
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2.2.4 Final Formulation, Comparison and Qualitative Analysis
of Models D1 and D′

1

The anomaly of density (temperature, salinity) may be considered as the main inter-
nal physical characteristics, while the pressure anomaly is the main characteristics
of ocean dynamics. The density anomaly is specified in diagnostic calculations, that
is why ζ becomes the ocean dynamics main characteristics. So we turn our attention
to equations (2.2.26) and (2.2.46).

The divergency equation (2.2.26) is valid for both, equatorial and the extraequa-
torial regions. Moreover, the use of (2.2.26) is preferable because the main dynamic
characteristics the pressure field was kept during cross-differentiation and has gen-
erated the main terms of equation (2.2.26), i.e. Laplacians from ζ and ρ. As for the
joint effect of baroclinicity and bottom relief – JEBAR-2, it will be discussed later.

The vorticity equation (2.2.48) was constructed for the extraequatorial ocean re-
gion. As mentioned above to use it for the equatorial zone one should consider α

to be constant in the equatorial belt. In contrast to (2.2.26), the terms containing
Laplacians in (2.2.48) are secondary. The main terms on the right-hand side of
(2.2.48) are JEBAR and BARBE. Thus the main task in diagnostic calculations
by the above two models is, first of all, to solve one of the two equations: either
(2.2.48) or (2.2.26). In principal, both are valid, for any region of the World Ocean.
In case equation (2.2.26) is being solved, the terms, containing flow velocity com-
ponents, should be omitted as a first approximation. As for equation (2.2.48), the
above-mentioned restriction for α in the equatorial belt applies.

The determination of ζ at closed ocean basin’s side boundaries (or at an island
coast) via equation (2.2.27) is identical for both equations (2.2.26), (2.2.48).

Concluding the qualitative analysis of equations (2.2.26) and (2.2.48) let us show
that the determination of ζ by the dynamic method is a particular case of these two
equations. Supposing that we are dealing with a basin of minimum depth 0.5–1 km
we can neglect the density anomaly at the bottom of the basin; that is we assume that

0
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ρdz,

0
∫

−H

�ρ

�y
dz ≈ �

�y

0
∫

−H

ρdz (2.2.50)

Further, remembering that the anomalies of density decrease with depth, we can
assume
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Finally, let us drop the last term of the right-side of equation (2.2.48). After these
simplifications (2.2.48) takes the form:

L (ζ ) = 1

2α
�ζ − J (H, ζ ) − βH

f

�ζ

�x
= −L

⎛

⎝

0
∫

−H

ρdz

⎞

⎠ (2.2.52)

The solution of equation (2.2.52) is

ζd = − 1

ρ0

0
∫

−H

ρdz (2.2.53)

which represents the formula for calculation of sea surface topography by the dy-
namic method (−H is accepted as a reference level (Peredery and Sarkisyan, 1972)).
This solution can also be applied to the boundary conditions. Indeed, suppose that
water flux across the lateral boundaries is given by the dynamic method; i.e. u and v

are determined at the contour by formulae (2.2.8), where −H1 is removed by −H .
Then integrating (2.2.6) for z from −H to 0 we get

Sd
y = g

ρ0 f

0
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−H

�ρ

�x
zdz, Sd

x = − g

ρ0 f

0
∫

−H

�ρ

�y
zdz (2.2.54)

Then, remembering simplification (2.2.50) and omitting terms with →
τ and →

τ
−H

we can readily see that formula (2.2.53) satisfies boundary conditions (2.2.21)
and (2.2.22) (Peredery and Sarkisyan, 1972). In the same way it can be shown
that (2.2.53) is valid for a simplified version of equation (2.2.26) as well.

Inasmuch as wind stress and density anomalies are specified and ζ is calculated
by equation (2.2.26) or (2.2.48), the correlations (2.2.28) may be considered as sim-
ple formulae for calculating flow velocity horizontal components at the very equator
and within a narrow equatorial strip (equator ±1◦). Having calculated u and v one
can calculate w by formula (2.2.41). Thus, we have finished formulation of a simple
equatorial diagnostic model.

Let us estimate the order of magnitude of the horizontal flow based on formu-
lae (2.2.28).

The easiest way is the evaluation of the first two terms for the sea surface (z = 0),
for example

H

KMρ0
τx and

gH 2

2KM

�ζ

�x
.

We have to choose −H and KM appropriately, the flow velocity has a realistic
value, say, 30–50 cm/s.
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A suitable choice is KM = 102 cm2/s and H = 50 m.
It means that either formulae (2.2.28) are valid only for the upper ocean layer,

or KM should be much larger for deeper layers. The strong dependence of the flow
velocity on ocean depth and on the uncertain value of KM means that the simple
formulae (2.2.28) are suited for a qualitative assessment rather than for reliable
quantitative calculations.

Let us finish with the formulation of a simple extraequatorial model. For calcu-
lation of SSH, as mentioned above, both (2.2.26) and (2.2.48) are valid, but which
one is optimal to get the flow velocity components? The formula (2.2.40) presents
the flow velocity horizontal components as a sum of gradient currents and both
surface and bottom Ekman spirals. In the real ocean there are no pure Ekman spi-
rals, besides, we have considered a simple model without nonlinear terms. Thus,
the models are valid only for numerical calculation of large-scale currents when
vertical distances between two neighbouring layers are larger than thickness of the
Ekman layer. So, using formulae (2.2.3) and (2.2.40) we come to the following
simple expressions for u and v. At the sea surface:

u = 1

2ρ0 KMα

(

τx + τy
)− g

f

�ζ

�y

v = 1
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(
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f

�ζ
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(2.2.55)

At the intermediate levels

u = − g
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(2.2.56)

In case of a free slip condition u and v at the bottom are calculated by the same
formulae (2.2.56) after replacing the integrals lower limit by −H , instead of z.

In case of a non-slip condition, the depth of the nearest to the bottom calculation
layer should be ≤ −H + D, where D = π

α
is the thickness of the Ekman layer. In

that near-bottom layer u and v are given by:

u = − g
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(2.2.57)
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A short note about the vertical component. At the sea surface, due to a “rigid
lid” condition, w is equal to zero. In all intermediate layers w is calculated by for-
mula (2.2.42) and at the bottom – by formula (2.2.44).

At the lower end of the surface Ekman layer w is given by:

w|z=−D = − 1

ρ0 f
rotz

→
τ (2.2.58)

Let us compare the sea surface wind drift currents obtained by the equatorial
model and the extraequatorial one. According to formulae (2.2.28), wind drift cur-
rents are directed exactly as the wind while according to extraequatorial formu-
lae (2.2.55) they deviate by 45◦ to the right from the wind direction (on the Northern
hemisphere). It is interesting to note that in reality the surface flow, as a rule, chooses
“the golden mean”. The multipliers of wind stress components in (2.2.55) are of the
form

(√
2 f KM

)−1
, which means that surface currents obtained by the extraequato-

rial model depend only slightly on KM , while, according to (2.2.28), surface wind
drift is very strongly dependent on KM and H . This fact is an essential drawback of
the equatorial model and therefore flow velocity calculated by the equatorial model
is less reliable.

The results of calculations reviewed below in the Chapter 3 show that the
optimum combination is calculation of ζ by the equatorial equation of diver-
gence (2.2.26) and of the flow velocity – by the extraequatorial model. For the sake
of short reference we called this version the Model D2.

Actually, equation (2.2.48) is quite useful too, and many calculations of SSH
have been made and will be made by using it (we shall call it D′

2).
From the formal mathematical point of view, both divergence and vorticity

operations are equally correct but when deriving (2.2.48) from momentum bal-
ance equations the main part of the pressure anomalies is canceled, so in the
resulting vorticity equation the balance is more “delicate”, less stable. Conse-
quently, it makes higher demand on the observed density anomalies and on nu-
merical models. These drawbacks are essential especially in the equatorial area.
Still the comparison of calculations made by equations (2.2.48) and (2.2.26) is
worthwhile.

The smallest step forward from the dynamic method is just adding vertical
turbulent viscosity with a constant coefficient enabling to exclude all the above-
mentioned and other drawbacks of the dynamic method. As was shown above, it is
enough to solve numerically only the one two-dimensional quasilinear equation for
ζ in D1 or D2 – type models and simple formulae enable to calculate other char-
acteristics of a closed oceanic or sea basin with arbitrary geometry and boundary
conditions. The dynamic method is a simplified case of the D1 model, it may be
used only as a first approximation of ζ for assessment of the current’s gradients
in the upper (≈ 100, 200 m) part of the ocean, but it rapidly loses its accuracy
with depth.
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2.2.5 Simple Linear Model for Diagnostic Calculations by Using
Mass Transport Stream Function (The Model D1

′′)

After the pioneering papers of Shtockman (1946, Chapter 1), Sverdrup (1947,
Chapter 1), Munk (1950, Chapter 1) and many others the use of the mass trans-
port stream function 
 for modelling ocean circulation has become very popular,
especially in the Western countries. So, it makes sense to pass from ζ to 
 in some
of the above equations and formulae and to perform a qualitative analysis, first of
all. Based on equation (2.2.45), we can use the well known formulae

Sx = −�


�y
, Sy = �


�x
(2.2.59)

to transform equations (2.2.27) into the form
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The bottom stress
(

τ−H
x , τ−H

y

)

has been neglected. It does not mean completely
neglecting the bottom stress effect. To derive an equation for 
 we put the expres-

sions for
�ζ

�x
and

�ζ

�y
from (2.2.60), (2.2.61) into (2.2.48), make simple transfor-

mations, keep the main parts of the effects of bottom topography, bottom stress,
baroclinicity, etc., but neglect secondary parts. As a result we obtain:
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︸ ︷︷ ︸

J EW AR††

(2.2.62)

The first term on the left – and right side of this equation (i.e. the Laplacian of

) is generated due to bottom stress.

††JEWAR – Joint Effect of Wind And Relief
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The side boundary condition for solving (2.2.62) is very simple −
 is specified.
It is very easy to make equation (2.2.62) quite close to the equation of other

models that use integral mass transport function. For example, taking into account
horizontal turbulent viscosity and accepting the free-slip condition at the ocean bot-
tom one would replace the first term of the left-hand side by AM ��
 and would
drop the first term of the right-hand side of this equation. But this is not our aim
here.

In Chapter 3 we shall repeat the main results of the original paper where both
horizontal mixing and nonlinear terms were taken into account (Sarkisyan, 1977).
But one should keep in mind, that neither horizontal, nor vertical viscosity de-
scribes the real turbulent processes anyway, and none of them is the main term
in equations of the (2.2.62) type. Here we make a qualitative analysis and com-
parison of different simple linear models, reveal the drawbacks of the models
paying attention to the main terms rather than to horizontal mixing or bottom
stress.

All the necessary formulae for flow velocity components of Model D′′
1 may easily

be derived by using the respective equations of Model D′
1. Namely, we substitute the

expressions for sea surface slopes (2.2.60), (2.2.61) into formulae (2.2.42), (2.2.55)–
(2.2.57) and after simple transformations come to relations for the calculation of
u, v, w via mass transport stream function 
 and specified →

τ , ρ. We have: the flow
velocity horizontal components at the sea surface,

u = 1
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and at the intermediate levels,
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(2.2.64)

In the near bottom layer, as in case of Model D′
1, there are two versions of re-

spective formulae

(a) in case of a non-slip condition
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(b) in case of a free-slip condition, flow velocity at the bottom equals to the value
of the lowest calculation level.

Next, we consider the vertical component of flow velocity. At the sea surface is
w = 0; at the lower boundary of the near-surface Ekman layer formula (2.2.58) for
w is valid; at all the other calculation levels we get the formula for w by using the
formulae (2.2.42), (2.2.3) and (2.2.60)
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At the ocean bottom formula (2.2.44) may be used for calculation of w.

2.3 Are The Sverdrup Relation and the Dynamic
(Reference-Level) Method Still Up-To-Date?

2.3.1 Westward, Equatorward, Coastward and Other Kinds
of Intensifications in Baroclinic Basins with Variable Depth

Historically, the word “westward intensification” appeared first and this is natural
because the most intense currents (Gulf Stream, Kuroshio, Somalian current) are
located at the Western coasts of oceans and this fact called for explanation. The
first papers explaining the westward intensification by the β-effect appeared in the
late forties and the early fifties (Sverdrup, 1947, Stommel, 1948, Munk, 1950, in
Chapter 1). Since the early sixties (Sarkisyan, 1960, 1974, see also references to
Chapter 1 for papers of Sarkisyan 1961, 1962, 1969a, b) additional elements have
been proposed for the word “intensification”.

1) Almost all major currents are intense only within the ocean’s upper layer of one
to few hundred meters.

2) There are deep-water intense currents which usually are directed opposite to the
upper ocean currents. It means that any integrated mass transport, including the
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Sverdrup simplest relation Sy =
(

rotz
→
τ
)

/

(ρ0g), may veil the upper westward

layer or any coastward intensification.
3) Intense currents are closely related to high values of cross-current density gradi-

ents while the Sverdrup relation does not include the baroclinicity at all.
4) When taking into account just bottom topography one can see that the Sverdrup

transport becomes much less than in the idealized flat-bottom ocean which itself
results in an underestimated value of 
 (Sarkisyan, 1977).

5) Stommel (1948, Chapter 1) considered a homogeneous ocean model and ob-
tained indeed a relative westward intensification, but, when taking into account
the real depth of the ocean, the flow velocity becomes 1–2 orders of magnitude
smaller than the observed values.

In summary, the β-effect (caused by the spherical shape of the Earth) is not the
only factor of westward intensification. Let us describe briefly of only one of those
contributions (Sarkisyan, 1960). In that paper the variables were presented as a sum
of zonal parts (denoted by a bar) and nonzonal anomalies. The equation of density
transport was linearized relative to zonal flows, then the nonzonal pressure anomaly
p (x, y, z) was presented in the form of exponential function

p = p0 (x, y) e−k(x,y)z

The resulting equation for the surface layer pressure anomaly took the form

k2

g
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−
[

k

g
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− ū

k2

g
− β

f 2ρ0

�ρ̄

�z

(

ekz − 1
)

]

�p0

�x
= F (2.3.1)

A comparison showed that all the three terms in brackets are almost of the same
order of magnitude with a reasonable value of k and limited ocean depth. Assuming

the gradient of the zonal density
�ρ̄

�y
to be positive and

�ρ̄

�z
to be negative, a con-

clusion was made about the role of the zonal flow velocity component in westward

intensification: in the Southern latitudes is ū < 0, so the advection of density (ū
�p0

�x
is generated by the advection of density) favors westward intensification; in the
mid-latitudes – vice-versa, ū > 0 and the density advection favors separation of
jet-like currents from the west coast.

In the models of Sverdup-Stommel-Munk, β-effect is dominating because a
barotropic flat bottom was considered. In a baroclinic ocean, despite linearization
of the equation for density anomaly, and despite neglect of the ocean bottom relief,
there is competition of β-effect with other factors- at the minimum with “free” ocean
zonal flow and density anomaly. The expression in brackets of (2.3.1) becomes nega-
tive and the Gulf Stream separates from the coast in the right place. We shall discuss
this aspect below when considering other factors of intensification.

In the late 1960s and early seventies when the important role of JEBAR and
BARBE in ocean dynamics was proven (Sarkisyan, 1969a, Sarkisyan, 1974,
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Sarkisyan and Ivanov, 1971, in references to Chapter 1) it became obvious that,
besides the advection of density anomaly, there are at least two other “rivals” to
β -effect.

In the mid-1970s A. Sarkisyan put a question to several well-known oceanogra-
phers: what is the main cause of the westward intensification? The answers were the
following.

K. Bryan: I believe it to be β-effect, but the direction of the prevailing density
gradient may be essential too. For example, the Western boundary currents would be
much weaker if the density in the subpolar regions were less than in the equatorial
region (if the gradient of zonal density was of the opposite sign).

N. Fofonoff: The western intensification of currents means evidence of the law
of conservation of potential vorticity. I think the inertial theories present the main
mechanism of intensification.

J. Veronis: The western intensification may be generated by both β-effect and
gradients of temperature. I think the β-effect is more essential, though joint effect
of these two factors is possible as a result of their nonlinear interaction.

W. Holland: I think the western intensification is modeled well on the basis of
the so-called inertial theories. The Gulf-Stream jet crossing the North Atlantic is
baroclinically unstable, it deteriorates before reaching the Eastern boundary as a
result of the separation of eddies. That is why there is Western intensification but
there is no Eastern intensification.

P. Lineykin: The β-effect serves as the main cause of the Western intensification,
but thermohaline factors also play a definite role. The variation of ocean depth with
latitude is essential too.

V. Kozlov: β-effect, variation of depth near the coast and variation of density
near the coast (intensification of JEBAR) are the factors that may cause coastal
intensification. The main cause of intensification depends on the prevalence of one
of these factors. If H = const (JEBAR = 0) we have the classical β-effect. In case
of ρ = const the relation 1/

H acts. Possibly the role of JEBAR in intensification
has been studied much less than the role of other factors.

Many of these answers are not out of fashion even now and are worthy of com-
ments. Many scientists (not only the named above) surely regard the β-effect as
the main cause of westward intensification. Let us look at the problem from a pure
formal mathematical point of view. To have an asymmetry in the solution of a differ-
ential equation there should be terms with an odd degree of differentials. In our case
the first order differential of this kind is β

�ζ

�x –, with β > 0, and it favors westward
intensification. Then there should be a boundary, in our case this is a meridional
boundary. This is also a cause favoring westward intensification. The major part of
the continental coastlines is almost meridional. Now let us look at general equa-
tions for ζ , (3.3.6) and (3.3.8) of the next chapter, which show that besides β-effect
there are two other terms generated by bottom topography, which depending on
their sign and value, may be either favorable or unfavorable to westward intensifica-
tion. They may separate intense currents from the Western boundary. The effect of
zonal currents was discussed above based on some previous calculations (Sarkisyan,
1960, 1974). K. Bryan, G. Veronis and P. Lineykin mentioned it in a general form.
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Furthermore, looking at equations for temperature and salinity one takes notice of

the terms u
�T

�x
, u

�S

�x
- as analogous to β

�ζ

�x
. The role of JEBAR was considered

above and mentioned by V. Kozlov.
Discussion of westward or eastward intensification may naturally lead to the

question: what about northward or southward intensification? The question is surely
reasonable and for the answer one could look at equation (3.3.6) where one finds the

term a3
�ζ

�y
, and at expression (3.3.9) containing the effect of bottom topography, and

the β-effect. Both of them may favor northward or southward intensification.
Lots of intense currents exist near coasts oriented neither meridionally nor

zonally.
Summing up the above discussion, we may speak about coastward, instead of

westward intensification. For any intensification there should, first of all, exist obsta-
cles in the ocean as well as a flow component normal to an obstacle. Such obstacles
are given by underwater mountains, continental coastlines with sharp slopes, is-
lands, peninsulas, straits, bays. Only several well-known currents at the oceans
Western boundary (Gulf Stream, Somalia Current, Kuroshio, etc.) are more intense
than others due to β-effect, but flow velocity in them would be at least an order of
magnitude smaller without baroclinicity, JEBAR, bottom topography and flows in
the open ocean directed normal to Western meridional coast.

Whereas the most intense currents are at the Western boundaries, the most in-
tense upwelling likewise intensified constantly by baroclinicity and JEBAR are at
the Eastern boundaries.

Finally, we should not forget about equatorward intensification and upwelling
which may be intense enough even without β-effect but may not be so intense with-
out baroclinicity. That is why, we shall, give more attention to the baroclinicity of
ocean water and introduce the term coastward intensification (of which a part is
westward intensification) and mention other factors specified, which are able not
only to excite intensification but also to separate intense currents from coasts or
from the equator, islands, peninsulas, straits, bays.

2.3.2 Contradiction Between the Dynamic (Reference Level)
Method and the Sverdrup Relation

To analyze the dynamic method we begin to compare it with the method of total
mass transport. The integrated meridional transport in the baroclinic layer of the
ocean are determined in the dynamic method exclusively by the density field. In the
theory of total mass transport the same quantity is calculated only by the wind field.
Let us present the simple formulae of these methods.

According to Sverdrup’s relation we have

S(SV )
y = 1

ρ0β
rotz

→
τ (2.3.2)
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According to the dynamic method based on the formulae (2.2.6), we derive

Sy
d = g

ρ0 f1

0
∫

−H1

z
�ρ

�x
dz (2.3.3)

where f1 = const is some average value of the Coriolis parameter, and H1 is the
depth of a reference level. These two formulae are fundamentally different. When
calculating the meridional transport by equation (2.3.2) we must assume that the
wind field and Coriolis parameter are variable, but the seawater may be homoge-
neous. On the contrary, for the calculation of Sy

d by equation (2.3.3) the seawater
must be inhomogeneous, but the wind field and Coriolis parameter may be constant.
Of course, the wind field is indirectly present in formula (2.3.3), to some extent,
taking part in the redistribution of the density field. However, we do not have an
indirect effect of ρ in formula (2.3.2); neither do we have the effect of heat and salt
exchange processes. On the contrary, in formula (2.3.3) we have only the indirect
effect of the wind, the effect of heat and salt exchange, and other factors due to the
density field anomaly ρ.

From the very beginning of last century calculations have been carried out by the
dynamic method in an attempt to approximate the observed data.

Since 1947 the calculations of 
 have been performed with the aid of Sverdrup’s
relation and the results also seemed to correspond to the observed data. Thus two
contradictory relations repeatedly used in the theory of ocean currents on the one
hand, and in the practice of oceanographic calculations on the other, have existed
for more than half a century. In the presented above general equations for ζ and

 functions we have all the factors existing in both contradictory relations. We
therefore have the opportunity to compare these relations and decide which of them
better reflects the dynamics of stationary currents. We shall do it, first by a quali-
tative comparison. To do this we return to formula (2.2.46) neglecting the effect of
bottom stress. As a result we come to the simple relation

βSy = − 1

ρ0
J (H, p)z=−H − 1

ρ0
rotz

→
τ (2.3.4)

Let us now consider two limiting cases.

1. H = const . In this case the Jacobian vanishes in equation (2.3.4) and we come
to the relation of Sverdrup (2.3.2).

2. H �= const , f = const (β = 0). Let us also neglect the second term on the
right-hand side of equation (2.3.4), which is small in comparison with the first
term. We thus obtain

J (H, p)z=−H = 0 (2.3.5)

Relation (2.3.5) is satisfied if we assume
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(

�pH

�x

)

z=−H

=
(

�pH

�y

)

z=−H

= 0 (2.3.6)

We thus obtain the dynamic method in which the real bottom of the ocean serves
as a reference level. In this case the sea-surface topography ζ d and pd are deter-
mined by formula (2.2.5), Sy

d – by formula (2.3.3), and the total mass transport
function by formula


d = − g

ρ0 f

0
∫

−H

ρzdz

ψd = − g

ρ0 f

H
∫

0

ρzdz (2.3.7)

The formula (2.3.7) may be also obtained from relations (2.2.60) and (2.2.61)
if we take into account formula (2.2.5) and neglect the small terms generated by
wind stress. Formula (2.3.3) easily follows from formula (2.3.7) if we introduce the
definition of the total mass transport function. Thus formulae (2.3.2) and (2.3.3)
are two extreme cases of relation (2.3.4). Because these two formulae do not agree
physically, either both of them are wrong or only one of them is suitable. It is shown
on the obasis of diagnostic calculations (see Sarkisyan, 1977) that Sy

d is more or
less close to the value of Sy , obtained from the general equation for ζ or 
, but
Sy

(SV ) is smaller 2–3 times.
A comparison of orders of magnitude shows that the Jacobian of the right-hand

side of equation (2.3.4) is of the same order of magnitude as rotz
→
τ in regions apart

from the continental slope and one order of magnitude greater in the vicinity of
the slope. So the Jacobian should not be neglected. Furthermore, accepting (2.3.6)
means making three equations from (2.3.4) which is mathematically nonsense.

To look at simplification (2.3.6) from the physical point of view let us return to
formula (2.2.46) and use the formula (2.2.24). We have.

βSy = −g J (H, ζ ) − g

ρ0
J

⎛

⎝H,

0
∫

−H

ρdz

⎞

⎠− 1

ρ0
rotz

→
τ . (2.3.8)

Keeping only 1
ρ0

rotz
→
τ on the right-hand side of (2.3.8) means to assume that

the meridional water flux does not depend on baroclinicity and on the sea surface
slope that is obviously wrong. Finally, there is another drawback of the Sverdrup
transport approach: wind stress acts only in case, when rotz

→
τ �= 0. In Chapter 3

we show that in general models wind stress effect is three-fold: div
→
τ , rotz

→
τ or

simply →
τ .

Deficiencies of the dynamic method have already been listed above. While in
the ocean’s upper layer this method gives a first approximation of gradient part of
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the flow velocity, it rapidly loses its accuracy with depth, that is why calculation
of Sy

d by formula (2.3.3) is erroneous. But (2.3.2) is not better than (2.3.3). Since
1969–1974 (Sarkisyan, 1969a) we know that in (2.2.62) the JEBAR is the main term
and disregarding it was the main shortcoming of the original papers of Shtockman
(1946), Sverdrup (1947) (both in references to Chapter 1), Munk (1950) and others.

Some of the authors neglected this effect, assuming the ocean to have flat bottom
or the effect of baroclinicity and bottom topography to compensate each other in
such a way that the vertically averaged baroclinic ocean behaves as a flat-bottom
barotropic ocean (Welander, 1959).

It was shown (Sarkisyan 1977) that the above-mentioned and other simplifica-
tions just resulted in excluding all the terms with ρ from the right-hand side of the
(2.2.62)-type equations. Actually, assumptions of this kind extremely simplify the
problem mathematically; as a result one gets one equation with a single variable

. Inversely, taking JEBAR into account is necessary not only because its weight
is quite big but also because links 
 with other variables. In case of the diagnostic
calculation by keeping both effects – wind stress and baroclinicity one can see which
of the two contradictory formulae (2.3.2), (2.3.3) is close to the complete solution.

The following can be concluded:

1) Equations (2.2.26), (2.2.48) and (2.2.62) are the simplest possible equations for
diagnostic calculations close to reality.

2) For any sea or ocean basin and for a baroclinic lake, one out of these three
differential equations should be solved in diagnostic calculations.

3) There are some factors and terms that should be taken into account with a pos-
sibly high accuracy in any diagnostic calculation. Those are: baroclinicity, wind
stress and bottom topography. Mathematically it means the necessity of taking
into account the first term and div

→
τ on the right-hand side of (2.2.26), JEBAR –

in any of these equations, BARBE – in equation (2.2.46), rotz
→
τ – in (2.2.48) and

(2.2.62), JEWAR – in (2.2.62) along with other terms.
4) One should be very careful in considering idealization of any problem, unless it

is geophysically justified. Finally, there is only one correct way: to write the com-
plete equation and by scale analysis to drop really insignificant terms. Moreover,
there is no problem to keep all terms to the very end when solving the problem
numerically.

There was one argument in favor of the dynamic method -usually it served as an
exclusive method of getting information on the flow velocity from a single hydro-
graphic section. In Chapter 3 an alternative method is presented for the calculation
of absolute flow velocity by using a single hydrographic section. The method makes
it possible to avoid relations (2.3.6) and many other simplifications.

So, our answer to the question posed in the title of this section is negative. The
simple Sverdrup relation served half a century and the dynamic method – the whole
20th century. We have proposed above three alternative simple models, and there
are many others.
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2.3.3 A Short Note on the Ocean Modelling First Steps

The calculation of the real ocean flow velocity from fields of observed density (tem-
perature, salinity) begun by Sandström and Helland-Hansen (1903). The calculation
of that kind results in a geostrophic flow velocity relative to some indefinite depth
of baroclinic layer’s lower boundary. Since Defant (1941) many attemptions have
been made to define as reference the depth of the “Warmwassersphäre”, then sci-
entists begun just to specify the depth of the reference level (“level of no motion”)
quite differently and somewhat doubtful. Despite of the deficiencies of the dynamic
method there is a main advantage: in areas with essential stratification the dynamic
method gives a realistic order of magnitude of the surface layer gradient currents.

Ekman made an attempt to put the flow velocity calculation on real mathematical
and hydrodynamical background with necessary boundary conditions, but in the
homogeneous ocean the gradient currents are of one order of magnitude smaller
then the dynamic method gives.

Scientists understood the necessity to take into account sea water baroclinicity
in mathematical modelling in late forties at the previous century, but the analytical
solution of the relevant equations were (and still are) very difficult. Besides the
computer possibilities were very limited in that time.

Shtockman, Sverdrup and Munk considered the vertically integrated mass trans-
port instead of vertical distribution of flow. They thought their idea enables to calcu-
late the baroclinic ocean integral transport by avoiding the flow velocity and density
vertical stratification.

As it was understood later, it was an unsuccessful attempt to calculate the
BAROCLINIC ocean integral mass transport. Let us dwell on this theory in greater
detail.

It is convenient to begin the discussion of the first works on the method of integral
mass flux with the following equation by Munk:

(

AH∇4 − β
�ψ

�x

)

ψ = −rotz
→
τ (2.3.9)

where ψ is the function of integral mass flux, →
τ is the wind tangent stress, and

AH is the coefficient of the horizontal mixing; ∇4 = �4

�x4 + 2 �4

�x2�y2 + �4

�y4 is the
biharmonic operator, and equation (2.3.9) is a vertically integrated variant of the
vorticity equation.

Being a special case of Munk’s equation, the main equation of Shtockman is
obtained by neglecting the beta-effect in the form:

AH∇4ψ = −rotz
→
τ (2.3.10)

The relation of Sverdrup is obtained from equation (2.3.9) by neglecting the ef-
fect of the horizontal mixing and is known to have the following simplest form:
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βSy = rotz
→
τ , (2.3.11)

where Sy = �ψ

�x
=

ζ
∫

−H

ρvdz ≈ ρ0

ζ
∫

−H

vdz. (2.3.12)

It is interesting in itself that, as early as in the late 1940s, with the existing diffi-
culties in data exchange at the time, the paper published by Shtockman in the USSR
was immediately criticized by some foreign authors.

Indeed, Sverdrup’s commentary was: “The theoretical results by Shtockman are
inapplicable to oceanic conditions because of his assumption of water homogeneity.”
Let us notice immediately that Shtockman made no such assumption and his paper
included the word “baroclinicity”; however, the reason why Sverdrup used such
wording will become apparent in the further discussion. The attitude of Munk to
Shtockman’s paper can be expressed trough the following sentence: “The solution
of equation (2.3.10) provided by Shtockman is of formal character, because he ne-
glects such an important factor as the planetary vorticity.” Notice that the latter term
means the β-effect. However, Munk criticizes not only Shtockman, but also Ekman
and Stommel. This criticism deserves special attention, because it includes the most
complete substantiation of the works considered to be the theory of integral current
of the BAROCLINIC ocean layer. The essence of Munk’s reasoning is as follows:
“In Ekman’s and Stommel’s model the ocean is assumed homogeneous, a case in
which the currents extend to the very bottom”. Not only is this in contrast with
observations, according to which the bulk of the water transport in the main ocean
currents takes place in the upper thousand meters, but it also leads to mathematical
complications which rendered Ekman’s analysis very difficult, and forced Stommel
to resort to a rather arbitrary frictional force along the bottom. To avoid these dif-
ficulties, we retain Sverdrup’s integrated mass transport as the dependent variable.
The device makes it possible to examine the more general case of a BAROCLINIC
ocean without having to specify the nature of the vertical distribution of density
and current. In recognition of the evidence that currents essentially vanish at great
depths, we shall depend on lateral friction for the dissipative forces. By this, Munk
gives a clear and detailed explanation of the postulate shared also by Sverdrup and
Shtockman. Let us notice that the title of Sverdrup’s paper also contains the word
“baroclinicity”.

To facilitate the derivation of the equation for integral mass flux Shtockman,
Sverdrup and Munk assumed that there is a surface at a great depth with virtually
phenomenal properties. Namely, they believed that the flow velocity, pressure gra-
dients, and vertical friction attenuate at this depth; in addition, this depth of the
baroclinic layer is constant over the entire ocean, and isobaric surfaces intersect
isosteric ones.

A correct argument made by the authors of the method of integral mass flux is
that the density gradients decrease with depth like the vertical friction. However,
these variables do decrease rather than attenuate, while the depth of the baroclinic
layer is not constant. Moreover, all the three originators of the theory of integral
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mass flux were erroneous in their belief that they calculated the integral transport of
the baroclinic ocean layer.

In fact, their model ocean is barotropic because the governing equation used
by them has no density gradients and the only driving force for the function of
integral mass flux is the curl of the wind tangent stress, which has no relation to
water baroclinicity. It should be noted that a similar error was made in the paper
of Sarkisyan (1956), a follower of the aforementioned originators. He believed that
calculations were made for the baroclinic ocean layer; however, it turned out he
had calculated the integral mass flux of wind-driven currents (the function ψ) of a
homogeneous ocean.

Still what is the case of their failure? Formally the integral of the type
H
∫

0
uρ1dz

which was used by the founders of the theory is an integral of mass transport of
a baroclinic ocean because ρ1 is variable. But ρ1 = ρ0 + ρ and ρ is smaller than

ρ0 by three orders of magnitude. Therefore
H
∫

0
uρ1dz ≈ ρ0

H
∫

0
udz, so this kind of

integration does not help to pass from a homogeneous ocean to a baroclinic one.
Actual baroclinicity is in gradients of ρ1 or ρ.

Another idea of baroclinic ocean modelling simplification was put forward by
Neumann (1955, 1958). He supposed that, at least in oceans mid-latitudes, a ver-
tically mass compensation of baroclinic ocean may exist, therefore (as Welander
thought too) the baroclinic ocean with variable depth behaves as the barotropic
ocean with constant depth. Sarkisyan (1969a) showed that realistic modelling of the
baroclinic ocean must be based on the general equations with due regard of water
density horizontal gradients. The above situations show that the classics understood
the drawbacks of the homogeneous ocean models and believed that they have passed
to baroclinic models but in the era of analytical methods of solving the geophysical
problems it was impossible. The Munk’s model became very popular and many
scientists tried to improve it. For example Neumann (1995, 1958) and Ivanov and
Kamenkovich (1959) added the effect of bottom topography to the left hand side of
equation (2.3.9), Carrier and Robinson (1962) added nonstationarity and nonlinear-
ity, but each of them added only some terms to the left- hand side of equation (2.3.9)
without passing to a baroclinic ocean model. That was impossible inasmuch as on
the right- hand side of the equation rotz

→
τ was the only driving force in their models.

Within the model framework of a homogeneous ocean it is impossible to get the
right point of the Gulf Stream separation, and its transport is several times smaller
than the observation shows.

Based on progress in numerical mathematics and electronic computing it seemed
prospective to join the Ekman’s hydrodynamic model, advantages of the dynamic
method and Lineykin’s (1957) equation for the density evolution to make prognostic
calculation of both the velocity and density fields of a baroclinic ocean.

As mentioned by Bryan (1969, in references to Chapter 1), the first calculation
of that kind was done in early 1960s by Sarkisyan for a deep flat-bottom stratified
ocean (see Sarkisyan, 1961, 1962 in references to Chapter 1).
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The main results of those early calculations were the following:

1. The evolution of the density field is of several orders of magnitude slower that of
the wind-driven circulation.

2. The flow velocity gradient currents are generated mainly via the density horizon-
tal gradients, while the purely wind-driven gradient currents are of one order of
magnitude smaller.

3. The oceans bottom topography should be taken into account.
4. Due to coarse resolution, the prognostically calculated gradient currents as well

as the resulted density field gradients are several times smaller than the ob-
served ones.

So one should carefully examine the terms in the equations for the sea surface
topography ζ and the mass transport stream function ψ to keep the water baroclin-
icity. It appears that the main terms possessing the baroclinicity are the BARBE and
JEBAR in equation for ζ and only JEBAR – in equation for ψ .

2.3.4 Brief List of the Main Results of Diagnostic Calculations

The results of diagnostic calculations made by the above three models have been
analyzed in detail in the paper by Sarkisyan (1977), in the book of Marchuk and
Sarkisyan (1988) and in many other papers. Here we shall deal with only the main
conclusions.

1. The main indicator of climatic characteristics is ocean water baroclinicity, i.e. the
horizontal variation of temperature and salinity. The resulting anomaly of ρ must
be specified as accurate as possible.

2. Taking the observed and processed data on the ρ-field one has to avoid underes-
timation of the gradients of ρ. This requires the use of a high-resolution model
and specification of H as accurate as possible.

3. When these two fields are specified wind stress should accurately be included in
the calculation procedure as additional essential factor.

4. The calculations show that neither the dynamic method nor the Sverdrup relation
may serve for accurate calculations of ocean climatic characteristics. Any out of
the three equations (2.2.26), (2.2.48) and (2.2.62) is a further higher stage in
comparison with the Sverdrup transport and/or the dynamic method.

5. The observed data on T and S are reliable only in the upper 0.5–1.5 km layer.
The sea surface height (SSH) is formed mainly by the density anomaly of this
upper layer and is less sensitive to ρ value of a deeper layer. The 
 – function,
vice-versa, is formed mainly by deeper layer data where the anomaly of ρ is
small and indefinite, Fig. 2.2 shows that 
 is much more sensitive to baroclinic
ocean bottom topography than ζ . Figure 2.3 shows the degree of sensitivity of ζ

and 
 to different methods of extrapolation of ρ from 1.5 km depth to the ocean
bottom. It is easy to see that 
 is very sensitive, while ζ is much less sensi-
tive, to the bottom layer baroclinicity. As a result of this sensitivity two visually
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φ=35ºC

Fig. 2.2 Sea-surface topography ζ (cm) and mass transport stream function ψ (106 m3/s) at (a)
sections along the 35 ◦N latitude and (b) 30 ◦W longitude of the North Atlantic. 1 – the case of real
bottom topography; 2 – for H = const = 1.5 km. The bottom topography (km) along the sections
is shown below (Sarkisyan, 1977)

different pictures of the 
 – field may actually represent horizontal flow-fields
which are almost similar in the upper but differ essentially from each other in
the deeper layers. But any 
-field, even the one obtained without consideration
of deeper layer baroclinicity, differs very much from the Sverdrup transport if
bottom topography is taken into account because JEBAR plays the main role in
the formation of 
.
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Fig. 2.3 Sea-surface topography and mass transport stream function along (a) 30 ◦W longitude and
(b) 35 ◦N latitude of the North Atlantic by different methods of extrapolation of density anomalies
at great depths. 1 – first method of extrapolation; 2 – second method of extrapolation; 3 – the case
when the ocean is taken to be homogeneous below 1.5 km (Sarkisyan, 1977)

6. The vertical component of flow velocity is very sensitive to inaccuracies of →
τ ,

ρ, model resolution and model formulation. Two visually similar ζ or 
 fields
and consequently two similar surface gradient current fields may represent very
different w-fields. It means that the main indicator of data plus model’s accuracy
is the vertical component of flow velocity, especially in the oceans’ near-coastal
areas.

7. With accurate observed data and high resolution simulation, all the three linear
models D1, D′

1 and D′′
1, result in similar reliable circulation patterns, even in the

coastal jet-like current areas. The only exception is the equatorial belt (equator
±2◦) which needs nonlinear terms and is much more sensitive to model and data
deficiencies.
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Chapter 3
Nonlinear Models for Diagnostic, Prognostic
and Adjustment Calculations of Ocean
Climate Characteristics

Abstract In the following we will take into account nonlinear and nonstationary
terms in the equations for momentum balance, temperature and salinity with. More-
over the simplified version (in terms of molecular mixing and diffusion) of hor-
izontal and vertical turbulence will be considered. The models are different with
respect to

- the method of calculation of the pressure anomaly (usually via sea surface height
ζ or mass transport function 
),

- the numerical method of solution

Simplifications concern:

- the comparison with linear models of Chapter 2,
- the description of turbulent viscosity and/or diffusivity.

Keywords Nonlinear models · Prognostic calculations · Adjustment · Divergence
model · Calibration

3.1 Nonlinear Models Based on Sea Surface Height Calculations

3.1.1 The Equation of Vorticity

In the following we will consider fully nonlinear models (3DPEM). For the sake
of simplicity we will use Cartesian coordinates (Sarkisyan and Sündermann, 1995).
We start from (2.1.1), (2.1.2) and (2.2.3) and proceed with the derivation of equa-
tions for � and �.

�

�z
KM

�u

�z
− �u

�t
+ f ν − g

�ζ

�x
− g

ρ0

0
∫

z

�ρ

�x
dz + AM �u = A (3.1.1)
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�

�z
KM

�ν

�z
− �ν

�t
− f u − g

�ζ

�y
− g

ρ0

0
∫

z

�ρ

�y
dz + AM �ν = B (3.1.2)

where

A = u
�u

�x
+ ν

�u

�y
+ w

�u

�z
(3.1.3)

B = u
�ν

�x
+ ν

�ν

�y
+ w

�ν

�z
(3.1.4)

We now integrate equations (3.1.1) and (3.1.2) from −H to 0 taking into account
boundary conditions (2.2.11) and (2.2.12′′)

− gH
�ζ

�x
+ f Sy + 1

ρ0

(

τx − τ−H
x

)− g

ρ0

0
∫

−H

(H + z)
�ρ

�x
dz−

− �Sx

�t
+ AM �Sx =

0
∫

−H

Adz (3.1.5)

− gH
�ζ

�y
− f Sx + 1

ρ0

(

τy − τ−H
y

)− g

ρ0

0
∫

−H

(H + z)
�ρ

�y
dz−

− �Sy

�t
+ AM �Sy =

0
∫

−H

Bdz (3.1.6)

Cross differentiation of the equations results in the vorticity equation

− βSy − J (H, ζ ) − �

�t
rot

→
S + 1

ρ0

(

rot
→
τ − rot

→
τ

−H
)

+ g

ρ0

0
∫

−H

J (ρ, H ) dz − AM �rot
→
S + �

�y

0
∫

−H

Adz − �

�x

0
∫

−H

Bdz = 0 (3.1.7)

After that we substitute →
τ

−H
by ζ and ρ using formulae (2.2.37) and (2.2.3), use

geostrophic correlations for an approximate value of Sy, Sx in expressions for the
effect of horizontal mixing, ignoring in them the secondary part of both β-effect
and the effect of bottom topography, and come to the following final equation for ζ

(Sarkisyan, 1977).
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�

�t
�ζ + 1

H
J (H, ζ ) + β

�ζ

�x
= 1

ρ0gH
rotH

→
τ−

− f

ρ0 H

0
∫

−H

J (H, ρ) dz

︸ ︷︷ ︸
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− β

ρ0 H

0
∫

−H

(H − z)
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dz
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+ f1

(3.1.8)

where

f1 = f

gH

⎡

⎣

�

�y

0
∫

−H

Adz − �

�x

0
∫

−H

Bdz

⎤

⎦− 1

ρ0 H

0
∫

−H

(H − z)
��ρ
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dz+

+ AM ��ζ − f

2αH
�ζ − 1

ρ0gH

[

βτx − �

�t
div

→
τ + β

f

�τy

�t

]

+ (3.1.9)

AM

ρ0 H

0
∫

−H

(H − z) ��ρdz − f

2αρ0 H

0
∫

−H

�ρdz

Equation (3.1.8) is written in the form, which is valid not only for diagnostic but
also for prognostic and adjustment calculations. Moreover, the experience (which
will be discussed in the following chapters) shows that even in diagnostic calcu-
lations all terms in momentum equations, especially in the vorticity equation for
ζ (or for 
), should be taken into account without simplifications. An exception

is made for the linear parts of the inertial acceleration

(

�u

�t
,

�v

�t

)

and horizontal

turbulent mixing, which we take into account in this model in a simplified form
(quasigeostrophic approximation). The first term of the left-hand side is simple and
generated due to these approximations.

Concerning the right-hand side of equation (3.1.8) JEBAR and BARBE (baro-
clinic β-effect), play a definitive role in climate modelling. Further important are
the linear and nonlinear terms generated by the integral of A and B in (3.1.9) plus
�

�t
�ρ. As for the other terms in (3.1.9), they are secondary; in many cases they may

be ignored without generating an essential error.
Comparing equations (3.1.8) and (2.2.46), the common peculiarity is that the

main terms are BARBE and JEBAR in the right-hand parts, as well as their “rel-
atives” – β-effect and the effect of bottom topography in the left-hand parts. With
reasonable values of the turbulence coefficients characteristic values of all other
terms (linear or nonlinear) are one or several orders of magnitude smaller. In any
case, once horizontal and vertical mixing effects are taken into account the value of
the coefficients KM , AM should be taken as small as possible, because the terms
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AM ��ζ,
1

2αH
�ζ can not reflect the real turbulent mixing and large values of

KM , AM result in an overly smoothed solution.
Thus, the main difference between (3.1.8) and (2.2.46) is not just the appearance

of the nonlinear terms on the right-hand side of (3.1.8) but also the existence of the
first term on the left side. This term enables one to ignore both horizontal turbulent
mixing and bottom stress. This is a principal advantage of (3.1.8) against the linear

stationary vorticity equation (2.2.46). The term
�

�t
�ζ allows to take into account

side boundary conditions for ζ , that is why the equation is written in an unusual
form-there is no turbulence effect on its left-hand side.

Actually, there is no need to ignore the effect of turbulence, despite its idealized
form, besides, it is useful for a more accurate presentation of side boundary con-
ditions for flow velocity. Still equation (3.1.8) allows one at least to operate with
smaller values of AM and KM to avoid over filtering.

The principal scheme of performing calculations by this model is as follows.
For diagnostic calculations one should first solve equation (3.1.8) ignoring A and

B as a first approximation. Then by the simple formula (2.2.3) p is calculated, and
then, by using equations (2.1.1), (2.1.2), (2.1.6), the flow velocity components. Usu-
ally, within quite a short model time period (weeks to months) the variables reach a
steady state with high accuracy. Although a variety of numerical methods for solving
the equations considered for adjustment or prognostic calculations we advise first to
make diagnostic calculations, then, using specified T and S and calculated u,v,w as
initial data and adding the equations for T and S. The details of calculations, their
analysis and a short review will be given in the following chapters.

3.1.2 The Divergence Equation

To derive another version of the nonlinear model which also uses the sea surface
height we return to equations (3.1.5), (3.1.6) and make the divergence, instead of
vorticity operation. It means differentiating (3.1.5) by x and adding (3.1.6) differen-
tiated by y. The resulting equation is the following:

�ζ + 1

H

(

�H

�x

�ζ

�x
+ �H

�y

�ζ

�y

)

= 1

ρ0gH
diν

→
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0
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−H
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− β
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ρ0 H

0
∫

−H
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�x

�ρ

�x
+ �H

�y

�ρ
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]

dz

︸ ︷︷ ︸

J E B AR−2

+ f

gH

(

�Sy

�x
− �Sx

�y

)

−

− 1

gH

⎡

⎣

�

�x

0
∫

−H

Adz + �

�y

0
∫

−H

Bdz

⎤

⎦+ 1

ρ0gH
diν

→
τ

−H
(3.1.10)
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During these transformations we ignored the secondary effect of bottom topog-
raphy in terms, generated by horizontal mixing. The result of transformation of the

terms
�Sx

�t
,

�Sy

�t
and the main effect of horizontal mixing took the form of total

mass divergence and, in accordance with equation (2.2.44) vanished. In (3.1.10) the
Laplacians on the left- and the right-hand sides are generated by pressure gradients;
the β-effect, the effects of bottom topography and JEBAR have other forms than
those in (3.1.8). Direct wind effect is represented by div

→
τ , instead of rot

→
τ ; the last

term may be kept or omitted depending on the boundary condition at the ocean bot-
tom. The divergence equation was formulated for the equatorial belt and naturally
it does not degenerate when f becomes zero (Demin and Sarkisyan, 1977). The
nonlinear terms should necessarily be taken into account. In the following chapters
we show that (3.1.10) is valid for the extraequatorial latitudes too.

The principal scheme of diagnostic, prognostic or adjustment calculations based
on divergence equation (3.1.10) is the same as described above for the vorticity
equation (3.1.8).

It should be mentioned that despite the absence of time derivative in (3.1.10), ζ

depends on time parametrically via time variation of →
τ and ρ (T, S).

3.2 Nonlinear Extraequatorial Model Based on the Mass
Transport Stream Function Calculation

In the previous section two equivalent models were presented for calculation of the
physical characteristics of ocean climate (with specified nonstationary conditions at
the ocean free surface). We have discussed one of them based on the �-equation.

In principle there is now an easy way to use 
, instead of ζ . For example, we
can differentiate (2.2.60) by x , add to it (2.2.61) differentiated by y and make trans-
formations to obtain a very simple equation for 


�

�x

f

gH

�


�x
+ �

�y

f

gH

�


�y
= �ζ + �A1

�x
+ �B1

�y
(3.2.1)

where

A1 = 1

ρ0 H

0
∫

−H

(H + z)
�ρ

�x
dz − τx

ρ0gH

B1 = 1

ρ0 H

0
∫

−H

(H + z)
�ρ

�y
dz − τy

ρ0gH
(3.2.2)

A1, B1 might contain nonlinear terms too but practically this is not necessary
because ζ is calculated by taking into account all nonlinear terms. In principle the
equation (3.2.1) allows to calculate 
, once ζ is calculated by one of the above
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presented models. Despite of it, there is a demand to construct an equation for 

which does not contain ζ explicitly because:

– it is common in oceanographic literature to use an integrated vorticity equation
based on 
;

– quite interesting qualitative conclusions arise when comparing the equation for

 with the equation for ζ presented above.

To get the equation for 
 we return to the simplified relations (2.2.60), (2.2.61),
insert them into equation (3.1.8), make some transformations and further simplifi-
cations (ignore the secondary parts of β-effect and the effects of bottom topography
in smaller terms, keep only the highest differentials).

The resulting vorticity equation has the following complicated form:

− AM ��
 + �

�t
�
 + f

H
J (H, 
) + β

�


�x
= 1

ρ0
rotz

⇀
τ+

+ 1

ρ0

�

�t
div

⇀
τ + β

ρ0 f

(

τx − �τy

�x

)

+ β

ρ0 f

(

�H

�y
τx − �H

�x
τy

)

︸ ︷︷ ︸

J EW AR

−

− g

ρ0 H

0
∫

−H

z J (H, ρ) dz

︸ ︷︷ ︸

J E B AR

+ f2 (3.2.3)

where

f2 = �

�y

0
∫

−H

Adz − �

�x

0
∫

−H

Adz − f

2αH
�
 − g

2ρ0αH

0
∫

−H

z�ρdz (3.2.4)

There is a new joint effect on the right-hand side of equation (3.2.3) which con-
sists in the multiplication of wind stress components with gradients of bottom relief.
The JEWAR does exist implicitly in equations (3.1.8), (3.1.10) too, the explicit ver-
sion of this factor in (3.2.3) shows, that the effect of bottom relief is essential even
in a coastal shallow homogeneous water area.

Many other terms in (3.1.8) and (3.2.3) are alike. In (3.2.3) the effect of horizontal
mixing is kept on the left-hand side just because that form is common in the papers
where 
 is used instead of ζ .

But there are two principal differences between (3.1.8) and (3.2.3):

(1) There is no BARBE in the equation for 
. That is why in (3.2.3) the presence
of JEBAR is absolutely necessary. In (3.1.8) BARBE serves as another essential
source of potential energy to favour the westward intensification. In Section 2.3
we already discussed the problem of coastward intensification and, in particular,
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westward intensification and we shall be returning to it in the following chapters
more than once because until now in scientific literature there exists a misun-
derstanding concerning this aspect of modelling.

(2) The JEBAR’s shape itself in (3.2.3) differs essentially from its analog in (3.1.8)
and, in general, it differs from any JEBAR in equatorial or extraequatorial, lin-
ear or nonlinear models based on the calculation of SSH.

The difference is generated by the multiplier z existing under the integral of equa-
tions (3.2.3) right-hand side.

In the thin upper ocean layers, density gradients are larger and are known to
a higher accuracy but z is small. In the lower layers, which represent the major
part of the oceans ‘water body it is exactly vice-versa. So, 
 is formed mainly by
an erroneous deeper layer density field, while ζ , on the contrary, by more reliable
information of the upper density field. This aspect should be kept in mind when
comparing charts of these two functions.

Figures 2.2 and 2.3 presented above at the end of Chapter 2 prove this on the basis
of diagnostic calculations. Same kind of analysis was done based on adjustment
or prognostic calculations and brought to analogous conclusions (Sarkisyan, 1977;
Marchuk and Sarkisyan, 1988).

Here are some further conclusions:

1. All its linear terms, apart from the effect of baroclinicity, are expressed in terms
of 
; in addition, if the first term on the right-hand side, i.e., the joint effect of
baroclinicity and relief (JEBAR) and the effect of bottom stress are neglected,
then (3.2.3) is transformed into a single equation in one unknown, which is very
convenient.

2. When solving problems for a simply connected closed domain there are the fol-
lowing simple boundary conditions along the horizontal:


 ≡ 0,
�


�n
≡ 0.

It is likely that these two circumstances resulted in the fact that general ocean
circulation models relying on an equation of form (3.2.3) are in wide use. But there
are a number of inconveniences associated with the employment of this equation.

1. Once it has been shown that the neglect of the JEBAR is erroneous, the first
convenience has dropped out. Now, it is necessary to solve mutually the overall
system of equations of hydrothermodynamics even in the linear setting.

2. As discussed above the equation form with the JEBAR on the right-hand side of
(3.2.3) is correct from formal mathematical viewpoint but leads geophysically to
inaccurate results, since the Jacobian is multiplied by z in the integrand expres-
sion.

3. When modelling the Word Ocean circulation at a more or less satisfactory res-
olution, a multiply connected domain is dealt with. The condition 
 ≡ 0 may
prescribed only along the contour of one island (continent); in this case the values
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of 
 (which is kept constant along the contour of each island) for all other islands
must be found through cumbersome calculations (Bryan, 1969).

The next equation to be analyzed is (3.1.8). Like (3.2.3) it is a vorticity equa-
tion, and the operator with respect to ζ on its left-hand side is similar to the one
with respect to 
 in (3.2.3). It remains to compare the right-hand sides of these
equations and ways of determining the functions along the contours of basins or
islands. It is easy to preassign 
 along the boundary provided a simply connected
domain (a sea or a part of an ocean without islands) is dealt with, whereas from cor-
responding boundary conditions for velocity components, ζ should be determined
at each point of a boundary calculation grid. However, when there are island(s)
one should calculate as many additional functions 
 as the number of islands are,
where ζ is being calculated locally along each island separately, and the number
of islands, does not impose additional requirements on the procedure of calcula-
tions or the computer memory (Marchuk, 1969; Sarkisyan, 1977); this is conve-
nient. Another circumstance is more important. On the right-hand side of (3.1.8) the
density gradients in integral expressions of the basic terms are not multiplied by z,
i.e., ζ depends slightly on inaccurate values of the density gradients in deep layers.
Furthermore, on the right-hand side of (3.1.8) the baroclinic β-effect (BARBE) is
an important source of available potential energy in addition to the JEBAR. For
these and other reasons mentioned above, as numerous diagnostic calculations have
shown (Marchuk and Sarkisyan, 1988; Sarkisyan, 1977), ζ is formed in the main
by the density gradients of basin upper layers and depends on the bottom relief to
a lesser degree. For (3.2.3), the explicit influence of seawater baroclinicity on 
 is
lost, provided it is assumed that H = const. Finally, there is one more advantage of
(3.1.8). If the small terms on the right-hand side of (3.1.8) are neglected (the terms
with the multiplier z in the integrand expressions are omitted, and the action of wind
and the nonlinear terms are neglected) as a first approximation, then it is easily seen
that an exact solution of (3.1.8) with the simplified right-hand side is the formula:

ζ = − 1

ρ0

0
∫

−H

ρdz (3.2.5)

As mentioned in Chapter 2 this formula presents a dynamical method for deter-
mination of the sea level in the case when the basin floor serves as a reference level.
It may be shown that (3.2.5) is valid with lesser simplification of the right-hand
side of (3.1.8) as well, provided the Ekman spiral is taken as velocity profile at the
basin bottom and the nonlinear terms are replaced by their geostrophic values. So,
(3.1.8) with the simplified right-hand side, unlike (3.2.3), has an important indicator,
a useful test for its numerical computations.

The diagnostic calculations have shown that (3.2.5) comprises almost two thirds
of a numerical solution of (3.1.8) without any simplifications. In other words, the
dynamic method is a good first approximation of problems concerning dynamics of
a baroclinic ocean with complete consideration for all the factors.
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Equation (3.1.10) was radically different from (3.2.3) and (3.1.8). When deriving
this equation the idea was to hold the pressure rather than to exclude it, since the
pressure is a basic element in the dynamics of seas and oceans. Thus cross the
differentiation in obtaining (3.1.10) is the divergence of the velocity but not its curl.
The terms with the Laplace operator on the right- and left-hand sides of the equation
are basic. The second group of terms on the right-hand side of (3.1.10) gives another
form of the JEBAR, i.e., the integrand expression

�H

�x

�ρ

�x
+ �H

�y

�ρ

�y
, (3.2.6)

which is of the same order as the main terms. Unlike the JEBAR existing on the
right-hand side of (3.2.3), the expression (3.2.6) is not the only source of the poten-
tial energy, i.e., even with H = const one of the two main sources of baroclinicity
on the right-hand side remains and, what is more, is qualitatively important. Equa-
tion (3.1.10) was constructed with consideration for all these advantages; it formed
the basis of many diagnostic and adjustment investigations of dynamics of seas and
oceans.

However, one disadvantage of (3.1.10) is worth noting. The integral effect of
Earth’s rotation in this equation is rearranged to the right-hand side and, as is the
case with the nonlinear inertial terms, is taken into account by the method of suc-
cessive approximations. This is natural in the case when the curl of the horizontal
velocity is small. Such a condition is well-satisfied near the equator. Thus (3.1.10) is
particularly efficient in the vicinity of the equator where f → 0. It was precisely for
this purpose when this equation was derived almost 40 years ago (Demin and Sark-
isyan, 1977; Sarkisyan and Serebryakov, 1969). Subsequent repeated applications of
(3.1.10) for diagnostic and adjustment calculations of the overall World Ocean and
many seas have revealed its efficiency in off-equatorial regions as well. At the same
time, this equation has not been employed for long-time prognostic calculations. It
should be also mentioned that the time is taken into consideration in (3.1.10) in a
parametric way, and the effect of horizontal turbulent viscosity is reduced by cross
differentiation. Finally, it should be noted that solution (3.2.5) satisfies this equation
as well, provided only the basic part of terms containing the anomaly of the density
ρ is kept on the right-hand side of (3.1.10) as a first approximation; this fact proves
the applicability of the dynamical method for sea level calculations also for the
equator. Naturally this is not the case with calculations of the flow velocity proper.
The mentioned convenience in solving problems for multiply connected domains is
relevant not only to (3.1.8) but to (3.1.10) as well.

So, we have given the three variants of equation for integral functions. Any
one of them is applicable for the solution of problems of the dynamics of the seas
and oceans. Some simplifications (different for each equation) have been made in
their derivation. This does not mean that these equations are of different degrees of
accuracy. First, these simplifications are not necessary at all; they are justified only
by the fact that the awkward expressions of the second order in accuracy, which are
not needed in a qualitative analysis, are excluded. Second, these equations differ
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from each other not from the mathematical standpoint but geophysically, depending
on the problem being solved.

A final remark. In a number of studies analytical expressions of all terms of
equations like (3.2.3), (3.1.8), or (3.1.10) are not derived in an explicit form. Rather
than differentiate the equations, researchers switch to finite differences without any
simplification, which is needed only for a visual illustration. In these cases not
all advantages and disadvantages are evident to readers (and, probably, to authors
as well).

3.3 Quasianalytical Version of One Nonlinear Model

Two out of the three nonlinear models presented above become less effective at
the equator: equation (3.2.3) for 
 loses practically the direct effect of bottom
topography, and equation (3.1.8) for ζ loses JEBAR. Furthermore, there are no
time derivatives in equations (2.2.26), (3.1.10) constructed originally for the ocean’s
equatorial area. This means that they are valid for investigation of slow processes
only. Thus they cannot be considered as quite general ones, despite their usefulness
in extraequatorial areas as well. There is a need for a more general model and a
respective numerical scheme.

To construct the dynamical part of a more general model we follow the paper of
Sarkisyan and Serebryakov (1969).

Let us rewrite the momentum balance equations (3.1.1) and (3.1.2) with small
redistributions:

�u

�t
− f v = −g

�ζ

�x
− g

ρ0

0
∫

Z

�ρ

�x
dz + �

�z
KM

�u

�z
+ A2 (3.3.1)

�v
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+ f u = −g
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where

A2 = AM �u −
[

u
�u

�x
+ ν

�u

�y
+ w

�u

�z

]

B2 = AM �ν −
[

u
�ν

�x
+ ν

�ν

�y
+ w

�ν

�z

]

During the subsequent transformations we shall use the following boundary con-
ditions for u and ν in a vertical direction: at the sea surface the conditions (2.2.11)
and at z = −H – the conditions (2.2.12′).

Altering the time-differentials in (3.3.1) by directed differences (just for simplic-
ity) and denoting the time step by δt we have:
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For simplicity we drop the upper index t + 1, temporarily assume A3 and B3 to
be specified functionals and consider (3.3) as two algebraic equations for u and v.
Then we get:

u = A3 + f δt B3

1 + ( f δt)2 , ν = B3 − f δt A3

1 + ( f δt)2 (3.3.3)

or approximately
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ν ≈ 1
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The terms with a higher order of δt were neglected when passing from (3.3.3) to
(3.3.4). Actually it is not difficult to keep them, but there is no need in them, because
presentation of an accurate equation for ζ is not our principal goal. The principal
aim is to keep the main parts of all kinds of different factors just for a qualitative
analysis, but not all the terms of all the factors.

Now we insert the expressions of u, ν from (3.3.4) into the complete equation of
continuity (without using simplified conditions of “rigid lid”)

�ζ

�t
+ u(0) �ζ

�x
+ ν(0) �ζ

�y
+ �

�x

0
∫

−H
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�y
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νdz = 0 (3.3.5)
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make some transformations and simplifications to obtain an equation for SSH, ζ :

a1�ζ + a2
�ζ

�x
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�ζ

�y
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where

a1 = gH (δt)2

1 + ( f δt)2 (3.3.7)

a2 = g (δt)2

1 + ( f δt)2

[

f δt
�H

�y
− �H

�x
+ βHδt

]

+ u(0)δt (3.3.8)

a3 = −g (δt)2

1 + ( f δt)2

[

f δt
�H

�x
+ �H

�y
− β f H (δt)2

]

+ v(0)δt (3.3.9)

u(0), ν(0) – are the components of the sea surface currents and

F1 = δt

1 + ( f δt)2

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

− f g (δt)2

ρ0

0
∫

−H

J (H, ρ) dz

︸ ︷︷ ︸

J E B AR

−

− g (δt)2

ρ0

0
∫

−H

(

�H

�x

�ρ

�x
+ �H

�y

�ρ

�y

)

dz

︸ ︷︷ ︸

J E B AR−2

+βg (δt)2

ρ0

0
∫

−H

(H + z)

(

�ρ

�x
− �ρ

�y

)

dz

︸ ︷︷ ︸

B ARB E

−

− gδt

ρ0

0
∫

−H

(H + z) �ρdz + f (δt)2

ρ0
rotz

→
τ − β (δt)2

ρ0
τx+

+ δt

ρ0
div

→
τ − �

�x

0
∫

−H

ut dz + �

�y

0
∫

−H

vt dz

⎫

⎬

⎭

+ F2 (3.3.10)

where F2 is a complicated functional containing the effects of nonlinear terms, hor-
izontal mixing, the terms of a higher order of smallness and other kinds of combi-
nations of factors, the main parts of which exist already in (3.3.6). The presentation
of their full analytical expression is not needed for a qualitative analysis. More-
over, the neglected terms are actually small, and both adjustment and prognostic
calculation may be made without them. Note the shape of equation (3.3.6) at the
equator. Formulae (3.3.7)–(3.3.9) show that at the equator ( f = 0), a1 does not
change essentially, a2 and a3, lose only part of their items, F1 loses one of the two
JEBAR’s and one more term, and that is all. Thus the main terms of equation (3.3.6)
and its right-hand side are not subject to essential variations at the equator. This
was the main goal of constructing equation (3.3.6). Thus the system of equations
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of this general nonlinear model is the following. The equation for ζ is (3.3.6), the
equations for calculation of u and v are presented by (3.1.1), the equations for T and
S are naturally (2.1.3) and (2.1.4). The choice of the remaining equations is trivial:
those are (2.1.8), (2.1.12) and (2.2.3).

We are sure that all the nonlinear terms of the equations for u, v, w, ζ, T, S
should necessarily be taken into account without any exception, while bottom stress
may be neglected (for deep ocean or sea) and the coefficients of horizontal mixing
should be taken as small as possible.

The model enables us to use free-slip conditions at the coasts of the conti-
nents and islands, which is preferable in comparison with non-slip conditions,
because large-scale processes (with the horizontal scale of more than 5–10 km) are
considered.

One aspect of this model should be discussed. When constructing the previous
three nonlinear models, the choice first of all is made of the main dynamical equa-
tion for the integral function: either equation of vorticity (chosen by most modelers)
or the equation of divergence. The choice of one of these two versions by modelers
is often arbitrarily. This is not the case in this model. As the reader has seen, sim-
ply from two momentum equations the components of flow velocity were defined
via other functionals, and the expressions for u and v were inserted naturally into
the equation of continuity. The resulting equation appeared to be an equation for ζ

containing all the factors that existed in the previous three nonlinear models (two
kinds of JEBAR, BARBE, β-effects and the effects of bottom relief) and many
other terms. Thus, it is obvious that this is the most general of the four models and,
besides, the structure of (3.3.6) shows that this is a divergence equation. Here is
one more argument in favour of choosing the divergence rather than the vorticity
equation and using ζ instead of 
. Actually, we have not chosen it ourselves, it
naturally has become a divergence equation because the continuity equation (3.3.5)
is a divergence equation.

Inasmuch as many modelers use 
 it is worthwhile to construct an equation for
the mass transport stream function, which, at least partly, may serve as alternative
to (3.3.6). For this goal we transform the left-hand side of equation (3.3.6) by using
the correlations (2.2.60), (2.2.61); we have
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Expressions (3.3.7)–(3.3.10) and the right-hand side of equation (3.3.11) show
that both kinds of JEBAR, the Joint effect of wind and topography (JEWAR),
div

→
τ , rot

→
τ and even the constant →

τ explicitly take part in formation of water mass
transport.

It is easy to show by scaling that the effect of div
→
τ is not any smaller than that

of rot
→
τ . Moreover, in the next chapters it will be shown by concrete calculations

that the effect of wind stress constant for the whole basin is of the same order of
magnitude as the effect of rot

→
τ . All these suggest that there is poor need for any of

the two contradictory and overly simplified models - the half century old Sverdrup
correlation and the century old dynamic method.

3.4 Comments on Different Approaches and Different Integral
Equations Used in Ocean Modelling

Modelling of the ocean may be conventionally represented as two main “avenues”
originating almost simultaneously. The first “avenue” concerns calculations of
ocean characteristics on the basis of a system of equations with consideration for
initial and boundary conditions but without using data of deep-ocean observations.
Studies in line with this avenue are called the theory of oceanic flows or prognos-
tic calculations, since a system of corresponding equations of thermodynamics and
boundary conditions at the ocean surface are most significant with this approach,
while initial conditions are of secondary importance or do not play any consider-
able role at all. The studies of Marchuk’s school (Marchuk, 1969, 1980; Sarkisyan,
1969a,b), on the one hand, and those of Bryan’s school (Bryan, 1969; Cox, 1970),
on the other hand, have shown that there are yet insuperable difficulties along this
avenue of investigations. Scientifically, a principal difficulty is the parametrization
of turbulent processes; technically, limited potentialities of supercomputers present
a barrier to researchers.

The second “avenue” considered below means a synthesis of the complete sys-
tem of equations of thermodynamics (prognostic models) and observational data
obtained both at the surface and inside the ocean. The method has a claim on the
construction of initial data as well as the diagnosis and reconstruction of climatic
characteristics of the ocean. The first stage of the method consists in diagnostic
calculations of characteristics of ocean dynamics, i.e., in calculations of the three
components of the flow velocity from values of the temperature (T ), salinity (S) and
the tangential wind friction (→

τ ) specified on grid points with allowance for realistic
geometry of a basin. Despite the assumption on stationarity of the fields of T and
S, the equations of motion may be nonstationary; in the case they are solved until
the flow velocity is completely (not only from the geophysical standpoint but also
mathematically) determined with an a priori prescribed high accuracy. We will not
concentrate on this problem and refer readers to the corresponding literature (see,
for example, Sarkisyan, 1969a; Sarkisyan, 1977; Demin et al., 1990, etc.).
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Despite of a number of interesting results, the method of diagnostic calculation
is of limited scientific interest. The next step is mutual adjustment of all phys-
ical characteristics. This stage of modelling was given several different names,
namely “semidiagnostic method” (Sarkisyan and Demin, 1983), adjustment (initial-
ization) (Marchuk and Sarkisyan, 1988; Sarkisyan and Sidorova, 1998), diagnostic-
prognostic calculation (Ezer and Mellor, 1994; Mellor, 1996), etc.

The common practice of calculations presented in this series of papers is as
follows.

Taking specified T, S and the corresponding results of diagnostic calculation
as an initial state, short model-time prognostic calculations are made using the
whole system of relevant equations and boundary conditions. The procedure of
short model-time of integration makes mutual adjustment of diagnostically obtained
dynamic characteristics with T and S and does not affect essentially the specified
temperature and salinity fields. The results of such calculations pretend to serve
as observed data rather than the data of theoretical-numerical experiments. The
time evolution of kinetic energy shows that the process of mutual adjustment of
thermodynamic characteristics via current numerical models is connected with a
drastic decrease in kinetic energy. The typical behavior of kinetic energy versus time
both in diagnostic and prognostic (adjustment) calculations is presented in Fig. 3.1
(Sarkisyan, 2001).

Special numerical experiments showed that the main part of available potential
energy loss happens at the very beginning of the adjustment process (Bulushev and
Sarkisyan, 1996). This loss happens sooner or later, may be very big or not too
big, depending on the model resolution and/or quality, but usually the loss is big
and the decrease is drastic. Actually the moment of transfer of kinetic energy de-
cay from rapid to slow is used as a stopping criterion for the adjustment process.
The adjustment process filters out the subgrid-scale features (eddies, loops, waves,
fronts), make smoother the isolines of T and S, but still keeps the main large-scale
features of specified hydrological elements. An example of the sea surface transfor-
mation from the diagnostic stage to the adjusted version is shown in Fig. 3.2. All
the above conclusions made as a result of diagnostic calculations still stand after
adjustments. Because of short model-time of integration today’s computers allow to
make adjustment calculation with sufficiently fine resolution.

The adjustment calculation allows to extrapolate the statistically consistent ob-
served data to the neighboring area. One example of such nonlinear thermohydro-
dynamic extrapolation is the method of isolated hydrologic sections data processing
(Sarkisyan and Stepanov, 1999; Levitus and Sarkisyan, 2001). It has a great
advantage because the major part of ocean deep-layer hydrographic measure
ments including those made by the WOCE programme consists of single T, S
sections.

The method of thermohydrodynamic extrapolation enables to step forward from
the century-old “dynamic” (reference-level) method of data processing. The first
experiments showed the undeniable success of the method.

Here, the emphasis is on the second stage of the method, namely, on adjust-
ment calculations. Studies are based on the overall available hydrologic information
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Fig. 3.1 Typical behavior of
normalized kinetic energy
(KE) versus time in (upper)
diagnostic and (lower)
prognostic (adjustment)
calculations. The numbers of
curves denote: 1 – at
5 m (×102) depth; 2 – at
50 m (×10); 3 – at
100 m (×10); 4 – at
500 m (×10); 5 – at
4000 m (×10); 6 – vertically
averaged (×20). The
multipliers in brackets should
be used to obtain the actual
values of KE from the
corresponding curves
(Sarkisyan, 2001)

and the same complete system of equations as that for prognostic investigations;
however, unlike these latter, integration is performed over a short interval of model
time. Furthermore, as opposed to diagnostic calculations, in adjustment calculations
the equations for T and S are solved; in so doing preassigned values of T and S
play the role of initial data and may be incomplete, i.e., values of T and S should
not necessarily be prescribed at all grid points at the initial time moment. In other
words, adjustment calculations are a nonlinear thermohydrodynamic interpolation
in space and extrapolation in time aimed at the reconstruction of necessary fields
(of flows and partially of T and S), their adjustment to the equations, boundary
conditions, and geometry, and their mutual adjustment. It should be mentioned that
this adjustment is incomplete, and mathematically inaccurate, and the result strongly
depends on initial data, the purpose at hand, and even on the level of geophysical
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knowledge.The pragmatic approach proposed in our opinion is justified by the fact
that the system of equations and boundary conditions are inaccurate themselves.
With this approach initial conditions are more important; in particular, this refers to
measured values of the water temperature and salinity, which are regarded by us as
being most accurate. To present some results of adjustment calculations and their
comparison with prognostic investigations, we will base on the initial equations in
the spherical system of coordinates, like (1.1.1)–(1.1.7) of Chapter 1, or in Cartesian
system, like (2.1.1)–(2.1.8) of Chapter 2, depending on the considered basins size,
and relevant boundary conditions.

We begun this survey by dividing temporarily the ocean modelling papers into
two directions. It is time now to see “where we are”. The Ekman – type modelling
with homogeneous liquid is of limited prospects. Mostly the chosen idealization is
too strong to be of practical significance. Baroclinicity is essential even in shallow
waters like the Azov Sea with its depth of some 8 m.

The circulation of shallow coastal zones of oceans or seas depends not only on
the local wind stress but on off-coast baroclinic forces as well. The upper ocean
Ekman pumping is only part of the vertical circulation. Also the Sverdrup relation
balancing the ocean integral meridional water transport and the curl of the wind
mass is a simple approximation. At the same time it turns out that rot

→
τ is not the

only ocean external mechanical driving.
The wind stress actually acts in the form rot

→
τ , div

→
τ and even just as →

τ . It is seen
from equation (3.10) that all the three forms should exist in today’s ocean model.
Once any kind of water motion is generated, it appears to be under ocean bottom
topography control.

The bottom layer pressure anomaly does not follow exactly the bottom relief
isolines. This seemingly small inclination is the effect of bottom topography forcing
to horizontal motion, and it results in the vertical component of the flow velocity,
which is maximal at the ocean bottom and becomes 2–3 order of magnitude smaller
at the ocean surface.

The β-effect plays an essential but not decisive role in westward intensifica-
tion. Apart from pressing water to the western coast there is separation from the
western coast; there are coastal intensifications, coastal (especially east-coastal) in-
tense upwelling-downwelling processes. The baroclinicity of “open ocean” zonal
currents, bottom topography, and the JEBAR do play a very important (and in some
circumstances and places determining) role in those processes. The important role
of baroclinicity in the generation of the ocean climatic circulation was understood
at the beginning of the 20th century. But the reference-level method has many draw-
backs listed in Chapter 2. That is why in the mid-sixties a diagnostic model was
constructed which takes into account not only baroclinicity, the β-effect, and the
wind stress but also the other factors necessary for the geophysical hydrodynamic
model, for example, basin’s geometry and boundary conditions.

The old diagnostic calculations with linear stationary models revealed many
interesting features listed above. The next step presented nonlinear nonstationary
diagnostic models with fixed T, S fields. The calculations with the ocean (sea) basins
initially at rest showed that kinetic energy jumps from zero to it maximal value, then
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after some small-amplitude oscillations it reaches the steady state in a model-time
of month to years, depending on the basin and model parameters.

Interestingly enough the adjustment and prognostic calculations confirmed al-
most all the conclusions made in the diagnostic calculations. The main exception
is the drastic decrease in kinetic energy at the adjustment stage and its further slow
decrease at the prognostic stage. This is a problem of parametrization of turbulence.
Another problem is the use of Levitus’s T, S fields as initial data, but these fields are
already overly filtered. The diagnostic calculations played their positive role, and
there are no computer or computational problems in the adjustment calculations.
The last may be done with very simple parametrization of turbulence and small
value of turbulent coefficients. The adjustment calculations are now done starting
with absolutely the same original equations and in some cases with the same bound-
ary conditions as the prognostic calculations. It means that both directions of ocean
modelling, which were discussed at the beginning of this paper, met with each other.
The formal difference is the model-time of integration.

As a result the adjustment calculations pretend to present the “observed” data
while the prognostic calculations may answer to some theoretical questions and
may give a forecast. The main problem of the prognostic calculation is their strong
dependence on turbulence parameters.

The adjustment calculations will be necessary in the near future despite the suc-
cesses of the prognostic calculations. There are at least four reasons:

1. The adjustment calculations may be done with as high resolution as reasonable,
they result in more intense currents and more detailed (less filtered) T, S fields
and present “observed” data for calibration of the prognostic models.

2. One can take two periods (each 5–15 years or so) for data averaging, make ad-
justment calculations for each period separately and then by comparison make
a conclusion about the ocean climate variations between this periods. Exam-
ples of such investigations can be found in Ezer et al. (1995) and Levitus
(1989a,b,c, 1990).

3. The adjustment calculations may serve to fill the gaps in observed data, based
on statistically consistent data, instead of statistical interpolation and filtering.
Undoubtedly this hydrodynamical method has advantages because it gives all
thermohydrodynamical (and mutually adjusted) elements and not just Levitus’s
T, S fields. An example was given in Ivanov et al. (1997).

4. Finally, the adjustment method is used for processing single hydrographic sec-
tions. The WOCE sections are the examples. Preliminary results of such process-
ing were given in Levitus and Sarkisyan (2001).

3.5 A Brief Analysis of Prognostic Calculations

As mentioned by K. Bryan (1969) baroclinic ocean modelling began in early
1960-ies (Sarkisyan, 1961, 1962). In those papers was shown that nonlinear den-
sity advection play the main role in ocean climatic currents generation and ther-
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modynamic characteristics evolution. As for the rotz
→
τ , the effect of wind stress

is essential first of all in its role in the wind-drift advection of density anomalies.
It means that analytical models are too idealized and privilege should be given to
numerical modelling. In those first papers the momentum balance equation were
linearized.

The first calculations with simplified models already demanded tens of years
of model-time for spin-up (Kochergin et al., 1972; Marchuk et al., 1973, 1976,
1979; Friedrich, 1967, 1970; Friedrich and Klimok, 1988; Klimok et al., 1986;
Sündermann et al., 1982). A more sophisticated model of Bryan type with very
idealized initial data and coarse resolution demanded thousands of years. That is
why M. Cox noted that the calculation with higher resolution is impractical. Nowa-
days almost every scientist making prognostic calculations begins with Levitus’s T,
S fields as initial data rather than with idealized uniform stratification (Beckmann
and Döscher, 1997; Bleck et al., 1992; Bleck and Smith, 1990; Chassignet et al.,
1996; DYNAMO Group, 1997; Haidvogel and Beckmann, 1999; Marsh et al., 1996;
Mikolajewicz et al., 1994).

As for the model-time integration the scientists’ opinions and practical realiza-
tions differ widely, from tens to thousands of years (Kochergin et al., 1972; Zalesny,
1996, 1997; Demyshev et al., 1992).

Note that the JEBAR does exist implicitly in any paper where both baroclinicity
and the bottom relief are taken into account. Papers of Bryan (1969) and Friedrich
(1970) provide the first examples of such contributions. But this effect is practically
lost by coarse resolution and/or too long model-time investigation with an overes-
timated mixing coefficient. The JEBAR was examined in many interesting papers
and monographs (see e.g. Myers et al., 1996). Lately the essential role of this factor
was once more pointed out in a paper by Friedrich and Sündermann (1998), Mellor
(1999) and in series of papers of Dirk Olbers with coauthors (see for example Olbers
and Eden, 2003).

Bryan (1969) and Bryan et al. (1975) pioneered the performance of prognostic
calculations, relying on the complete nonlinear model until climatic characteristics
were adjusted starting from an idealized initial state. The fields of temperature, salin-
ity, or only density have been qualitatively reconstructed in these works, although
in a considerably smoothed form as compared with the known charts prepared from
observational data. The fields of general circulation have been also qualitatively
obtained, although with significantly underestimated absolute values of the flow
velocity. It has been revealed that partly in view of the underestimated flow velocity,
the processes of adjustment in deep layers are very slow (millennia of model time);
therefore the local derivatives have been artificially accelerated up to two thousand
fold, and the local heat capacity of deep waters has been decreased (up to twenty-five
fold) so that calculations may be realized under the potentialities of 1970-ies super-
computers at least with a rough horizontal resolution (3◦–6◦) and increased time step
(up to hundredfold in deep layers). However, the point is not only, if at all, in the
underestimated velocities, smoothed fields, and distorted physics of deep oceanic
layers. In our opinion, a principal difficulty is the problem of parametrization of
subgrid-scale processes.
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The calculations performed by Bryan et al. (1975) have demonstrated that first,
considerably increased values of the coefficient of horizontal viscosity
(≈ 109–1010 cm2 s

−1
) are to be preassigned in models of this type and, second, com-

putational results are very sensitive to values of the coefficient of turbulent viscosity.
Taking into consideration the fact that the case in point is a linear parametrization of
subgrid-scale processes with phenomenological coefficients, we arrive at the con-
clusion that this is the main difficulty in prognostic calculations. It is natural that
the question arises of whether it is possible to decrease numerical values of the
parameters and reduce the sensitivity of computational results to them through a
decrease in horizontal step. Since we are going to concentrate our attention on this
problem, numerous interesting studies conducted by K. Bryan with disciples and
colleagues with models of this type will not be discussed here, whereas several
works devoted to prognostic calculations with a comparatively high resolution will
be briefly analyzed. It is the practice to call studies of such a kind eddy-resolving
models. In our opinion, this name is not appropriate. First, a model does not change
because of the resolution step at which calculations are performed. Second, it is
not less important to resolve jet flows, fronts, and upwellings. However, there is
another peculiarity in recent numerical experiments. Since K. Bryan has shown that
the adjustment of the temperature and salinity of deep oceanic layers to forcings
acting at the ocean surface is of a very slow nature, it has become evident that even
with the most powerful supercomputers it is impossible to combine a high resolution
and a complete adjustment of deep oceanic waters with a temperature and salinity
being initially constant along the horizontal. Therefore in many studies T and S
taken Levitus’s atlas are taken as initial conditions.

Modelling of the overall World Ocean on the basis of the “primitive” equations of
thermohydrodynamics at a resolution of 0.5◦ with 20 vertical levels is a cumbersome
problem even with supercomputers like those exploited by Semtner and Chervin
(1992). Thus the authors have resorted to a number of simplifications and, partly, to
disputed, in our opinion, methods for the calculations to be brought to completion.

As a result, the World Ocean simulated by the authors consists of several parts in
which, in essence, different systems of equations have been solved, since the method
of Sarmiento and Bryan (1982) is sensitive to the value of the coefficient γ for the
additional source γ (T1 − T ), introduced for the simulated ocean to avoid a model
climatic drift occurring in integrations over a long time. This is the main disadvan-
tage of the calculations performed by Semtner and Chervin (1992). It is correct to
mention that the above disadvantages result from difficulties which have not been
surmounted by any present-day author of prognostic calculations with much higher
resolution. Thus the study carried out by Semtner and Chervin (1992), despite its
limitations, is an essential contribution to computational oceanology.

When performing calculations, first, the authors have prescribed a multi-year
average annual forcing at the ocean surface, and then a seasonal forcing has been
preassigned. Moreover, the representations of the horizontal turbulent viscosity in
the form of the Laplace and the biharmonic operators have been employed. It is natu-
ral that the results of integration for the past 10 years of model time with the seasonal
forcing and the biharmonic representation of the horizontal turbulent viscosity are of
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prime interest. Numerous charts, curves, sections of calculated characteristics, their
comparisons with observational data, and their analyses are given in this voluminous
work. Let us concentrate on some results to which little attention has been given by
the authors, if at all. Besides, some conclusions arrived at in the paper do not receive
our support. We will dwell on their criticism as well.

Let us begin with variations of the basic integral function 
. The calculations
with the two variants (average annual and seasonal forcing) have shown that the
fields of 
 averaged over time are almost identical visually; thus the authors show
only the variant with the seasonal forcing. It is mentioned that with a few exceptions,

 in the middle latitudes is governed by Sverdrup’s dynamics. The influence of the
seasonal forcing on the sea level is even less noticeable. The authors explain this
circumstance by the assumption that a baroclinic compensation of pressure proceeds
with depth. We do not support this conclusion. A baroclinic compensation may pro-
ceed, first, only in some regions of the real ocean (the Gulf Stream, the Canary
current, and so on) and, second, at significant depths. The circulation and density
gradients in deep layers slightly depend on seasonal variations and slightly influence
the sea level ζ ; it is the integral transport 
 on which they have a stronger effect.
A reason should be searched for in limitations of the model. We will concentrate on
one of them below.

With such an insignificant standard deviation of the seasonal sea level ζ from
the average annual value, the spectra of oscillations of 
 for the overall 10 years
of integration with the seasonal forcing are unusual. More interest in these spectra
has been expressed by us than by the authors. Some values in our tables are inex-
act, since we have visually derived them from figures; however, this fact will not
influence our qualitative conclusions.

The presence of a wide spectrum of oscillations with different periods in different
regions (Tables 3.1 and 3.2) and nonperiodicity despite the fact that the forcing is
a regular harmonic seasonal oscillation is quite natural, since an external action is
followed by the influence of geometry, nonlinearity of the intraoceanic interaction,
and different rates of origination and evolution of flows in upper and lower lay-
ers of the ocean. So, even if the feedback of the ocean on the atmosphere is not
taken into consideration, the ocean has its own internal dynamics and thus is not
passively subjected to the action of the atmosphere; in particular, it does not repeat
a harmonic oscillation. This is reflected in Tables 3.1 and 3.2 for many regions of
the World Ocean and presents a reliable and interesting result obtained by Semtner
and Chervin (1992). A strictly seasonal behavior of the meridional velocity compo-
nent in the Somali current (Table 3.2) in the upper oceanic layer (37.5 m) is clear
as well.

It is also interesting that the presence of multi-year trends or oscillations which
have not engaged authors’ attention are visually noticeable in their figures; we have
commented on them in the tables. However some other results require a critical
evaluation; as follows.

1. For some reason, the overall body of the ocean in six regions of intensive currents
(four of them are listed in Table 3.1) is subjected to strictly seasonal oscillations.
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Table 3.1 The principal characteristics of the integral mass transport in the jetlike flows (compiled
from paper by Semtner and Chervin, 1992)

Current

Fundamental
period of
oscillations

Limits of
oscillations in
Sverdrups

Average value
in Sverdrups Comments

Gulf Stream 100 days to
1 year

(+15)–(+45) 30

Kuroshio Above 1
year

(−20)–(+200) 100 A multi-year trend
toward
decreasing is
noticeable

Brazilian current 1 year (−100)–(−40) −70 A multi-year
oscillation is
noticeable

Drake Passage Half a year
to 1 year

(+196)–(+204) 200

Agulhas current 30–50 days (−50)–(−130) −70
Somali current Strictly

seasonal
cycle

(−30)–(+60) 20

Oyashio Strictly
seasonal

(−10)–(−50) −30

Labrador current Strictly
seasonal

(−35)–(−50) −40 A multi-year
oscillation is
noticeable

East Madagascar
current

300–100
days

(−35)–(−65) −45

East Australian
current

100–400
days

(−40)–(+70) +30 Significant
multi-year
variations, a trend
toward
decreasing

North Brazilian
current

Strictly
seasonal

(+10)–(+30) 20–25

Current of the
Gulf of Mexico

200–300
days

(+9)–(+18) 15

2. The Gulf Stream is “underevaluated” by the authors, since its average flow is
smaller than that of the Kuroshio, Brazilian, Agulhas, or East Australian currents
by a factor of 2.5–3 and is 1.5 times smaller than that of the Labrador and East
Madagascar currents; it is comparable only with the flows of the Oyashio and
North Brazilian currents.

The above remarks may be supplemented with the following two disadvantages:
(1) the place of the Gulf Stream separation is not in agreement with observational
data and (2) the global pattern of 
 is governed by Sverdrup’s dynamics, and we
regard this as a disadvantage as well.

We have listed these four disadvantages in view of the fact that in our opinion,
they are of a common origin. This is the vorticity equation with a subtle balance
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Table 3.2 Some characteristics of the meridional component of the flow velocity at a depth of
37.5 m (compiled from paper by Semtner and Chervin, 1992)

Current

Fundamental
period of
oscillations

Limits of
variations in
cm/sec Comments

Gulf Stream About 50 days
and more

(+50)–(+90) A multi-year oscillation
is also noticeable

Current of the Gulf
of Mexico

Half a year (−70)–(+30) A multi-year behavior
of the oscillation
amplitude is
noticeable

Somali current Strictly seasonal (−70)–(+120)
Eastern part of The

central Pacific
30 days and more (60)–(+100)

of terms; the solution of this equation is sensitive to the value of the coefficient of
horizontal turbulent diffusion (when integrating over a long time period), and this
coefficient is overestimated. As integration is performed, the gradients of tempera-
ture and salinity (density, pressure), which are partly produced by internal thermo-
hydrodynamics of the ocean itself from preassigned initial values of T and S and
partly result from the heat exchange across the ocean surface and the work of wind
on the redistribution of density, are smoothed.

A smoothing of these internal gradients results, on the one hand, in their under-
estimation, in the suppression on the role of the JEBAR (and the vorticity equation
is very sensitive to this factor) and, on the other hand, in the overestimation of the
role of a direct wind action (Demin and Ibrayev, 1986; Sarkisyan, 1995). The sub-
jection to Sverdrup’s dynamics, the underestimated value of the Gulf Stream flow
(the basin width as well as the value and constancy of sign of the gradient of the
zonal wind component play an important role in Sverdrup’s dynamics), the strictly
seasonal oscillations of 
 in some regions, and so on may be explained by this. The
strictly seasonal oscillation of 
 has a peculiarity; we reproduce a figure from the
authors. Figure 3.3 shows that changes become seasonal beginning immediately in
the first year of the imposition of seasonal boundary conditions, that is, the ocean
has not needed much time for deep layers to come under oscillation. This means that
many oceanic regions have been already subjected to the influence of wind, i.e., to
Sverdrup’s dynamics, over the previous 22 years of integration.

Unfortunately, the authors do not point out the reasons for their employment of a
diagnostic variant of calculations in the equatorial zone. One more peculiarity may
be revealed in the equatorial zone; this is an anomalous, in our opinion, intensity of
circulation.

Prognostic calculations performed by Rosati and Miyakoda (1988) are of great
interest. The calculations were carried out for 18 levels of the World Ocean at a
horizontal step of 1◦ everywhere except for the tropical zone from 10 ◦S to 10 ◦N, in
which a step of (1/3)◦ was used. The minimum depth of the ocean comprises 25 m,
and the maximum depth is 3 km.
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Fig. 3.3 An example of seasonal behavior of flows in the regions of the Oyashio and Somali
currents (in Sverdrups) (Semtner and Chervin, 1992)

The calculations were done in the following way. At the first stage multi-year
monthly average fields of the temperature T and salinity S were taken as initial
data, and integration was begun from a state of rest. The calculation of adjustment
(initialization), until a seasonal behavior in the upper oceanic layer is established,
was then performed over 6 years of model time. Thereupon, taking the results of
calculations as initial data and the meteorological information (heat fluxes, the wind,
field and so on) over 1983 and 1984 as boundary conditions at the ocean surface,
Rosati and Miyakoda have calculated two variants of “actual” values of oceano-
graphic characteristics over these 2 years of the catastrophic El Niňo.

The main achievement of this work is the consideration of parametrization of
subgrid processes and of high-frequency atmospheric action. Thus these are pre-
cisely the factors whose influence on the sea surface temperature (SST), the structure
of flows, the depth of a mixed layer, and so on is studied by the authors.

The authors could decrease the value of the eddy coefficient by 1–2 orders of
magnitude off the tropical zone and in the “free ocean” without appearance of par-
asitic waves. This is a great progress, since a traditionally overestimated value of
AM in prognostic calculations presents a significant disadvantage. However, in the
tropical zone, where the step is 3 times smaller, the coefficient increases almost
up to 108 cm2 s

−1
, which is no longer desirable. The significantly overestimated

value of the coefficient of horizontal turbulent viscosity with the decreased step is a
considerable limitation of the parametrization used by Rosati and Miyakoda.

In global charts the difference between the calculated and measured values of
the SST is maximum in the regions of intensive currents (4◦–5◦), and it amounts
up to 7◦ near the coast of Peru. The authors have made use of actual observational
data and performed a comparison between the temporal behavior of the calculated
and measured fields of temperature and zonal velocity at a point in the equator, at
95 ◦W, in the vertical section from the surface down to 200 m over 1982 and 1983
(Figs. 3.4 and 3.5). The authors give a correct qualitative description of the temporal
variations; however, the calculated gradients of the characteristics are smoothed, and
the flow velocity is smaller than the measured one by a factor of 3.
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Fig. 3.4 A temporal behavior of the temperature (◦C) at 95 ◦W at the equator over 1982–1983;
the left- and right-hand fragments are prepared from the calculations by model E-12 (Rosati and
Miyakoda, 1988) and observational data, respectively

Fig. 3.5 The same as in Fig. 3.4 but for zonal velocity component (in centimeters per second). Re-
gions of flows directed to the West are dark colored; regions where the velocity is above 60 cm/sec
are light colored

Fields of T and S are taken as initial data in many studies, including both papers
under review. This means that from the onset, apart from the external permanently
acting factor rot→

�, one more source, namely, the JEBAR, is incorporated into the
right-hand side of (3.2.3). The origination, evolution, setting, and a final state of
the field of 
 depend not only on the coefficients of turbulence, steps in space, and
fields of

→
� and ρ but also on the length of integration interval. Whereas the initial

values of T and S are the same in all three studies in question and the external force
→
� at least is preassigned in a common way, the scatter in many other parameters
is significant. It is known that an overestimated value of AM is necessary for com-
putational stability to be provided, and this leads to a smoothing of computational
results. Only Rosati and Miyakoda (1988) could decrease AM by 1–2 orders of
magnitude everywhere except for the equatorial zone and some regions of intensive
currents along the western coast. The steps along the vertical are adequate in all the
three studies, since 18–30 levels describe the vertical structure of flows with some
degree of satisfaction. The horizontal steps are still somewhat large, but this depends
exclusively on potentialities of computers.
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The main scatter is observed in the length of integration intervals. The adjust-
ment to Levitus’s data is performed in the course of 3–25 days and 6–32 years of
model time at fluid surface areas and in the ocean, respectively. In some cases only
a seasonal behavior in the upper oceanic layer is set at times, and in other cases the
overall body of the ocean is significantly transformed. Furthermore, in some cases
the common system of equations is solved, and in other cases an artificial source like
γ (T − T1) is introduced following the method of Sarmiento and Bryan (1982). The
question on the optimum length of adjustment interval remains open. It may seem
that potentialities of computers are fully responsible for this as well. It is our belief
that in Semtner and Chervin (1992), an integration over such long intervals is not
optimum. Since in none of these three works the evolution of the JEBAR or at least
of 
 at the initial stage of calculations is discussed, we have permitted ourselves
to prove this statement relying on our experience and the net present list charts of

; unfortunately they present no information on the flows of the Gulf Stream and
Kuroshio as well.

We have seen above that from the calculations of Semtner and Chervin the func-
tion 
, with a few exceptions, is characterized by Sverdrup’s dynamics; besides,
Table 3.5.1 demonstrates that the average mass flux of the Kuroshio exceeds that of
the Gulf Stream more than by a factor of 3, which is not realistic.

Let us attempt to answer the question as to what factors and in what way should
evolve for Sverdrup’s dynamics to be set on (3.2.3) in consequence of integration
over an unoptimally long interval.

There are two main sources, namely, the JEBAR and wind, and one main sink,
namely, the horizontal viscosity, on the right-hand side of (3.2.3). An integration
starts with the state of rest; thus the average flow of any current begins to grow
under the influence of the two above sources and attains its maximum. However,
as the length of integration interval increases, the effect of sinks becomes more and
more pronounced, to be more precise, an overestimated viscosity in the right-hand
side of (3.2.3) and the effects of diffusion in the equations of heat and salt transport
are meant. Furthermore, unlike the wind, the JEBAR is also decreased in the average
through a smoothing effect of dissipative forces. It is worth noting that the heat ex-
change sources specified at the upper boundary generate or intensify the gradients of
density in the upper oceanic layer; however, this is shaded in the course of integra-
tion over a long interval with overestimated sinks. The diagnostic method of calcu-
lations (from the viewpoint of Sarmiento and Bryan (1982)) employed by Semtner
and Chervin (1992) at the levels below 710 m has not “rescued” them in an attempt
to overcome this impediment. The model drift exerts more and more considerable
action on computational results. As the length of the integration interval is increased,
the density gradients, which have been not intense because of the smoothness of
the temperature and salinity fields taken from Levitus’s atlas, are smoothed in the
average; the absolute values of the flow velocity decrease as well. This results in the
fact that in the right-hand side of (3.2.3) the only external permanently acting factor,
which is not subjected to smoothing, namely, rot→

�, becomes prevailing. As for the
left-hand side of this equation, the gradients of 
 become smaller and smaller. The
net result is the establishment of an almost Sverdrup balance in the bulk of the ocean,
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to be more precise, the following relations:

�
�


�x
≈ rot→

�z

0
(3.5.1)


 ≈ 1

�0

x
∫

x0

rot→
�zdx (3.5.2)

where x0 (ϕ) is the value of x on the eastern coast of the ocean.
From (3.5.2) it is easy to understand why the Gulf Stream flows are smaller than

those of other intensive currents. A greater flow intensity at a latitude necessitates
a wider ocean, a larger value of rot→

�, and less number of sign alternation. It is our
belief that even with a horizontal resolution as high as necessary the same point is
responsible for the inaccuracy in determination of the place where the Gulf Stream
is separated. As is known, the derivative of the zonal component of rot→

� with respect
to latitude in the Atlantic (which is a principal part of rot rot→

�) changes the sign at a
significant distance to the North of Cape Hatteras. This is precisely what results in a
displacement of the point of separation to the North. We propose to stop integration
prior to the establishment of a Sverdrup balance, for example, when flows of many
intensive currents attain their maxima.

Our review of the large-scale part of the World Ocean circulation which has been
obtained in both studies will be completed by some reasonings about “the optimum
length” of an integration interval. The dissipative terms appearing in the equations
do not describe the physics of turbulent motion and negative viscosity properly; they
are mere permanent sinks of the energy. While these terms are insignificant, an in-
tegration may be continued. However, in the course of further integration their con-
tribution becomes considerable, i.e., the net result of integration becomes strongly
dependent on those terms of the equation whose coefficients, and even analytical
expressions are not determined. The stopping time, i.e., the optimum length of inte-
gration upon which a solution obtained is not distorted should be chosen depending
on numerical values of the coefficients of these essentially fictitious terms.

Let us take a look at both studies specially for the results related to the equatorial
oceanic zone to be analyzed. In the above consideration of the study carried out
by Rosati and Miyakoda (1988) we have already pointed out some disadvantages
associated precisely with this region. The authors could to decrease AM but only
outside this zone. Unfortunately, the authors do not explain why in the zone with
the decreased horizontal step AM is 1–2 orders of magnitude larger than that in the
off-equatorial zone, where the step is 3 time larger.

Very early in the presentation of their strategy of numerical experiments Semtner
and Chervin (1992) mentioned that in the equatorial zone 10◦ in width they have
performed diagnostic after Sarmiento and Bryan (1982) instead of prognostic cal-
culations. The reason of such a deviation is convincingly explained by the authors
only in terms of the example of similar calculations of a deep circulation; however,
they do not clarify the necessity of such calculations in the case of upper layers.
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Undeniably, this is a forced step in view of the fact that, with the selected values
of the parameters a computational instability would occur in the equatorial zone.
Moreover, as is seen, that dynamics are more intensive in the equatorial zone as
compared with other regions of the World Ocean even with such an artificial method
for suppressing the model trend. A possible reason for this will be mentioned at the
end of this chapter.

3.6 On the Intercalibration of Models

An intercalibration of numerical models for calculation of ocean characteristics was
started by the late 1980s both in the USSR and in western countries (Demin et al.,
1991; Sarkisyan and Demin, 1992). Within a year two collections of works on cal-
ibration of models appeared at a rapid pace (Gates et al., 1993; Stockdale, 1993),
and one more article presenting principal results of a calibration of Soviet models
was published in 1995 (Sarkisyan, 1995). The main peculiarity in the calibration
of Russian models was in rigid requirements for these models; to be more precise,
only complete models were admitted. Smoothing of the bottom relief, increase of
the coefficients of turbulence or horizontal steps, decrease in the number of levels
in height, changes in boundary conditions, and so on were not allowed. The prime
objective was to test the potentialities of models in reproducing summer climatic
characteristics of the Atlantic (30 ◦S–70 ◦N) without a considerable distortion of
initial fields of T and S preassigned in one-degree squares. Some calculations were
done to the whole World Ocean. The high requirements resulted in the fact that half
the models not only did not reach the finish but also did not cope with diagnostic
calculations. In the long run only models from two Soviet republics (Russia and
Ukraine) passed all calibration stages. The main disadvantage of the Soviet calibra-
tion was a too short interval of integration which was dictated by extremely limited
computer capacities. Let us cite some principal scientific results of Soviet diagnostic
and adjustment calculations which were obtained and/or checked when calibrating
models (Sarkisyan, 1995; Sarkisyan and Demin, 1992).

1. The vertical velocity component is the most important characteristic for intercal-
ibrations of models.

2. The meridional heat transport is next in importance.
3. The sea surface height is the most stable characteristic of intercalibrations; since,

in addition, it is easily checked and comparatively well studied, intercalibrations
necessitate it.

4. The mass transport stream function is very sensitive to baroclinicity of deep
layers and the bottom relief. The adjustment of deep-ocean hydrologic charac-
teristics is yet an unsolved problem; thus results of intercomparisons of models
with respect to the field of 
 should not be taken for granted.

5. It is desirable to model with a space step smaller than 1◦ even when studying
global climatic characteristics. An increase in step results in the fact that the
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flow velocity and the gradients of T and S are several times underestimated and
the field of w is completely distorted.

Let us take a quick look at some Western studies on intercalibration. The main
distinguishing characteristic of the two western groups for intercalibration is that
they have considered much more complicated problems which could not be handled
with computers available to Soviet oceanologists.

Seven groups participated in an intercalibration of models for calculation of the
seasonal behavior of tropical Pacific characteristics (Stockdale, 1993). Wind stress
and heat flux were the same for all of them. The models differed in all other param-
eters so greatly that in the strict sense of the word, this undeniably very interesting
action could be hardly called an intercalibration. The authors have arrived at the
conclusion that in essence, none of the model is satisfactory. They mention that
a part of the error in calculating the sea surface temperature (SST) could result
from the inaccuracy in the preassigned climatic fields but the error is mainly due to
disadvantages of the models. The principal disadvantages are as follows: the equa-
torial waters obtained are cold (0.5◦ to 2.2◦) as compared with observational data;
furthermore, the SST in the western and eastern parts is approximately by 1◦ warmer
and several degrees colder, respectively. The errors are concentrated precisely in a
narrow equatorial zone. Vertical meridional section of the temperature and zonal
velocity demonstrate the concentration of intense currents and countercurrents near
the equator. The authors note that the results depend on space steps to a lesser de-
gree, and to a greater extent on the method of turbulence parametrization and the
numerical values of the constants of turbulent diffusion and viscosity.

Essential problems with the vertical velocity component have emerged not only
because of comparison difficulties but even in response to the procedure of averag-
ing, since typical periods of the Legeckis waves are larger than the seasonal cycle.
A chaotic appearance of the vertical section of w in the Kyushu model (Stockdale,
1993) is typical in this respect. Unfortunately, the authors do not discuss the degree
to which computational results are dependent on initial data. All the groups but one
use Levitus’ atlas, although in various ways. In general, the majority of numerical
experiments in the 1980s and 1990s start with Levitus’ fields prescribed in the over-
all body of the ocean, and in many cases fields of T and S are even artificially “kept”
close to initial data. This is not accidental and necessitates a special discussion when
presenting computational results.

Also of interest are calibration calculations on modelling climatic characteristics
of the atmosphere and ocean which have been carried out at the four large centers:
the Geophysical Fluid Dynamics Laboratory (GFDL), Princeton, New Jersey, the
United States; the Max Planck Institute of Meteorology (MPI), Hamburg, Germany;
the American National Center for Atmospheric Research (NCAR), and the United
Kingdom Meteorological Office (UKMO). An intercalibration of the first stage of
experiments without growth in CO2 is presented by Gates et al. (1993), and we will
discuss this paper. The joint circulation has been integrated at these centers over
a model time interval between 70 and 100 years. This has required a very long
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operation of supercomputers. Therefore the models run with a rough resolution; the
atmospheric part has been simulated with a higher accuracy than of the oceanic part.

The resolution for the oceanic part of the model is as follows: the minimum and
maximum horizontal steps comprise 2.5◦ and 5◦, respectively, and the correspond-
ing numbers of levels are 4 and 17. Undeniably, this rough resolution has distorted
characteristics of the ocean and must influence those of the atmosphere even despite
a better (approximately by a factor of 2) resolution.

The zonally averaged heat transport in the ocean is qualitatively correctly de-
scribed by all the models, but quantitative differences are significant. As for the
zonally averaged vertical section of the stream function, both severe quantitative
and qualitative differences exist. The calculations performed at the NCAR differ
greatly from the others, both in the heat transport curves and in the fields of the
mass transport stream function. The calculations carried out at the other centers are
qualitatively close to each another. It is likely that these distinctions partly result
from a very rough vertical resolution used by this group (only four levels); how-
ever, it is more probable that NCAR did not make use of flux corrections, whose
goal is the artificial compensation, of the drift of climate models. Such correction is
unpromising; moreover, it conceals the reason of a model climate drift. We believe
that a higher resolution would improve the results of calculations.

The other three models have common disadvantages: the meridional heat trans-
port is underestimated and the integral global circulation has the nature of a strongly
smoothed classical Sverdrup transport. The picture of the �-field, presented by
UKMO, is the most typical example (Fig. 3.6). In particular, the water flux in the
regions of the Kuroshio and Gulf Stream is several times smaller than the flows
obtained by Semtner and Chervin (1992). In addition to the coarse resolution, there
is another reason common to many other prognostic calculations; this deserves
particular attention. We mean the optimum integration interval. The time interval
of integration is limited because of difficulties in turbulence parametrization. The

Fig. 3.6 The chart of �-field of UKMO. A long model-time of integration have filtered out the
effect of baroclinicity and brought to Sverdrup dynamics (Sarkisyan and Sündermann, 1995)
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limiting length depends on the chosen values of empirical constants, initial data,
boundary conditions, resolution accuracy, and so on. We propose to terminate the
calculations when the relative role of turbulence starts to increase. In the course of a
long integration the effect of turbulence becomes significant at a certain time. In our
opinion, this necessitates stopping of calculations even if a quasi-stationary state of
the system has not been reached. If an integration is continued despite this, then a
considerable smoothing of the effect of baroclinicity, an overevaluation of the role
of wind, a suppression of the role of the JEBAR, the establishment of a Sverdrup
balance in the field of 
, a displacement of the place where the Gulf Stream is
separated away from the American east coast, and so on occur. Not only the three
groups (GFDL, MPI, and UKMO) have these disadvantage, but also the calcula-
tions of Semtner and Chervin (1992) posed the same problems. Intercomparing the
calibration calculations carried out in the USSR and the Western countries, we may
state that the time interval of integration in the USSR has been too short and, on the
contrary, that in the western countries has been unoptimally long. The problem of
finding a criterion for the length of the integration interval is not easy; it depends
not only on the above reasons but is also different, for example, for oceanic layers
being distinct in depth. New numerical experiments for the elaboration of methods
for performing adjustment and prognostic calculations may be necessary.

Rosati and Miyakoda (1988) failed to decrease the coefficient of horizontal mix-
ing in the regions of intensive currents and in the vicinity of the equator. Semtner
and Chervin (1992) have been forced to “restore” the results of calculations closer
to Levitus’ fields precisely in the vicinity of the equator. Furthermore, an unnatural
intensity in the upper layer of the equatorial ocean is pronounced against the back-
ground of the general flatness of the overall computational results, which is natural
in the case of a rough resolution.

It is our preposition that in all these cases a long integration of the vorticity
equation is not advisable. In some studies this is an equation in 
 obtained in an
explicit form, in others the equation is represented implicitly in a difference form;
however, this does not change the essence. The function 
 is very sensitive not only
to errors in the density of deep layers and the bottom relief, but also to areas where
the nonlinear terms in the equations of motion become very important. The vicinity
of the equator and (in the case of a sufficiently high resolution) regions of intensive
boundary and/or turbulent motions are such areas.

So, let us list the main problems typical of many studies.

1. In the case of a long integration a Sverdrup balance is established; such a bal-
ance is characterized by the following deficits: (1) a distortion of integral flows;
(2) an underestimation of the velocity of gradient flows; (3) an overevaluation
of the role of wind and underevaluation of the role of baroclinicity; and (4) a
displacement of the location where the Gulf Stream is separated; it is likely that
this is the case with other jet flows as well.

2. In the equatorial zone either artificial methods are put to use (an overestimation
of the turbulence coefficients, introduction of an artificial source like γ (T1 − T ),
and so on), or models produce an unnatural local intensification.



References 99

In our opinion, all the above and other problems are reduced to the following:
(1) in all adjustment and prognostic (dealing with a long integration) calculations
it is necessary to track constantly the limit of model potentialities, since it is un-
promising to continue integrating once this limit is attained in view of the fact that
the viscosity and diffusion begin to play an important role; and (2) dynamics in an
oceanic zone near the equator in models relying on the vorticity equation for the
mass transport stream function is distorted; it is likely that this is the case in view of
the fact that the nonlinear terms increase in importance here.

On the whole the intercalibration, especially the multinational one, is a very pro-
gressive action. The authors of this book repeatedly discussed the above results
of calibration and that resulted in our long-time collaboration (Sündermann and
Sarkisyan, 1991).
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Chapter 4
Synthesis of Models and Observed Data

Abstract We consider the behavior of prognostic models in the initial phase starting
with observed data, i.e. time and space averaged T and S fields. Analysis of the
initial stage energetics shows that a dramatic fall of kinetic energy happens during
the first six hours of integration. Here and in other parts of the book we justify
our opinion on the necessity to monitor the calculation energetics from the very
initial stage. Further, in this chapter a method used by WOCE and other programs is
presented of T, S sections data processing generating the three velocity components
and enriching the observed T, S data. Then based on Kalman filtering, a model of
a four-dimensional analysis of hydrophysical ocean fields is presented, its accuracy
tested and applied to data from several regions of the North Atlantic.

Keywords WOCE data processing · Four-dimensional analysis · Accuracy ·
Energetics

4.1 Energetics of Ocean’s Hydrophysical Characteristics Mutual
Adjusting Processes

4.1.1 Introduction

The method of hydrophysical adjustment proposed by Sarkisyan and Demin (1983),
Marchuk and Sarkisyan (1988) is an approach to the classical oceanographic prob-
lem of reconstructing the flow field by specified temperature and salinity.

The method consists of two stages. At the first stage the nonlinear system of
ocean dynamic equations is integrated by specified temperature and salinity (pure
diagnostic calculation).

At the second stage the equations for temperature and salinity (with relevant
boundary conditions) are added and the integration is continued (adjustment calcu-
lation). The result of the first stage serve as the initial conditions for the second stage
while the wind stress is acting in both stages.

The integration normally is stopped by means of some criteria (usually by
time-behavior of kinetic energy) depending on the objective. The main aim of the

A.S. Sarkisyan, J.E. Sündermann, Modelling Ocean Climate Variability,
DOI 10.1007/978-1-4020-9208-4 4, C© Springer Science+Business Media B.V. 2009
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adaptation stage is to obtain the ocean upper baroclinic layer temperature and salin-
ity fields approximately adjusted to the stationary system of equations.

It is assumed that the data is statistically consistent and that the resulting fields of
temperature and salinity not essentially differ from the original data. The standard
error of observed data serve as a limit of deviation between original T,S data and
results of adjustment calculation. In addition the original large-scale structure of T,S
fields pattern should be conserved.

This latter demands an additional visual control. Below some other criteria will
be noted.

The robust diagnostic method of Sarmiento and Bryan (1982) is closest to the
one presented above.

A short model-time of integration is characteristic of thermohydrodynamic ad-
justment. In mid-latitudes about a month model-time is enough for the diagnostic
stage and several months for adjustment of the ocean’s upper layer. In the equa-
torial area about twice more time is needed which is quite short anyway. Such a
short model-time enables to solve the adaptation (adjustment) problem for limited
open areas because the side boundary condition errors do not affect the solution
essentially. The method usually is used without preliminary data filtering, because
the numerical model itself makes filtering during integration. More difficult is the
implementation of the adjustment processes for areas without data and for ocean
deeper layers. We shall return to these problems later.

The criterion to stop the integration process, as mentioned above, is the end of
the kinetic energy abrupt dropping process.

In mid-latitudes it corresponds to the period when inertial-gravitational waves,
exited in the beginning of the adjustment calculation, damp. The situation of wave-
like processes is more complex for narrow equatorial area and needs a special in-
vestigation. Below we present an example for the Tropical Atlantic.

4.1.2 Characteristics of the Model and Numerical Experiments

The starting system of equations used in these experiments is traditional for ocean
hydrothermodynamics with the assumptions of hydrostatics and incompressibil-
ity with rigid lid at the ocean surface. See equations (1.1.1)–(1.1.7) presented in
Chapter 1. To simplify the description of energy correlations we present all the
equations in Cartesian coordinates and, besides we assume a linear equation of state.
So we choose one equation for density instead of equations for temperature and
salinity. The system of equations reads now:

�u

�t
+ u

�u

�x
+ v

�u

�y
+ w

�u

�z
− f v = −1

 0

�p

�x
+ �

�z
KM

�u

�z
+ AM �u (4.1.1)

�v

�t
+ u

�v

�x
+ v

�v

�y
+ w

�v

�z
+ f u = − 1

0

�p

�y
+ �

�z
KM

�v

�z
+ AM �v (4.1.2)

�p

�z
= g (4.1.3)
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�u

�x
+ �v

�y
+ �w

�z
= 0 (4.1.4)

�ρ

�t
+ u

�ρ

�x
+ v

�ρ

�y
+ w

�ρ

�z
− f v = �

�z
KT

�ρ

�z
+ AT �ρ (4.1.5)

The boundary conditions at the sea-surface are:

(

ρo KM
�u

�z
,

�v

�z

)

= (τx , τy) (4.1.6)

w = 0 (4.1.7)

ρ = ρ(0) (4.1.8)

At the bottom (z = −H ):

(

ρo KM
�u

�z
,

�v

�z

)

= (τ b
x , τ b

y ) (4.1.9)

w = −
(

uH
�H

�x
+ vH

�H

�y

)

(4.1.10)

and density anomaly isolation
(

�ρ

�n = 0
)

is approved.
At side boundaries a free slip condition for the horizontal flow velocity is used

and for the density anomaly – the isolation condition. At liquid side boundaries
velocity and density are specified. The bottom stress components are calculated by
the formulae of Weatherly (1972).

The specific peculiarity of the model is the use of sea surface topography
ζ instead of mass transport stream function 
. This method has a number of
advantages:

(1) A comparison of right-hand sides of equations (2.2.46) and (2.2.62) of Chapter 2
shows, that in the equation for 
 the gradient of the density anomaly, existing
in the JEBAR, is multiplied by z; in the oceans upper layer the density gradient
is bigger and more accurate (measured or calculated) but it is multiplied by a
small value of z in deeper layer, in which the density gradient is smaller and
less accurate, – vise-versa. As a result it leads to suppressing the baroclinicity
and overestimating the effect of bottom topography in the 
 -pattern.

(2) There is no multiplier z in JEBAR in the equation for ζ ; besides the equation
contains another source of potential energy- the BARBE, which doesn’t depend
on bottom topography. Consequently ζ is formed mainly by the ocean’s upper
layer baroclinicity and is lesser dependent on bottom topography.

(3) The ζ -field represents the ocean’s surface layer gradient currents, i.e. all the
intense currents, which are measured partly and partly calculated by the dy-
namic method. So any crude error in the calculation of ζ will be easily seen and
corrected.
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(4) In many areas exist undercurrents, in some even a three layer structure, which
twice change directions in vertical. The 
 -field demonstrates only verti-
cally integrated, consequently indefinite flow, the errors of which is not easily
detectable.

(5) In multiple-connected basins, i.e. basins possessing n islands one has to calcu-
late n − 1 
-functions, while there are no problems with ζ : only one ζ field
with necessary boundary conditions at islands is calculated.

(6) To use the 
-function one has to imply the rigid lid boundary condition at the
sea surface, instead of the normal free-surface boundary condition for ζ .

(7) There are regular measurements of the sea-surface height at boundaries of many
islands. Besides the measurements of ζ from space become more dense and
more accurate. That is impossible for the 
-function.

There is seemingly one advantage of using the 
 -function: the case of small,
closed, homogeneous basin, where 
 ≡ 0 at boundaries. But that is an excep-
tion because any basin deeper than some 10–20 m is baroclinic either due to river
discharge or other variations via the free surface. Therefore the side-boundary con-
ditions depend on z.

The finite-difference relations for SST used here, were obtained from finite-
difference versions of the equations for momentum, continuity and hydrostatics
without preliminary choice of alternative equations of (3.1.8) or (3.1.10) Chapter 3.
Naturally it appeared, that the finite-difference version of the SST equation is the
analog of equation (3.1.10) because the continuity equation, used for determination
of the vertical component of flow velocity w contains the horizontal components
divergency.

This circumstantance once more stresses the privilege of (3.1.10) compared to
(3.1.8). In Chapter 3 it was shown that the wind stresses action on the ocean surface
is threefold: by →

�, div→
τ , rot→

τ .
The details of the numerical model used here is described below in Chapter 6

(Ibrayev, 1993). Here we just mention, that the finite-difference solution method is
analogous to the Bryan’s box-method (1969) with an Arakawa B-grid. The numeri-
cal scheme is conservative for a closed basin.

To form an equation for energy we consider the balance of kinetic energy for
barotropic (i.e. average in vertical) and for the baroclinic (i.e. declination of flow ve-
locity from average in vertical) part. Let us induce the following notations (Bulushev
and Sarkisyan, 1996)

→∇ =
(

�

�x
,

�

�y

)

,
→
v = (u, v) (4.1.11)

KE = ρ0

(

→
v · →

v
)

2
(4.1.12)

is the kinetic energy density.
To obtain the kinetic energy balance equation we sum the equation (4.1.1)

multiplied by u with (4.1.2) multiplied by v. Then we have:
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�KE

�t
= − ρ0

[

(−→ν ,
−→∇
)−→ν + w

�−→ν
�z

]

−→ν − (
−→∇ p)−→ν +

+ AM
(

�−→ν )−→ν ρ0 +
(

�

�z
ν

�−→v
�z

)

−→ν ρ0 (4.1.13)

Using the continuity equation (4.1.4), we transform the first term of the equa-
tion’s (4.1.13) right-hand side by following way:

ρ0

[

(−→v ,
−→∇
)−→v + w

�−→v
�z

]

−→v = (−→v ,
−→∇ )KE + w

�KE

�z

= −→∇ (KE−→v ) + �

�z
(KEw) − KE

�w

�z
− KE

�w

�z
−

− KE(
−→∇ · −→v ) = −→∇ (KE−→v ) + �

�z
(KEw)

(4.1.14)

Then we transform the second term of equation (4.1.14) right-hand side by using
(4.1.3) and (4.1.4):

(
−→∇ p)−→v = −→∇ (p−→v ) − p(

−→∇ · −→v ) = −→∇ (p−→v ) + p
�w

�z
=

= −→∇ (p−→v ) + �pw

�z
− w

�p

�z
= −→∇ (p−→v ) + �pw

�z
− ρgw (4.1.15)

We introduce the whole ocean basin’s averaging operator

< ϕ > = 1

v0

∫ ∫ ∫

ϕdv0 (4.1.16)

and implement the operator (4.1.16) to equation (4.1.15). As a result we obtain the
formula for velocity of variation of volume-mean kinetic energy:

〈

�

�t
KE

〉

= − 1

V

∫ ∫ ∫ [−→∇ (KE
−→
V ) + �

�z
(KEw)

]

dV

− 1

V

∫ ∫ ∫ [−→∇
(

P
−→
V
)

+ �Pw

�z

]

dV

+ 〈ρgw〉 + 〈μ (�−→v )−→v ρ0
〉+
〈(

�

�z
v

�v

�z

)

−→v ρ0

〉

(4.1.17)

Let us reconstruct the first term of the equation’s (4.1.17) right-hand side, by
using the boundary condition (4.1.7) and the formula

∫

V

div(
→
a)dv = −

∫ ∫

S

(
→
a · →

n)d S (4.1.18)



108 4 Synthesis of Models and Observed Data

where
→
n is an internal normal of the surface S. We have:

−1

v

∫ ∫ ∫ [−→∇ (KE−→v ) + �KEw

�z

]

dv =
∫

Γ1

∫

KEvnd S +
∫

Γ2

∫

KEvnd S

(4.1.19)

where Vn is projection of total vector (u, v, w) to the internal normal. The first term
of the tight-hand side is integration over side boundary, the second one, which is
integration over ocean bottom, diminishes due to boundary condition (4.1.11). The
reconstruction of the second term is analogous. The last term of equation (4.1.17)
may be presented in a form:

(

�

�z
v

�−→v
�z

)

−→v ρ0 = ρ0
�

�z
v

(

−→v · �−→v
�z

)

− ρ0v

(

�−→v
�z

· �−→v
�z

)

(4.1.20)

Then we have

〈(

�

�z
v

�−→v
�z

)

−→v ρ0

〉

= 1

v

∫ ∫

−→τ · −→v dxdy−

− 1

v

∫ ∫

−→τ b · −→v dxdy −
〈

ρ0v

(

�−→v
�z

· �−→v
�z

)〉

(4.1.21)

where →
τ is the wind stress, and →

τ
b

is the bottom stress.
Finally we come to the following formula

〈

�

�t
KE

〉

= ADVKE + PEKE + WPF + WKE + DISKE (4.1.22)

The physical meaning of items of the last formula are as follows ADVKE =
1
V

�
Γ2

KEVnd S – the kinetic energy flux via side boundaries.

In a closed basin Vn = 0 so the volume-mean kinetic energy does not change due
to advection in a closed basin;

PEKE – the gravity forces work, responsible for exchange between kinetic and
potential energies;

WPF = 1

V

∫

Γ2

PVnd S – the pressure forces work at the boundary, which is

equal to zero also for a closed basin;

WKE = 1

V

∫∫

→
τ · →

vdxdy – the wind stress’s work at the sea surface;

DISKE – volume-mean kinetic energy dissipation due to horizontal turbulent
viscosity, bottom stress and vertical viscosity.
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Let us now introduce vertical averaging in operation by:

ϕ̂ = 1

H

0
∫

−H

ϕdz (4.1.23)

We denote ϕ′′ = ϕ − ϕ̂ – the deviation from average and the formula holds

〈

�1 · �2

〉 = 〈�̂1 · �̂2

〉+ 〈�′′
1 · �2

′′〉 (4.1.24)

Then we denote

KBT = ρ0

〈

→̂
v,

→̂
v
〉

2
and KBC = ρ0

(

→
v

′′
,

→
v

′′)

2
(4.1.25)

the barotropic and baroclinic parts of kinetic energy respectively.
The formula for <K BT > we obtain as follows: we implement the vertical av-

eraging operation (4.1.23) to equations (4.1.1), (4.1.2), multiply them by û and v̂

respectively, add them to each other and, finally, average the result over the whole
volume.

〈

�

�t
KBT

〉

= WNTKBT + WPFKBT + WKBT + DISKBT (4.1.26)

with

DI SK BT =
〈(

μ�
→̂
v
)

→̂
vρ0

〉

− 1

S0

�
τ b · →̂

vdxdy – dissipation of barotropic

kinetic energy;

W K BT = 1

S

� →
τ · →

vdxdy – the input into KBT of the wind stress work;

W N T K BT = −
〈

ρ0

[

̂(V,∇) V +
̂

w
�V

�z

]

· →̂
v

〉

– the input of the nonlinear

terms work;
W P F K BT = − 〈(∇̂ P

) · V̂
〉

– the input of the pressure force work. In a closed
basin W P F K BT = 0 when bottom topography or density anomaly is con-
stant or, in other words, when the J E B AR = 0.

So in these cases the pressure gradients work gives no input into the variation of
barotropic part of kinetic energy.

It is easy to obtain the formula for
〈

�
�t K BC

〉

as a difference of relevant terms of
formula for K and KBT by using (4.1.24)

〈

�

�t
K BC

〉

= W N T K BC + W P F K BC + W K BC + DI SK BC. (4.1.27)
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The meanings are analogous to those of (4.1.26):

W K BC = W K E − W K BT = 1

V

∫∫

→
τ ·

→
v′′dxdy

DI SK BC = DI SK E − DI SK BT (4.1.28)

W N T K BC = ADV K E − W N T K BT

W P F K BC = P E K E + W P F − W P F K BT

Let us make two remarks concerning to some terms of (4.1.28) for the case of a
closed basin:

1. In this case ADV K E = 0 and, consequently, nonlinear terms only redistribute
the kinetic energy between baroclinic and barotropic parts without changing the
total energy.

2. As it was mentioned above, in a flat-bottom closed basin W P F K E =
W P F K BT = 0, i.e. due to work of gravity forces the potential energy can
be exchanged only with in baroclinic parts of kinetic energy.

4.1.3 Results of Adjustment Calculation

The summer season climatic data for wind stress temperature and salinity have been
chosen for numerical experiments. Initial T and S fields, taken from Levitus’s data,
was not subjected to any filtration.

In version No. 1: AM = AT = 108 cm2/s and KM = KT = 10 cm2/s.
The version No. 2 differs from version 1 by values of the turbulent diffusion

coefficients only: AT = 5∗107 cm2/s and KM = 1 cm2/s.
The grid mesh is uniform δλ = δθ = 1◦, the grid points of the velocity merid-

ional component were at the very equator. There were 17 irregularly distributed
levels in vertical, extending from 10 to 5000 m.

The region chosen for the experiment is the Equatorial Atlantic between 10.5 ◦S–
10.5 ◦N and 60.5 ◦W–12.5 ◦E. Initially the ocean was at rest despite space variability
of specified temperature and salinity fields.

First performed was a diagnostic integration (i.e. with “freezed” temperature and
salinity fields) for 90 days of model time to generate a motion and adjust flow ve-
locities to specified three dimensional “noisy” temperature and salinity fields. After
every 24 two hourly time steps the Matsuno scheme was used to filter noises.

Then two prognostic experiments were performed to make mutual adjustment
of flow velocity and T,S fields. These two experiments’ parameters were mentioned
above. The prognostic integration with the first group of parameters were continued
only for 38 days, while with smaller turbulent coefficients up to 158 days.

One may argue that five months of prognostic integration is too short for baro-
clinic adjustment. We shall see below that even one month of model time prognostic
calculations appear to be enough for conclusions. Moreover, the character of the



4.1 Energetics of Ocean’s Hydrophysical Characteristics Mutual Adjusting Processes 111

Fig. 4.1 The kinetic energy
general balance scheme
(Bulushev and Sarkisyan,
1996)
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kinetic energy balance at the very beginning of adjustment is essentially different
from the one at the so called “steady state” (the ocean is never in steady state).
Let us construct the scheme of kinetic energy balance, based on above differential
relations, before discussing the obtained results. The analysis showed, that the finite-
difference approximations are good analogs of space differentials. Consequently the
finite-difference balance of kinetic energy may be schematically shown in a form
presented in Fig. 4.1.

The calculations showed, that in experiment No. 1 the turbulence parameters are
overestimated, which leads to overly filtration, so we shall discuss mainly the results
of the experiment No. 2.

The sea surface height both after diagnostic and adjustment calculations are
shown on Fig. 4.2. The result of the diagnostic calculation is “noisy” – as a the result
of sub-grid scale disturbances, and/or nonsynchronic processes and other kinds of
errors.

These small scale structures diminish after adjustment calculation, the result is
now more regularized, the noise is filtered. But filtration is not the aim of calculation,
it is not the main result either. The main result is the equatorial undercurrent which
was not apparent in the diagnostic version and was revealed clearly after adjustment.
The adjustment means nonlinear thermohydrodynamical interpolation which is the
only realistic method in comparison of any scholastic mathematical interpolation.

The adjustment process, when integration is done with reasonable model-time
(not shorter, not longer) and stopped by some criteria (depending on the models
quality and the goal seeking in the experiment) corrects to some extent the specified
initial T,S fields.

Let us now discuss the physical processes which led to the above mentioned
variations of the hydrophysical fields during adjustment. To do it we analyze the
schemes of the kinetic energy balance. In Fig. 4.3 we demonstrate the energy bal-
ance after 90 days of diagnostic adjustment of flow velocities to the fixed T,S fields
and in Fig. 4.4 after only 6 hours of adjustment. The arrows directed into the boxes
mean a positive sign of term and the ones, directed out of the boxes – a negative sign.

The absolute values of the kinetic energy differentials are 10−7 J/m3 s and the
value of energy itself – 10−1 J/m3.
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Fig. 4.2 The sea surface height (cm) in diagnostic (a) and adjustment (b) calculations (Bulushev
and Sarkisyan, 1996)

The Fig. 4.5 shows kinetic energy balance after 38 days of integration. As it
seen on Fig. 4.3, the main positive input into both baroclinic and barotropic parts
of kinetic energy is obtained due to work of pressure gradients and it is balanced
by viscosity. The effect of wind stress is positive also but it accounts for 10–15%
only compared to work of pressure gradients. The advection of kinetic energy via
boundaries is small compared to WNTKBT and WNTKBC, consequently, the main
baroclinic energy pumping into the barotropic part is being done due to nonlinearity.
For better understanding, the Figs. 4.3–4.5 should be compared with the Fig. 4.1.

Fig. 4.3 The kinetic energy
balance scheme after 90
days’ diagnostic calculations
to generate the flow velocity
and adjust it to the “frozen”
T,S-fields, basin’s geometry,
equations of motion and
boundary conditions
(Bulushev and Sarkisyan,
1996)
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Fig. 4.4 The energy balance
scheme after the first 6 hours
of prognostic calculations for
mutual adjustment of flow
velocity and T,S fields
(Bulushev and Sarkisyan,
1996)
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Fig. 4.5 The energy balance
scheme after 38 days of
adjustment calculations
(Bulushev and Sarkisyan,
1996)

The energy balance obtained in the diagnostic stage of the flow velocity calcu-
lation, formally corresponds to the stationary solution of the momentum equations
with fixed density field; but actually it represents an unnatural condition when the
flow velocity does not affect on temperature and salinity. That is why a dramatic
variation of the energy balance happens during the first six model-hours of prognos-
tic adjustment process. The scheme in Fig. 4.4 shows that drastic variations occur
only in the terms responsible for the pressure gradient work. The maximal variation
is in WPFKBC, which has almost the same value as in the Fig. 4.3 but with opposite
sign. It means that a pumping of kinetic energy (mainly its baroclininc part) into
potential one already begun.

The Fig. 4.5 shows that the role of the pressure gradients work decreases essen-
tially compared to diagnostic calculations. The main positive input now is given
by the wind stress and as a main sink of energy serve the horizontal and ver-
tical turbulence. The baroclinic part of kinetic energy decreases more than the
barotropic one.

The time-series of terms, which constitute the equations for the baroclinic and
barotropic parts of the kinetic energy are presented in Figs. 4.6 and 4.7. The
flow velocity zonal component at z = 75 m of the very equator shows a spread-
ing of perturbation of 4◦ to 6◦ horizontal scale with the velocity which is close
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Fig. 4.6 The time behavior of
different items of the kinetic
energy barotropic part
(experiment No. 1) after 90
days of diagnostic calculation
followed by 38 days of
adaptation. The notations:
The barotropic part of kinetic
energy (1), the kinetic energy
barotropic part variation due
to the work of wind stress (2)
(in 10−6 erg), the variation of
the pressure force work (3)
(in 5 × 10−6 erg), the time
differential of the kinetic
energy barotropic part (4)
(in 5 × 10−6 erg), the time
variation of the work of
nonlinear terms (5)
(in 5 × 10−6 erg), the time
variation of horizontal
viscosity (6)
(in 5 × 10−6 erg), the time
variation of vertical viscosity
(7) (in 5 × 10−6 erg)
(Bulushev and
Sarkisyan, 1996)

to phase velocity of gravitational waves of the first and second baroclinic mode.
The time scale of perturbations is about 1–2 days. As for an analogous diagram
for the extraequatorial zone they are of local character during the first 10 days.
A dramatic decreasing of kinetic energy occurs during 10 days (the baroclinic
part almost for an order of magnitude and the barotropic one – about two times)
i.e. the motion became more barotropic. During that period the rapid and small-
scale oscillations, which are connected with inertial gravitational waves, diminish
and causes a rapid decreasing of kinetic energy. Afterward both barotropic and
baroclinic energy decreasing process as themselves itself decelerate for an order of
magnitude.

Consequently the second period of the adjustment process occurs. In this sec-
ond period the time variation of barotropic kinetic energy is sign changeable and
to the end of adjustment its absolute value becomes smaller by three orders of
magnitude. The exchange between potential and kinetic energy is not intense any
more.

The oscillation processes analysis shows, that after the first 10 days of adjustment
Yanai, Kelvin and Rossby waves are much more evident. To identify these processes
an analysis of fields of pressure and flow velocity horizontal components was made,
the velocity of oscillations was studied as well as the wave’s meridional and vertical
structure and polarizational relations. The Kelvin waves of some 10◦ lengths with
phase velocities of 70–80 cm/s are clearly seen, they decrease not essentially to the
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Fig. 4.7 Same as in Fig. 4.6
but for kinetic energy
baroclinic part. The notations:
The baroclinic part of kinetic
energy (1), the kinetic energy
baroclinic part variation due
to the work of wind stress (2)
(in 10−6 erg), the variation of
the pressure force work (3)
(in 5 × 10−6 erg), the time
differential of the kinetic
energy baroclinic part (4)
(in 5 × 10−6 erg), the time
variation of the work of
nonlinear terms (5)
(in 5 × 10−6 erg), the time
variation of horizontal
viscosity (6)
(in 5 × 10−6 erg), the time
variation of vertical viscosity
(7) (in 5 × 10−6 erg)
(Bulushev and
Sarkisyan, 1996)

end of adjustment. Their characteristics are close to the third baroclinic mode; their
amplitude at the equator are about 4–5 cm. Oscillations, excited by the Yanai wave
with wave number close to zero and structures corresponding to the second baro-
clinic mode are seen, both in the upper and lower layers as well as in the central
and western parts of the basin. Their amplitude decreases 2 to 5 times to the end of
adjustment process. The most striking process of the ocean’s upper layer adjustment
is the forming of the equatorial undercurrent which happens when the Kelvin wave
of first baroclinic mode has past.

The structure of the Kelvin wave is symmetric relative to the equator. It is absent
in the flow velocity field but evidently seen in the pressure field. The integration
in experiment No. 2 was continued some extra 120 days to examine whether the
structure of the ocean upper layer is in steady or in intermediate stage of some
nonstationary process.

The results showed, that in the upper layers the process of adjustment practi-
cally has finished within the first month but in deeper layers intense nonstationary
processes are continuing.

Besides, during these 120 days of integration further smoothing of the original
T,S fields occur and the thermocline becomes eroded.

From a physical point of view it can be concluded that the second period of
integration for adjustment was stopped in due time. Theoretically mathematical
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criterions may be used to finish the integration. For example:

�

�t
K E < σ1(z) > /N1(z) � ε1

�T

�t
< σ2(z) > /N2(z) � ε2

�T

�t
< σ3(z) > /N3(z) � ε3

where �i are the space dispersions of corresponding characteristics at the depth z
and Ni may be chosen experimentally. The above analysis shows that some practical
experience of the modeler is necessary.

4.2 Ocean Modelling Experiments by General Adjustment
(OMEGA)

The direct prognostic calculation of ocean climate characteristics might be the best
method of ocean modelling, but there are a number of obstacles which have not been
overcome yet. Some of them have been listed above in Chapters 2 and 3, the others
will be discussed below when describing a number of ocean models. The alternative
is the diagnostic calculation of climatic characteristics by specified temperature and
salinity. This method proved to be a useful tool but it demands the T and S fields
specified in every grid point and statistically homogeneous.

Usually the observed data is unevenly distributed. Interpolation helps in case of
statistically significant observed T,S data but in many parts of the World Ocean
the data is scarce. In some areas there is no T,S data at all. In these areas any
kind of simple or even mathematically very sophisticated methods of interpolation
or extrapolation will result in a scholastic information which is far from ocean
thermohydrodynamics data. The above mentioned standard prognostic calculation
which starts from constructed initial T,S field will “cut the pics and fill the holes”.
The longer the integration, the stronger filtration happens. That distorts the initially
reliable part of the T,S field.

The question arises: is it possible to improve the less reliable information by
neighboring statistically significant one but to avoid the strong filtration of the data.
For this aim we propose the OMEGA procedure which is the following.

1. Make a diagnostic calculation to prepare initial values of all thermohydrody-
namic characteristics.

2. Mark the areas, layers or even separate points with reliable T,S values and after
some n time steps of prognostic calculation replace the calculated values of T
and S by them.

3. Make another n time steps of prognostic calculation and again replace the
achieved data by initial reliable T,S values, etc. After some m calculations the
less reliable data in internal and surrounding grid points will be corrected through
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the influence of the reliable data. With some prescribed accuracy they will reach
a steady state.

4. Finally some n prognostic time steps should be done to get a mutual adjustment
of the initially reliable T,S data with the ones corrected (or even created) by
these procedures.

So the OMEGA procedure is a nonlinear thermohydrodynamical interpolation
and, for the surrounding area, extrapolation of reliable (statistically significant) ob-
served T,S data.

This procedure corrects the scholastically interpolated or extrapolated unreliable
data, creates appropriate flow velocities and other dynamic characteristics, and ad-
justs the initial data to the basin’s geometry and to the ocean surface boundary
conditions with minimal variation of reliable information. We describe very briefly
below a numerical experiments (Ivanov et al., 1997) which proved this procedure to
be a useful tool for synthesis of modelling and limited observed data.

The North Atlantic was chosen for the numerical experiment. Figure 4.8 shows
the temperature field at 200 m after 180 days of integration by the OMEGA method
for two small testing areas; one of them is chosen at a site with small gradient
current, the other- vise-versa. The adjustment calculations were done for standard
hydrological levels, by using a modern 3 D-PE numerical model (Ibraev, 1993) and

Fig. 4.8 The North Atlantic temperature (◦C) at z = 200 m after 180 days’ integration by the
OMEGA method. The locations of both testing areas are shown (Ivanov et al., 1997)
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Fig. 4.9 The evolution of temperature (◦C) at 250 m of the high gradient box (days). The upper
parts of the figures correspond to the standard method of integration and the lower parts to the
integration by the OMEGA method (Ivanov et al., 1997)

Levitus multi-year mean T,S data. In these two boxes the data was distorted by very
strong filtering. Afterward two calculations have been done to regenerate the data
gaps. First, the standard adjustment procedure was applied to the North Atlantic
including the boxes. Second, the OMEGA technique was used with regular T and
S values at boxes side boundaries. The results are quite prospective: in the case
of regular regenerating T,S-fields at boundary layers, inside the boxes the OMEGA
technique in a 6 month integration corrects the distorted data getting them very close
to the original T,S values, while the neighboring data do not change essentially.

As for the case of standard adjustment the results inside and outside the boxes
essentially differ from the original. So the effect of OMEGA is obvious. We demon-
strate it only for one example that is the Fig. 4.9. The upper curves of boxes show,
respectively, the original T fields (with “0” on top), the distorted T field after 10
days of model time integration and after 150, 180 days.

The lower curves are as the first ones, but with OMEGA technique of integration.
After 10 days of integration both versions are alike but after six months the re-

sult of standard adjustment differs essentially from the original, while the OMEGA
method regenerate the distorted field towards the to original one.

4.3 Hydrodynamic Method for WOCE Data Processing
and Assimilation

4.3.1 Synthesis of Model and Observation Data

Most WOCE sections are at a significant distance from each other, and interpolation
would extremely smooth the T and S fields and would lead to the underestimation
of the velocity of gradient currents. The WOCE section data added in this way to a
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vast body of climatic data will not have a noticeable effect over a large part of the
World Ocean. In Sarkisyan and Stepanov (1999), Sarkisyan and Levitus (1999), a
technique is proposed to solve the problem of obtaining the most complete informa-
tion about current dynamics from an individual hydrological section without using
the dynamic (reference level) method.

The technique consists of the following stages.

(1) With the climatic T and S fields (Conkright et al., 1994) used as initial data
and with a nonlinear model of ocean hydrodynamics, a short term diagnostic
computation (usually for a few months of model time) is performed to recover
the current velocity and some other physical characteristics. Further, a shorter
term diagnostic computation (for about one to two months) is carried out to
obtain all climatic characteristics adjusted to each other to, as well as to the
equations, bottom topography and boundary conditions.

(2) The computed T and S are replaced by the WOCE section data and are
“frozen” during longer term integration, causing the surrounding data to ad-
just to the inlaid section. This procedure is completed when the hydrody-
namic characteristics remain virtually unchanged in the region nearest to the
section.

(3) The section data are “unfrozen”, and a prognostic computation (for about two
months) is performed to achieve mutual adjustment.

The above procedure is referred to as model-data synthesis or amalgamation. As
a result of amalgamation, one can obtain all dynamically adjusted physical char-
acteristics (u, v, w, ζ, T,S and ρ) both at the section and in its surrounding region
(1 to 3 degrees from the section). The initial T and S data at the section become
slightly smoothed but undistorted.

4.3.2 Results of Experiments

Two experiments were conducted.
The first experiment was carried out in the following way. The climatic T and

S data and the current fields obtained after adaptation were regarded as “synoptic”
data. Further, these data were strongly smoothed and were regarded as “climatic”
information. The difference between the “synoptic” and “climatic” fields served as
an error field. One of the sections in the climatic field was replaced by the “synoptic”
T and S data, and the above amalgamation procedure was applied to assimilate and
process the inlaid data. The computations have shown that the errors decrease by a
factor of two to three at the points located around the inlaid section.

The second experiment was carried out using an actual synoptic section within
in the Barents Sea. The following conclusions can be given:

(1) The proposed method does correct the climatic T and S fields adjacent to the
section, bringing them closer to the “synoptic” data.

(2) The inlaid section only affects several nearest grid points (2◦–3◦) (Sarkisyan
and Sidorova, 1998).
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It follows from the second conclusion that it is impossible to produce realistic T
and S fields or other hydrodynamic characteristics for the world ocean by using the
WOCE section data alone.

Sarkisyan and Levitus (1999) carried out a further experiment with some ad-
vancements:

(1) A more complete numerical model (Ibraev, 1993) and a real WOCE section
are used.

(2) The chosen section (24.5 ◦N in the North Atlantic) was used in different inde-
pendent studies, which allows a comparative analysis of results.

(3) A more detailed analysis of computation results was performed.

The region was chosen in the North Atlantic, climatic hydrological fields for the
summer season were taken from the climatic atlas, and wind stresses were taken
from the National Center for Environmental Prediction of the National Center for
Atmospheric Research (NCEP/NCAR) (Kalnay et al., 1996). Fixed values of T and
S are specified at the surface, and insulation conditions are imposed at the side
boundaries and at the bottom.

The model is based on the conventional system of nonstationary three-dimensional
equations written in spherical coordinates in the Boussinesq approximation with
molecular viscosity and diffusion. Nonlinear terms and the bottom topography
are taken into account. The model has 1◦ horizontal resolution and 24 vertical
levels.

4.3.3 Computation Results

The climatic distribution of T isolines at the zonal-vertical section in question
(24.5 ◦N, Fig. 4.10a) has an anticyclonic character. Except for the region near the
Bahamas, where upwelling occurs, large-scale downwelling is observed at a larger
part of the section. After five-months model-time computations, the T distribution
between 76.5◦ and 78.5 ◦W, is characterized by a vertical slope, which is indicative
of an intense vertical circulation in the immediate vicinity of the continental slope
(Fig. 4.10b). At a larger part of the section (east of 75.5 ◦W), T and S was replaced
by the corresponding data observed at the A05 WOCE section before the compu-
tation. The original T and S fields at the WOCE section contain vertical deviations
with upwellings and downwellings, which are indicative of eddies with diameters
of about one hundred kilometers (Fig. 4.10c).

The horizontal-velocity field computed for a depth of 100 m and presented in
Fig. 4.11 seems to be realistic, the velocity values in the Gulf Stream region amount
to 40 to 60 cm s−1. These values are normal for the 1◦ resolution model. The veloci-
ties of the equatoria] currents are overestimated, because the transition to the steady
state is not completed in that region, unlike the region in question between 23◦

and 26 ◦N, where the steady state is virtually reached and the velocity is primarily
directed northward.
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Fig. 4.10 Vertical temperature section (◦C) at 24.5 ◦N. (a) Levitus climatic data; (b) climatic tem-
perature after five months of adaptation; and (c) the WOCE AO5, 1992 section
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Fig. 4.10 (continued)

The variation of the kinetic energy at the section 24.5 ◦N represents all compu-
tation stages: the diagnostic computation D, the prognostic computation A1, and so
on (Fig. 4.12). It should be noted that the portion of each kinetic-energy curve at
the stage A2 is higher than the corresponding portion at the stage A1. This result
demonstrates the effect of “noisy” synoptic data even after seven months of model
integration.

The field of the velocity difference between computations based on an inlaid
WOCE section and those performed with climatic data (Fig. 4.13a,b) shows that
the effect of synoptic data is substantial in a narrow band near the section and is
propagated westward and northward in the Gulf Stream region. Eddies are generated
near the inlaid WOCE section and are especially intense in the Bahamas region of
bottom slope. The effect of synoptic data decreases in the meridional direction and
with depth. The behavior of other hydrodynamic characteristics is identical.

For a comparative analysis of the sea-surface height (SSH) at 24.5 ◦N values
were computed using different methods. The computations based on the dynamic
method were carried out for section data subjected to different degrees of smoothing.
In the case of a weak smoothing, the SSH is very sensitive to the ocean’s upper
layer baroclinicity, while in the strongly smoothed case it is unrealistic and deviates
essentially from the model result. As for the stream function (not shown here), it is
strongly sensitive to variations in deeper layer density. This latter result is also noted
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Fig. 4.11 The climatic field of the horizontal velocity at a depth of 100 m at 24,5 ◦N (Levitus and
Sarkisyan, 2001)

in a recent work by the scientific group engaged in the CLIPPER project (Treguier
et al., 1999).

Due to intense eddies and other-type spatial variations in T and S at the section,
an intense mass and heat transport occurs in the meridional direction (Tables 4.1,
4.2, 4.3, and 4.4).

Table 4.2 shows that the most strong mass transport in the model occurs in sec-
tors I and II, which is caused by the western intensification due to the JEBAR and
β-effect.

The heat transport values corresponding to the water mass transport values pre-
sented in Tables 4.1 and 4.2 are given in Tables 4.3 and 4.4. It follows that the north-
ward and southward transport values computed separately are an order of magnitude
greater than the net transport. The two variants of heat transport computed by the
dynamic method lead to southward heat transport, which is unrealistic.

The experiments conducted indicate that the sign and magnitude of integral mass
and heat transports using the dynamic method depend on the degree of smoothing
the T and S fields or on the choice of the zero-surface depth. Therefore, we do not
consider the dynamic method to be substantiated.
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Fig. 4.12 The kinetic energy
(10−3 m2 s

−2
) at different

depths at the section at
24,5 ◦N: D corresponds to
diagnostic computations for
one month of model time, A1
corresponds to adaptation
computations (three months),
F corresponds to adaptation
with the “frozen” section T
and S data inlaid into the
adapted climatic data at
24,5 ◦N (one month), and A2
corresponds to mutual
adaptation of the “unfrozen”
data at the section and the
region surrounding it (two
months). (Levitus and
Sarkisyan, 2001)

4.3.4 Discussion and Conclusions

We start our discussion with a brief survey of the results presented below in
Tables 4.5 and 4.6. The presented values of mass and heat transport were obtained
by different methods and in different years. Nevertheless, the divergence of the es-
timates obtained for a narrow latitudinal belt is too large. In principle, one could
consider the results of the experiments to be satisfactory, because the data presented
in Tables 4.1–4.4 are close to some values listed in Tables 4.5 and 4.6. However, we
have chosen another way.

Let us consider a few quotations from only two of a large number of papers listed
in Tables 4.5 and 4.6.

Böning et al. (1991): “An annual signal in the region east of the Bahamas is
masked by strong oscillations in water flow on a characteristic scale of about 100
days, which are due to Antilles Current instability.”

Fillenbaum et al. (1997): “A time series of local heat transport (relative to 0◦

temperature) exhibits a strong variability within the limits ±2 PW on a characteristic
scale of about 100 days.” “At 26.5 ◦N, the annual mean transatlantic heat transport
obtained by combining the Levitus climatic data and the measurements taken with
anchored buoy stations located in the Florida Current region oscillates within the
limits 1.44 ± 0.33 PW.”
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Fig. 4.13 Field of the
difference between the
horizontal velocities obtained
in the experiments with the
inlaid WOCE section and
calculated by climatic data at
the levels of (a) 10, (b) 100
(Levitus and Sarkisyan, 2001)

From the preceding, it follows that strong variations in mass and heat transport
occur on a time scale of about 100 days. The results presented above are based on
the data of a transatlantic hydrological section implemented during a month. Such
data are instantaneous rather than averaged. For these reasons, we restrict ourselves
to the statement that these results are only in qualitative agreement with some other
results, and a greater emphasis we place on the main characteristic features and new
qualitative conclusions.

As noted above, the temperature at the WOCE section (Fig. 4.10c) is character-
ized by a rather strong spatial variability. The question arises: What is the nature of
this variability? The proposed method was used for the nonlinear hydrodynamic ex-
trapolation of synoptic data with simultaneous amalgamation with the surrounding
climatic data near the section. As a result, eddies were recovered near the section
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Table 4.1 Northward and southward mass transport values a 24.5 ◦N computed by the model and
two versions of the dynamic method (with weakly and strongly smoothed data)

Mass transport, Sv Model Dynamic method 1 Dynamic method 2

Northward 98.8 93.5 29.2
Southward 98.84 89.9 35.8
Total −0.04 3.6 −6.6

Table 4.2 Northward mass transport across different sectors at the section in question computed
by the model and two versions of the dynamic method (with weakly and strongly smoothed data)

Mass transport, Sv Model Dynamic method 1 Dynamic method 2

Sector I 78.5◦−74.5 ◦W 55.0 17.7 8.4
Sector II 74.5◦−70.5 ◦W -42.5 1.0 2.6
Sector III 70.5 ◦W−15 ◦E -8.6 −19.3 −21.8

Table 4.3 Northward and southward heat transport in petawatts (PW) at 24.5 ◦N computed by the
model and two versions of the dynamic method (with weakly and strongly smoothed data)

Heat transport, PW Model Dynamic method 1 Dynamic method 2

Northward 5.59 6.73 2.57
Southward 5.06 7.06 3.33
Total 0.53 −0.32 −0.77

Table 4.4 Northward heat transport through different sectors at the section in question computed
by the model and two versions of the dynamic method (with weakly and strongly smoothed data)

Heat transport, PW Model Dynamic method 1 Dynamic method 2

Sector I 78.5◦ − 74.5 ◦W 2.52 1.21 0.65
Sector II 74.5◦ − 70.5 ◦W −1.56 −0.13 0.03
Sector III 70.5◦ − 15 ◦E −0.6 −1.90 −1.94

(Fig. 4.13a,b), and these eddies are responsible for the spatial variability. We con-
sider this result to be realistic.

A clearly defined asymmetry is observed in the spatial distribution of the effect
of inlaying synoptic data (Fig. 4.13a,b). Namely: (a) the effect of synoptic data
decays in the meridional direction at a distance of a few degrees from the section; of
course, this effect also decays with depth because of baroclinicity; (b) in the zonal
direction, the effect is propagated westward under the action of Rossby waves and
other factors; in the region of the continental slope (east of 80 ◦W), this effect is
enhanced through the JEBAR and is propagated northward by the Antilles Current
and further by the Gulf Stream. This western intensification is clearly reflected in
the mass and heat transport values (Figures are not shown here).

Due to eddies and other-type spatial variations, as well as to the JEBAR (at least
in sectors I and II), the meridional transport in the region of the section is an order of
magnitude stronger (Tables 4.1–4.4) than those computed from climatic data. This
result has been revealed from direct observations in the Bahamas region (Lee et al.,
1990; Rosenfeld et al., 1989). As a result of computations, the authors arrived at the
conclusion that the western intensification and a high degree of variability of the
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Table 4.5 Water mass southward transport by the Deep Western Boundary Current in the North
Atlantic (Sv)

Authors Mass
transport, Sv

Commentary

Schmitz and McCartney (1993) 17
Marsh et al. (1996) 15; 16.5; 25 Three different models at 26 ◦N
Lee et al. (1990) 33 East of the Abaco Island (Bahamas) below

800 m
Rosenfeld et al. (1989) 10 Direct measurements; strong variability from

5.3Sv in the north-ward direction in April
1985 to 34.8 Sv in the southward direction
in April 1986 at 26.5 ◦N

Schott et al. (1993) from 14.2
to 17.3

In the equatorial Atlantic from the northwest
to the southeast

Böning et al. (1991) 6–8

Table 4.6 Meridional heat transport values in PW estimated by different authors for the latitudinal
belt from 23◦ to 26.5 ◦N in the North Atlantic

Authors
Heat transport
value, Sv Commentary

Hall and Bryden (1982) 1.2 In October 1957 at 25 ◦N
Roemmich and Wunsch

(1985)
1.2 In August 1981 at 24 ◦N

Marsh et al. (1996) 0.88 In July at 23 ◦N (maximum)
Molinari et al. (1990) 0.69, 1.86, 1.02 In February, July and November at 26.5 ◦N,

respectively
Treguier et al. (1999) 0.9 At 25 ◦N
Fillenbaum et al. (1997) −0.8 Between Africa and the Bahamas at 26.5 ◦N
Böning et al. (1991) 0.44 or 0.80 At 26.5◦ depending on the wind field used in

the model

characteristics of this region are, at least partially, due to synoptic processes in the
extended zone between the Bahamas and Africa.

4.4 Four-Dimensional Analysis of Hydrophysical Ocean
and Sea Fields

4.4.1 Introduction

The reconstruction of the spatiotemporal structure of ocean hydrographic parame-
ters from available measurements is an important oceanographical problem.
Experience gained from the use of modern primitive-equation numerical models has
shown that predictions produced by such models reflect only the qualitative structure
of hydrophysical fields of interest. Simulated fields are far from reality (especially
in the case of long model runs). A more universal approach to the reconstruction of
climatic (or close to actual) ocean (sea) variability is to combine numerical mod-
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els with observations. Several examples of such a combination (synthesis, amalga-
mation) were presented above. More sophisticated versions are four-dimensional
analysis schemes (Knysh, 1982; Sarkisyan et al., 1989, etc.).

In the 1970–1990s, temperature and salinity (density) measurements in certain
ocean regions were the most available type of observations. In recent years, satellite
altimetry has been found quite promising for reconstruction of hydrophysical fields.
In both cases, four-dimensional assimilation algorithms and schemes have been
developed, which made it possible to reconstruct ocean hydrophysical parameters
and to obtain interesting scientific results. The goal of this paragraph is to give
a brief overview of some four-dimensional analysis algorithms developed over the
last 10–15 years and to discuss their validation in different world-ocean regions. The
data used is also discussed here. Earlier algorithms have been applied to some hy-
drophysical problems stated in the framework of the “Sections,” TOGA, and WOCE
projects. Four-dimensional analysis procedures proposed later have been used for
reconstructing ocean and sea hydrophysical parameters from altimeter data.

4.4.2 Differential Equations and the Kalman Filter

For further presentation of various four-dimensional analysis schemes, it is conve-
nient to base on dynamic-stochastic models (DSMs) (Timchenko, 1981). The basic
idea behind this approach is an extension of optimal Kalman filtering to stochastic
spatiotemporal fields (Sakawa, 1972; Knysh, 1982). The basic equations and a sim-
plified Kalman filter are presented here includings the transport-diffusion equations
for heat and salt, the continuity and hydrostatic equations.

�u

�t
+ �(u · u)

�x
+ �(v · u)

�y
+ �(w · u)

�z
− f v =

= − 1

ρ0

�p

�x
+ KM

�2u

�z2
+ AM �u (4.4.1)
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�2S

�z2
+ AS�S (4.4.6)
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where ρ is a specified function of temperature (T ) and salinity (S). The boundary
conditions in the vertical are set as follows.

At the ocean surface z = ζ (x, y, t):

p1 = pa

ρ0 KM
�u

�z
= τx , ρ0 KM

�v

�z
= τy, w = 0, T = T 0 (x, y, t) , S = S0 (x, y, t) (4.4.7)

At the ocean bottom z = −H (x, y) the no-slip condition is used for current
velocity:

u = v = w = 0 (4.4.8)

For temperature and salinity we specify the conditions

�T

�n1
= �S

�n1
= 0 (4.4.9)

where n1 is the normal to the ocean bottom.
The lateral boundaries of the domain under consideration are assumed to be ver-

tical. At the liquid lateral boundaries, u, v, T and S are specified as functions of
coordinates. For velocity, no-slip and no-flux condition are set at the solid lateral
boundaries:

�u

�y
= 0 v = 0 (4.4.10)

at the northern and southern boundaries

�v

�x
= 0 u = 0 (4.4.11)

and at the eastern and western boundaries. The zero mass flux is specified for tem-
perature and salinity.

�T

�n
= 0

�S

�n
= 0 (4.4.12)

where n is the normal to the solid lateral boundary.

The sea level elevation ζ = ζ1 + pa

ρog
is governed by an elliptic differential

equation of divergent form (Demin and Sarkisyan, 1977)

�ζ + 1

H

�H

�x

�ζ

�x
+ 1

H

�H

�y

�ζ

�y
= R (x, y) (4.4.13)

with the boundary conditions of the skew-derivation type (Marchuk, 1969).
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α
�ζ

�x
+ β

�ζ

�y
= r1 (x, y) (4.4.14)

at the boundary parallel to the y-axis and

α
�ζ

�y
+ β

�ζ

�x
= r2 (x, y) (4.4.15)

where R(x, y), r1(x, y), and r2(x, y) are specified right-hand sides of equations.
at the boundary parallel to the x-axis. Here a and b are known coefficients.

Equation (4.4.13) does not degenerate when the Coriolis parameter is zero;
i.e., this equation applies to the computation of currents at the equator. The boundary
conditions (4.4.14) and (4.4.15) are derived from Eqs. (4.4.1)–(4.4.4) via the bound-
ary conditions for the velocity. In doing this, it is assumed (as adopted in theory of
ocean currents) that, along with the boundary conditions for velocity, the equations
of motions hold at the boundaries of the basin (if they are vertical walls).

The initial distributions of temperature and salinity (density) in the model are
assumed to be known from observations.

The following notation is used in differential equations and relations (4.4.1)–
(4.4.15): u, v and w are estimates (with account for temperature and salinity mea-
surements) of the current velocity components along the x, y, and z-axes, directed
east, north and upward, respectively; ρ (x, y, z, t) = ρ1 (x, y, z, t) − ρ (z, t) is the
anomaly of the estimated sea-water density, ρ1, p1 – is the estimated pressure; pa

is the atmospheric pressure; 0 is a constant density; f is the Coriolis parameter;
KM , AM , KT , AT , KS, AS are the turbulent exchange coefficients for momentum,
heat and salt; H is the ocean depth; g is acceleration of gravity; t is the time; � is
the two-dimensional Laplacian; and τx , τy are the wind stress components.

At the time t = t1 of data arrival, the temperature and salinity computed at this
time by numerical solving Eqs. (4.4.5) and (4.4.6) are corrected by formulas of
Knysh et al. (1988)
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and salinity error autocorrelations PT T (
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→
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′
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δT
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δS
r (x, tl ) = Si (xr , tl) − S(xr , t−

l ) (4.4.17)
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are the errors in the estimates temperature and salinity; Ti (
→
xr , tl ), Si (

→
xr , tl) are the

temperature and salinity measurements in N points of the domain at the time t =
t1, ϕ

(

t+
1

)

and ϕ
(

t−
1

)

, where ϕ is T or S, stand for the functions with and without

account for the data received at t = t1. At the time of data assimilation PT T (
→
x,

→
x

′
, t)

and PSS(
→
x,

→
x

′
, t) are corrected by using expressions
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To reduce the dimension of PT T () and PT T () there are approximated by weighted
correlations of the temperature and salinity fields themselves:

PT T (x, x ′, t) ≈ σ H
T (x, t)σ H

T (x ′, t)P H
T

∣

∣(x − x ′)
∣

∣ σT (x, t)σT (x ′, t)

PSS(x, x ′, t) ≈ σ H
S (x, t)σ H

S (x ′, t)P H
S

∣

∣(x − x ′)
∣

∣ σS(x, t)σS(x ′, t) (4.4.19)

where σ H (x, t) are the normalized rms derivations of the errors in the estimated
temperature and salinity, P H

∣

∣(x − x ′)
∣

∣ are the normalized autocorrelations for
temperature and salinity and σ (x, t) are the rms deviations in the temperature (or
salinity) field.

Representation of the temperature and salinity error covariances in the form
(4.4.19) were considered in Knysh et al. (1988).

The differential equation for the normalized error variance of estimated temper-
ature is given by:
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�D
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�D

�z
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�2 D

�z2
+ AT �D (4.4.20)

DH
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→
x, t) =
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σ H
T (

→
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]2

Here in (4.4.20) the upper and lower indices of D are dropped. Equation (4.4.20)
is supplemented with the Dirichlet condition specified at the surface, lateral bound-
aries, and bottom. The initial variance is assumed to be known. An analogous equa-
tion and analogous boundary and initial conditions are used for the salinity error
variance

DH
S (

→
x, t) =

[

σ H
S (

→
x, t)

]2

A more detailed description of the dynamic-stochastic model outlined above can
be found in Knysh et al. (1988).
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4.4.3 Synchronization and Monitoring of Hydrophysical Fields
in the Newfoundland Energy Active Zone

A considerable amount of hydrographic data sufficient for estimating the spatiotem-
poral variability of ocean characteristics were gathered in the Newfoundland energy
active zone (NEAZ) in 1981–1987. It is well known, however, that the areal mea-
surements in the NEAZ are not synchronic, they were conducted during relatively
long periods (from 10 to 28 days).

Data synchronization is a problem reasonably arising for the NEAZ, a region
with complex water dynamics and high variability. A simplified DSM was used
for processing hydrophysical data (22 measurement runs) (Knysh et al., 1990). The
nonlinear terms and horizontal turbulent exchange were neglected in Eqs. (4.4.1)
and (4.4.2) and the sea level was represented as the sum of a calculated by the
dynamic formula value and the declination from it. The latter was estimated by
using a relevant differential equation (Knysh et al., 1990). The temperature and
salinity equations (4.4.5) and (4.4.6) remained unchanged. The vertical velocity was
calculated according to Semyonov (1981).

The temperature and salinity values produced by the model were corrected by
ones estimated from observations.

The numerical computations were performed for the North Atlantic region within
37◦ − 50◦ 30′W. The grid spacing in the x- and y-directions was constant and was
equal to 30′, and 30 levels were considered in the vertical: 0, 10, 20, 30, 50, 75, 100,
125, 150, 200, 250, 300, 400, 500, 600, 700, 800, 900, 1000, 1200, 1300, 1400,
1500, 1750, 2000, 2500, 3000, 4000 and 5000 m. The time step was set equal to 1
day. The turbulent exchange of momentum coefficient and the turbulent diffusion
coefficients for heat and salt were specified as

KM = 100 cm2/s, KT = KS = 1 cm2/s, AT = AS = 106cm2/s.

The wind stress components were specified by the Hellerman seasonal mean
fields taken for the corresponding observation season and interpolated to the one-
half-degree square grid.

The differential equation for the sea level declination was solved numerically by
using a first order accurate (upwind) scheme, and differential equation for temper-
ature and salinity were integrated by using a second-order accurate scheme. Matrix
factorization in the vertical was used for solving the algebraic systems of equations
corresponding to the differential equations of motions. Amplitude peaks in the an-
nual cycle of the air and water surface-layer temperatures, quite high cyclonic and
anticyclonic eddy activity in the atmosphere and the ocean, and intense atmosphere-
ocean interactions were observed in the considered North Atlantic region. These
processes were reflected in the structure and the spatiotemporal distributions of
ocean hydrophysical parameters.

Figures 4.14 and 4.15 show the sea level maps calculated from different years
and months. The topography of this integral characteristic reflects surface gradient
currents.
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Fig. 4.14 Sea surface height
(SSH) averaged over the
period of T and S
assimilation December 5 to
26, 1982 (2nd survey).
Arrows on the isolines
indicate the direction of
surface gradient currents, and
digits correspond to sea level
values in cm (Knysh et al.,
1990)

The large-scale system of currents in the NEAZ can be seen in the maps: the
Gulf Stream/North Atlantic Current (NAC) (from southwest to northeast), the Slope
Water Current (the northern periphery of the Gulf Stream/NAC), and an anticyclonic
eddy (in the center of the zone).

In the scientific literature devoted to the thermodynamic water structure in the
NEAZ, this eddy is known as a semipermanent antycyclonic eddy (SPAE).

Additionally to the large-scale currents mentioned above, one can see the south-
ern branches of the Gulf Stream in the south of the zone. This system of large scale
currents generates intense eddies of the opposite signs.

A comparison of this system of large-scale currents in the NEAZ with the bot-
tom topography suggests that the mean position of the SPAE corresponds to the
center of the Newfoundland depression. The Gulfstream/NAC turns the Southeast
Newfoundland Ridge. Along converging isobaths at 3000–4500 m, its branch is di-
rected northeast. The Labrador waters flow throw the Newfoundland valley. Let us
consider the SPAE in more detail. Inspection of Fig. 4.14 showed that the SPAE
stores a large amount of energy. In individual time periods, the current speed in the
SPAE is increased (energy is accumulated) or the orbital velocities of water particles
decrease substantially (energy is released).

Fig. 4.15 SSH averaged over
the period of T and S
assimilation February 1 to 22,
1986 (19th survey). Arrows
on the isolines indicate the
direction of surface gradient
currents, and digits
correspond to sea level values
in cm (Knysh et al., 1990)
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An analysis of a sequence of heat content maps in the layer 0–500 m during
the year from winter, 1982, to summer, 1983, and from summer to winter, 1983,
suggests that the SPAE heat content decreased in the course of winter cooling
from its maximum of 38.3 × 103 MJ/m3 in October, 1982, to 35.3 × 103 MJ/m3 in
May, 1983.

A maximum amount of energy in the SPAE was observed in October, 1983 after
summer overheating. The SPAE area surrounded in the heat content isoline of 35.5×
103 MJ/m3 was about four times as large as that observed in May, 1983.

The size of the SPAE varies during the year. In the period of intensification
(roughly October–November), it covers about 250 by 150 nautical miles (Figs. 4.14
and 4.15).

The structure of the SPAE is highly variable. Nevertheless, we can indicate some
characteristic structural features. In periods of strengthening, the SPAE consists
of two separate eddies (e.g., December 1982, (Fig. 4.14); May–June, 1986) or a
single eddy structure, whose orientation varies noticeable with time (October, 1983;
February–August, 1985; February, 1986).

An analysis of vertical profiles of horizontal currents in the SPAE shows that an-
ticyclonic water motions extend to depths of about 1000 m and deeper. The current
velocities have a strongly baroclinic nature. For example, the maximum horizontal
speed at the surface and depths of 200, 500, 1000 and 2000 m in December, 1984,
was equal to 56.5, 45.4, 30, 18 and 9 cm/s, respectively.

One possible cause for a strengthening or weakening of the SPAE was indicated
above. However, these processes cannot be considered independently of the influ-
ence exerted on them by the interactions between the SPAE and other large-scale
currents, such as the NAC, the Labrador current and the Gulf Stream. In connection
with this, it should be noted that the mass transport in the southern branches of the
NAC decreases in periods of SPAE intensification. In such periods, these branches
are much fewer than in periods of a weakened SPAE. The period of reduced SPAE
strength is characterized by generating eddy structures of various types. This can
easily be seen in the sea level maps obtained from measurements: in May, 1983;
January and August, 1984; and April–May, 1985.

Thus, the SPAE seems to play an important role in a strengthening (or weak-
ening) of the NAC during certain time periods and in the interactions between the
ocean and the atmosphere in the NEAZ. A strengthening of the Gulf Stream and the
NAC in periods of a weakened SPAE and, conversely, a weakening of these currents
in periods of strengthened SPAE suggest a permanent exchange of energy between
large-scale circulation structures in the NEAZ. Eddies are formed in areas of intense
interactions between the currents.

Figure 4.16 shows time variations in the heat content in the order of 1014 MJ
within the layers 0–200 m (curve 1) and 0–500 m (curve 2) and the volume-averaged
kinetic energy in the layer 0–200 m (curve 3). An analysis of these curves reveals
the following features of the thermodynamic structure.

First, these characteristics exhibit pronounced seasonal variability. The heat con-
tent and, especially interestingly, the volume-averaged kinetic energy in the layer
0–200 m increase in summer and fall (June–October). In the period of winter cooling
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Fig. 4.16 Time variations in the heat content and the volume-averaged kinetic energy in the layer
0–200 m (Knysh and Sarkisyan, 2003)

(November–February), their values diminish considerably. Maximum values of heat
content are observed in October, and minimum values occur in January–February.
The vertical profiles of a horizontal averaged kinetic energy exhibit an analogous
behavior down to 1000 m.

Year-to-year variations in the extreme heat contents within the layers 0–200 m
and 0–500 m from 1983 to 1986 exhibit a negative trend. The same behavior is
shown by the maximum values of the volume-averaged kinetic energy in the layer
0–200 m. A tendency of year-to-year decrease in the heat content was also found
by Baranov et al. (1987). This phenomenon is explained by a southward shift (of
unknown cause) in the NAC core during the indicated period.

Thus, the four-dimensional analysis technique developed for measurements pro-
cessing has demonstrated good performance in particular physical and geographical
conditions.

4.4.4 Numerical Experiments on the Estimation Accuracy
of the Four-Dimensional Analysis Procedure

To estimate the degree of variability of results produced by the DSM-based four-
dimensional analysis technique and to further improve of approximations, used, we
have to conduct model experiments, because actual simultaneous measurements are
scarce.
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Obviously, numerical experiments should be as close to reality as possible. In
particular, the period covered by model computation should be comparable with the
period of an actual measurement run, and the computational domain should be as
close to the actual physical and geographical conditions as possible.

The numerical experiments considered were conducted for the tropical Atlantic
region defined by 2◦ 30′–12◦ 30′N and 15◦ 30′–55◦ 30′W. The “actual” ocean fields
in these experiments were generated by the prognostic model (4.4.1)–(4.4.15). The
grid spacing was 1◦ along the x axis and 0.5◦ along the y axis. The time step was
δt = 3 h. Sixteen levels were used in the vertical: 0, 20, 50,100,150, 200, 300, 400,
500, 700, 900, 1100, 1400, 2000, 3000 and 4000 m. These fields were regarded as
“true”. The technique we used can be described as follows.

The initial “true” hydrographic fields were obtained by optimal interpolation (to a
grid domain) of nonsynchronic temperature and salinity measurements made in the
layer 0–1100 m during the cruises of the research vessels “Mikhail Lomonosov” and
“Akademic Vernadskii” of the Marine Hydrographic Institute, Academy of Sciences
of Ukraine, in summer 1988.

The climatic (summer) temperature and salinity fields used are averages. The
same climatic fields were used below the depth 1100 m. The initial currents fields
were derived by performing a 12 days diagnostic run from the initial temperature
and salinity fields (12 days is a period during which a steady state is achieved). Next,
we made predictions of a measurement run performed in the Tropical Atlantic.

The fields obtained in each forecast day were taken as “true” fields. In the di-
agnostic runs of model (4.4.1–4.4.15) was set AM = 108, KM = 102 cm2/s. The
prognostic computations were conducted with AM = AT = AS = 7 × 107 cm2/s.
and KM = KS = KT = 102 cm2/s. A climatic (summer) field was used for wind
stress.

For four-dimensional analysis of hydrophysical “observations”, it is reasonable
to use a different, coarse model of currents, which would imitate the imperfectness
of numerical models with respect to the actual ocean. In meteorology, this case
is associated with the method of nonidentical cousins in contrast to the method
of identical twins, in which the same model is used for truth simulation and four-
dimensional analysis (Gandin and Kagan, 1976). Below are the results obtained by
both methods.

In both cases, the truth was simulated as described above. In the cousin method,
data were assimilated into a simplified DSM described above in Section 4.4.3. The
horizontal and vertical resolutions were the same as in the simulation of “actual”
fields. The model parameters were the same as in simulation of AT = AS =
107, KM = 100, KS = KT = 1 cm2/s, �t = 12 h.

The initial gridded fields of temperature and salinity estimates were obtained by
optimal interpolation of nonsynchroneous temperature and salinity “measurements”
chosen from the “true” fields in the layer 0–1100 m on each day.

Measurements were assumed to be available only at some points of the regular
grid. The set of these grid points imitated a network of hydrographic stations in
the region. Climatic temperature and salinity fields were used are averages at depth
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below 1100 m. The initial fields of current velocity were obtained by diagnostic
computations.

At this stage, a 36 days prognostic model run was performed and the four-
dimensional analysis of ocean parameters with data assimilation during the same
period. In the four-dimensional analysis, “measurements” at stations located at the
points of the regular grid were selected from the “true” temperature and salinity
fields given at 1 day intervals down to a depth of 1100 m. In formulae (4.4.19) the

product σT (
→
x,t)·σT (

→
x

′
,t) or σS(

→
x,t)·σS(

→
x

′
,t) was approximated by σT (
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z,t)·σT (
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,t)

or σS(
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z,t) · σS(
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z

′
,t).

In the assimilation of temperature (salinity) “measurements” data at a particular
depth, the influence of these parameters measured at other depths were neglected. In
view of what was said above, we needed to know only the dependences on horizontal

coordinates in the correlation function P H (|→
x − →

x
′|). These dependences were ap-

proximated by the exponent [−α(z)(x −x ′)2 −β(z)(y − y′)2]. The initial normalized
error variance for temperature and salinity was set equal to unity. Between the times
of data arrival, the variance on the boundary of the domain obeyed the law (Knysh
et al., 1980)
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where m = 1, 2 is the time step index and λ1 = 0.05 is a parameter determining the
temporal behavior of the covariance. The values of λ1, α (z) , β (z) were estimated
from actual measurements of temperature and salinity.

In four-dimensional analysis, the errors of estimated fields – sea-level (pres-
sure), current velocity components, temperature and salinity decrease with time at
all depths where temperature and salinity data were assimilated (Fig. 4.17). For
example, after all measurements have been assimilated, the horizontally averaged
absolute values of the errors in the recovered temperature field on day 36 decreased
with respect to their values on day 1 by 67, 47, 49, 50, 31, 33 and 40% at depths of
20, 100, 150, 200, 300, 500 and 1100 m, respectively. Figure 4.18 gives a more vivid
illustration of the errors in the recovered dimensional analysis. It can be seen that
the temperature error is maximal at 100 m and decreases sharply at deeper levels.

The temporal behavior of the horizontally averaged errors in the recovered salin-
ity is qualitatively the same as for the errors for recovered temperature.

The salinity errors decrease with depth and range within 0.01–0.018% in the
layer 0–1100 m at the end of the analysis interval. At depths where no data is avail-
able, the errors increase with time, ranging within 0.008–0.019%.

The behavior of the errors in the recovered horizontal components of current
velocity is similar to the behavior of the errors of the temperature and salinity errors.
In the upper 200-m ocean layer, the layer-averaged errors in the horizontal velocity
on day 36 decrease by 53% with respect to these errors on day 1. An analysis of
the temporal behavior of the volume-averaged kinetic energy shows that the energy
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Fig. 4.17 Horizontally
averaged absolute values of
the errors in the model
temperature vs. time at depths
of (1) 20, (2) 50, (3) 100, (4)
150, and (5) 200 m in the
“cousin’s” method (Knysh
and Sarkisyan, 2003)

levels corresponding to the “true” hydrophysical fields on day 36 are close to those
computed with data assimilation.

In the “identical twin” method, the same model (4.4.1)–(4.4.15) was used for the
simulations of “true” fields and for data assimilation. The model parameters were
the same as in the cousin “nonidentical” method.

Fig. 4.18 Profiles of the
horizontally averaged
absolute values of the errors
in the model temperature
recovered on analysis day (1)
1 and (2) 36 in the
nonidentical “cousin’s”
method. (Knysh and
Sarkisyan, 2003)
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Fig. 4.19 Horizontally
averaged absolute values of
the errors in the model
temperature vs. time at depths
of (1) 20, (2) 50, (3) 100, (4)
150, and (5) 200 m in the
“identical twins” method
(Knysh and Sarkisyan, 2003)

The errors in the recovered sea-level, horizontal velocity, temperature and salin-
ity in the identical twins method also decrease with time (Fig. 4.19). However, the
character of temporal variability and the absolute values of these errors are substain-
tially different in this case. In the layer 0–1100 m, the errors in the recovered fields
decrease monotonically to their minimum values at the end of the analysis interval.
For example, the temperature errors range within 0.05–0.2◦C at depths 20–200 m
and within 0.005–0.01◦C at depths of 300–1100 m. Thus, these errors are two or
three times smaller than the errors in the cousin method. An analysis of the errors in
the recovered salinity gives analogues results.

Figure 4.20 shows variations in the errors of the recovered temperature and salin-
ity with depth. The errors on assimilation day 36 decrease with respect to their
values on day 1 by 83, 83, 96, 96 and 88% for temperature and by 84, 90, 87, 84
and 88% for salinity at depths of 20, 50, 100, 150 and 200 m, respectively.

A comparison of similar computations performed with the same model and with
different models shows that the errors of the recovered hydrophysical fields in the
twin method are much smaller than those in the cousin method. This is an essential
drawback of model experiments on estimating the accuracy of any four-dimensional
analysis procedure.

The behavior of our hydrodynamic ocean model differs from the behavior of the
actual ocean. As a result, the errors in the recovered fields derived in numerical
experiments with the model turned out to be underestimated.

Nevertheless, numerical experiments performed with dynamic-stochastic models
are quite useful for the study of various issues of four-dimensional analysis, such as
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Fig. 4.20 Profiles of the
horizontally averaged
absolute values of the errors
in the model temperature
recovered on analysis day 1
(the curve 1) and day 36 (the
curve 2) in the “identical
twins” method (Knysh and
Sarkisyan, 2003)

the estimation of its reliability and accuracy, the influence of one type of data on
model reconstruction of other fields, etc.

These experiments also show that the results produced by the DSM-based four-
dimensional analysis procedure are more accurate than those yielded by dynamic
and diagnostic methods widely used in oceanography for calculating currents from
observed temperature and salinity fields, with the fact that these observations are
nonsynchronic being entirely neglected.

4.4.5 Four-Dimensional Analysis of Hydrophysical Fields
in the Tropical Atlantic

The four dimensional analysis procedure proposed above was applied also to
processing the tropical ocean data. Data assimilation was based on the dynamic-
stochastic model (4.4.1)–(4.4.20).

In the four-dimensional analysis, the temperature and salinity data measured in
the Tropical Atlantic during the 37th cruise of the research vessel “Academic Ver-
nadskyi” (June, 28 to July 15, 1988), was used.

The initial temperature and salinity fields were obtained by the optimal interpo-
lation (to a grid domain) of nonsynchronic temperature and salinity measurements
conducted in the layer 1–1100 m over the region. Climatic (summer) fields were
used at depths below 1100 m.
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The grid domain, the horizontal and vertical resolutions, and the time step were
the same as in the numerical experiments described in the previous section. The
initial current fields were obtained in a diagnostic run from the initial temperature
and salinity fields. The turbulent exchange coefficients for momentum, heat and
salt and the boundary conditions were the same as in the “cousin” method (See
Section 4.4.4).

In the numerical solution of the differential equations (4.4.1) and (4.4.2), condi-
tions (4.4.10) and (4.4.11) (the same as in the “cousin” method) were used in the
lateral rigid boundary. On the liquid boundary, the horizontal velocity was computed
from the geostrophic relations and was specified so that the fluid flow through the
boundary was zero.

As shown above, a practical implantation of the correlation algorithm for four-
dimensional analysis requires information on the statistical structure of hydrophysi-
cal fields. In some previous studies it was assumed that the temperature and salinity
fields (unlike the errors in estimates) are homogeneous and isotropic with respect to
the correlation function.

An analysis and estimation of the statistical structure and disturbances in the
temperature and salinity fields over the tropical North Atlantic has shown that the
isotropic assumption is not always valid.

To verify isotropy of the temperature and salinity fields, their autocorrelations
were calculated in different directions every 10 degrees. The observations made
in summer and fall of 1986 were used for this propose, because they were more
data in comparison to 1988’s survey. The spatial discretization choosen in the
calculation was the minimal distance (equal to 30′) between the stations in the
region.

Figure 4.21 shows the correlation distances for temperature, with the average
calculated as the arithmetic mean. The left half-plane is not presented because of
the symmetry. Dots indicate observation stations (the distance between the station
is equal to 1◦ along the Ox-axis and 30′ along the Oy-axis).

It can be seen that the spatial statistical structure of temperature fields is non-
isotropic with respect to the autocorrelation function. The autocorrelation function
for temperature is not invariant with respect to the zonal and meridional directions.
The correlation distances for T in the zonal direction are much longer than those
in the meridional direction. This feature can be seen at all depths of measurements.
The correlation distance varies with direction roughly according to the ellipse law.
Figure 4.21 shows that the semimajor axis of the correlation ellipse is slightly tilted
relative to the zonal direction. Analogous results were obtained for the salinity cor-
relation distances.

The nonisotropy of temperature and salinity fields with respect to correlations
testifies to differences between large-scale oceanic processes in these directions.
Indeed, the large-scale circulation in the active layer of the tropical Atlantic is
characterized primarily by zonal currents. The meridional gradients of T and S are
much greater than their zonal gradients. To make allowance for the anisotropy of
temperature and salinity fields, a correlation ellipse was introduced into the four-
dimensional analysis algorithm at each depth:
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Fig. 4.21 Temperature
correlation distances
calculated for depths of 50 m
(the curve 1) and 800 m (the
curve 2) (Knysh and
Sarkisyan, 2003)

P(�r ) = exp
[−α1(x − x ′)2 − β1(y − y′)2

]

where α1 and β1 are the coefficients corresponding to approximations in the zonal
and meridional directions. The coefficients α1 and β1 were determined by the least
squares method. The tilt of the semimajor axis was neglected in the approximation
of the autocorrelations.

The four-dimensional analysis was performed for 81 days. All temperature and
salinity data were initially ordered in time, grouped within the assimilation period
(set equal to 3 days), and averaged over depth according to the vertical grid spacing
chosen in the numerical model. An analysis of the resulting sea level map (Fig. 4.22)
shows that a major element of the large-scale water circulation in the region is an
eastward jet current, which is identified with the Atlantic Equatorial Countercurrent
(AECC). Judged from the surface gradient currents, a major part of this jet is gen-
erated by the eastward turn of the Guayana Current within 50◦–55 ◦W and 6◦–8 ◦N.
An anticyclonic eddy structure with a maximum sea level elevation of 17 cm can be
seen in the turn area south of the AECC. North of this area, the AECC is fed by the
North Equatorial Current. An area of low sea levels is located north of the AECC.

The maximum difference in sea level values is 37 cm. Cyclonic gyres are traced
in the area of low sea levels. Intense cyclonic and anticyclonic eddies can be seen
south of the AECC. A characteristic feature of the water circulation in the region
during the summer of 1988 is an abrupt southward turn of the AECC extending up
to the equator (from the measurements made south of 2◦ 15′N). This can easily be
seen in the map of horizontal currents (Fig. 4.23).
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Fig. 4.22 SSH (in cm)
produced by the primitive
equation model with data
assimilation (Knysh and
Sarkisyan, 2003)

Fig. 4.23 Currents field at a
depth of 100 m produced by
the primitive equation model
with data assimilation (Knysh
and Sarkisyan, 2003)

It is well known that data assimilation into a primitive equation model may lead
to the generation of spurious small-scale waves in a further model run. Such waves
may substantially distort the analysis results and may even lead to numerical insta-
bility. The results of four-dimensional analysis with the primitive equation model
(4.4.1)–(4.4.15) showed that this effect did occur. For this reason, the numerical
procedure for four-dimensional analysis was designed so that the Matsuno scheme
was applied after every assimilation cycle (Matsuno, 1966). This prevented the
generation of spurious small-scale waves in the model. The results described above
can be viewed as a certain technique for the four-dimensional analysis of hydrophys-
ical fields based on dynamic-stochastic ocean models. The outputs of this technique
are simultaneous fields of hydrophysical parameters – seawater temperature, salinity
(density), sea level, and current velocity. These parameters can be used for cal-
culating their anomalies and important integral ocean characteristics, such as heat
content, heat transport by currents, etc.

4.4.6 Algorithm for Altimeter Data Assimilation: Numerical
Experiments and Some Reconstructions of Hydrophysical
Fields in the Black Sea from TOPEX/POSEIDON Altimetry

In the last decade, much attention has been given to the development of techniques
for satellite altimetry assimilation (Fukumori et al., 1993; Holland and Malanotte-
Rizzoli, 1989; Mellor and Ezer, 1991; Pinardi et al., 1995; Verron, 1990). This is
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explained by the improvement of altimeter data accuracy and by the regular arrival
of altimeter data covering large ocean and sea areas.

One major difficulty in altimeter data assimilation is that the sea level is a two-
dimensional space function. Thus, a key point of any altimeter data assimilation
algorithm is the method used for data extrapolation to depth. There are, at least,
two approaches. The first consists in using the model itself for data extrapolation. It
was shown by Malanotte-Rizzoli et al. (1989) that this approach imposes stringent
conditions on the model and requires relatively long model runs for recovering baro-
clinic information from barotropic data. In the second approach, some statistics and
other prior information are used, along with a model, for extrapolating altimeter data
to depth. The need for extrapolation in rigid-lid primitive equation models used for
data assimilation was justified mathematically by Pinardi et al. (1995). In particular,
it was shown that the direct assimilation of sea level data (without extrapolation to
depth) does not affect the subsurface dynamics, because the barotropic velocity field
is divergence-free.

The second approach was used by Knysh et al. (1996). It should be noted that
studies following this approach are based (to a varying degree) on Kalman filtering.
The simplest efficient algorithm for altimeter data assimilation was suggested by
Mellor and Ezer (1991). In that algorithm, sea level anomalies (deviations from
annual means) are previously converted into temperature and salinity (density) data.
This is done by using the model climate and surface–subsurface correlations, for
example, correlations between the sea level anomaly and temperature or salinity.
Next, these temperature and salinity data are assimilated into the model by optimal
interpolation at the arrival times of altimeter data with (in 0.5, 1, 3, and 6 days).

The basic differences of the altimetry assimilation method proposed by Knysh
et al. (1996) from that used by Mellor and Ezer (1991) are listed below.

(i) Neither the model climate nor sea level anomalies are used. The differences
between observed and simulated sea levels are transformed into residuals of
temperature, salinity, and horizontal velocity.

(ii) The horizontal velocity components are directly corrected along with temper-
ature and salinity (density).

(iii) An improved data assimilation scheme is continuous in time in the same sense
as a numerical solution can be viewed as continuous in time. For this purpose,
relevant sources are introduced into the right-hand sides of the heat and salinity
(density) diffusion-transport equations and the equations of motion.

The last circumstance makes it possible to obviate the adjustment problem asso-
ciated with the generation of spurious high-frequency inertia-gravity waves at as-
similation times (see Section 4.4.5). Moreover, it will be shown below that discrete-
time assimilation leads to a stepwise (temporal) behavior of the solution and, as a
result, to a similar behavior of the errors. Continuous assimilation makes possible
to avoid this effect.

For numerical experiments, we used model (4.4.1–4.4.15) but written in spher-
ical coordinates (Ibraev, 1993). Equations (4.4.5) and (4.4.6) were replaced by a



4.4 Four-Dimensional Analysis of Hydrophysical Ocean and Sea Fields 145

diffusion – transport equation for density. This model is best suited for solving the
problem under study, because the model involves an equation for sea level. The rigid
lid approximation on the surface was used for deriving this equation. Our numerical
experiments were conducted for the Black Sea and the tropical North Atlantic.

Let us describe the numerical results obtained for the Black Sea. The model
parameters used for the Black Sea included a 20 km horizontal grid spacing and 21
levels in the vertical: 5, 10, 20, 30, 50, 70, 90, 120, 150, 200, 250, 300, 400, 600,
800, 2000 m. The time step was 30 min.

The “true” hydrophysical fields were obtained in an adaptive 49 day model run
from a summer climatic density field. The results corresponding to the last 25 days
were used in the numerical experiments.

The runs with altimeter data assimilation were initialized with the hydrophysi-
cal (first-guess) fields obtained in an adaptive 26 day model run from a smoothed
climatic density field. The “observation” data were assumed to be accurate and to
arrive at each grid point of the computational domain at given time intervals.

In the framework of this setting, several numerical experiments were conducted
aimed at estimating the effectiveness of the altimetry assimilation procedure de-
scribed above. First an adaptive run without allowance for altimeter data was car-
ried out (experiment 1). Then was an adaptive run was conducted with insertion
of altimeter data every 10 days (experiment 2). In the data insertion procedure, the
computed sea levels were only replaced by the “true” ones on model days 1, 11,
and 21.

The assimilation procedure in the next experiments involved data insertion com-
bined with simultaneous correction of other hydrophysical fields (ρ, u, v). A sim-
plified procedure was applied, in which the sea level and density error correlations
Pζ ζ (. . .) and Pρζ (. . .) used in formulas of type (4.4.16) were time invariant and
were not corrected. It was also assumed that Pζ ζ (. . .) and Pρζ (. . .) are equal to
the correlations of the sea level and density fields themselves, which in turn were
computed from the initial first-guess fields.

Thus, experiment 3 was an adaptive run, with altimeter data insertion and density
correction [by a formula similar to (4.4.16)] performed at 10 day intervals. Exper-
iment 4 was analogous to experiment 3, but, in addition to density, the horizontal
current velocity components u and v were also corrected by the formulae
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Here,
→
x = (λ, ϕ, z), � is latitude, λ is longitude, z is depth, and a0 is the Earth’s

radius. Note that formulae (4.4.22) were derived by using the geostrophic relations.
In experiment 5, the sensitivity of numerical results to the frequency of data ar-

rivals was analyzed. This experiment was similar to the preceding one, but altimeter
data were assumed to arrive two times more frequently, i.e., every 5 days.

Experiment 6 was aimed at studying the sensitivity of numerical results to the
accuracy of the model error correlations. This experiment was analogous to ex-
periment 4, except that Pζ ζ (. . .) and Pρζ (. . .) used in formulae of type (4.4.16)
and (4.4.22) were calculated from the errors in the recovered density and sea level
available at the initial time.

To avoid the effect of inertia oscillations in the computed errors in the recovered
hydrophysical fields, 17 hour moving averages were calculated for all fields prior to
their analysis.

Figure 4.24 shows that the replacement of the computed sea level field by the
“true” one without correcting other hydrophysical fields (curve 2) only slightly re-
duces the error in the recovered field as compared with the adaptive run (curve 1).
More exactly, the error is reduced by 11% at the end of analysis. Data assimilation
combined with density correction gives a substantial reduction (by 67%) in the error
(curve 3). An additional correction of u and v further reduces the sea level error
by 5% (curve 4). A twofold increase in the frequency of data arrivals (additional
data assimilations on days 6 and 16) considerably reduces the error at the initial
stage (curve 5). However, after data assimilations on days 11 and 21, this difference
reduces significantly, and curves 4 and 5 become rather close. In the case of using
more accurate model error correlations (curve 6), the error immediately after assimi-
lation is greater than that in experiment 4, but it becomes smaller than in experiment
4 in four days after assimilation (curve 6 lies below curve 4).

Altimeter data assimilation made it possible to improve the density and velocity
fields only in the upper 600 m ocean layer. Moreover, in the case of data assimilation
with density and velocity correction, the errors in the recovered density and velocity
fields in the layer 0–200 m were reduced considerably as compared with the mere
replacement of the computed sea level by the “true” one. For example, the mean

Fig. 4.24 Spatially averaged
absolute errors of the SSH
field recovered in different
experiments. Digits indicate
the experiment numbers
(Knysh and Sarkisyan, 2003)
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absolute errors in the recovered u and v fields in the upper 120 m layer were reduced
by only 15% in the case of altimeter data insertion, while an additional correction of
density and velocity further reduced these errors by about 45%. It should be noted
that the twofold increase in the frequency of data arrivals had a small effect on the
errors in the recovered velocity and density.

The horizontally averaged absolute values of the errors in the recovered density
also decreased with time. The use of more accurate error correlations additionally
reduced the errors in the recovered density.

The numerical experiments conducted suggest the following conclusion. The al-
timeter data assimilation procedure involving data insertion, combined with
correction of density and velocity, makes it possible to considerably improve the ac-
curacy of the recovered fields. The largest effect is achieved when density correction
is involved in the procedure. To conclude this section, we present some results of
TOPEX/POSEIDON satellite altimetry assimilation into a general circulation model
of the Black Sea.

These results were obtained by Korotaev et al. (1998), which is an important
study for practical applications. Altimeter data assimilation was based on the non-
linear numerical model described in Demyshev and Korotaev (1992). The dynamic
sea level of the Black Sea for subsequent assimilation was recovered from the
TOPEX/POSEIDON satellite altimetry.

The dynamic sea level was assimilated into the model at every time step. To
this aim, the dynamic sea level data were interpolated in time by using temporal
harmonic expansions.

The difference δζ = ζ a −ζ between the altimeter-based and simulated sea levels
was optimally interpolated to a horizontal grid (Gandin and Kagan, 1976). The al-
gorithm for altimeter data assimilation can be described as follows. The right-hand
side of the salt diffusion-transport equation was supplemented with the assimilation
source Q = τ−1ksζ δζ , where τ is the relaxation time and KSζ is the coefficient for
transforming sea level residuals into salinity residuals. The covariance PSζ between
the salinity errors at different depths and the sea level errors, as well as the sea level
error variance (σ 2

ζ ), was estimated from climatic monthly mean fields of salinity and
sea level obtained in adaptive model runs. The coefficient K was taken as a function
of the vertical coordinate and time, and the relaxation time was set equal to 10 days.
Altimeter data were processed according to the technique described by Korotaev
et al. (1998), and were assimilated into the model from mid-November, 1992, to
April, 1993. The climatic fields from Staneva and Stanev (1998) were used to spec-
ify wind stress and heat fluxes at the sea surface. The salt fluxes were specified to
be proportional to the difference between the climatic and computed salinities.

Figures 4.25a–c show the sea level topography of the Black Sea for April derived
from (a) climatic data, (b) CoMSBlack’93 hydrography, (c) TOPEX/POSEIDON al-
timeter data assimilated into the model and (d) by optimal interpolation of TOPEX/
POSEIDON altimeter data. The sea level fields in Fig. 4.25a and b were obtained
in 10 day adaptive runs. It can be seen that the climatic sea level (Fig. 4.25a) is
smoother than the sea level fields displayed in Fig. 4.25b and c. The sea level
fields derived from the CoMSBlack’93 data and TOPEX/POSEIDON altimetry
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(a) (b)

Fig. 4.25 Sea surface height for April derived from (a) climatic data, (b) CoMSBlack’93 hydrog-
raphy, (c) TOPEX/POSEIDON altimetry assimilated into the model, and (d) optimal interpolation
of the TOPEX/POSEIDON data. The contour interval is 2 cm. The areas of negative SSH values
are shown by solid lines (Knysh and Sarkisyan, 2003)

assimilation are well correlated with each other and reproduce the basic features
of the Black Sea general circulation.

Figure 4.25 shows the sea level field obtained by optimal interpolation of the
TOPEX/POSEIDON data for April, 1993, with the climatic sea level (Fig. 4.25a)
used as a reference field. The role of the model in data assimilation can be seen by
comparing the sea level fields displayed in Fig. 4.25c and d and by comparing these
fields with the sea level presented in Fig. 4.25b. Figure 4.26 shows the map of cur-
rent velocities at a depth of 100 m at the end of the integration period. Additionally
to a general cyclonic vorticity and anticyclonic eddies at the periphery, one can see
cyclonic and anticyclonic mesoscale structures within the main Black Sea current.
These results agree well with existing views about the Black Sea general circulation.
The current speed at this depth in the main Black Sea current reaches 25–30 cm/s,
which also agrees with observations.

Fig. 4.26 Current velocities
at a depth of 100 m at the end
of the assimilation period for
the TOPEX/POSEIDON
data. The vector in the upper
corner of the figure
corresponds to a current
speed of 10 cm/s (Knysh and
Sarkisyan, 2003)



References 149

Experience gained from assimilation of climatic temperature and salinity dis-
tributions (Knysh et al., 2001) and the TOPEX/POSEIDON altimetry into primi-
tive equation numerical models suggests the following important conclusion. Time-
continuous assimilation in the form of sources introduced into the right-hand sides
of the corresponding equations is preferred. In this case, the forecast errors are
smaller than those in discrete assimilation. The form of the sources is naturally de-
termined by the Kalman filter. A disadvantage of this approach is that observations
have to be interpolated in time and space.
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Chapter 5
Modelling of Climate Variability in Selected
Ocean Basins

Abstract Specific ocean variability modelling is discussed, in reference to selected
ocean basins, namely the Arctic-North Atlantic system, the North Atlantic, the
Pacific, and the Indian Ocean. For the first of the basins problems of the sea-ice
and snow thermodynamics, ice thickness vertical multilayer distribution and the dy-
namics of ice-water phase transition modelling are considered. Besides, the Arctic
is strongly connected with the North Atlantic and depends on the surrounding river
discharge. The effect of rivers is two-fold: ocean water volume variation and possi-
ble release of contaminants. A paragraph devoted to critical analysis of advantages
and drawbacks of the North Atlantic high resolution modelling is following. Con-
cerning the North Pacific circulation and contaminated water propagation a short
model-time of integration with high resolution (0.12◦) enabled to keep the results
of calculations at the realistic stage. An analysis of very successful modelling of
the Kuroshio extension and the Kuroshio itself by high resolution and adequate
model-time of integration is also presented in this paragraph. The last section of
the Chapter contains the Indian Ocean descriptive hydrometeorology and thermo-
hydrodynamics modelling.

Keywords Arctic Ocean · North Atlantic Ocean · Indian Ocean Dipole · Kuroshio ·
Seasonal Variability · Tracers

5.1 Numerical Simulation of in the Arctic–North Atlantic System

5.1.1 Introduction

A specific feature of the arctic part of the World Ocean is the presence of ice cover
that is permanent over its substantial area. The ice itself is a complex system and af-
fects actively heat and water exchange processes between the atmosphere, the land,
and the World Ocean. The Arctic Ocean that accounts for 5% of the World Ocean
area and 1.5% of its volume contributes 10% of the total fresh water inflow to the
World Ocean (Ivanov, 1976, 2001). The fresh water flow into the north Atlantic from
the Arctic basin happens in the form of ice or surface waters through the Fram Strait
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and the straits of the Canadian Arctic Islands. Main components of the “conveyor
belt” (Broecker, 1991) are deep convection in the Labrador Sea and the Greenland
Sea, which generates deep Atlantic water that propagates across the bottom layers
of the Atlantic Ocean to the south as a part of the global hydrological cycle. A
variation in the fresh water flow from the Arctic basin can disturb the thermohaline
structure of the North Atlantic and the World Ocean. In view of this, the study of
heat flows and fresh water transport and transformation in the Arctic is necessary
for understanding global climate changes (Fletcher, 1970).

Further ice is a main vehicle for transporting dissolved and suspended substances
in the ocean. These substances may be aerosols, particulate matter, or contaminants.
The high level of contamination of the Arctic region with heavy metals, oil hydrocar-
bons, radio nuclides, and other industrial by-products has led to the investigations of
anthropogenic sources of contamination and the process of its transport. At present
it is generally acknowledged that one of the main mechanisms of the contamination
of the Arctic is atmospheric transport. Another potential contamination source is
rivers inflow into the Arctic Ocean from industrial regions.

The contaminant transport in the Arctic Ocean is in accordance with the system
of ice drift and currents in the basin, where the main elements are the Transpolar
Drift crossing the Arctic Ocean from the Bering Straits to the shores of Greenland
and the anticyclonic circulation in the Beaufort Sea (Treshnikov and Baranov, 1972).

The role of the Arctic Ocean within the global climate can be studied by numer-
ical simulation with multicomponent coupled models.

The description of thermodynamics of sea ice and snow is based on locally
one-dimensional models of different complexity, different formulations of the ice
distribution over its thickness, different numbers of ice-thickness levels, different
parameterizations of albedo and penetrative radiation. For example, for ice uncov-
ered by snow, the heat budget is described by:

ρi ci
�Ti

�t
= − �

�z

(

ki
�Ti

�z

)

− �

�z

[

I0 exp(−λi z)
]

, z ∈ [0,−h1,

]

(5.1.1)

where i is the sea-ice density (assumed to be constant), ci (Ti ; Si ) is the heat capac-
ity of ice as a function of its temperature Ti and salinity Si , ki (Ti ; Si ) is the heat
conduction of ice, I0 is the flux of penetrative solar radiation with vertical scale
of extinction �i, z is the vertical coordinate directed upward from the ice-snow
surface, where z = 0. The problem for snow cover is solved similarly, assuming
that no penetration of solar radiation into ice occurs.

On the surfaces of ice and snow, heat fluxes are given; at the snow-ice boundary,
the continuity condition is taken for temperature and heat fluxes; at the lower bound-
ary of ice, the temperature is set equal to that of seawater freezing at a given salinity.
Otherwise, the heat surplus is consumed to the melting of snow or ice, which makes
a positive flow of freshwater into the ocean. At the lower boundary of ice, both
melting and freezing can occur, leading to the formation of a corresponding flow of
freshwater or salinity.
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Phase transitions change the mass of ice and snow. At present, most climate
models include simple sea-ice models (Polyakov, 2001); however, some groups have
turned to the more complex model of NCAR (IPCC, 2001). This is a multi-layer
model accounting for the salinity distribution by ice thickness and the dependence
of thermodynamic ice parameters on its temperature and salinity. All modern models
incorporate snow cover on ice. The numerical features of the models are governed
by the number of levels in ice, allowing for the temperature profile and the method
accounting ice salinity. From the computational viewpoint, sea-ice thermodynamics
presents no considerable problems. A major remaining difficulty is the appropriate
parameterization of physical processes.

5.1.2 Sea-Ice Dynamics

It is supposed that the ice cover is a two-dimensional medium and can be described
at each point by an ensemble of different-thickness ices (or, by a function of ice
distribution by thickness); here, each gradation of ice thickness hk can be described
by its mass mk and concentration Ak . Accordingly, the mass of snow covering the
ice of gradation k can be introduced. The velocity of sea-ice drift ui is assumed to
be the same for all gradations of thickness. Then the sea-ice motion is described by

m
�

→
ui

�t
+ m f

→
ui × →

ui = −mg
→∇ζ + →

τ a + →
τω + →

F (5.1.2)

Here, m is the total mass of ice and snow, →
τ a is the wind stress, f is the Coriolis

parameter,
→∇ζ is the ocean-surface gradient,

→
F is the force induced by the sea-ice

rheology (i.e., stresses emerging on the ice cover due to its motion and different
thickness and concentration of ice).

Sea ice models describe melting and freezing (thermodynamics) and movement
and deformation of the ice cover (dynamics) in response to atmospheric and oceanic
forces. Model simulations reveal the importance of sea ice dynamics to the climate
system. For example, in comparing simulations of Arctic sea ice volume with sub-
marine gathered data, Hilmer and Lemke (2000) concluded that better models of
sea ice dynamics are required to improve understanding of the interannual variabil-
ity and discern the true climate signal. In this paper, we focus on sea ice stresses
resulting from deformation of the ice cover.

The sea ice cover is formed from floes that are of approximately convex polygo-
nal shape, have lateral dimension of between 100 m and 5 km, and are several meters
thick. Sea ice deformation occurs through the relative motion of sea ice floes: under
local divergence, sea ice floes can separate to form linear regions of open water
called leads; in local shear, floes can slide along their common edges; and in local
convergence, floes can break up to form linear regions of rubble piled above and
below the ice cover along floe edges known as pressure ridges. Typically floe-scale
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deformation involves ridging and sliding or opening and sliding, but all types of
deformation are usually present in any region containing a collection of floes.

During pressure ridging, the ice cover first breaks in flexure into blocks and the
ridging stress is determined by the work required to move the ice blocks against
gravity and ridging friction to form a pressure ridge. When floes slide past each
other, the sliding stress is determined by friction between the floe edges. The fric-
tional stress is normally taken to be independent of the rate of deformation so that
the cumulative sea ice stress is independent of strain-rate magnitude. Since the work
done in forming pressure ridges or sliding of floes past each other is irreversible, sea
ice rheological behavior is considered to be plastic.

Since ridging redistributes ice among different thicknesses whereas sliding does
not, the redistribution of ice thickness depends upon the relative amount of sea ice
deformation realized through ridging as compared with sliding (and opening). The
resultant sea ice stress used in a model of sea ice dynamics also depends upon the
relative amounts of ridging, sliding, and opening as the stresses involved in these
types of deformation differ. The relative amounts of ridging and sliding depend
upon the type of deformation of the ice cover; for example, more sliding of floes
past each other occurs in pure shear than in pure divergence.

Most sophisticated sea ice codes treat the ice within a grid cell to be distributed
between several thickness categories and implement a parameterization for the ridg-
ing work fraction introduced by Flato and Hibler (1995). A particular feature of this
parameterization is that it implies the absence of sliding friction in pure conver-
gence, while discrete simulations (Hopkins, 1996; Ukita and Moriz, 2000) show
that the irregular shape of floes leads to significant interfloe sliding in this case.

Sea ice models require an expression relating sea ice strength (maximum stress
in compression) to the thickness of the ice that is being deformed. Most sea ice
models either set the ice strength to be proportional to the potential energy change in
forming a pressure ridge, in which case the strength is proportional to ice thickness
squared, or treat the strength to be proportional to ice thickness, adopting a param-
eterization due to Hibler (1979). One of version of the sea-ice ridging to sliding

deformation stress force
→
F contents in the paper of Iakovlev (1998).

A large number of studies describe the results of simulating the circulation,
ice generation and transformation in the Arctic basin and the correlation of these
processes with those in the North Atlantic. Simulated results based on three-
dimensional models are given, for example, by Hakkinen and Mellor (1992),
Hibler and Bryan (1987), Iakovlev (1998), Karcher and Oberhuber (2002), Kuzin
et al. (2006), Golubeva and Platov (2007), Maslowski et al. (2004), Polyakov and
Timokhov (1995), Proshutinsky and Johnson (1997), Riedling and Preller (1991),
Ryabchenko et al. (2003) etc. We present below the results of simulation using a
version of a coupled ocean model for the Arctic-North Atlantic system (Kuzin et al.,
2006; Golubeva and Platov, 2007).

The dynamic equations are solved by Kuzin et al. (2006) using the method of di-
viding into the barotropic and baroclinic modes (see Chapter 1); the barotropic part
represented as the solution of the equation for the stream function. The discretization
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of the principal equations of the model is done by combining the finite element
method and the method of splitting with respect to physical processes and geo-
metric directions (Marchuk et al., 2001; Zalesny and Kuzin, 1995). For the time
domain a combination of explicit and semi-explicit approaches is used. The advec-
tive part of the space operator is approximated by a numerical first-order scheme
with dosed system viscosity. The processes occurring in the upper mixed layer are
parametrisized depending on the Richardson criterion and the layer of vertically
homogeneous distribution of temperature, salinity and velocity components.

To simulate the Arctic–North Atlantic interaction a combined grid for the cou-
pled ocean-ice model was used by Kuzin et al. (2006). The region under consider-
ation includes the northern part of the Atlantic Ocean starting from latitude 20 ◦S.
The inclusion of the tropic zone contributes to an adequate formation of the western
boundary currents, i.e., the Gulf Stream and its extension, the North Atlantic Cur-
rent. At 65 ◦N, the grid of the spherical coordinate system adapted for the Atlantic
merges with another orthogonal grid of higher resolution, which is obtained by a
rotation of the spherical coordinate system and the reprojection of its semisphere
on the region north of 65 ◦N (Murray, 1996). The maximum resolution is attained
in the circumpolar region and amounts to 35 km. On the average, the nodes of the
computational grid in the Arctic Ocean region are set at a distance of about 50 km.
The grid resolution for the North Atlantic is taken equal to 1◦. In the vertical the
grid of the North Atlantic has 33 horizontal levels, more refined near the sea surface
where the resolution is 10 m.

The simulated region comprises the most significant straits between the Canadian
Arctic Islands. The minimum depth of the shelf zone is taken to be 50 m.

The initial temperature and salinity distribution was obtained from PHC (Polar
Science Center Hydrographic Climatology) climatic data (Steele et al., 2001), which
comprises monthly three-dimensional temperature and salinity fields in the layer up
to 1 km depth and seasonal (winter, summer) and annual mean data for the total
range of depths. The winter distribution was used as the initial condition.

The fresh water inflow from rivers were based on available data of the mean
seasonal run-off of the main 13 rivers in the Arctic region, which amounts to
8.6 km3/day and 23 rivers in the Equatorial and North Atlantic (about 29.7 km3/day)
derived from River Discharge Database (Völösmarty et al., 1998).

The conditions at the surface of the ocean-ice system include: latent and explicit
heat flows, incoming solar and long-wave radiation, long-wave surface radiation,
wind friction, and fresh water flux caused by precipitation.

One of the most complete sets of atmospheric data is provided by NCEP/NCAR
(National Center for Environmental Prediction, National Center for Atmospheric
Research) reanalysis. These data were used for the Arctic area of the system. For
the Atlantic area south of the 60 ◦N, the flows obtained by these data were coupled
with climate data on heat and wind friction flows (Trenberth et al., 1989).

The numerical experiment of the ocean-ice interaction model was carried out for
the period 1948–2002. We describe and analyse below some results of the calcu-
lations. The ice field changes more dynamically than the thermohaline structure of
the deep ocean. Therefore, it can be restored in a shorter time by the model itself.
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Following the recommendations of the AOMIP (Arctic Ocean Model Intercompar-
ison Project) project, the simulation of the initial ice field was implemented using
a preliminary numerical experiment from 1948 to 1954. The thickness and com-
pactness distributions for all ice categories, which were obtained in the preliminary
experiment, have been used to prescribe initial conditions for the main experiment
conducted from 1948 to 2002. The initial water and ice velocity components were
also obtained in the preliminary experiment starting from zero values.

The most important forcing for ocean and ice dynamics is caused by surface
wind friction. The most typical feature of the wind field is the anticyclonic vorticity
generated over the Arctic Ocean region.

The seasonal wind field variability is mostly related to the formation of the
Siberian anticyclone in winter and its attenuation in summer, which in the long run
intensifies the anticyclonic wind field vorticity in winter (see Fig. 5.1a) and leads to
its attenuation or even substitution by cyclonic vorticity in summer (see Fig. 5.1b).

Beside the seasonal wind field variability, there is also interannual variability
caused on Azores mainly by the fluctuations of pressure differences between the
Iceland minimum and the Siberian maximum, the so called North Atlantic Os-
cillation (NAO). The periodicity of these fluctuations is 5–10 years and they also
intensify or decrease the anticyclonic wind field vorticity in the central Arctic area.
There were warm periods during the mid and late 1950s, and in the early 1990s,
and a cold period from 1974 to the end of 1980s. As it will be shown later all these

(a) (b) 

Fig. 5.1 (a) Wind friction pattern averaged over the whole simulation period of 1948–2002, (b)
wind friction restored by the 3d-mode eigenfunction in EOF analysis of a wind series. The sam-
ples of arrows in the right upper corner correspond to wind friction values 0.015 and 0.01 N/m2.
The background darkening corresponds to the friction vector modulus, darker areas indicate larger
values of the modulus (Kuzin et al., 2006) (See also Plate 1 in the Color Plate Section on page 339)
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periods can be simulated by the ICMMG (Institute of Computational Mathematics
and Mathematical Geophysics) model (Kuzin et al., 2006; Golubeva and Platov,
2007).

The general pattern of the ice circulation in the Arctic Ocean is such that the ice
generated mostly in marginal seas either at once, or having done some cycle within
the ocean basin is transported by the Greenland Current to warmer waters in the
North Atlantic, where it melts. The calculations show that the newly-formed ice is
mostly located in marginal seas.

The old ice is located further on the way from marginal seas to the basin center
and drifts to the south by the dominant currents and winds in this region. The oldest
pack ice is located in the basin center and its motion is circular, which produces
clogging in the regions of the islands and the northern shores of Greenland and the
Canadian Arctic Islands. The persistent stationary ice distribution pattern is due to
the mechanical ice drift through the Fram Strait and ice melting from below in the
case of a warmer water inflow under ice. The latter often occurs during anticyclonic
circulation failures when intense water and ice counter drifts are generated.

The annual variability of the ice boundary is depicted in Fig. 5.2, where the ice
boundaries for each month in the period 1948–1960 are shown. As seen, the greatest

Fig. 5.2 Monthly positions of the ice edge boundary in 1948–1960 (Kuzin et al., 2006) (See also
Plate 2 in the Color Plate Section on page 340)
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variability zone comprises the basins of the Kara Sea, the Laptev Sea, the northern
area of the Barents Sea, the Baffin Sea, the Chuchi Sea, the delta of the MacKenzie
river, and the site of the contact of the cold Greenland Current with the Gulf Stream.

The interannual changes of the area of the ice surface are about 8–9% of the total
ice area. The variability of ice drift through the Fram Strait is about 30% of its mean
value of about 4.8 km3/day.

The greatest variability among the simulated variables is seen in the ice drift
system, including both seasonal and interannual variability. The winter drift pattern
(see Fig. 5.3a) is more regular than the summer one. It includes the dominant anti-
cyclonic cycle in the central area of the Arctic Ocean and the ice drift through the
Fram Strait to the North Atlantic. The main ice mass corresponds to the anticyclonic
cycle zone. This ice is the most long-living since due to its rotation it persists in the
region, where the process of new ice formation dominates over ice melting.

In summer, the anticyclonic cycle is broken (see Fig. 5.3b) due to warmer waters
which are found in the center of the thick ice area. This is evident from the fact
that the relatively thin ice zone up to 1.5 m is generated in this region. The thick-
ness of the main part of ice changes insignificantly. Kuzin et al. (2006) emphasize
that throughout the year ice constantly drifts along the eastern shores of Greenland.
This ice reaching the warm Atlantic waters melts and thus contributes an additional
portion of fresh water to these regions.

Fig. 5.3 Ice thickness and drift patterns for a typical anticyclonic circulation (a) and for the cir-
culation in the period of the anticyclonic component failure (b). The samples of arrows in the left
lower corner correspond to the velocity of 5 cm/s. Ice thickness (m) is graduated by darkness in the
figures (Kuzin et al., 2006) (See also Plate 3 in the Color Plate Section on page 341)
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5.1.3 Simulation of the Coupled Arctic Ocean-North Atlantic
Circulation System

The saline and warm Atlantic water normally penetrates into the North European
basin through the Faeroes-Shetland Strait and the Faeroes-Iceland Strait. In the re-
gion of 70 ◦N the flow divides into two branches. The Nordkapp Current is eastward
directed and transports the Atlantic waters to the Barents Sea, where they are in-
tensely cooled and freshened due to their contact with the coastal waters and con-
vective mixing and propagate further into the region of the Kara Sea and the Nansen
basin. The second branch of the divided Atlantic waters is directed northward along
the western area of Spitsbergen. It is the West Spitsbergen Current that is regarded as
the main heat source in the Arctic basin. The Arctic Ocean, in turn, transports cold
and fresher water to the Atlantic Ocean, which controls the generation of bottom
waters in the whole World Ocean.

The numerical experiment carried out for the period of 1948–2002 simulates the
current system and 3D distribution of temperature and salinity fields. The North
Atlantic is one of the best studied World Ocean regions. Its dynamics has been
studied by measurement data and reproduced by numerical simulation using models
of different degrees of complexity. Each numerical model, reproduces some typical
features of the upper 1000 m, circulation in the North Atlantic, namely the anticy-
clonic cycle in the mid latitudes with the most intense west boundary current in the
upper 800 to 1000 m layer the deeper layer countercurrent that transports waters
from north to south, and the bottom layer northward current.

Much less is known about the Arctic Ocean circulation because this region of
the World Ocean is not easily accessible. In accordance with changing atmospheric
conditions on the ocean surface, the numerical experiment results in a nonstationary
pattern of currents in the upper ocean layer. The surface oceanic circulation (see
Fig. 5.4) shows a transport over the Arctic Ocean from the Chuchi coast to the
eastern area of Greenland, where the southward-directed flow causes water trans-
port by the Transpolar drift and the East Greenland Current from the Arctic to the
Atlantic Ocean through the Fram Strait. The narrow strip of the current from the
Bering Straits runs along the American coast and closes in a cyclone. The branch of
Atlantic water from the Barents Sea is well seen.

The second branch of Atlantic water is northward directed in accordance with
the West-Spitsbergen Current. The computational results suggest that in the surface
layer the current in the Fram Strait region turns to west (see Fig. 5.4). A branch
directed westward down the continental slope of the Nansen basin is seen in the
computational domain only below 200 m. In the first numerical experiment the ob-
tained model flow propagating through the Fram Strait is much weaker than the
second branch of Atlantic water penetrating through the Barents Sea. However, it is
reported by Ivanov (2001) that in some researchers’ opinion, the role of the Fram
Strait in the Atlantic water propagation is overestimated. The gradually deepening
Atlantic water running down the continental slope is called the Arctic Boundary
Current (Woodgate et al., 2001). The warm Atlantic waters are transported along
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Fig. 5.4 (a) Surface currents field. The samples of arrows in the right upper corner correspond to
the velocity of 1 cm/s. The background dark color corresponds to velocity value; (b) currents at a
depth of 250 m. The darker shades indicate higher velocity. (c) Circulation at 400 m depth obtained
in experiment with Neptune parameterization, shows a steady, cyclonic, topography-steered current
for the entire period of investigation (Kuzin et al., 2006) (See also Plate 4 in the Color Plate Section
on page 342)

the southern boundary of the Nansen basin to the Lomonosov Ridge, where the
current divides into two parts: one turns north and moves along the ridge and the
other continues to move down the continental slope. Modelling of Atlantic water cir-
culation was improved by Golubeva and Platov (2007) by the use of the “Neptune”
parametrization (Holloway, 1992) for the horizontal viscosity. A realistic simulation
of the Atlantic water propagation without use of the “Neptune” parametrization was
achieved by decreasing of the viscosity coefficients and application of a third order
advection scheme.

According to oceanographic field data for the period of 1950–1990 (Ivanov,
2001), Atlantic waters in the West Arctic occupy the layer from 150 to 800 m. In
the vertical distribution of the thermohaline characteristics of model fields, the cold
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and fresh homogeneous layer is well pronounced. Below this layer there is a region
with strong temperature and salinity gradients without separation of the upper and
lower haloclines. The abrupt gradient region is followed by a layer of Atlantic water,
which is located at various depths depending on the region. The Atlantic water core
in the Eurasian basin is at a depth of 150–200 m, whereas in the Canadian basin this
depth is 700 m.

The analysis of the experiment showed that the thermohaline structure of the
Arctic Ocean fields may be significantly modified by various factors. This variabil-
ity can be caused by processes occurring directly in the Arctic atmosphere or by
external factors. The periods of the warming and cooling in the Arctic are also well
described by the model in the experiments of Golubeva and Platov (2007). Warm
water from Fram Strait is transported by the boundary current along the continental
slope and reaches Franz Josef Land (see Fig. 5.5). One can speculate that this hap-
pens because of the Barents Sea branch contribution, which is cooler than the Fram
Strait branch due to heat loss in the shallow Barents Sea. The less intensive warm
signal spreads farther to the Lomonosov Ridge and then splits into two branches,
following the circulation pattern.

5.1.4 Numerical Simulation of Tracer Propagation

As mentioned above, the Arctic ice is the main vehicle of the transport of suspended
materials in the Arctic. It includes various aerosols, precipitation material of cryo-
genic origin, including biological substances transported by rivers and radioactive
contamination. Therefore, studying the pathways of migrating materials by ice and
water in the Arctic basin and its drift to the North Atlantic is a topical problem of
numerical simulation.

As an example, the propagation of a neutral impurity initially located in the ice
cover of the Yenisei delta is considered below. The initial instant occurred in the
winter season and the seasonal variations of input characteristics for the model were
chosen by mean climatic distributions. The calculations were carried out for ten
years of model time. The model results are given in Fig. 5.6. The impurity transport
by ice (Fig. 5.6a) and the upper oceanic layer currents (Fig. 5.6b) is represented
as the distribution of the impurity in one and four years. The shaded domain corre-
sponds to regions where the concentration exceeds 10% of the maximum for ice and
1% of the maximum for water. The corresponding maximum values are indicated
in the figure captions. The isolines are given on a logarithmic scale. The minimal
isoline corresponds to 10−5 of the maximum quantity. Generally, the large-scale ice
drift facilitates the impurity drift towards the North Pole and further, in accordance
with the transarctic transport towards the North Atlantic. In accordance with ther-
modynamic processes in spring and in summer, the ice melts on its way and the
impurity partially penetrates into water. Afterwards, the impurity that has neutral
buoyancy is also transported in water by currents without sinking. In the results of
the numerical experiment, a considerable part of the impurity is transported to the
eastern shores of Greenland both by the drifting ice system and the ocean currents.
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Fig. 5.5 Warming of the Atlantic layer. Temperature distribution at 200 m depth (a) in 1990, (b)
in 1992, (c) in 1994, and (d) in 1996

According to the model estimates, in two years the impure ice reaches the Fram
Strait and in four years the Denmark Strait. Once on the shores of Greenland, the
contaminated oceanic ice is a source of impurity penetrating into water for its further
propagation in the Atlantic circulation system for several more years until it disap-
pears completely. According to the results obtained for the chosen source a much
smaller concentration is observed in the Canadian basin. However, being involved
in the anticyclonic circulation, the contaminated ice persists in the central Arctic
area with impurity concentration virtually constant for a long time.

5.1.5 Propagation of Fresh Water from Siberian Rivers and Pacific
Waters of the Bering Straits

The global hydrological cycle in the atmosphere and in the ocean is of vital im-
portance for specifying the climate condition on the Earth. The Arctic Ocean
contributes to the World Ocean 10% of its total fresh water volume (Ivanov, 1976).
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The change in the fresh water flux from the Arctic basin can disturb in-depth con-
vection conditions and, as a result, the thermohaline circulation in the North Atlantic
and the global hydrological cycle. A substantial source of fresh water transported
to the upper layer of the Arctic Ocean is river run-off. The main contribution is
made by the Siberian rivers that are responsible for the majority of the fresh water
volume compared to other rivers. Though the water inflow through the Bering Straits
is significant and amounts to about 0.8 Sv, these waters, however, are only slightly
fresher (31–32 psu) than the Arctic waters (33 psu). Thus, the role of the Siberian
rivers in the formation of the Arctic–North Atlantic climate system is critical. For
the adequate simulation of both the regional Arctic climate and the global processes
it is necessary to investigate the fresh water balance and its transformation in the
Arctic basin and in the North Atlantic.

The simulation results of fresh water propagation from the Ob, the Yenisei, and
the Lena rivers and the waters of the Bering Straits is presented in a paper of Kuzin
et al. (2006). The fresh water propagation from each of these sources was identified
by parallel computation of the corresponding neutral tracer. Each tracer had a single
concentration source in the delta and followed the pathway of water propagation
according to the circulation processes. The tracer concentration equations were anal-
ogous to the salinity equations. The tracer concentration on the surface varied with
the fresh water inflow from the atmosphere and vertical mixing was extended to the
field of this tracer. On the lateral boundaries the concentration also varied with the
inflows of other rivers or from the Bering Straits.

The calculations were carried out for 37 years of model time using the 1965–2002
data. Fig. 5.6 shows the patterns of the tracer propagation from the sources in the Ob
delta and Fig. 5.7 – from the Bering Straits. The values are given on a logarithmic
scale. For the Ob river the main part is concentrated in the central Arctic area with
the tracer carried by the Transpolar current to the eastern shores of Greenland.

For the Pacific waters penetrating through the Bering Straits the largest tracer
concentration is at the Canadian coast, in the Beaufort Sea, and in the seas of East
Siberia. However, the impact of the Transpolar drift in this case is seen as well in the
transport of part of the tracer to Greenland but more symmetrically with respect to
the eastern and western shores. Furthermore, the fresh water tracer drifts to the Fram
Strait and is transported to the Greenland Sea. When reaching the southern area of
the Greenland Sea, part of this water sinks up to depths of 3000 m. At these depths,
part of the water propagates south along the Central Atlantic Ridge. The other part
following the Gulf Stream Countercurrent propagates south-west. Fig. 5.8 shows the
tracer concentration distribution identifying the Ob run-off in the North Atlantic at
the latitude 30 ◦N, 37 years after the onset of emission. The greatest concentration
is achieved in the region west of the Central Atlantic Ridge and the Gulf Stream
Countercurrent at depths below 1500 m. Fig. 5.10 gives the vertical cross-section of
the tracer distribution along the section indicated in Fig. 5.9 by a solid line. Trans-
ported together with Arctic water, the tracer travels south in the deep layer with
its maximum below 1500 m. For Pacific waters the pattern of the distribution over
the Atlantic Ridge is analogous. In the upper layers a somewhat different pattern
is observed. At a depth of 300 m the main concentrations are found in the region
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Fig. 5.6 Impurity transport by ice (a) and by the upper ocean layer currents as a function of time
(b). The impurity source is located in the Yenisei delta. The shaded area corresponds to the regions
where the concentration of impurity exceeds 10% of the maximum for ice and 1% of the maximum
for water. The isolines are given on a logarithmic scale. The minimum isoline corresponds to 10−5

of the maximum quantity (Kuzin et al., 2006)
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Fig. 5.7 Passive tracer distribution 37 years after the onset of emission: (a) the Ob, (b) Pacific
water of the Bering Straits. The isolines are the decimal logarithms of the corresponding tracer
concentration (Kuzin et al., 2006) (See also Plate 5 in the Color Plate Section on page 343)

Fig. 5.8 The vertical cross-section of the tracer concentration field of the Ob River in the North
Atlantic along the parallel 30 ◦N 37 years after the onset of emission. Left–west, right–east. The
isolines are the decimal logarithms of concentration (Kuzin et al., 2006) (See also Plate 6 in the
Color Plate Section on page 344)
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Fig. 5.9 The tracer propagation of the Ob run-off in the North Atlantic at a depth of 3 km 37 years
after the onset of emission. The arrows indicate the direction and velocity of the current (the arrow
corresponding to the velocity 3 cm/s is indicated in the left upper corner) (Kuzin et al., 2006) (See
also Plate 7 in the Color Plate Section on page 345)

south of Greenland and in the Labrador Sea (see Fig. 5.11). At the same time, part
of the tracer follows the reverse eastern branch of the North Atlantic Current to the
south and further within the Canary Current in the subtropic hydrological cycle.
The vertical section of the tracer concentration along the line indicated in Fig. 5.11
is shown in Fig. 5.12. The concentration is maximal at a depth of 300 m and the
extension of the layer of maximum values is about 6000 km. At a depth of 500 m
the main tail of the tracer is further west than in the surface layers. At the same time
the tracer in the subtropic hydrological cycle does not propagate uniformly but is
shaped as “tongues” that become weaker toward the center.

Thus, the fresh water tracer in the model propagates not only within the Arctic
basin, but drifts to the North Atlantic and propagates in the subtropic hydrological
cycle. The direct drift of the tracer to the south occurs only in the deep layers, which
can be regarded as bottom water propagation.
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Fig. 5.10 The cross-section of the tracer concentration field corresponding to the Ob run-off 37
years after the onset of emission along the approximate trajectory of its propagation, which is
indicated in Fig. 5.9 by a solid line (Kuzin et al., 2006) (See also Plate 8 in the Color Plate Section
on page 346)

5.1.6 Conclusions

The numerical integration of the coupled ocean-ice model in the Arctic–North At-
lantic region reproduces the system of large-scale circulation and annual variability
of this part of the World Ocean. On the basis of their research Kuzin et al. (2006)
and Golubeva and Platov (2007) made the following conclusions:

Using the ice thermodynamic model is of crucial importance when simulating
the Arctic basin and Siberian seas circulation.

In the coupled simulation the greatest variability is seen in the ice drift pattern,
whereas the oceanic circulation is more stable.

On the whole, the simulated results quantitatively are in agreement with other
authors’ computational results obtained by the AOMIP project models.

The propagation process of an idealized impurity initially located in the ice cover
of the Kara Sea near the Yenisei delta has been simulated. Two impurity propagation
trajectories were identified:

(a) involvement in the anticyclonic cycle of the Canadian basin and transport to the
central Arctic basin area by the ice drift system;

(b) ice drift to the shores of Greenland with the gradual transition of the impurity
from ice to water in the spring-summer season and further propagation by the
surface current system and its involvement in the subpolar cycle of the North
Atlantic;

(c) the fresh water tracer in the model propagates not only within the Arctic basin,
but drifts to the North Atlantic and propagates in the subtropic hydrologi-
cal cycle.
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Fig. 5.11 The tracer propagation in the Ob run-off in the North Atlantic at a depth of 300 m 37
years after the onset of emission. The arrows indicate the direction and velocity of the current (the
arrow corresponding to the velocity 3 cm/s is indicated in the left upper corner) (Kuzin et al., 2006)
(See also Plate 9 in the Color Plate Section on page 347)

The direct tracer drift to the south occurs in the deep layers only, which can be
treated as bottom water propagation.

5.1.7 Latest Results of Arctic Ocean Modelling and
Intercomparison Project (AOMIP)

Recently sixteen papers on the AOMIP results were published by Journal of Geo-
physical Research (JGR); afterwards they were reprinted and published jointly also
by the American Geophysical Union (AGU). In the following we will review a
few of the papers which in our mind characterize the state of art of Arctic Ocean
modelling.

Martin and Gerdes (2007) made a comparison of sea ice drift results from dif-
ferent sea ice-ocean coupled models and the validation with observational data
in the period 1979–2001. The models all took part in the Arctic Ocean Model
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Fig. 5.12 The cross-section of the tracer concentration field corresponding to the Ob run-off 37
years after the onset of emission along the approximate trajectory of its propagation, which is
indicated in Fig. 5.11 by a solid line (Kuzin et al., 2006) (See also Plate 10 in the Color Plate
Section on page 348)

Intercomparison Project (AOMIP) and the observations are mainly based on satellite
imagery. Concerning speed distributions, one class of models has a mode at drift
speeds of around 3 cm/s and a short tail toward higher speeds. Another class shows
a more even frequency distribution with large probability of drift speeds of 10 to
20 cm/s. Observations clearly agree better with the first class of model results.

The authors list several reasons of differences: the wind stress forcing, sea ice
model and sea ice-ocean coupling characteristics which are not alike in the models
considered. In the Fig. 5.13 we demonstrate one of the authors result.

Based on a three-dimensional coupled ocean/ice model, Holloway and
Proshutinsky (2007) have studied the role of tides in Arctic ocean/ice climate. A
three dimensional coupled ocean/ice model, intended for long-term Arctic climate
studies, is extended to include tidal effects. From stored output data of an Arctic
tides model, the authors introduced parametrizations for (1) enhanced ocean mixing
associated with tides and (2) the role of tides fracturing and mobilizing sea ice. Re-
sults show tides enhancing loss of heat from Atlantic waters. The impact of tides on
sea ice is more subtle as thinning due to enhanced ocean heat flux competes with net
ice growth during rapid openings and closings of tidal leads. The model results are
compared with an ensemble of nine models within AOMIP. There is a tendency for
models to accumulate excessive Arctic Ocean heat throughout the intercomparison
period 1950–2000 which is contrary to observations. Tidally induced ventilation
of ocean heat reduces this discrepancy. We reproduce below two of their figures
(Figs. 5.14 and 5.15). They give an impression about drastically different sizes of
polynyas and about the leads shaped by tidal currents.
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Fig. 5.13 Sea ice drift velocity averaged over the winter (November–April) of 1994/1995 from
AOMIP models (a) AWI, (b) NPS, and (c) UW and (d) the corresponding NCEP/NCAR reanal-
ysis sea level pressure field. (e) Sea ice drift of this winter from the AWI 10-m wind experiment.
Figures a, b, c and e include IABP buoy drift vectors in bold black. For clarity reasons the hori-
zontal resolution of modeled data is individually reduced and changing spatial coverage is due to
particular ice extent

Out of sixteen papers only one was using the variational data assimilation tech-
nique to reconstruct fields of climatological data that is the paper of Panteleev et al.
(2007). The authors considered the Kara Sea summer circulation. Their model satis-
fies the dynamical and kinematic constraints of quasi-stationary primitive equation
ocean circulation. The reconstructed circulations agree well with the measurements.
They are characterized by inflows of 0.63, 0.8, 0.51 Sv through Kara gate and 1.18,
1.1, 1.12 Sv between Novaya Zemlya and Franz Josef Land, for mean climatologic
conditions, positive and negative AO indexes, respectively. The major regions of
water outflow for these regimes are the St. Anna Trough (1.17, 1.21, 1.34 Sv) and
Vilkitsky/Shokalsky Straits (0.52, 0.7, 0.51 Sv). The optimized velocity pattern for
the mean climatological summer reveals a strong anticyclonic circulation in the
central part of the Kara Sea (Region of Fresh Water Inflow, ROFI zone) and is
confirmed by ADCP surveys and laboratory modelling. This circulation is well pro-
nounced for both high and low AO phases, but in the positive AO phase it is shifted
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Fig. 5.14 Satellite image of ice cover in the vicinity of Spitsbergen on June 1, 1988, from Dmitriev
et al. (1991) with permission from Polar research. Elliptically shaped leads are formed behind
grounded icebergs as sea ice is driven by tidal currents

Fig. 5.15 NOAA AVHRR image (visible channel) of the Laptev Sea polynyas (Great Siberian
Polynya) on 3 June 1995: (Panteleev et al., 2007). The main flaw polynyas as parts of the Great
Siberian Polynya are: Northeastern Taimyr Polynya and East Severnaya Zemlya Polynya
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Fig. 5.16 Hydrography and circulation of the Kara Sea at 4.5 m depth reconstructed for different
phases of the Arctic Oscillation (AO), positive (AO+) and negative (AO−). (a, c, e) Water T, S and
circulation patterns for AO+ (b, d, f) Water T, S and circulation patterns for AO−. Temperature is
in ◦C, salinity in psu

approximately 200 km west relatively to its climatological position. We present one
out of their numerous figures (Fig. 5.16).

Using data assimilation in our mind is very prospective for studying ocean cli-
mate and especially for better understanding the extremely complicated ocean/ice
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thermohydrodynamics of the Arctic Ocean. At the end of this book we shall present
some comments on the state of art of ocean climate variation modelling studies,
including AOMIP.

5.2 The Gulf Stream

5.2.1 Modelling the Gulf Stream in the DYNAMO Experiment

Among studies performed at a grid step of about 0.3◦, the most interesting is
certainly the DYNAMO experiment. (DYNAMO Group, 1997 in references to
Chapter 3). Here, we discuss only one aspect: how to explain the evolution of para-
meters from the calculation onset to the so-called steady state after 12–16 years of
the model run. It would be very interesting to see the evolution of the kinetic energy
KE of a few upper oceanic layers, but this information is not included in the publica-
tion. The only time plot provided is the curve of peak meridional mass overturning.
Based on this a rough qualitative construct was made demonstrated in Fig. 5.17 (by
four main points of each curve). This figure shows that the process did not reach a
steady state, simply the rate of decrease in mass overturning slowed down. It would
be very strange if such a steady state did occur. The upper layers might initiate a very
slow evolution of KE; however, as the characteristic evolution time for temperature
(T ) and salinity (S) in lower layers is known to be several orders of magnitude
longer than in the upper layers, the so-called steady state for parameters averaged
over the whole body of the ocean is a very conditional notion. But the essence
is in another point: we believe that the experimental resu1ts of DYNAMO were
better than assumed by the very authors. For example, we claim that, at the initial
stage of the calculation, the Gulf Stream separation near Cape Hatteras did occur for

Fig. 5.17 Schematic evolution of peak mass meridional overturning (Sv), constructed from Fig. 3.1
of the DYNAMO Group experiment (1997). It can be seen that 7–9 years of model integration time
yield a decreasing trend for the magnitude of overturning
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all three models, but, in the course of the calculation, the authors missed this fact.
Indeed, let us consider the calculations at such a rough resolution as 1◦ (Demin and
Ibrayev, 1992). What is the reason that Fig. 3.2, demonstrated above in Chapter 3,
shows the separation near Cape Hatteras? Simply because the information about
this separation existed in the initial T and S fields, and a short-term integration had
not yet managed to destroy this information. Despite the “feeding” performed in the
DYNAMO experiment through the boundary conditions, the long-term integration
results in a dissipation of the initial potential energy, smoothing of the T and S
fields, and/or other undesirable consequences. The integration time must be limited
by the quality of a model, and any attempt to reach a steady state with a low-quality
model (for example, at a coarse resolution, failed of accurate parametrization of
turbulence, etc.) would lead to unrealistic results.

Of course, the authors are right in concluding that it is necessary to use a higher
resolution. This was clearly shown in Bleck et al. (1995). However, we are not sure
that the results of this work would be very good at a similar long-term integration
and coarse resolution as in the DYNAMO experiment. In our opinion, one needs not
only to reduce the grid size, but also to monitor the evolution of parameters in the
course of integration.

Reaching a steady state (in general, the ocean has no such state) is not an end
in itself. The rate of mutual adaptation between the parameters and realistic resu1ts
depends on stopping the integration at the right time. Considering the prediction
details of the Gulf Stream separation near Cape Hatteras, we extend the problem by
pointing to the very reasons for this separation and its localization. To address these
questions correctly, one must have an understanding of how the Gulf Stream devel-
ops. The prevailing view among oceanographers is that the western intensification
(or, in other words, the “suppression” of currents to the west coast) is driven by the
β-effect. Assume that this is the case, but what about the separation? If it is known
that the β-effect holds at all latitudes, including that of Cape Hatteras, why does
this effect fail to prevent the separation? To understand this, we recall the fact that
there are two centers of atmospheric action over the North Atlantic: the subtropi-
cal anticyclone and subpolar cyclone. The “free” (i.e., outside the boundary layers)
ocean involves the same centers of action, except that they are asymmetric (shifted
westward). But is the β-effect the single factor responsible for this asymmetry? Our
answer is negative, and we demonstrate this through a qualitative analysis of two
equations. The first of them was formulated as early as 1974 (Sarkisyan, 1974). In
a simplified and dimensionless form, this equation is
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where a1 and ε1 are dimensionless parameters, Q′ is a dimensionless function of
the heat flux, ζ1 is the ocean level induced by the density anomaly, and ū �ζ1

�x is the
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advection of the density anomaly by a zonal velocity of the trade-wind current in the
“free” ocean. BARBE is baroclinic β-effect. The remaining notations are standard.

Let us analyze the expression in brackets on the left-hand side of Eq. (5.2.1).
At southern 1atitudes, ū < 0; i.e., the trade-wind current has the same sign as the
β-effect. Both these factors jointly “transport” the baroclinic-fluid mass westward,
but obstacles such as the Greater Antilles and the North American continent itself
emerge on this pathway. It is the existence of meridionally directed continents in
the ocean (unlike the atmosphere) that transforms the subtropical anticyclone and
creates asymmetry. In fact, the currents at southern latitudes in the free ocean have
a northwestward rather than westward direction. Partially, it is these currents that
generate the Antilles Current and the Gulf Stream.

At mid1atitudes (30 ◦–40 ◦N), the ocean includes a west-to-east transport iden-
tical to that in the atmosphere; i.e. ū > 0, baroclinic-fluid advection is directed
opposite to the β-effect, it overrides this effect, and it separates the Gulf Stream
from the west coast.

Now, we write the simp1ified equation of sea-surface height
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Here, we are interested only in the left-hand side of Eq. (5.2.2), namely, the
multipliers at �ζ

�x and �ζ

�y .
Oceans are known to narrow down and shallow on the average when moving

from midlatitudes to the north. Therefore, we have �H
�y < 0 normally, and the bottom

topography assists in the western intensification not less than the β-effect, because
�H
�y is of the same order of magnitude as Hβ

l . For the same reason, one can speak
about the “pressing” of the currents to the continental slope, even after the Gulf
Stream leaves Cape Hatteras, because �H

�x > 0. Due to the important role played by
the shallowing of the ocean bottom at the continental slope, one can also talk about
a coastal intensification, apart from the western one.

Thus, Cape Hatteras alone has no effect. Gulf Stream formation, northward
motion, and separation as well as the further northeastward motion of the North
At1antic current are controlled by large-scale processes outside the boundary layer:
sea-water baroclinicity, and the planetary continental slope. For example, if the
gradients of T and S are suppressed, the Gulf Stream will separate at a place
significantly north of Cape Hatteras. This is the case when model deficiencies
(large horizontal grid steps, increased values of turbulence coefficients, etc.) and/or
inadequately long-term integrations lead to a further smoothing of the initially
smooth T and S fields.
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This was just the case with the DYNAMO experiment. For an integration time
of only six months (Fig. 5.18a), the Gulf Stream separated near Cape Hatteras
(had the authors presented the results for a shorter integration time, the separation
point would be determined more exactly). However, a four-year integration time
(Fig. 5.18b) yields a separation point located considerably more northward, and the
core of strong surface currents turns out to be linked to gradients of the bottom to-
pography. Therefore, in the four-year integration case, the model managed to distort
the initial T and S fields and generate unrealistic a1ternative fields because of the
fact that a grid size of 0.3◦ is coarse for Gulf Stream modelling (flow velocity, water
mass flux, etc.) in general, and the separation points – in particular, if the model
integration time is inadequately long.

Clearly, this also occurs in the most extreme case (in the model of a homoge-
neous ocean when the Gulf Stream separation point is much norther). A gradual
decrease in the grid size (Bleck et al., 1995) led to an increase in the T and S
gradients; i.e., the Gulf Stream belt narrowed down and a geographically correct
point of stream separation was obtained. Without high-gradient baroclinicity, both
the correctness of the separation point and the very existence of the Gulf Stream
may be under question. High-resolution numerical calculations almost ignore this
fact, relying merely on a small horizontal step size. In our opinion, this approach is
erroneous. If the horizontal and vertical planetary gradients of T and S are decreased
by one or two orders of magnitudes, any decrease in the grid mesh can neither assist
in the formation of the intense Gulf Stream nor lead to a correct point of separa-
tion. The example demonstrated above in Fig. 5.18 shows that a correct point of
separation could have been obtained in the DYNAMO experiment if the integration
time had been chosen appropriately and the turbulence coefficients had been mini-
mized accordingly. As to the β-effect, its role was erroneously exaggerated in those
early works where the variability of T, S, and H was either disregarded or highly
reduced.

5.2.2 Crossing the Rubicon in Modelling
the North Atlantic Dynamics

There has been a number of interesting recent works on high-resolution modelling
of the Gulf Stream dynamics. It is the small horizontal grid mesh that characterizes
the studies considered by us below. The authors of these studies include the grid size
(varying from 1/10◦ to 1/64◦) in titles of their papers, and for good reason.

The necessity to turn to higher resolutions was first evidenced by Bleck et al.
in 1995, where it was shown that a gradual decrease in the horizontal grid size
0.9◦ → 0.225◦ → 0.08◦ (all other model parameters being the same) narrows
down the flow belt, leading to the formation of meanders and eddies, and the Gulf
Stream separation precisely near Cape Hatteras. The model integration time was
taken to be sufficiently small and despite a small area of the northwestern Atlantic
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Fig. 5.18 Sea-surface currents calculated by the DYNAMO experiment with an integration time of
(a) 6 month and (b) 4 years. Figure 3.7a is characterized by a partial preservation of baroclinicity
of the initial fields and the Gulf Stream separation point, while, in Fig. 3.7b, likely T and S fields
have already been smoothed; therefore, the extension of the Gulf Stream and the North Atlantic
Current are largely controlled by the bottom topography
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was covered, the authors succeeded in clearly demonstrating that their results had a
requisite quality.

Longer time calculations (six years) were carried out by Paiva et al. (1999). The
map of the sea-surface height obtained by these authors (Fig. 5.19) shows that an
intense stream is formed and that the Gulf Stream separation point was correct.
The resu1ting KE curve (Fig. 5.20) indicates that the process has oscillations with
a period of a month; however, the given values of the turbulence coefficients make
its trend divergent. This is the reason why there was little sense in conducting any
further calculations. Note that, among these works, only the paper by Paiva et al.
includes the time evolution of the KE of surface currents. In the remaining works,
the KE curve is either less informative (averaged over the whole body of the ocean)
or missing completely. It would be interesting to give the KE curves for several more
levels.

The highest resolution is found in the work by Hurlburt and Hogan (2000); how-
ever, the physics of the process is reduced to simplified dynamics, while the number
of levels is small.

Of course, the most interesting in this group is the paper by Smith et al. (2000),
which, therefore, deserves a more detailed consideration, in spite of space limi-
tation to the present section. At the ocean surface, the authors specify a seasonal
variation of the climatic heat flux derived from the European Center for Medium-
Range Weather Forecasts (ECMWF) database, and the salinity is formed through
adaptation to its surface climatic value. As to the wind field, during the whole time

Fig. 5.19 Model mean surface height. Solid lines indicate positive values broken lines negative
ones. Contour interval is 10 cm (Paiva et al., 1999)
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Fig. 5.20 Time evolution of the model surface kinetic energy per unit mass (Paiva et al., 1999)

of integration, interpolated va1ues of daily ECMWF data were used. For the first
five years, the integration is performed twice for initialization (more precisely, for
adaptation of at least the upper layer of the ocean to the boundary conditions given at
the surface). Unfortunately, no analysis or monitoring is provided for the evolution
of T and S fields in the upper layer of the ocean. Also, there is no study of sensi-
tivity of upper-layer parameters to the impact of boundary conditions on the ocean.
Because of this, the results obtained can hardly be linked to specific temporal data
as the authors think.

First, let us consider the achievements of this work. These include a quite realistic
mass flux of the Gulf Stream, the increase in this flux from 90 Sv near Cape Hatteras
to 150 Sv at 55 ◦W, realistic vertical profi1es of flow velocity, a correct place of the
Gulf Stream separation, the formation of meanders and eddies, a high-level eddy KE
in the water area under study, etc. This experiment was conducted within the Parallel
Ocean Program (POP) and has some advantages over novel high-resolution experi-
ments conducted by the Miami Isopycnic Coordinate Model (MICOM) (Chassignet
and Garaffo, 2001; Chassignet et al., 2001). In particular, the MICOM with a resolu-
tion of 1/12◦ yields a peak Gulf Stream velocity of 150 cm/s, while the POP yields
190 cm/s. However, at present, it is the MICOM experiments that can be compared
to the POP. So, let us consider the latter model in more detail.

The calculations were performed practically for the same North Atlantic area,
using a 20 year model run. Figure 5.21 presents the sea-surface topography obtained
by either model. The horizontal grid sizes (1/10◦ and 1/12◦) and integration times
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Fig. 5.21 Comparison of the ζ fields between the (a) POP and (b) MICOM experiments. Both
models succeed in predicting a correct separation point; however, some differences appear later.
Contour intervals – 10 cm (Smith et al., 2001)

(16 and 20 years) are comparable. The distinctive features are the following. This
version of the MICOM experiment includes a forcing source based on the COADS
data. In the POP model, the turbulence is represented by biharmonic operators,
while the MICOM employs a combination of harmonic and biharmonic operators.
Although the Gulf Stream separation is correct in both experiments, there is a sub-
stantial difference in predicting its trajectory, intensity, and variability. In the POP,
the Gulf Stream moves after the separation in a more zonal direction, thus deviating
by 1◦–1.5◦ south of the correct direction. In the MICOM, the separation trajectory is
realistic early in its development, but, later, it deviates by 1◦–2◦ north of the correct
direction, and the amplitude of the seasonal core oscillation is abnormally large.

It is of high interest to study the sensitivity of both models to the values of the
turbulence coefficients. If one tries to reduce the diffusivity and viscosity values (in
front of the biharmonic operators) by a factor of three, the Gulf Stream separation
in both models will occur south of Cape Hatteras. An increase in these values may
correct the situation in the POP experiment. The same is also true for the MICOM
experiment; however, an accompanying stable eddy appears north of Cape Hatteras
(Fig. 5.22). By the way, such an eddy (warm and anticyclonic) can also be found
in other experiments with a biharmonic viscosity, due to the selectivity of the op-
erator (DYNAMO Group, 1997). Increased values of the coefficient in front of the
biharmonic viscosity operator reduce the eddy intensity, while increased values of
the coefficient in front of the harmonic operator impair the large-scale circulation.
Because of this, the MICOM experiment has to adopt an optimal combination of the
coefficients.

There was also another interesting experiment performed with the MICOM
model. Here, the modelling results were compared for different data (namely,
COADS and ECMWF) on boundary conditions at the ocean surface. The ECWMF-
based results were more reliable, while the COADS-based experiments led to the
fact that the amplitude of seasonal oscillations of the Gulf Stream core and the
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Fig. 5.22 ζ field in the MICOM experiments: (a) the value of the biharmonic viscosity is kept
unchanged, and (b) with value doubled. (Contour intervals – 10 cm). Fig. (a), shows that the Gulf
Stream separation is south of Cape Hatteras, while Fig. (b), is free of this error, with an abnormally
stable eddy appearing north of Cape Hatteras (Smith et. al., 2001)

mixed-layer depth in winter turned out to be overestimated and the proper stream in
an area east of the New England Ridge is shifted northward by 1◦–2◦.

In our opinion, there is an aspect of Gulf Stream modelling that has been ad-
dressed too widely: the Gulf Stream separation point near Cape Hatteras. The reason
is that the separation point, like the Gulf Stream’s other properties, could not be re-
alistically predicted with the help of coarse-resolution models for longer integration
times. Had the initial T and S fields been sufficiently realistic and high-gradient, the
separation point and Gulf Stream parameters would be correctly obtained without
present-day advanced models, using such a primitive formula as

ζ = − 1

ρ0

0
∫

−H

ρdz (5.2.3)

This means that all depends on the quality of the initial T and S fields and how
correctly the model treats these fields. A coarse resolution leads to unreliable ap-
proximations and large numerical values of viscosity, while a long-term integration
leads to the dissipation of T and S, we have demonstrated in Chapter 3 the North
Atlantic surface height obtained from the initial T and S fields, first diagnostically
and, then, after a short-term adaptation, with coarse horizontal grid size of 1◦. Both
the Gulf Stream and its separation point are realistic in this figure. Smith et al. (2000)
point out that their model density is not much different from the initial climatic field.
Nevertheless, it is this small difference that is responsible for the strong Gulf Stream,
the geographically correct point of its separation, and many other realistic results,
which can be explained by nonlinear thermohydrodymamic interpolation and ex-
trapolation, a high-resolution adaptation, and a sufficiently small integration time.
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Up to this point, there has been no Russian model with such a high resolution. In
addition, much time has passed from the last model calibrations (Sarkisyan, 1995).
In view of this, the author of this paper has initiated research on solving these two
problems. To this end, two different 3DPEM models were used. The first is a z-
coordinate model, and the second is a σ -coordinate model (Diansky et al., 2002).
The model area is clearly the North Atlantic, the grid resolution is 1/12◦, and the
number of levels (for the preliminary test calculations) is 10 and 15, respectively.
The initial and boundary conditions in the calculations are close to those of the
aforementioned POP and MICOM models, which will allow us both to calibrate the
two models and to compare the results obtained by different models. We note that the
early stage of calculations is promising and the preliminary results on both models
are qualitatively close to each other. In view of this, we present only two figures
reflecting the results of ca1culations conducted by N. A. Diansky by σ -model.

Figure 5.23 demonstrates the flow field at the level z = 10 m, after only five
days of the model run. This is an almost diagnostic calculation of currents, with all
advantages and disadvantages of the initial T and S fields provided by the group
of Levitus (1994). An advantage is that the Florida Current and the Gulf Stream
have sufficiently high velocities as well the Gulf Stream separation near Cape Hat-
teras. Figure 5.24 demonstrates the results of a two-month adaptation. The calcula-
tions have smoothed currents (particularly, at southern latitudes) and a commencing
trend of eddy formation in the North Atlantic Current; however, the Gulf Stream
separation point is shifted northward, because the model west-to-east transport has
not yet managed to form.

Correct increased values of velocities (and, consequently, the mass flux) of the
Gulf Stream, a correct point of its separation at the initial stage of integration, and
the subsequent northward shift in the separation point (along with other problems)

Fig. 5.23 Flow field in the North Atlantic at the level z = 10 m after 5 days of model integration
time by the σ -model (Diansky, personal communication)
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Fig. 5.24 Flow field in the North Atlantic at the level z = 10 m after 60 days of model integration
time by the σ -model (Diansky, personal communication)

are common to all models listed above. Depending on the quality of models and the
values of parameters, these problems may appear sooner in some models and later in
others, but they cannot be avoided. The authors of some papers (Smith et al., 2000;
Chassignet and Garaffo, 2001) managed to “shift the separation point back” to Cape
Hatteras and to correct different shortcomings only due to a special treatment of the
turbulence coefficients. The question is whether this is the only way of solving the
problem.

Now, we briefly touch upon the problem of numerical convergence (more pre-
cisely, nonconvergence). The authors of paper Smith et al. (2000) have repeatedly
stressed that no convergence can be demonstrated without turning to a higher res-
olution. This simply means that, if they continue the calculations, the model will
diverge. In our opinion, there is no question about this. An analysis of their cal-
culations clearly demonstrates that the resu1ts crucially depend on the turbulence
parameters used. In this case, a long-term integration leads to either a steady state
with distinctly unrealistic and highly filtered results or to a numerical divergence,
because the energy cascade from small- to large-scale processes is parameterized
rather than by deterministic equations. Therefore, some criteria are needed to stop
the calculations timely. The authors are right in noting that their approach lies not
very far from the Levitus climatology; yet, then, they ought to have realized how far
to go, or at least, based on the calculated fields, they might have shown the evolution
of T, S, ρ, KE, and other characteristics of the upper layer of the ocean.

Works of Bleck et al. (1995), Paiva et al. (1999), Smith et al. (2000), Chassignet
and Garaffo (2001) did cross the Rubicon: they have shown that ocean-dynamics
models must have a horizonta1 grid step no more than 0.1◦ and a number of levels
greater than or equal to 20. However, having “the curtain lifted,” we have not yet
seen beyond the Rubicon what we expected. It turned out that, even with such a
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small horizontal resolution that allows one to resolve some eddies, the first baro-
clinic mode of Rossby waves, and the frontal zones, the models failed to describe
energy transfer from small- to large-scale processes. The results have depended on
the turbulence coefficients very heavily. What do these two best (among the afore-
mentioned five high-resolution studies) works (Smith et al., 2000; Chassignet and
Garaffo, 2001) describe? It can be seen from their calculations that the resulting
Gu1f Stream characteristics are realistic. It seems likely that the upper oceanic layer
of a small thickness was reconstructed against the initial climatic data, but, unfor-
tunately, it was not demonstrated how and to what degree the T and S fields had
been changed. It is likewise clear that, in the whole body of the ocean, the variation
in these fields was not substantial. Thus, merely a “technical” Rubicon has been
crossed with the aid of modem computers and advances in numerical mathematics.
Modelling the climatic characteristics of the whole body of the ocean as of now
remains a serious problem, and these two studies marked a further step in achieving
this goal.

5.3 Pacific Ocean Circulation and Tracer Transport Modelling

5.3.1 Water Circulation Modelling

As for the Atlantic the Pacific Ocean modelling may be divided into two types:
global or basin-wide large-scale characteristics modelling by coarse resolution with
long model-time integration; selected small basins modelling by high resolution and
short model-time of integration.

In the following we discuss some representative modelling approaches. We
start with the paper of Losch and Heimbach (2007). Their model is global but
with very crude resolution, 4◦ × 4◦ and only 15 levels in vertical. The authors
started the integration with the ocean being at rest and with the specified cli-
matic T, S fields (Levitus and Boyer, 1994; Levitus et al., 1994) and spun up
by running the model for as much as 2000 years of model time integration for
investigation of direct and adjoint (Marchuk and Zalesny, 1993; Marchuk, 1995;
Marchuk et al., 2001, 2003, 2005; Wunsch, 1996) sensitivities of ocean circulation
to bottom topography. The model results are naturally very sensitive to bottom
topography despite the crude presentation of the topography itself. The authors
themselves admit that “the study is in part a proof of concept” and that “more
experiments are needed to explore the sensitivities at higher resolution”. More-
over, for such a long time integration it can hardly be judged what are effects
of turbulent and/or numerical viscosities and what is real advection of physical b
characteristics.

Besides of modelling, the analysis of observational data also raises fundamental
problems. Harrison and Carson (2007) in the very title of their paper did ask – “Is
the World Ocean Warming?” Based on the last half of the 20-th century observed
data analysis they came to conclusion: “there is large spatial variability of 51 years
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trends in the upper ocean, with some regions showing cooling in excess of 3 ◦C, and
others warming of similar magnitude”.

We add that for a substantiated conclusion on centennial trends of the upper
ocean, the deeper layers should be included, but the data is much less and the mod-
elling results are much more uncertain there. We shall return to the problem at the
end of this book.

We turn now to the papers with resolutions of 1◦ or less than one degree and tens
of years of model-time integration.

We constantly pay attention to model’s resolution and model-time of integra-
tion because they define the physical characteristics size, climatic significance and,
in our mind, the model results quality as well. Luo and Yamagata (2003) studied
the 1988–89 warming event in the Northern North Pacific based on the Modular
Ocean Model (MOM2) of the Geophysical Fluid Dynamics Laboratory (GFDL)
(see Pacanowski, 1996).

The domain considered covers the North Pacific from 30 ◦S to 65 ◦N. The
horizontal grid mesh was irregular (1/2)◦ to (1/4)◦, with 30 irregular vertical
levels.

The surface data was derived from NCEP-NCAR reanalysis archive. Both the
surface wind stress and heat flux were specified. The model was spun up from ocean
in state of rest by Levitus climatology (Levitus et al., 1994) for 15 yr model time then
was forced by NCEP-NCAR daily reanalysis of wind stress for the period from 1979
to 1997. The model reproduces realistic upper-ocean temperature changes in com-
parison with observed data. Authors came to the conclusion that the mean horizontal
geostrophic advection of anomalous temperature is the main contributor to the heat
content increase at around 1988–1989, and surface heat flux forcing is responsible
for increasing mixed layer temperature.

Authors note that near the western boundary the model heat content has a strong
warm bias due to unrealistic northward overshooting of the mean Kuroshio sys-
tem. We discussed already in paragraph 5.2 the Gulf Stream overshooting in the
DYNAMO and other experiments, the same cause is with the Kuroshio – i.e. too
long model-time of integration. In other words, the model has been “exploited”
longer (totally almost 35 yrs) than the grid mesh and other parameters allow for a
realistic description of processes. As a result the model passed the realistic Kuroshio
separation point and the overshooting happened.

Niiler et al. (2003) have analyzed Lagrangian data from 657 SVP drifters,
CNES/AVISO (Archiving, Validation and Interpretation of Satellite Oceanographic
data) satellite altimeter sea level anomaly and Levitus et al. (1994) hydrographic
data to develop maps of the mean and eddy circulation in the northwestern Pacific.
The data used indicated two prominent meanders in the Kuroshio Extension (KE)
jet, three anticyclonic recirculation eddies south or southeast of Kuroshio, a “snaky”
frontal zones in the area of 30–40 ◦N, 140 ◦W to 180, etc. The AVISO currents
appeared to correlate at 0.8 with drifter geostrophic velocity. We demonstrate in
Fig. 5.25 one picture of this fundamental analysis.

Hosoda et al. (2004) made a set of numerical experiments to investigate inter-
decadal variations in the North Pacific subsurface temperature using the GFDL



188 5 Modelling of Climate Variability in Selected Ocean Basins

Fig. 5.25 One-degree average drifter velocities. Large velocity vectors (> 10 cm/s) are red and
rescaled. Vectors, whose length is smaller than standard error (computed using 15 days decorre-
lation time), are light red and blue. Light green contour interval of bottom topography is 250 m.
Numbers denote locations of the Izu Ridge (1), Shatsky Rise (2), Emperor Seamounts (3), Tsugaru
Strait (4), and Daito Island (5) (Niiler et al., 2003)

modular ocean model, MOM 1.1. The resolution was 1◦ ×1◦ with 32 vertical levels.
The experiments design is common: preliminary spin up, which in this work was
40 years of model-time, and thereafter a set of experiments with specified interan-
nual variations of the surface forcings. The area considered scopes 15 ◦S to 65 ◦N
in meridional direction and practically coast-to-coast- in zonal (120E◦–120 ◦W)
direction.

The authors focus their attention to a special form of water mass which they,
and some other scientists, call central Mode Water (CMW), a water mass with
characteristic low potential vorticity which forms in the Kuroshio-Oyshio extension
(KOE) area.

The name “Mode Water” needs explanation. The Kuroshio carries warm water
and a large amount of heat release to the atmosphere in winter; that leads to de-
velopment of vertically homogenized water mass which in higher latitudes enters
the pycnocline if the mixed layer depth (MLD) shoals along its path. As a result
this water mass is insulated from direct contact with the atmosphere as a thermostat
or pycnostat. These water masses are considered to be essential for understanding
the interannual to interdecadal variabilities because they retain the memory of the
atmospheric conditions.

The main results of this study are as follows. Associated with the unusually large
atmospheric changes after mid-1970s climate regime shift, the upper thermocline
cooled as negative SST anomalies subducted and advected southward. Besides the
CMW path shifted anomalously eastward due to anomalous Ekman pumping. The
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bottom of the winter mixed layer waters in KOE is critical to the formation of CMW.
Authors showed also that coarser resolution (3◦ × 3◦) modelling yields unrealistic
results.

To investigate formation and circulation of the North Pacific Mode Waters,
Tsujino and Jasuda (2004) used the Meteorological Research Institute Community
Ocean Model (MRI.COM) and ran it with high resolution (1/4)◦ × (1/6)◦, 48 ver-
tical levels and corresponding precise bottom topography. The model is driven by
monthly mean climatology of wind stress and the heat flux field derived from 1979
to 1993 of reanalysis conducted by ECMWF. The authors ran the model for 25 years
of model time and outputs from the last five years are used for the analysis. Due to
comparatively high resolution authors succeeded to reproduce climatological fronts
and strong currents in the Kuroshio-Oyashio extension and all the three separate
regions where the winter mixed layer reaches 300 m. The latter produce three major
peaks in annuals subduction of further interest is the comparison of the total mass
transport stream function with the Sverdrup one. This has been done for the whole
North Pacific’s (north of 5 ◦S) and for a comparatively smaller area of the western
part. We reproduce the latter on Fig. 5.26 from which one can see the frontal zones,
meanders and eddies in one of them and nonreal zonal isolines in another. In case
of coarse resolution and inadequately long model time integration the JEBAR effect
would be overly filtered and “Sverdrupization” would happen.

Based on Massachusets Institute of Technology (MIT) ocean general circula-
tion model, Fukumori et al. (2004) investigated the variability of Niño-3 water,
which is located at the eastern equatorial Pacific Ocean surface within 5 ◦S ×
5 ◦N, 150◦ − 90 ◦W. The model comprises the whole Pacific Ocean with 1◦ res-
olution and gradually reduced the grid mesh within 10◦ of the equatorial zone. The
author’s large-scale circulation is of limited significance due to crude resolution and
long integration time resulting practically in Sverdrup balance. So the sea-surface
elevation across the Kuroshio is small and across the Gulf Stream even smaller.
Much more interesting are the results of the Niño-3 modelling both of direct and
adjoint calculations. Simulated passive tracers and their adjoint enabled to explicitly
identify where the tracer-tagged water mass goes and from where it comes.

Their results contrast to the hypothesized subtropical cell, because the circulation
appeared to be an open circuit with water moving to the western regions of the
two hemispheres (subtropical gyres) and to Indian Ocean instead of returning to its
origin.

The KE frontal zone, meanders and mesoscale eddies’ decadal variability is
clearly seen in Fig. 5.27 reproduced here from a paper of Qiu and Shuiming (2005).

Authors used for their analysis twelve years of sea surface height (SSH) data
from multiple satellite altimeters. Data showed steady growing weak of the KE
jet from 1993 to 1996 followed by gradual strengthening after 1997. The same
decadal modulation is seen in the strength of the KE recirculation gyre. The decadal
variability represented above in Fig. 5.27 shows that modelers necessarily should
pass to a grid mesh smaller than 0.1◦ for investigating the oceans large-scale pro-
cesses variability.
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Fig. 5.26 Vertically integrated mass transport streamfunction (Sv) for (a) the whole model domain
and (b) the western North Pacific, and Sverdrup streamfunction (Sv) calculated from the annual
mean wind stress derived from ECMWF reanalysis for (c) the whole model domain and (d) the
western North Pacific (Tsujino and Jasuda, 2004)

Guo et al. (2003) in a triply nested ocean model have examined the effect of hor-
izontal resolution on JEBAR, see Fig. 5.28. The horizontal grid size was decreased
from (1/2)◦ in the Nest 1 to (1/18)◦ in the NEST3, and the main attention was
directed to area of the latter. The Princeton Ocean Model (POM- 3DPEM) with the
level – 2, 5 Mellor-Yamada turbulent closure was used and sigma coordinates in the
vertical (Blumberg and Mellor, 1987).

After spin up for 20 years, the model was forced by monthly wind stress and
monthly heat fluxes for period 1991 to the end of 1998. The results obtained for
the hind cast period was compared with observed data. Some of the main results of
modelling are as follows. The Kuroshio path seasonal meridional migration, flow
velocity, vertical structure, variability of sea level as well as reproduction of JE-
BAR become closer to observations as the model resolution increases from (1/2)◦

to (1/18)◦.
Authors point out that “the summer intensification of JEBAR . . . yields a strong

offshore volume transport across the shelf break. In winter, the weakened
JEBAR, combined with the increased wind stress curl, decreases the offshore vol-
ume transport.”

One interesting analysis made by authors deserve detailed discussion and ad-
ditional comments. That concerns to values of the vertically integrated vorticity
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Fig. 5.27 Maps of yearly averaged sea surface height field. Contour intervals are 10cm with the
thick lines denoting the 170 cm contours (Qiu and Chen, 2005) (See also Plate 11 in the Color Plate
Section on page 349)
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Fig. 5.28 Domain of triply nested models: NESTl, NEST2, and NEST3 (Guo et al., 2003). The
isolines are depth contours

equation terms averaged over a small box from NEST3 area. The vorticity equation
reads (see Chapter 2):
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It is emphasized by the “that JEBAR and advection of potential vorticity (i.e. the
second term of the equations (5.3.1) left-hand side) are two major contributions
to the vorticity balance in this area”. They form together the bottom pressure
torque (BPT).

This can be seen in Fig. 5.29. Actually it was shown by many scientists that these
two terms are the major terms practically in any area of the World Ocean and that
JEBAR is the main source of energy for the stationary ocean currents (see Sarkisyan,
2006). Figure 5.29 shows how exactly the advection follows the JEBAR in seasonal
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Fig. 5.29 (top) Seasonal variation of the Kuroshio veering latitude at 129 ◦E; values are monthly
averaged ones for the years 1994–91, The Kuroshio axis is defined at the latitude where maximum
surface speeds occur (shifts from the mean latitude of the Kuroshio axis at 30 ◦N are measured in
km), (bottom) Seasonal variations of six terms in equation (5.3.1); monthly averaged results from
NESTS 3 hindcast run for the years 1994–98 are used to calculate these terms (Guo et al., 2003)

variations during many years. In some moments the advection exceeds the JEBAR
and that correlates very well with the increasing of the wind stress.

Our conclusion is that the BPT is as essential (and as small) as all the other terms
of equation (5.3.1) are. For the first time that was shown by Gill and Bryan (1971).
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Only the splitting of BPT into two terms provides the JEBAR as the major source of
energy. As an analog one may say, BPT is an atom and the JEBAR is atomic energy.
The BPT is the small difference of two big values and this difference is shown in
Fig. 5.29. Another analog is �w

�z in comparison with the sum �u
�x + �v

�y in the equation
of continuity.

Recently the JEBAR was examined with respect to energetic by Sakamoto and
Umetsu (2006). They showed that the role of JEBAR is to transfer energy between
the barotropic and baroclinic fields. In another paper, based on the same POM,
Miyazawa et al. (2005) made essential success in forecasting the Kuroshio meander-
ing for 60 days. A high resolution model (spatial grid of (1/12)◦ and 35 sigma levels)
was imbedded into the basin-wide lower-resolution model ((1/4)◦ and 21 levels).
The inner domain covers the northeast Pacific (12 ◦N–56 ◦N), 117 ◦E–180◦) and its
lateral boundary conditions are determined from the basin-wide model using one-
way nesting (Guo et al., 2003). The low-resolution model after 10 years spin-up was
driven by 6-hourly surface forcings covering from 1 January 1991 to 30 November
1999. The high resolution model was driven same way but from 8 August 1996
to 30 November 1999. By assimilating sea surface height anomaly into the ocean
model in the preceding 40 days period, the Kuroshio meandering was successfully
predicted (in the sense of small RMS error) 2 months before the event. In addition to
a single trajectory forecast experiment, ensemble forecasts were conducted using 10
perturbed initial states. Possibly this is the first comprehensive attempt for solving
the prognostic problem addressed.

There were many other successful numerical experiments focused to Kuroshio
and Oyashio origination source and variability modelling (e.g. Kono et al., 2004;
Mitsudera et al., 2004; Guo et al., 2006). In general we note that the high-resolution
models for small-scale ocean areas were more successful than the low-resolution
global and/or basin-scale ones.

5.3.2 Numerical Modelling of Tracer Spreading in the North
Pacific Ocean

Potential sources of North Pacific waters contamination are wrecks of ships trans-
porting used radioactive fuel to Vladivostok from Petropavlovsk-Kamchatsky. Ac-
cidents may happen due to weather hazards, technical problems or terrorist’s action.
Even in case of negligible contamination the very declaration of it would result
in a great loss of fisheries industry in the North American west coast because of
normal human panic. Nuclear contamination of coastal waters is possible also due
to accidents in a coastal state institutions, factories as well.

The radionuclids are simple passive tracers, which do not play any role in the
ocean/sea hydrodynamics. So, in view of modellers, after ocean thermohydrody-
namic characteristics calculation, it is enough to solve one more equation, like
the equation for salinity, to monitor the potentially contaminated waters spreading.
Moreover, it is possible to find the location of origination of water mass presently
flowing at a certain spot.
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In the following results will be presented of a thermohydrodynamic model
(Marchuk et al., 2001; Sarkisyan and Zalesny, 2000) completed by a radionuclide
spreading model (Antipov et al., 2006). It is a 3DPEM �-model in spherical coor-
dinates with hydrostatic and Boussinesqu approximation. Flow velocity, potential
temperature, salinity and sea surface height are prognostic variables in the model.
The relation of Bryden et al. (1999) serves as equation of state. The splitting up
procedure is used for solving the system of equations on a C-grid (Mesinger and
Arakawa, 1976).

To prepare the heat and salt fluxes at the ocean surface, as well as the wind
stress, the data of OMIP (Ocean Model and Intercomparison Project) and the NCEP
reanalysis data was used. There are seven liquid segments at the domain’s side
boundaries, at which the Levitus and Boyer (1994) T, S data was specified. The
bigger rivers discharge was taken into account too. The integration was contin-
ued only for six month, considering it to be enough for upper ocean adjustment
to observed climatology. The resulted surface currents of the whole North Pacific
(not shown here) correspond to well-known chart of G. Schott (1943) and other
more recent data. Despite the calculation was done for the whole North Pacific’s
we shall pay attention to the northwest part of it only because there is the track of
radionuclid transportation. The surface currents are demonstrated in Fig. 5.30. The
flow is meandering of both the Kuroshio and its extension. Maximal flow velocity
in the Kuroshio jet reaches 150 cm/s; the jets size is about 100km; in the area of
Kuroshio Extension the flow velocity reaches 50 cm/s. These characteristics, as well
as the Kuroshio separation point, its bifurcation following the separation, existence
of eddies are in good agreement with the results of Mitsudera et al. (2004). Besides,

Fig. 5.30 Multiyear mean flow velocity of the Pacific Ocean surface layer (cm/s). The velocity
scale is shown on the right-hand side colored diagram (Antipov et al., 2006)
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the calculated East-Sakhalin current corresponds to the data of direct flow velocity
measurements, performed during the Japan-American-Russian expedition (Oshima
et al., 2004).

Assuming the calculated flow velocity field to be in stationary state, an equation
for passive tracer transport was integrated for one year model time. As concerns the
wreck source at the very initial moment a contaminated water volume of 100 m ×
100 m×5 m and a certain radioactive elements concentration were assumed. But the
grid mesh is much bigger, so the question is how much time is needed for this small
volume to spread up to one square of four grid points. Analytical estimates with
horizontal mixing coefficient equal to 106 cm2/s showed that the spreading time is
less than 1 day, so it may be considered to be instantaneous. For pure diffusion it
needs ∼ 10 days for spreading to 10 km distance.

As for the concentration, it equals to the value of the small volume (100 m ×
100 m×5 m) divided by the volume of one grid-cell with minimal thickness (because
of the �-coordinate model the distance between levels depends on the local depth).

Two levels of radionuclids concentration have been considered: level 1 equals
1 BK/m3 which about for 30% exceeds the normal background radiation; the level
2 equals 400 BK/m3, which a little exceeds the upper limit of permissible concen-
tration.

The dissolving and spreading stage began from four grid-points contaminated as
highly dangerous as 400 Bk. Any concentration which exceeds 1 Bk is considered
to be dangerous and consequently belongs to category 2. Authors made numeri-
cal experiments on hypothetical wreckage of ships in several points on the ships
route from Petropavlovsk-Kamchatsky to Vladivostok. We have chosen two out of
them. Figure 5.31 shows the spreading of contamination released at Petropavlovsk-
Kamchatsky. The main cause of the contamination spreading is the water circulation
while the viscosity and diffusivity support in its dissolving. The mixing processes
and especially the water upwelling and downwellings generate penetration into
deeper layers.

Figure 5.32 shows that only low concentration of radionuclids reaches as deep
as 500 m but detailed examination showed that actually in a small area with intense
downwelling the contamination of level 2 reached to that depth within 15 days,
and only then it dissolved in a few weeks. This and other experiments show that
contamination dissolves quite rapidly and attenuates without making any harm to
Japanese or American waters if the accident happens before the ships enter the
Japan sea.

In Figs. 5.33 and 5.34 one can sea the results of the contaminated waters spread-
ing in case if hypothetical release happens in the Vladivostok. The highly contami-
nated waters in this case reach the Japan coasts without essential damping. So, the
danger may come to the Japanese coastal waters mainly from the Japan Sea or from
the Vladivostok.

One further aspect deserves attention. The analysis of vertical movement of con-
taminated water showed a close correlation with upwelling and downwelling, with
cyclonic and anticyclonic eddies. So a three dimensional flow field should be ana-
lyzed when examining the contaminated waters spreading. For example, calculation
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Fig. 5.31 A spreading of “contaminated” water in the ocean surface layer from a hypothetical
source, located near Petropavlovsk-Kamchatsky. The plots show the following selected time-
moments after starting the calculations: (a) 5 days, (b) 1,5 month, (c) four months, (d) one year.
The flow velocities are in cm/s. Numbers 1 and 2 characterize the danger level of “radioactivity”
(Antipov et al., 2006) (See also Plate 12 in the Color Plate Section on page 350)
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Fig. 5.32 The same as in Fig. 5.31 but for the depth 500 m. The asterisk shows the location of
hypothetic source of radioactivity (Antipov et al., 2006) (See also Plate 13 in the Color Plate
Section on page 351)
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Fig. 5.33 The same as in Fig. 5.31 but for the case when the source of radioactivity is near the city
Vladivostok (Antipov et al., 2006) (See also Plate 14 in the Color Plate Section on page 352)
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Fig. 5.34 The same as in Fig. 5.33 but for the depth 500 m (Antipov et al., 2006) (See also Plate
15 in the Color Plate Section on page 353)

of hypothetic contamination generated in the Laperouse Bay showed an isolated spot
of essential concentration which appeared near southwestern coast of Kamchatka
peninsula. It turned out to be contaminated upwelling water which was transported
to the area by deeper layer horizontal movements.
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5.4 The Indian Ocean

5.4.1 The Indian Ocean Descriptive Hydrometeorology

The Indian Ocean descriptive hydrometeorogy is very well presented in two big
papers of Shankar et al. (2002) and Tomczak and Godfrey (2003). We use the second
of these papers for a short introduction.

The Indian Ocean, is in several respects very different from the Atlantic and the
Pacific Ocean. The most striking difference is the seasonal reversal of the monsoon
winds and its effects on the ocean currents. The absence of a temperate and polar
region north of the equator is another peculiarity with far-reaching consequences for
the circulation and hydrology.

The Indian Ocean is the smallest of all oceans (including the Southern Ocean).
The only large shelf area is the Northwest Australian Shelf, a region of strong tidal
dissipation.

Three mediterranean seas influence the hydrographic properties of Indian Ocean
water masses. The Persian Gulf is the smallest of the three; with a mean depth
of 25 m, a maximum depth of only 90 m. The Red Sea is a very deep basin with
maximum depths around 2740 m and a mean depth near 490 m; its sill depth is about
110 m. The Australasian Mediterranean Sea, a series of very deep basins with depths
exceeding 7400 m, communicates with the Indian Ocean through various passages
between the Indonesian islands where the depth is in the range 1100–1500 m.

Monsoonal climate dominates the northern Indian Ocean. Annual mean distri-
butions of atmospheric and oceanic parameters are therefore of only limited use.
Instead we define two mean states and discuss both separately.

The wind over the northern Indian Ocean represents the Trades, but because of
its seasonality it is known as the Northeast Monsoon.

The Northeast or Winter Monsoon determines the climate of the northern In-
dian Ocean during the northern hemisphere winter (December–March). It is char-
acterized by high pressure over the Asian land mass and northeasterly winds over
the tropics and northern subtropics. The situation resembles the annual mean wind
circulation over the Pacific Ocean, except that the Intertropical Convergence Zone
(ITCZ) and the Doldrums are located south of the equator (near 5 ◦S) rather than
north. Since most of the air pressure gradient is retained behind the Tibetian Plateau,
air pressure gradients over the ocean are small. This protects the ocean from the full
force of the winds blowing off the Mongolian high pressure region and results in
a wind of moderate strength, comparable to the Pacific Northeast Trades which are
also relatively weak at this time of year. The wind also carries dry air, and the Winter
Monsoon season is the dry season for most of southern Asia.

The situation in the southern hemisphere is dominated by the pressure gradient
between the tropical low and the subtropical high pressure belts. The Southeast
Trades are rather uniform and somewhat stronger than in the Pacific Ocean.

The Southwest or Summer Monsoon determines the climate of the northern In-
dian Ocean during the northern hemisphere summer (June–September). A deep heat
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low develops over northern Arabia and Pakistan. The Australian heat low of the
southern summer is replaced by a centre of high pressure, while the atmospheric
high north of the Kerguelen Islands is shifted westward towards southern Africa.
Whereas during the winter monsoon season the north-south pressure gradient from
Arabia to Madagascar barely exceeds 6 hPa, there is now a gradient of 22 hPa acting
in the opposite direction. As a result the winds in the northern Indian Ocean reverse
completely and are no longer like the Trades anywhere.

The Southwest Monsoon, as this wind is called in the northern hemisphere, is the
continuation of the southern hemisphere Trades, which between 10 and 20 ◦S are
stronger, during this time of year, than anywhere else in the world. The Southwest
Monsoon skirts the low over Pakistan to deposit rain on the Himalayas, thus bringing
with it the monsoon rains and floods that are so crucial to Asian agriculture.

The distribution of hydrological properties in the Indian Ocean is much less af-
fected by the seasonal monsoon cycle than the near-surface current field. Direct
monsoonal influence is restricted to the surface mixed layer and the western bound-
ary currents. The two most important factors which make Indian Ocean hydrology
different from the hydrology of the other oceans are the closure of the Indian Ocean
in the northern subtropics and the blocking effect of the equatorial current system
for the spreading of water masses in the thermocline.

The most striking characteristic of the rainfall distribution over the Indian Ocean
is the anomalous difference between the eastern and western regions in the north.
Annual mean precipitation varies between 10 cm per year in the west (on the Ara-
bian coast) and 300 cm per year or more in the east (near Sumatra and over the
Andaman Sea). This is the reverse of the situation usually encountered in the sub-
tropics, where the Trades bring dry continental air out over the sea in the east and
rain to the western coast. The normal situation of little rain in the east and high
rainfall in the west prevails in the southern Indian Ocean; Western Australia receives
less than 50 cm per year but Madagascar some 200 cm per year. As a result, contours
of equal precipitation show more or less zonal orientation in the south but meridional
orientation in the north.

As in the other oceans, sea surface salinity follows the P-E distribution outside
the polar and subpolar regions closely. The P-E minimum near 30 ◦S is reflected
by a SSS maximum. The decrease of SSS values further south continues into the
Southern Ocean, reflecting freshwater supply from melting Antarctic ice.

However, the lowest surface salinities are found in the northern subtropics, where
they reach values of 33 psu and below on annual mean; during the Summer Monsoon
season, surface salinity in the inner Andaman Sea is below 25 psu.

Antarctic Bottom Water (AABW) fills the Indian Ocean below approximately
3800 m depth. By the time it leaves the Circumpolar Current its properties corre-
spond to those of Antarctic Circumpolar Water (potential temperature 0.3 ◦C, salin-
ity 34.7 psu).

The situation is not really much different from that in the Atlantic Ocean, where
the water at the ocean floor is usually called Antarctic Bottom Water (AABW) The
distribution of potential temperature below 4000 m indicates two entry points. Entry
into the Madagascar Basin has been well documented and occurs through gaps in
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the Southwest Indian Ridge near 30 ◦S, 56–59 ◦E. The flow gradually finds its way
across to the Madagascar continental slope, where it forms a deep western boundary
current. In a zonal temperature section it is seen as a steep rise of the deep isotherms
against the slope, consistent with northward geostrophic movement in which the
speed increases with depth. In the east, AABW enters the South Australia Basin via
the Australian-Antarctic Discordance, a region in the interoceanic ridge system with
multiple fractures near 50 ◦S, 124 ◦E south of Australia. Having filled the depths of
the Great Australian Bight it moves west and then north into the Perth, Wharton, and
North Australia Basins, forming a western boundary current along the Ninety East
Ridge. Flow of AABW through the Mozambique Basin is blocked by Mozambique
Strait; nevertheless, AABW recirculation in the basin must be swift, since observa-
tions of bottom currents in the 4500 m deep channel between the Agulhas Plateau
and the African shelf gave average northward speeds underneath the Agulhas Cur-
rent of 20 cm/c.

This water eventually enters the Arabian Basin, where it must disappear through
gradual upwelling into the overlying Deep Water. AABW from the eastern path
proceeds into the Mid-Indian Ocean Basin, flowing over deep saddles in the Ninety
East Ridge near 10 ◦S and 5 ◦S, and turns south; the differences in temperature and
oxygen across the Ninety East Ridge below 3000 m testify for the different ages of
the waters on either side of the ridge.

The depth range from 3800 m upward to about 1500–2000 m and above is occu-
pied by Indian Deep Water (IDW). Based on water mass properties the transition
from Bottom to Deep Water is gradual and some authors refuse to use the terms
Bottom and Deep Water, referring to lower and upper deep water instead. This may
appear logical since in the southern Indian Ocean both water masses have been
observed to move northward together.

A look at meridional hydrological sections proves, however, that the distinction
between Deep and Bottom Water is justified. Indian Deep Water is characterized by
a salinity maximum in the southern hemisphere exceeding 34.8 psu in the west and
reaching 34.75 psu in the east. It occupies the depth range 2000–3800 m north of
45 ◦S and comes to within 500 m of the surface further south.

We continue with brief qualitative description of some of the Indian ocean cur-
rents. The western boundary current begins east of Madagascar, where the ship drift
currents (Fig. 5.35) show a separation of the South Equatorial Current into a north-
ern and southern branch. The contribution of the northern branch to the circulation in
the southern hemisphere is the Mozambique Current; it is maintained throughout the
year. The contribution to the circulation in the northern hemisphere ceases during
the Northeast Monsoon season. The southern branch feeds the East Madagascar
Current. The current field of this small but well-defined western boundary current
reaches to the 2000 m level. Below 3100 m some 4–5 Sv are carried northward, with
little movement in-between. The contribution of the Mozambique Current to the
Agulhas Current is comparatively small.

South of 30 ◦S the flow continues as the Agulhas Current, one of the strongest
currents of the world ocean. In contrast to other western boundary currents it shows
little seasonal variation. Mean speeds are of 160 cm/c throughout the year, and peak
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Fig. 5.35 Surface currents in the northern Indian Ocean for six different months as derived from
ship drift data. SEC: South Equatorial Current, NEC: North Equatorial Current, ECC: Equatorial
Countercurrent, SWMC: Southwest Monsoon Current, EAC: East Arabian Current, EIC: East In-
dian Current (Cutler and Swallow, 1984) (See also Plate 16 in the Color Plate Section on page
354)

speeds exceed 250 cm/c in most months. Transport estimates from observations give
70 Sv near 31 ◦S and an increase of 6 Sv for every 100 km (as in the Gulf Stream). On
approaching the shallow Agulhas Bank near 35 ◦S it carries 95–135 Sv. The current
occasionally floods the bank, lowering the inshore temperatures by several degrees.
This upwelling is a result of the thermocline slope across the current and not related
to the wind.

North of 10 ◦S the East African Coastal or Zanzibar Current flows northward,
fed by the northern branch of the South Equatorial Current. During the Northeast
Monsoon season it runs against light winds and is opposed by the southward flowing
Somali Current. The point where northward and southward flows meet at the surface
moves from 1 ◦N at the beginning of the season to 4 ◦S during the February peak,
when the Zanzibar Current is at its weakest. Soon after the peak it starts moving



5.4 The Indian Ocean 205

north again, reaching the equator by early April. Throughout this period the cur-
rent feeds into the Equatorial Countercurrent. Below the surface flow the Zanzibar
Current flows northward across the equator at all times, taking the form of an under-
current under the southward flowing Somali Current during the Northwest Monsoon
season. During the Southwest Monsoon season the strength of the Zanzibar Current
increases considerably; INDEX observations from April/May 1979 show it with
speeds of 200 cm/s and a transport of 15 Sv. The current now feeds the northward
flowing Somali Current; some consider it part of the Somali Current during these
months.Southward flow in the Somali Current during the Northeast Monsoon is
limited to the region south of 10 ◦N. It first occurs in early December south of 5 ◦N
and expands rapidly to 10 ◦N in January with velocities of 70–100 cm/c. In March
the southward flow contracts again to 4 ◦N, until the surface flow reverses in April.
During the Southwest Monsoon the Somali Current develops into an intense jet
with extreme velocities; INDEX observations gave surface speeds of 200 cm/s for
mid-May and 350 cm/s and more for June.

South of 5 ◦N the Somali Current is extremely shallow; below 150 m depth south-
ward flow is maintained throughout the year. Further north the jet deepens, eventu-
ally embracing the permanent thermocline. The current structure on the equator is
extremely complex and shows layering similar to the equatorial flow further east but
oriented northward–southward.

The period of northward flow can be divided into two phases of different dy-
namics. During the transition in May, flow in the Equatorial Jet is eastward, and
westward flow develops only slowly during the following two months. From the
point of view of mass continuity there is not much need for a strong western
boundary current until the monsoon reaches its peak in August, and the Somali
Current is first established as a response to the wind reversal along the African
coast. Winds are southerly but light in late April and May and strengthen abruptly
in late May or June. This drives northward flow across the equator; but the flow
turns offshore near 3 ◦N, and a coastal upwelling regime develops between 3 ◦N and
10 ◦N.

The Indonesian throughflow from the Pacific Ocean enters the Indian Ocean dur-
ing both seasons as a narrow band of low salinity water. It is embedded in generally
westward flow and therefore apparently does not develop the strong lateral shear
necessary to induce much instability. It continues westward, providing the core of
maximum westward flow in the equatorial current system, and can be followed over
the entire width of the Indian Ocean.

The subtropical gyre of the southern hemisphere is seen with two western bound-
ary currents, one along eastern Madagascar and one along the coast of Mozambique.

The evolution of surface currents through the seasons is shown in Fig. 5.35. The
North Equatorial Current is prominent in January and March when the Northeast
Monsoon is fully established. It runs as a narrow current of about 30 cm/s from
Malacca Strait to southern Sri Lanka, where it bends southward and accelerates to
reach 50–80 cm/s between 2 ◦S and 5 ◦N in the region between 60 ◦E and 75 ◦E. The
South Equatorial Current occupies the region south of 8 ◦S with velocities rarely ex-
ceeding 30 cm/s. Between these westward flows runs the Equatorial Countercurrent
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with 50–80 cm/s in the west but getting weaker in the east; in January it does not
reach beyond 70 ◦E, being opposed in the east by weak westward flow.

The transition from Northeast to Southwest Monsoon (Fig. 5.35c) is character-
ized by the intense Indian Equatorial Jet first described by Wyrtki (1973). The long-
term mean distributions derived from the ship drift data show it from early April
until late June with velocities of 70 cm/s or more. It is possible that in any partic-
ular year the jet appears within the three-month window April–June as a feature of
shorter (one month) duration with higher peak velocities. The averaging employed
with the ship drift data would spread it over the three months as a weaker feature.
The jet is easily observed with drifting buoys since the current converges at the
equator, keeping drifting objects trapped near its core. Away from the equator the
current speed falls off to less than 20 cm/s at 3 ◦S or 3 ◦N.

When the Southwest Monsoon is fully established during July and September,
the entire region north of 5 ◦S is dominated by the eastward flow of the Southwest
Monsoon Current, the only exception being a narrow strip along the equator in July
to which we shall return in a moment. Velocities in the Southwest Monsoon Current
are generally close to 20–30 cm/s, but an acceleration of 0.5–1.0 m s−2 occurs south
and southeast of Sri Lanka. The South Equatorial Current expands slightly towards
north, reaching 6 ◦S in September. The transition before the onset of the Northeast
Monsoon (Fig. 5.35f) is again characterized by the Equatorial Jet. Concentrating
all eastward flow in a 600 km wide band along the equator it reaches its peak in
November with velocities of 100–130 cm/s and disappears in early January, when
the annual cycle is repeated.

Several layers of alternate flow direction were found, with velocities reaching
12 cm/s at 4000 m depth. The uppermost layer of westward flow near 200 m depth is
commonly referred to as the Equatorial Undercurrent; but it is obvious that westward
transport occurs at much greater depths as well. During the Southwest Monsoon of
1976 mean flow at moorings in the area 52–58 ◦E was westward with a northward
component into the Somali basin at 500 m and 1500 m depth.

The oscillations of the undercurrent known from the Pacific and Atlantic Oceans
occur in the Indian Ocean as well. At 200 m depth they were seen from August
1979 until January 1980 (in a record which covered the period March 1979–June
1980). They were of 1300 km wavelength and 20 cm/s meridional amplitude and
shifted the undercurrent axis back and forth by about 150 km either side of the
equator. Drifting buoy data for the period 1979–1982 indicate that at the peak of
the Southwest Monsoon in August and September the oscillations reach into the
surface layer with meridional flow amplitudes up to 80 cm/s.

Seasonal reversal of the currents dominates the two major subdivisions of the
northern Indian Ocean as well, but the opposing flows occupy periods of very dif-
ferent length, and the transitions are less well defined than in the equatorial zone.
Weak westward flow, an extension of the North Equatorial Current with velocities
rarely exceeding 0.2 m/s, dominates in the Arabian Sea at the peak of the Northeast
Monsoon season. Northwestward flow along the western Indian shelf begins as early
as November (Fig. 5.35f) and persists into January, with a width of some 400 km
and a depth of about 200 m in the south (10 ◦N), getting narrower and deeper as it
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flows along the continental slope. This current flows against the prevailing Northeast
Monsoon and thus cannot be wind driven. The East Indian Winter Jet supplies fresh,
low density water from the Bay of Bengal at this time, while on the north Indian
coast cold continental winds result in cooling and convective overturn (Shetye et al.,
1993). Westward flow prevails south of 15 ◦N and west of 65 ◦E until late April,
while in the remaining area currents are less and less well defined and change grad-
ually into the weak anticyclonic pattern of Fig. 5.35b. The Somali Current responds
quickly to the onset of the Southwest Monsoon in April; northward flow develops,
strengthening the pattern in the west. By mid-May (Fig. 5.35c) the East Arabian
Current is fully established with velocities of 50–80 cm/s. At the same time the
anti-cyclonic pattern breaks up from the east where the flow joins the Equatorial Jet
around southern India and Sri Lanka. Moderate eastward flow, an extension of the
Somali and Southwest Monsoon Current dominates the region during the next 4–5
months. During its peak in June and July it reaches 30 cm/s and more but weakens
rapidly in October when the second occurrence of the Equatorial Jet concentrates
most eastward transport in the equatorial zone and outflow from the Bay of Bengal
begins to oppose eastward flow around Sri Lanka. By mid-November currents are
again diffuse; south of 15 ◦N they are weak but already westward. General westward
flow is again established by early December.

A notable feature of the Arabian Sea circulation is the occurrence of strong
coastal upwelling in the East Arabian Current. As in other coastal upwelling re-
gions it owes its existence to an offshore transport direction in the Ekman layer (the
Southwest Monsoon blowing parallel to the coast with the coast on its left). Positive

rot(
→
τ
f ) over a 400 km wide strip along the coast adds to the upwelling through

Ekman suction.
The circulation in the Bay of Bengal is characterized by anticyclonic flow dur-

ing most months and strong cyclonic flow during November (Shetye et al., 1993).
In January currents are weak and variable. In the west, the East Indian Current
strengthens as the Northeast Monsoon becomes stronger, exceeding 50 cm/s in
March (Fig. 5.35b) and remaining strong (70–100 cm/s) until May/June. Through-
out this time the current runs into the wind, apparently as an extension of the North
Equatorial Current.

An indication of a current reversal in the west is seen in September (Fig. 5.35e).
Currents are consistently southwestward and strong (50 cm/s and more) north of
15 ◦N, and close to the shelf southwestward flow prevails. Complete reversal of
the East Indian Current into the East Indian Winter Jet is not achieved until late
October, when water from the Equatorial Jet enters the Bay in the east and a cyclonic
circulation is established. The East Indian Winter Jet is a powerful western boundary
current with velocities consistently above 10 cm/s. It follows the topography south
of Sri Lanka and feeds its water into the Arabian Sea. Very little exchange occurs
with the Equatorial Jet south of Sri Lanka; currents in the separation zone between
the two jets (near 3 ◦N) are weak and variable. The East Indian Winter Jet fades
away from the north in late December, its southern part merging with the developing
North Equatorial Current.
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The eastern boundary of the tropical Indian Ocean is different from the Atlantic
and Pacific eastern boundaries in several respects. First, the mean temperature and
salinity stratification is less developed than off Peru and West Africa, so when up-
welling occurs it generally does not generate marked surface cooling. Secondly,
the monsoon wind reversal is so complete along this coast that the annual mean
alongshore wind stresses here are close to zero, from the northern Bay of Bengal
south to Java and the upwelling in one season is counteracted by downwelling in the
following season. Thirdly, twice a year (around May and November) the Equatorial
Jet feeds warm water towards Sumatra, generating a pulse of current that flows pole-
ward in both hemispheres. The seasonal cycle thus has strong semiannual as well
as annual components, and is quite complicated. The strongest westward currents
along the southern coast of Java, the seasonally reversing South Java Current, occur
in August, when the monsoon winds are easterly and the Equatorial Jet is inactive.
Surface cooling occurs off South Java at this time. This is also the time when the sea
level difference from Java to Australia is largest, implying maximum strength in the
Indonesian throughflow and suggesting that at least some of the water for the South
Java Current is then supplied from the Pacific Ocean.

The dynamics of the eastern boundary current along the western Australian coast,
known as the Leeuwin Current, are very unusual and require some explanation. In
the Pacific and Atlantic Oceans equatorward winds along the eastern boundary pro-
duce coastal upwelling, an equatorward surface flow, and a poleward undercurrent.
In the Indian Ocean, annual mean winds along Western Australia do blow towards
the equator, but at the surface a vigorous poleward flow runs against the wind, and
the undercurrent is equatorward. The reason is that eastern boundary currents are
driven by the combined effects of alongshore winds and alongshore pressure gradi-
ents in the upper ocean.

5.4.2 Indian Ocean Climate Variability Modelling

We discuss in the following a group of ten papers, devoted to various aspects of the
Indian Ocean modelling.

Marchant et al. (2006) reviewed the causes of the Indian Ocean Dipole (IOD),
how it develops within the Indian Ocean, the relationships with ENSO and evalu-
ated current research initiatives focused on characterizing and constraining the IOD.
The IOD represents the zonal dipole structure of various coupled ocean-atmosphere
parameters such as SST, surface pressure, ongoing longwave radiation and sea sur-
face height anomalies (Saji et al., 1999; Yamagata et al., 2003, 2004a,b). The IOD
occurs inter-annually in the tropical parts of the Indian Ocean. Typical of ocean-
driven climate oscillations, the IOD experiences, a “positive” and a “negative” phase
(Fig. 5.36). During a positive IOD event the SST drops in the south-eastern part of
the Indian Ocean: off the northern coast of Australian, the eastern coast of Japan and
Indonesia, counteracted by SST rises in the western equatorial Indian Ocean, off the
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Fig. 5.36 Schematic diagram of sea surface temperature anomalies (red shading denoting warm-
ing; blue cooling) during a positive Indian Ocean Dipole (IOD) event (top). White patches indicate
increased convective activity with arrows indicating wind direction. The negative IOD (bottom)
which is, in effect, the reversal of the positive IOD – complete with increased convective activity
over Australia, Indonesia and Japan (Saji et al., 1999) (See also Plate 17 in the Color Plate Section
on page 355)

eastern coast of Africa, from the northern edge of Somalia. Inverse conditions exist
during a negative IOD event.

Using the Simple Ocean Data Assimilation (SODA), NCEP/NCAR reanalysis
and the GISST datasets from 1950–1999, and an atmosphere-ocean coupled general
circulation model, Ashok et al. (2004) explored the possible existence of decadal
(IOD) variability for the first time. They found that there are strong decadal IOD
events, and that the time series of the decadal IOD and decadal ENSO indices
are not well correlated. The simulated decadal signal of the IOD index is highly
correlated with the 20 ◦C isotherm depth anomaly, indicating that ocean dynamics
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is involved in the decadal IOD. It is also associated with the zonal wind anomaly.
They suggest that the decadal IOD in the tropics is interpreted as decadal modulation
of the interannual IOD events.

The Interannual Indian Ocean Subtropical dipole (IOSD) event in the subtropical
southern Indian Ocean was studied by Suzuki et al. (2004) using a coupled general
circulation model (CGCM) to derive a scenario describing its complete life cycle
for the first time.

The ocean component (OGCM) of the CGCM is based on the Modular Ocean
Model 2.2 (Pacanowski, 1996), which was developed at the Geophysical Fluid
Dynamics Laboratory/National Oceanic and Atmospheric Administration (GFDL/
NOAA). This OGCM resolves the global oceans, except for the region north of
70 ◦N, the North Sea, the Mediterranean Sea, the Black Sea, and the Caspian Sea.
Because it does not include a sea-ice model, temperature and salinity at the northern
and southern boundaries in the CGCM are bound to the climatological values. The
model horizontal resolution is 1.125◦ (longitude) and 0.5625◦ (latitude). In the ver-
tical, it has 37 levels of which 25 levels are in the upper 400 m. Horizontal mixing
is parameterized using a biharmonic scheme, in which the coefficients of horizon-
tal eddy viscosity and diffusivity are fixed at 5 × 1020 cm4/s. The vertical mixing
parameterization depends on the Richardson number (Pacanowski and Philander,
1981).

Before coupling the atmospheric component (AGCM) with the OGCM, the indi-
vidual parts are run in stand-alone mode to obtain appropriate initial conditions. The
AGCM is integrated for nine months from 1 April 1988 to 1 January 1989 using the
climatological SST as the boundary condition. The OGCM is spun up for 10 years
from a state of rest using surface forcing derived from the climatological monthly
mean wind stress and the surface temperature and salinity. The annual mean temper-
ature and salinity fields are used at all levels as the initial condition at the beginning
of the spin-up.

After obtaining the required initial conditions, the AGCM and OGCM are cou-
pled. In the coupling procedure, the AGCM is run for a day with a time step of
300 s, while the daily averaged wind stress, surface heat flux, and precipitation mi-
nus evaporation values are used to force the OGCM. The OGCM is run for a day
with a time step of 900 s. Daily averaged SST values are computed to force the
AGCM for the next day.

The CGCM is integrated for 59 years. Data sets excluding the first 10 years are
used in the analysis.

The positive (negative) IOD is characterized by an anomalous warm (cool) sea
surface temperature (SST) in the southwestern region of the Indian Ocean and by
an anomalous cool (warm) SST in the southeastern region.

The positive event brings about enhanced precipitation in the southeastern Africa
during the peak phase. Composite pictures for the positive and negative IOD clarify
that an anomalous latent heat flux is the dominant factor in its formation. This flux
anomaly is caused by an anomaly in the climatological wind field, which is asso-
ciated with a pressure anomaly in the central region of the southern Indian Ocean.
Since the flux anomaly starts during austral fall in the year previous to the event
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peak and develops for the next 9 months, air-sea interaction must play an active
role in the formation of the IOD. The reason the peak of the IOD is locked to the
austral summer is that the latent heat flux influences the sea surface temperature
most efficiently in the austral summer when the depth of the surface mixed layer
is shallowest. Vinayachandran et al. (2005) studied bifurcation of the East Indian
Coastal Current (EICC) by using OGCM MOM3 developed at GFDL.

The model domain is global and has high horizontal and vertical resolutions with
a grid spacing of 1/10◦ in both longitude and latitude. There are 54 levels in the
vertical with 13 levels in the upper 100m. The model is forced for 50 years us-
ing climatological winds, heat and freshwater fluxes from NCEP/NCAR reanalysis
(Kalnay, 1996).

The model salinity, in addition, is restored to climatological monthly mean values
with a time scale of 6 days. Results from the 50th year of the model run for the Bay
of Bengal was used for the study.

The East India Coastal Current (EICC) flows equatorward during October–
December carrying low salinity water from the Bay of Bengal en route. Using
results from a high resolution ocean general circulation model, satellite altimeter
data, Argo float profiles and ocean color images the authors show that the EICC
bifurcates east of Sri Lanka. One part continues along the coast of Sri Lanka but
the major part of the EICC, called by authors as the East Sri Lanka Jet (ESLJ)
flows eastward into the Bay of Bengal. As a result of this bifurcation, there is
offshore transport of chlorophyll a rich low salinity water from the coast of Sri
Lanka. Altimeter data from 1993 to 2004 show that the bifurcation occurred every
year except during the Indian Ocean Dipole (IOD) years of 1994 and 1997. The
bifurcation occurs when an anticyclonic eddy that propagates westward ahead of a
downwelling Rossby wave front impinges on the Sri Lanka coast. This new finding
suggests that the main route of the low salinity water from the Bay of Bengal into the
southeastern Arabian Sea may not be along the coast around Sri Lanka but through
the Winter Monsoon Current. A series of seminal papers on the Indian ocean cli-
mate variation modelling were published during 2006 and 2007 by the “Journal of
Climate”. The twentieth-century simulations using by 17 coupled ocean-atmosphere
general circulation models (CGCMs) submitted to the Intergovernmental Panel on
Climate Change’s Fourth Assessment Report (IPCC AR4) were evaluated by Saji
et al. (2006) for their skill in reproducing the observed modes of Indian Ocean (IO)
climate variability. Most models successfully capture the IO’s delayed, basin wide
warming response a few months after El Nino-Southern Oscillation (ENSO) peaks
in the Pacific, but ENSO’s oceanic teleconnection into the IO, by coastal waves
through the Indonesian archipelago, is poorly simulated in these models, with sig-
nificant shifts in the turning latitude of radiating Rossby waves. In observations,
ENSO forces, by the atmospheric bridge mechanism, strong ocean Rossby waves
that induce anomalies of SST, atmospheric convection, and tropical cyclones in a
thermocline dome over the southwestern tropical IO. While the southwestern IO
thermocline dome is simulated in nearly all of the models, this ocean Rossby wave
response to ENSO is present only in a few of the models examined, suggesting
difficulties in simulating ENSO’s teleconnection in surface wind.
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A majority of the models display an equatorial zonal mode of the Bjerknes feed-
back with spatial structures and seasonally similar to the Indian Ocean dipole (IOD)
in observations. This success appears to be due to their skills in simulating the mean
state of the equatorial IO. Corroborating the role of the Bjerknes feedback in the
IOD, the thermocline depth, SST, precipitation, and zonal wind are mutually pos-
itively correlated in these models, as in observations. The IOD-ENSO correlation
during boreal fall ranges from −0.43 to 0.74 in the different models, suggesting that
ENSO is one, but not the only, trigger for the IOD.

In summary, CGCMs are only partially successful in simulating the rich spec-
trum of SST variability in the Indian Ocean. At large, most models reproduce the
SST variations that arise from local air-sea interaction (IOD), but many of them
fail to adequately simulate the responses to ENSO. This deficiency, as well as the
divergence of the models result is demonstrated in the Fig. 5.37. The implications
of this deficiency are significant, both for the prediction of present as well as future
climate. ENSO is an important forcing of Indian Ocean variability, accounting for
a significant fraction of SST and rainfall variability in the Indian Ocean region. It
is also one of the important triggers for the IOD. In a changing climate, ENSO
may alter its characteristics (Timmermann et al., 1999) and hence its impact on
Indian Ocean climate through altered tele-connection processes. Thus, it is of prime
importance for CGCMs to simulate SST variability and its climate impacts realis-
tically in both the Pacific and Indian Oceans, as these models are used to project
climate changes and their regional distributions. The possibility that Indian Ocean
SST variations exert influences on ENSO and beyond, as suggested by recent studies
(Saji and Yamagata, 2003a,b; Giannini et al., 2003; Annamalai et al., 2005), adds
more importance in their simulation in climate models.

An known as the Scale Interaction Experiment Frontier version 1 (SINTEX-Fl)
model was used by Behera et al. (2006a,b) to understand the intrinsic variability of
the Indian Ocean dipole (IOD).

The SINTEX-F1 adapted to run on the Earth Simulator is an upgraded version
of the SINTEX model described in Gualdi et al. (2003). The atmosphere model has
a spectral representation which is roughly equivalent to a horizontal grid mesh of
1◦ ×1◦. The ocean model adopts the Arakawa C grid with a finite mesh of 2◦ ×0.5◦

cosine (latitude); the meridional grid resolution increases toward the equator with a
grid length of 0.5◦ in the equatorial region. The SINTEX-Fl has shown remarkable
skill in reproducing variabilities in the Indian and Pacific Oceans (Yamagata et al.,
2004b). The monthly data from the last 200 year of the total 220 year model results
are used in the analysis.

In addition to the 220 ∼ yr-long control experiment the authors performed an
additional model experiment to suppress ENSO variability by decoupling the trop-
ical Pacific. In the decoupling procedure climatological SSTs between 25 ◦N and
25 ◦S, instead of evolving interannual SSTs, derived from the last 200 yr result of
the control experiment are supplied to the atmospheric model as the lower boundary
condition. This effectively suppresses the ENSO evolution in the coupled model
while allowing the independent evolution of IOD. The 70 yr decoupled experiment
is named the noENSO experiment.
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Fig. 5.37 Annual-mean equatorial climatologies for (a) SST, (b) zonal wind, (c) rain, and (d) D20

in climate simulations and observations (black curve). For the observational curves, SODA is used
for SST and D20, CMAP for rain, and ERA40 for zonal winds. Model curves are colored in rainbow
colors from red to violet in descending order of NinÕ-3 index variance (Saji et al., 2006) (See also
Plate 18 in the Color Plate Section on page 356)

In addition to a globally coupled control experiment, a Pacific decoupled noENSO
experiment has been conducted. In the latter, the El Nino-Southern Oscillation
(ENSO) variability is suppressed by decoupling the tropical Pacific Ocean from the
atmosphere. The ocean-atmosphere conditions related to the IOD are realistically
simulated by both experiments including the characteristic east-west dipole in SST
anomalies. This demonstrates that the dipole mode in the Indian Ocean is mainly
determined by intrinsic processes within the basin. In the EOF analysis of SST
anomalies from the noENSO experiment, the IOD takes the dominant seat instead
of the basinwide monopole mode. Even the coupled feedback among anomalies of
upper-ocean heat content, SST, wind, and Walker circulation over the Indian Ocean
is reproduced.
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As in the observation, IOD peaks in boreal fall for both model experiments. In the
absence of ENSO variability the interannual IOD variability is dominantly biennial.
The ENSO variability is found to affect the periodicity, strength, and formation pro-
cesses of the IOD in years of co-occurrences. The amplitudes of SST anomalies in
the western pole of co-occurring lODs are aided by dynamical and thermodynamical
modifications related to the ENSO-induced wind variability. Anomalous latent heat
flux and vertical heat convergence associated with the modified Walker circulation
contribute to the alteration of western anomalies. It is found that 42% of IOD events
affected by changes in the Walker circulation are related to the tropical Pacific vari-
abilities including ENSO. The formation is delayed until boreal summer for those
lODs, which otherwise form in boreal spring as in the noENSO experiment.

In general, seasonal characteristic of SST, thermocline, wind, and rainfall in the
Indian Ocean (Hastenrath et al., 1993) are captured well by the SINTEX-F1 simula-
tion (see Behera et al., 2006a,b). Similar seasonal variabilities also are found in the
noENSO experiment results. The southeasterlies in boreal summer cross the equator
and turn into southwesterlies on the western Indian Ocean. As a result of these
winds, the thermocline is shallow in the west compared to that in the east where
the warm pool is prominent. Nevertheless, the thermocline rises in the east during
boreal fall when the seasonal southeasterly trade winds cross the equator in the east,
which is prominent in the non-ENSO experiment results. These seasonal conditions
of the eastern Indian Ocean introduce the seasonal phase-locking characteristic of
the IOD; the equatorial westerlies reverse to easterlies along with the rise in seasonal
thermocline in the east during a positive IOD event.

Much more informative is the Journal of Climate V20, N13, 2007 – a big volume,
which is twice as much as our book and exclusively devoted to the Indian Ocean
climate variability examining. Owing to the restricted volume of this book we briefly
describe here only three out of dozens of them.

The Indian Ocean zonal dipole as mentioned above as mentioned above is a mode
of variability in sea surface temperature that seriously connected the climate of
many nations around the Indian Ocean rim, as well as the global climate system.
It has been the subject of increasing research, and sometimes of scientific debate
concerning its existence/nonexistence and dependence/independence on/from the
El Nino-Southern Oscillation. Much of the debate occurred because scientists did
not agree on what years are the El Nino or La Nina years, not to mention the newly
defined years of the positive or negative dipole. A method that identifies when the
positive or negative extrema of the El Nino-Southern Oscillation and Indian Ocean
dipole occur is proposed in a paper of Meyers et al. (2007), and this method is used
to classify each year from 1876 to 1999. The method is statistical in nature, but has
a strong basis on the oceanic physical mechanisms that control the variability of the
near-equatorial Indo-Pacific basin.

An index of he upwelling in the SST anomaly in the area spanning the equator to
10◦S−0◦, 90◦–110 ◦E, called the IODE, which is the same area used for the eastern
pole in the seminal paper by Saji et al. (1999).

A purely statistical approach without considering the physical basis is not likely
to work for the complex relationship between ENSO and IOD. Upwelling is a
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critical, physical aspect of both phenomena, as discussed above, and is selected
here as a basis for the classification method. Upwelling in the Pacific cold tongue
is represented by the Nino-3 region and upwelling off Java-Sumatra is represented
by the IODE. They are the key time series used in the method. However, ENSO
and IOD are basin-scale phenomena. Typically, the western Pacific cools when the
Nino-3 area warms during El-Nino, and the western Indian Ocean warms when
the IODE cools during a positive episode of IOD. Two additional time series of
area-averaged SST anomalies are used here to represent the basin-scale variations:
NinoWP for the western Pacific and IODW for the western Indian Ocean.

Early in the study it was found that some years could not be clearly classified
due to strong decadal variation; these years also must be recognized, along with
the reason for their ambiguity. The sensitivity of the classification of years is tested
by calculating composite maps of the Indo-Pacific sea surface temperature anomaly
and the probability of below median Australian rainfall for different categories of
the El Nino-Indian Ocean relationship.

The 3D pathways of the Indonesian Throughflow (1TF) in the Indian Ocean are
identified by Valsäla and Ikeda (2007) using an OGCM, with a combined set of
tools: (1) Lagrangian particle trajectories, (2) passive tracers, and (3) active tracers
(temperature and salinity). The model used in that study is the Australian Commu-
nity Ocean Model version 2.0 (ACOM). It is a primitive equation z-coordinate ocean
model cast in the B-grid. ACOM adopts a hybrid vertical mixing scheme by Chen
and Rothstein (1994) and the Richardson number-dependent mixing (Price et al.,
1986). The hybrid scheme improves the simulation of the mixed layer deepening
in the strong vertical shear region and in the high latitude due to wind stirring and
convective overturning. In the southern latitudes (south of 40 ◦S) the effects of the
ITF appear at the surface by following the convective overturning and wintertime
cooling (Wajsowicz, 2002).

The model domain contains both the Indian Ocean and the Pacific Ocean from
40 ◦N–65 ◦S, 0◦–290 ◦E with a constant resolution of 1◦ × 0.5◦ (longitude by lat-
itude) and with 25 vertical levels. The topography is selected from ETOPO5 to
keep the straits reasonably realistic. Closed circulation around Australia is permit-
ted. The model is spun up for 20 yr (sufficient for upper 500 m evolution) forced
with monthly wind stresses derived from Hellerman and Rosenstein (1983).

The Lagrangian particles, without horizontal and vertical mixing, suggest that
at the entrance region the surface ITF subducts along the northwestern coast of
Australia and then travels across the Indian Ocean along the thermocline depths.
The subsurface ITF more directly departs westward and crosses the Indian Ocean.
Using the passive tracers, which are mixed vertically under convection as well as
horizontally due to diffusion, the ITF is shown to undergo vigorous mixing as soon
as it enters the Indian Ocean and modifies its upper T-S characteristics. Thus, the
surface and subsurface ITF watermasses lose their identities.

Upon reaching the western boundary, the ITF reroutes into three distinct depth
ranges: route 1 – across the Indian Ocean just to the south of the equator (200–
300 m); route 2 – across the Indian Ocean to the north of the equator (100–200 m);
and route 3 – upwells in the Somali region and spreads all over the surface of the
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Fig. 5.38 The meridional distribution of particles and tracers along 60 ◦E. Shaded values are the
number of particles counted in 2◦×2◦×50 m bins. Contour lines represent the tracer concentrations.
The equatorward slope in the existence of ITF in the northern Indian Ocean is consistently evident
from both the particles and tracers (Valsäla and Ikeda, 2007) (See also Plate 19 in the Color Plate
Section on page 357)

northern Indian Ocean. The scheme of 3D pathways of the ITF in the Indian Ocean
is demonstrated in Fig. 5.38. The seasonality of the Somali Current is crucial to
spread the ITF along route 3 during the summer monsoon (April–October) and
route 2 during the winter monsoon (November–March). The basinwide spreading
is responsible for a long residence time of the ITF in the Indian Ocean to be at least
20 yrs.

The effects of the ITF on the temperature and salinity are mainly accompanied
with the major pathways. However, indirect effects are visible in a few spots; that is,
the warm and saline feature is produced in the subsurface off the southwestern coast
of Australia around 30 ◦S caused by the eastward surface current. This component
also enhances vertical convection and warms the surface around 40 ◦S. The Ara-
bian Sea high salinity water is produced extensively with the effects of the Somali
upwelling, which is originally strengthened by the fresh and warm ITF.

A near-global ocean model with resolution enhanced in the southern Indian
Ocean has been spin up by Murray and Reason (2001a,b) to seasonal equilibrium
and then driven by NCEP-NCAR reanalysis 1 monthly mean forcings and Hadley
SSTs over the period 1948–2002. The aim was to simulate changes in the subsurface
properties observed in hydrographic surveys at 32 ◦S in the Indian Ocean in 1965,
1987, and 2002. These surveys showed a zonally averaged cooling on isopycnals
corresponding to 0.5◦ and 0.3 ◦C in mode and intermediate waters between 1965
and 1987 and a warming of the mode water coupled with a continued cooling of the
intermediate water between 1987 and 2002.

The model is an orthogonal curvilinear version of the GFDL model MOM. It
includes a Kraus-Turner mixed layer scheme derived from that used by Chen and
Rothstein (1994) and isopycnal mixing and eddy-induced transport, both of the latter
using Cox (1987) numerics.

The model was spun up to a cyclic equilibrium using National Centers for En-
vironmental Prediction-National Center for Atmospheric Research (NCEP-NCAR)
Reanalysis 1 (NCEP 1) climatological monthly heat and freshwater fluxes and wind
stresses (averaged for each month of the year over the period 1948–2000 inclusive)
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and a 30-day relaxation to climatological monthly SSTs and SSSs. World Ocean
Atlas 2001 (Conkright et al., 2002) climatological monthly 10 m fields were used for
the restoration of salinity but not for temperature, which, for reasons of consistency,
was restored to 1948–2002 climatologically averaged SSTs from the Hadley Ice and
SST (HadlSST) dataset (Rayner et al., 2003). From the equilibrium state, a number
of transient simulations were run on using NCEP monthly mean forcings for the
period 1948–2002.

Accelerated convergence with a tracer time step of 1 day was used during the
earlier part of the equilibrium integration (Bryan, 1984). Time step inequalities were
then progressively graded to equal time steps of 1.5 hours at 600 yr, after which the
model was run for a further 40 yr. The solution at 640 yr was taken as the initial con-
dition as at 1 January 1948 for the 55 yr transient synchronous simulation. During
the final 40 yr preceding the transient simulation, temperature tendencies averaged
over zonal regions for each level and for a particular month of the year were mostly
about 5×10−5 ◦C yr−1, or 0.003 ◦C over 55 yr. This amount of drift is negligible in
comparison with the interannual changes of 0.2◦ − 1 ◦C, which occurred in waters
down to 1500 m during the transient simulations.

The major changes in isopycnal depth and temperature modeled in this study
were confined to the mode water and were qualitatively similar to those observed
but concentrated in a lower density class and in the eastern half of the section.
The dominant changes here were multidecadal, with maximum temperatures on the
�� = 26.7 kg m−3 isopycnal being reached in 1968 and minimum temperatures in
1990. The simulations showed a propagation of interannual anomalies toward the
section from a region of deep late winter mixed layers in the southeast Indian Ocean
within a period of several years. Surface temperatures in this region were lowest
in the 1960s and highest in the late 1980s. Temperatures on isopycnals showed the
opposite variation, consistent with SST having the controlling effect on mixed layer
density and depth. Isopycnal depths within the mode water were strongly corre-
lated with temperature, implying a redistribution of mode water density classes, the
greatest volume of mode water being produced in a higher density class (�� =
26.8–27.0 kg m−3) during the period of cooler surface forcing in the 1960s and
1970s than during the warmer period following (�� = 26.6–26.8 kg m−3).

In spite of some biases resulting from errors in boundary conditions, finite res-
olution, and model physics, the model simulations have reproduced the important
features present in the observed sections and in the 1965–87 and 1987–2002 section
differences. In both the model and observations, the largest subsurface changes were
in the SAMW (Sub Antarctic Mode Water) which showed a cooling and deepening
of isopycnals during the first period and a warming and shallowing during the sec-
ond. In the model, the changes in this water mass were unrealistically concentrated
on the eastern side of the section and became peaked in a lighter density class than
observed on the western side; however, the patterns of the changes were the same in
the two periods (except for the change in its sign after 1987), as also was the case in
the observations.

The model allows us to relate these changes to the subsurface variations of which
they formed a part and to the surface variations forcing them. Because of the need
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for data reconstruction, limited reliance can be placed on year-to-year variations
in SST datasets in the South Indian Ocean; however, we can have more faith in
the longer-period variations. During the period 1948–2003, observed and modeled
SSTs included a multidecadal oscillation with a period of 50–60 yr and interannual
variations with periods of less than 10 yr.

Fig. 5.39 Mean currents for (top) January and (bottom) July in the surface 10 m layer of the Indian
Ocean. The streamlines of the currents are shown. The velocities (cm/s) are shown with gradations
of gray color. The color scale is shown on the right (Diansky et al., 2006) (See also Plate 20 in the
Color Plate Section on page 358)
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One more interesting paper was published recently on the monsoon circulation
in the Indian Ocean simulated with a �-coordinate ocean model developed at the
Institute of Numerical Mathematics of the Russian Academy of sciences (Diansky
et al., 2006). The model has a horizontal resolution of (1/8)◦ × (1/12)◦ and contains
21� – layers of uneven thickness. Realistic bottom topography and land geometry
are used. The numerical experiments were carried out for 15 years starting from the
Levitus climatology for January and monthly mean climatic atmospheric forcing
from the NCEP reanalysis data. The annual cycle of the surface and subsurface
currents and temperature and salinity fields were analyzed. The model reproduces
well the Summer Monsoon and the Winter Monsoon currents and their time evo-
lution and spatial structures. The Somali Current is adequately modeled. During
the Summer Monsoon, the velocities of the current exceed 2 m/s, while the total
mass transport is approximately 70 Sv. The model results show that a reversal of the
Somali Current from the northern direction in the summer to the southern direction
in the winter is accompanied by the generation of anticyclonic eddies, which drift
westward owing to the �-effect and dissipate either near the Somali shore or in
the Gulf of Aden. The monsoon variability of the equatorial surface current and
equatorial subsurface countercurrent system are analyzed. It is shown that these
currents are generated predominantly by the zonal component of wind stress, in
which the half-year harmonic dominates. This leads to the fact that the equatorial
surface current also changes its direction with a half-year periodicity almost in phase
with the wind. The oppositely directed subsurface compensational countercurrent of
Bengal due to the riverine runoff, make an important contribution to the circulation.
This effect manifests itself especially strongly in the summer during the peak of the
Ganges River runoff, which transports fresh turbid waters. The principal features of
the large-scale quasi-stationary gyre structure of the Indian Ocean such as the Great
Whirl, Socotra high, and Laccadive high and low are simulated. One of the results
is presented on the Fig. 5.39.
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Marchuk G. I., J. Schröter and V. B. Zalesny, 2003. Numerical study of the global ocean equilib-
rium circulation. Russ. J. Numer. Anal. Math. Modelling., V 18, N 4, 307–335.

Marchuk G. I., J. Sündermann, and V. B. Zalesny, 2001. Mathematical modelling of marine and
ocean currents. Russ. J. Numer. Anal. Math. Modell. 16(4): 279–362.

Marchuk G. I. V. B. and Zalesny, 1993. A numerical technique for geophysical data assimilation
problems using Pontryagin’s principle and splitting-up method. Russ. J. Numer. Anal. Math.
Modell. 8(4): 311–326.

Martin, T., amd R. Gerdes, 2007. Sea ice drift variability in Arctic ocean model intercomparison
project models and observations. J. Geophys. Res. 112: C04S10, doi: 10.1029/2006JC003617.

Maslowski W., D. Marble, W. Walczowski, U. Schauer, J. L. Clement, and A. J. Semtner, 2004.
On the climatological mass, heat, and salt transports through the Barents Sea and Fram Strait
from a pan-Arctic coupled ice-ocean model simulation. J. Geophys. Res. 109: C03032, doi:
10.1029/2001JC001039.

Meyers, G., P. McIntosh, L. Pigot, and M. Pook, 2007. The years of El Niño, la Niña and interac-
tions with the tropical Indian Ocean. J. Climate 20: 2872–2880.

Mesinger F. and A. Arakawa, 1976. Numerical Methods Used in Atmospheric Models. Vol. I JOC,
GARP Publication Series, 17. Geneva, World Meteorological Organization, C. P., 5, CH-1211,
Geneva, 64pp.

Mitsudera H., B. Taguchi, Y. Yoshikawa, H. Nakamura, T. Waseda, and T. Qu, 2004. Numerical
study on the Oyashio water pathways in the Kuroshio-Oyashio confluence. J. Phys. Oceanogr.
34: 1174–1195.

Miyazawa, Y., S. Yamane, X. Guo, and T. Yamagata, 2005. Ensemble forecast of the Kuroshio
meandering. J. Geophys. Res. 110: C10026.

Murray R. J., 1996. Explicit generation of orthgonal grids for ocean models. J. Comp. Phys. 126:
251–273.

Murray, R. J., and C. J. C. Reason, 2001a. A curvilinear version of the Bryan-Cox-Semtner Ocean
Model and its representation of the Arctic circulation. J. Comput. Phys. 171: 1–46.

Murray, R. J., and C. J. C. Reason, 2001b. A curvilinear ocean model using a grid regionally
compressed in the South Indian Ocean. J. Phys.Oceanogr. 31: 2809–2823.

Niiler, P. P., N. A. Maximenko, G. G. Panteleev, T. Yamagata, and D. B. Olson, 2003.
Near-surface dynamical structure of the Kuroshio Extension. J. Geophys. Res. 108(C6):
24-1-24-19.

Oshima, K. L., et al., 2004. Sverdrup balance and the cyclonic gyre in the sea of Okhotsk. J. Phys.
Oceanogr. 24: 513–525.

Pacanowski, R., 1996. MOM2 Documentation, User’s Guide and Reference Manual. GFDL Ocean
Tech. Rep. 3.1, NOAA/Geophysical Fluid Dynamics Laboratory, 260pp.

Pacanowski, R. C., and S. G. H. Philander, 1981. Parameterization of vertical mixing in numerical
models of tropical oceans. J. Phys. Oceanogr. 11: 1443–1451.

Paiva A. M., J. T. Hargrove, E. P. Chassignet, and R. Bleck, 1999. Turbulent behavior of a
fine mesh (1/12 degree) numerical simulation of the North Atlantic. J. Marine. Sys. 21:
307–320.

Panteleev G., A. Proshutinsky, M. Kulakov, D. A. Nechaev, and W. Maslowski, 2007. Investigation
of the summer Kara Sea circulation employing a variational data assimilation technigue. J.
Geophys. Res. 112: C04S15, doi: 10.1029/2006JC003728.

Polyakov I., 2001. An eddy parameterization based on maximum entropy production with appli-
cation to modelling of the Arctic Ocean circulation. J. Phys. Oceanogr. 31: 2255–2270.

Polyakov I. V. and L. A. Timokhov, 1995. Thermohaline circulation of the Arctic Ocean. Dokl.
Akad. Nauk, Oceanol. 342(2): 254–258.

Proshutinsky A. Y. and M. A. Johnson, 1997. Two circulation regimes of the wind-driven Arctic
Ocean. J. Geophys. Res. 102(C6): 12493–12514.



References 223

Price, J. F., R. A. Weller, and R. Y. Thompson, 1986. Diurnal cycling: Observation and models of
the upper ocean response to diurnal heating, cooling and wind mixing. J. Geophys. Res. 91:
8411–8427.

Qiu B. and S. Chen, 2005. Variability of the Kuroshio Extension Jet, recirculation gyre, and
mesoscale eddies on decadal time scales. J. Phys. Oceanogr. 35: 2090–2103.

Rayner, N. A., D. E. Parker, E. B. Horton, C. K. Folland, L. V. Alexander, D. P. Rowell, E. C.
Kent, and A. Kaplan, 2003. Global analyses of sea surface temperature, sea, ice, and night
marine air temperature since the late nineteenth centure. J. Geophys. Res. 108: 4407, doi:
10.1029/2002JD002670.

Riedling S. H. and R. H. Preller, 1991. The development of a coupled ice-ocean model for fore-
casting ice conditions in the Arctic. J. Geophys. Res. 96: 16955–16977.

Ryabchenko V. A., G. V. Alexeev, I. A. Neelov, and A. Yu. Dvornikov, 2003. Reproduction of
climatic changes in the Arctic basin by the ocean and ice circulation model without climatic
salinity on the oceanic surface. Proc. AARI. 446, Investigation of the Climate Changes and the
Ocean-Atmosphere Interaction Processes in Polar Regions, 60–82 (in Russian).

Saji, N. H., B. N. Goswami, P. N. Vinayachandran, and T. Yamagata, 1999. A Dipole mode in the
tropical Indian Ocean. Nature 401: 360–363.

Saji, N., H. and T. Yamagata, 2003a. Possible impacts of Indian Ocean Dipole mode events on
global climate. Climate Res. 25: 151–169.

Saji, N., H. and T. Yamagata, 2003b. Structure of SST and surface wind variability during Indian
Ocean dipole mode years: COADS observations. J. Climate 16: 2735–2751.

Saji N., H., S.-P. Xie, and T. Yamagata, 2006. Tropical Indian Ocean Variability in the IPCC
twentieth-century climate simulations. J. Climate 19: 4397–4417.

Sakamoto T. and I. Umetsu, 2006. Seasonal energy cycle of wind-driven ocean circulation with
particular emphasis on the role of botom topography, Deep-Sea Research 53: 154–168.

Sarkisyan A. S., 1974. Mechanism of the general oceanic circulation. Izv. Aca. Nauk SSSR, Ser.
Fiz. Atmos. Okeana 10(12): 1293–1308.

Sarkisyan A. S., 1995. Analysis of model calibration results: Atlantic Ocean Climatic Circulation.
J. Marine Sys. 6: 47–66.

Sarkisyan, A. S., 2006. Forty years of JEBAR—the finding of the joint effect of baroclinicity
and bottom relief for the modeling of ocean climatic characteristics. Izvestiya, Atmos. Oceanic
Phys. 42(5): 534–554.

Sarkisyan, A. S. and V. B. Zalesny, 2000. Splitting up method and adjoined equation method in the
ocean dynamics problem. Russ. J. Numer. Anal. Math. Modell. 15(3–4): 333–348.

Schott, G., 1943. Weltkarte zur Übersicht der Meeresströmungen. Ann. Hydrogr. und Marit. Mete-
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Völösmarty C. J., B. Fekete, and B. A. Tucker, 1998. River Discharge Database. Version 1.1
(RivDIS v1.0 supplement), University of New Hampshire, Durham NH, USA.

Wajsowicz, R., C., 2002. Air-sea interaction over the Indian Ocean due to variations in the Indone-
sian throughflow. Climate Dyn. 18: 437–453.

Woodgate R. A., K. Aagaard, R. D. Muench, J. Gunn, G. Björk, B. Rudels, A. T. Roach, and U.
Schauer, 2001. The Arctic Ocean boundary current along the Eurasian slope and the adjacent
Lomonosov Ridge: Water mass properties, transports and transformations from the moored
instruments. Deep Sea Res. 48: 1757–1792.

Wunsch C., 1996. The Ocean Circulation Inverse Problem. Cambridge University Press, 442pp.
Wyrtki, K., 1973. An equatorial jet in the Indian Ocean, Science 181: 262–264.
Yamagata, T., Y. Masumoto, J.-J. Luo, S. Masson, M. Jury, and S. A. Rao, 2004a. Coupled ocean-

atmosphere variability in the tropical Indian Ocean. Earth Climate: The Ocean-Atmosphere
Interaction. Amer. Geophys. Union 147: 189–212.

Yamagata, T., S. K. Behera, J.-J. Luo, S. Masson, M. Jury, and S. A. Rao, 2004b. Coupled ocean-
atmosphere variability in the tropical Indian Ocean. Earth Climate: The Ocean-Atmosphere
Interaction. Amer. Geophys. Union 147: 189–212.

Yamagata, T., S. K. Behera, S. A. Rao, Z. Guan, K. Ashok, and H. N. Saji, 2003. Comments on
‘Dipoles, temperature gradient, and tropical climate anomalies’. Bull. Amer. Meteorol. Soc. 84:
1418–1422.

Zalesny V. B. and V. I. Kuzin, 1995. Numerical aspects of modeling the general oceanic circulation.
Proc. RAS. Atmosp. Ocean Phys. 31(3): 404–418 (in Russian).



Chapter 6
Modelling Climate Variability of Selected
Shelf Seas

Abstract In this chapter we shall focus our attention to several shelf seas, the char-
acteristics and variability of each of them are very different from others: the North
Sea and the White Sea, the Caspian Sea and the Black Sea. Each of these four seas
has its own peculiarities.

For the North Sea the validity of simple oceanic balances are tested against high
resolving numerical modelling. The decisive factors of the White Sea dynamics are
strong tidal processes. A large section of this chapter is devoted to modelling sea-
sonal variability of the Caspian Sea, the largest enclosed water body on the Earth.
The sea surface heat flux components undergo very strong seasonal variations fol-
lowing the surrounding continental climate. Seasonal variations of the Black Sea
thermo-hydrodynamical characteristics are described in the last and the largest sec-
tion. Models and numerical methods describe the seasonal variability of the Black
Sea internal physical characteristics as Cold Intermediate Layer, transformation of
the effect of river fresh water discharge, as well as water exchange with the Mediter-
ranean Sea. A new four-dimensional analysis-double-correction method of data as-
similation is presented. We consider this type of model-data synthesis to be one of
the most perspective ways for understanding the ocean/sea long-term variability.

Keywords North Sea · White Sea · Caspian Sea · Black Sea · Tidal currents · Cold
intermediate layer · Seasonal variability

6.1 The North Sea

6.1.1 Introduction

The North Sea is a shallow shelf sea adjacent to the Northern Atlantic with a mean
depth of 80 m (maximum water depths in the Norwegian Trench about 800 m), see
Fig. 6.1.

It is characterized by a broad connection to the ocean and by strong conti-
nental impacts from North-Western Europe. This results in a substantial interplay
of oceanic influences (tides, North Atlantic Oscillation NAO, North Atlantic low
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Fig. 6.1 Topography of the North Sea (m) (See also Plate 21 in the Color Plate Section on page
359)

pressure systems) and continental ones (fresh water discharge, heat flow, input
of pollutants). This interaction generates a specific physical and biogeochemical
regime which requires an adequate modelling concept. Oceanic circulation models
cannot directly be applied to the North Sea.

The North Sea coast is a settling and economic area for about 50 Million people
from nine highly developed countries. It is one of the best investigated sea regions
in the world. For the present state of knowledge reference is made to Sündermann
and Lenz (1983), Sündermann (1994), Charnock et al. (1994), Laane et al. (1996),
Ruddick (1997), Proctor (1997), Sündermann et al. (2001), and Prandle (2000). In
the following the characteristics of the North Sea and its consequences for model
conception will be discussed. We are basing on the summarizing description of
Pohlmann (2003).

Systematic intercomparisons of North Sea models (EU programmes NOMADS =
North Sea Model Advection – Dispersion Study, NOMADS II; Proctor, 1997) did
show that among modern high-resolving, nonlinear, baroclinic circulation models
are only gradual differences. But, after a comprehensive validation series it had
to be stated, in spite of a satisfactory general reproduction of the natural system,
that for certain processes and locations still significant differences appear against
field data. The main model deficits are seen presently in the parameterization of
subscale processes (like turbulence, internal waves etc.) and the formulation of ex-
ternal forcing (like fluxes between atmosphere and ocean, lateral boundary condi-
tions etc.). Further model improvement will be achieved less by model standardis-
ation (“community models”) than by common definition of test scenarios including
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quality criteria which should be passed by any existing model. Due to the societal
relevance these test cases should comprise shelf sea processes such as coastal Kelvin
waves, wind driven up- and downwelling, formation of fronts, density driven coastal
plumes (Haidvogel and Beckmann, 1998). Regarding the complexity of the govern-
ing physics, of the initial and boundary conditions, of the natural topography, of the
numerical schemes it seems not fruitful to aim at a “uniform” standard model for
shelf sea dynamics (although there are “schools” worldwide existing), but to give
space for the creativity of different working groups and to test the model quality by
standardized criteria.

6.1.2 Special Features of North Sea Modelling

In due time there will be no universal circulation model of the world seas represent-
ing with sufficient accuracy all relevant space and time scales. Among other reasons,
already the required computer capacity is beyond present possibilities. Therefore the
appropriate model has to be chosen to represent and resolve the dominant processes
in the region under investigation. Historically, there have been two parallel devel-
opments in circulation modelling, each mostly independent of the other. On the one
hand, the simulation of the global oceanic current systems with their elementary
planetary equilibriums; on the other, the mesoscalic shelf sea modelling as a su-
perposition of many equally important processes. The North Sea forms a transition
zone comprising geostrophic and Ekman regimes as well as significant deviations
there from. Tides are almost strong signals which cannot be neglected.

In the following, the relevance of the fundamental oceanic forcing mechanisms
(geostrophy, Ekman flow, Joint Effect of Baroclinicity and Relief JEBAR) for the
North Sea will be studied. The numerical simulations base on the Hamburg Shelf-
Ocean Model HAMSOM, a three-dimensional, baroclinic circulation model with
free surface which operates with an implicit finite difference scheme (Backhaus,
1985).

6.1.2.1 Relevance of Geostrophy in the North Sea

Pohlmann (2003) has extracted the baroclinic part νg = (ug, νg) of the geostrophic
flow from the results of the complete circulation model HAMSOM. First the temper-
ature and salinity fields T, S (x,y,z,t) have been computed on the three-dimensional
model grid, next the density ρ (x,y,z,t) has been determined by the equation of state
(Fofonoff and Millard, 1983) and then νg has been calculated:

νg(x, y, z, t) = g

ρ0 · f
· �

�x

⎛
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g is the Earth’s acceleration, f the Coriolis parameter and ρ0 a reference density.
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Fig. 6.2 Monthly mean of the baroclinic-geostrophic part of the flow (cm/s) in the surface layer
for February and August 1991 (See also Plate 22 in the Color Plate Section on page 360)

For comparison with the total mean current field the temporally (over one
month T) and vertically (over the water depth H) averaged horizontal currents have
been chosen:

ν̂g(x, y) = 1

T

T
∫

0

0
∫

H

νg(x, y, z′, t ′)dz′dt ′

Fig. 6.3 Difference between the monthly mean of the total flow and the baroclinic-geostrophic
part (cm/s) in the surface layer for February and August 1991 (See also Plate 23 in the Color Plate
Section on page 361)
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As examples, the Figs. 6.2 and 6.3 show the baroclinic current ν̂g and the differ-
ence ν̂ − ν̂g of the total flow and the baroclinic flow part (both monthly means)for
months February and August 1991.

It is seen that the baroclinic part generally forms a basin-wide anti-cyclonic cir-
culation which is opposite to the known cyclonic gyre. The speed is increasing
towards the continental coast (Fig. 6.2). The difference plot (Fig. 6.3) shows that
the baroclinic component amounts to 10% of the total flow weakening the cyclonic
circulation. Computations for other years exhibit strong inter-annual fluctuations.

6.1.2.2 Relevance of the Ekman Equilibrium

The Ekman regime is characterized by the balance of the Coriolis force and the
vertical exchange of momentum:

− f · νe(x, y, z, t) = �

�z

(

Aν(z) · �ue(x, y, z, t)

�z

)

f · ue(x, y, z, t) = �

�z

(

Aν(z) · �νe(x, y, z, t

�z

)

In the work of Pohlmann (2003) the terms on the right-hand side are again calcu-
lated by means of the complete circulation model HAMSOM. From this forcing the
Ekman flow (ue, νe) is deduced. Aν(z) is the vertical eddy coefficient and depends
on depth.

Figure 6.4 shows as an example for February and August 1991 the monthly mean
of the Ekman currents in 5 m depth. It has maximum values along the English
coast with an onshore direction. Due to stronger winds it is higher in winter. The

Fig. 6.4 Monthly mean of the Ekman flow in 5 m depth (m/s) for February and August 1991 (See
also Plate 24 in the Color Plate Section on page 362)
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Fig. 6.5 Difference of the monthly mean of the total flow and the Ekman part (m/s) in 5 m depth
for February and August 1991 (See also Plate 25 in the Color Plate Section on page 363)

difference plot (total current minus Ekman current) in Fig. 6.5 exhibits a residual
flow of equal magnitude, but directed offshore (which means a compensation of the
Ekman current).

Stronger currents (not Ekman balanced) are now appearing at the Norwegian
coast.

6.1.2.3 Relevance of JEBAR

The JEBAR term is a component of the oceanic vorticity balance; it describes how
baroclinic pressure gradients force the flow in the case of non-uniform bottom
topography, see Section 2.2.3. As discussed previously, there have been different
interpretations of JEBAR basing on the formal separation of the barotropic and the
baroclinic motion part in the vorticity balance (Sarkisyan, 1977; Huthnance, 1984;
Cane et al., 1998); they will not be discussed here. Pohlmann (2003) has analysed
the vorticity balance of the North Sea for a certain time period calculating separately
the β-term, the vortex stretching and the JEBAR term. From this study, Figs. 6.6
and 6.7 show the spatial structure of JEBAR for February 1991

J

(

χ,
1

H

)

= − f

H
·
(

vg · ∇ H
)

, with χ ≡ g

ρ0

∫ 0

−H
z · ρ dz

Maximum values are seen in the regions where density and topography gradients
intersect. Examples are the outer estuaries of the rivers Rhine and Elbe, the Norwe-
gian Trench and the Fair Isle Passage. During summer the JEBAR gradients, which
are directed towards the centre of the North Sea, are enlarged due to the joint action
of temperature and salinity gradients. Out of the remaining terms of the vorticity
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Fig. 6.6 Monthly mean of the JEBAR term (10−12s−1) for February 1991 (See also Plate 26 in the
Color Plate Section on page 364)

Fig. 6.7 Monthly mean of the JEBAR term (10−12s−1) for August 1991 (See also Plate 27 in the
Color Plate Section on page 365)
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balance, the temporal derivative and the β-term are smaller than JEBAR by one to
two orders of magnitude whereas the vortex stretching is equally important.

6.1.3 Example of a Realistic Simulation: The Variable Heat Budget
of the North Sea

As an example, in the following the long-term heat budget of the North Sea will
be analysed using decadal simulations of HAMSOM (Pohlmann, 2003). First, the
influence of wind and atmospheric heat fluxes will be studied. Surprisingly, it turns
out that the correlation of maximum wind stress and maximum monthly total heat
content is nearly zero. The logical expectation would be that a stronger wind deep-
ens the upper thermal layer and enlarges therefore the heat content of the water

Fig. 6.8 Correlation of the minimum monthly mean surface temperature in winter (◦C) and the
maximum monthly mean total heat content (10−19 J ) of the North Sea
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body. The explanation is given by the negative correlation of the wind stress and
the maximum sea surface temperature SST. As a fact, in the North Atlantic system
a warm summer is connected with weak winds (and vice versa) which means a
damping of inter-annual fluctuations in the heat content.

A clear correlation (0.75) however exists between the maximum heat content in
summer and the minimum SST of the preceding winter, see Fig. 6.8.

This can be explained as follows. In winter the water column is vertically mixed
resulting in an almost homogeneous temperature distribution (equal to SST). Dur-
ing the formation of a thermal upper layer in spring/summer the bottom water is
decoupled from the actual surface processes in broad regions of the North Sea. A
real interaction happens again only in the following winter. In this way the winter
SST can influence the heat content in the next summer. The conservation of the
winter bottom water temperature in the central and the Northern North Sea is one of
the rare hydrographical phenomena with a “memory” scale of one year. Normally,
typical spin-up periods (within those the preceding dynamical state is lost) amount
only up to a few days in the shallow North Sea.

In the cited paper (Pohlmann, 2003) also the inter-annual variability of the North
Sea’s heat content has been simulated for the years 1982–1998, see Fig. 6.9.

The most striking signal is a system shift between years 1987 and 1988. Up till
this event the minimum heat content in winter was rather constant at 12 × 1020 J,
after that (with higher inter-annual variability) at 14 × 1020 J. There are clear indi-
cations that this shift has initiated a large-scale change within the biological species
spectrum of the North Sea (Edwards and Reid, 2001). A Fourier analysis of the
time series in Fig. 6.9 exhibits periods of 7–9 years correlating with modes of

Fig. 6.9 Time series of the total heat content (10−19 J ) of the North Sea for the period 1 May
1982–31 December 1998



234 6 Modelling Climate Variability of Selected Shelf Seas

the North Atlantic Oscillation NAO (Sündermann et al., 1996). Searching for the
coupling mechanism it should be noticed that Becker and Pauly (1996) found high
correlations (0.75) between SST and NAO in the central North Sea. This suggests a
dominating role of the atmospheric heat fluxes for the heat budget in the North Sea.

6.2 The White Sea

6.2.1 Introduction

The White Sea belongs to the Arctic Ocean adjacent seas, it is connected with the
World Ocean via the Barents Sea and is characterized as shelf tidal sea. The area
of the White Sea equals approximately to 90, 000 km2, and its water volume to
6, 000 km3. The average depth of it is less then 70 m and the maximal one is 350 m.
Its shallowest parts are the Onega Bay with an average depth of about 15 m and
Dvin Bay of about 25 m. The bottom topography of the White Sea is presented on
the Figs. 6.10 and 6.11.

Fig. 6.10 Bottom topography of the White Sea (depth in meters)

The hydrology of the White Sea is under the strong influence of two factors acting
at different parts of its side boundary layers: one originating in the Barents Sea
supplies warm and saline waters and another originating in the Dvin River supplies
fresh water. This second source is very essential because its discharge amounts to
4% of the White Sea water volume.

The White Sea dynamics is very nonstationary, characterizised by strong tidal
processes. The White Sea own tide is negligibly small – just a few centimeters. The
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Fig. 6.11 The White Sea bottom topography and its dynamical processes schematics: Rd – tidal
wave external deformation radius in the White Sea Throat; SHW – shelf waves; KW – Kelvin
waves; PW – Poincare waves; C – group velocity
——————- hydrological fronts at the exit of the throat;
>>>>>>>>>>>> Poincare waves radiation;
→→→→→→ Supposed alongshore cyclonic transport connected with the baroclinic effect of
Poincare waves and shelf waves;
—-→—-→—-→ Large-scale quasigeostrophic flow (Semenov, 2004) (See also Plate 28 in the
Color Plate Section on page 366)

main tide comes from the Barents Sea via the narrow bay Throat. The amplitude of
the incoming wave is almost 6 m; its flow velocity is up to 3 m/s. Due to the strong
tides the density of relative available potential energy of the White Sea is two orders
of magnitude higher than normally in the ocean. The tides main component is the
lunar semi-diurnal wave M2 while the solar tide K1 amplitude is only some 8–10 cm.
Due to nonlinear wave superposition a quarter-diurnal harmonics M4 and MS4 with
amplitudes about 10 cm generate.

With the Throat maximal depth of 40 m the tide wave phase velocity is c1 ≈√
gH ≈ 20 m/s; the external deformation radius a1 = c1

f is about 200 km compared
with the cross section length of only 50 km. It means that the Earth rotation effect is
filtered out when the tide wave passes via Throat to the White Sea Basin. Because
the sea is shallow and located in the northern windy latitudes, the wind stress effect
is very essential.

6.2.2 Y. Semenov’s Model

Semenov’s model is the first 3DPEM of the White Sea. Due to the abovementioned
complexities the model concerns the summer season only, i.e. it does not include
the ice formation, melting sublimation etc.
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The equations of motion, continuity, state and statics are like the ones presented
above in Chapter 1, namely the equations (1.1.1)–(1.1.4) and some modified version
of the equation of state (1.1.7).

The main differences are in the equations for temperature and salinity, specifi-
cally in the formation of vertical turbulent diffusivity.

For comparison we refer to equation (1.1.5) (Chapter 1). Semenov’s model equa-
tion for temperature is

dT

dt
= �

�z
K H

�T

�z
+ AH �T = 1

Pr

�

�z
KM

�T

�z
+ AH �T (6.2.1)

Pr = KM

K H
(6.2.2)

where KM is the coefficient of vertical viscosity, K H – coefficient of vertical diffu-
sion of heat, Pr is the Prandtl number. The visible difference is that in (6.2.1) δ is
absent and the Prandtl number is introduced to show the interconnection between
viscosity and diffusivity.

The equation for salinity looks like (6.2.1).
In Semenov’s model the coefficients KM and K H , as will be shown below, are

not chosen empirically, but analytically determined. Another advantage concerns
the boundary condition for w at the sea surface. The “rigid lid” condition is quite
satisfactory for many problems of large scale ocean circulation. For some other
problems the linear boundary condition w = �ζ

�t is satisfactory. In the present case
the nonlinear boundary condition of type

w|z=ζ = �ζ

�t
+ mu

�ζ

�λ
+ nν

�ζ

�θ
(6.2.3)

was accepted to be adequate (m = 1
R∗

sin θ, n = 1
R∗

, R∗ is Earth radius).

Concerning the boundary conditions at solid parts of side boundaries non-slip
conditions for flow velocity and thermo-salinity isolation conditions are applied; at
points of river discharges the flow velocity, T and S are specified; at the surface the
wind stress, heat and salt fluxes are specified; at the bottom the flow velocity normal
component equals zero, the bottom stress formally is specified but actually is being
determined by the method which will be shown below.

At the White Sea entrance the boundary conditions are

ζ = ζS (λ, θ, t) , T = TS (z, t) , S = SS (z, t) (6.2.4)

Due to the essential role of the tidal currents a special formation of (6.2.4) was
applied.

In the case of water inflow the conditions (6.2.4) are used. In the case of out-
flow the radiational method is used together with the Orlanski scheme (1976). If
(

C f · n
)

> 0, i.e. outflow (n being external normal), then the function f is deter-
mined from equation
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� f

�l
+ C f

� f

�n
= 0 (6.2.5)

where C f = −
(

� f̃
�t

)/(

� f̃
�n

)

– is the phase velocity of pulsation’s spreading along

the internal normal to the boundary.

If
(

C f · n
)

< 0, i.e. inflow then all the three quantities (denoted by one scalar f )
are defined from formulae (6.2.4).

Next, the procedure of determining the turbulence coefficients

KM = −ui
′w′
/(

�ui

�z

)

, i = 1, 2 (6.2.6)

K H = − f ′w′
/(

� f

�z

)

(6.2.7)

is described.

May w′, ui
′, f ′ denote turbulent functions of velocity and a scalar quantity

(temperature, density, salinity), the lower hyphen an assembly averaging. Accord-
ing to the semiempirical turbulence model of Launder and Spalding (1972) will be
formulated in terms of the intensity of turbulent energy k and of the velocity of
viscous dissipation of turbulent energy ε:

k = 1

2

(

u′2 + v′2 + w′2) (6.2.8)

ε = v

(

�u′
i

�x j
+ �u′

j

�xi

)2

, i, j = 1, 2 i �= j (6.2.9)

where ν is the coefficient of kinematic viscosity.
These quantities will be calculated by simplified evolution equations. The hori-

zontal variations were neglected compared to the vertical one. The advective trans-
port of both the Reynolds fluxes and the stresses were neglected against dissipation
and generation by work of shear and buoyancy force. With some accuracy these
simplifications are applicable to the White Sea dynamics. As a result for big values
of the Reynolds number the equations for k and ε evolutions may be described as:
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dt
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+ P + G − ε (6.2.10)
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+ C1ε P
ε

k
+ C1ε (1 − C3ε) G

ε

k
− C2ε

ε2

k
(6.2.11)

where
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P = −u′w′ �u

�z
− ν ′w′ �v

�z
(6.2.12)

G = 1

ρ0
gρ ′w′ (6.2.13)

Here P is the turbulence generation due to flow velocity shear, G – the turbu-
lence generation due to work of buoyancy forces (or the dumping of turbulence by
buoyancy forces when stratification is stable).

To define KM a number of algebraic relations was written, which was received
after some transformation and simplification of equations (6.2.8)–(6.2.11):
evolution of vertical velocity fluctuation w′ 2

w′2 = 2

3
k

(

1 − 1 − γ

C1

)

+ kG

εC1

{

2 (1 − C3) + 2 (C3 − γ )

3

}

(6.2.14)

evolution of vertical density fluctuation ρ ′ 2

ρ ′ 2 = −2Rk

ε
w′ρ ′ �ρ

�z
(6.2.15)

vertical turbulent density flux w′ρ ′

w′ρ ′ C1ϕε

k
= w′ 2 �ρ

�z
+
(

1 − C1ϕ

)

g

ρ0
ρ ′ 2 (6.2.16)

horizontal turbulent mass flux u′ρ ′

u′ρ ′ C1ϕε

k
= −u′w′ �ρ

�z
− (1 − C2ϕ

)

w′ρ ′ �u

�z
(6.2.17)

and Reynolds stress component u′w′

u′w′ C1ε

k
= − (1 − γ ) w′2 �u

�z
+ (1 − C3) g

ρ0
u′ρ ′ (6.2.18)

where R, C1, C1ϕ, C2ϕ, γ, C3 assumed to be universal constants.
The system of equations (6.2.14)–(6.2.18) after inclusion of quantities KM , Pr

and the dynamic Richardson number

R f = −G

P
(6.2.19)

is transformed to following relations:
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KM = F(R f )k2

ε
(6.2.20)

F(R f ) = Cμ

1 − R f
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(6.2.21)
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The obtained relations are valid both for the case of stable and unstable strat-
ifications and may be also used for describing the turbulence processes of winter
convection.

The coefficients of turbulent exchange are becoming zero and the equations de-
generate when the value of R f tends to R fcr . To avoid this, the lower limits of values
KM , k, ε, Pr were specified:

k = k0, ε = ε0, KM = KM0 , Pr = Pr0 (6.2.25)

The following boundary conditions asymptotically were formulated. The loga-
rithmic friction layer is fulfilled, if z1 = [H (λ, θ ) − z] → 0:

�
→u

�z
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→u
∗

κ1z1
; →u =

→u
∗

κ1
ln

(

z1

z0

)

(6.2.26)

and the friction stress obtained from the solution of equation (6.2.26) for the loga-
rithmic layer, at the bottom layer (z1 = 0) is

→u
∗ ∣
∣

∣

→u
∗∣
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∣ = −
→
τ h

ρ
= KM

�
→u

�z
(6.2.27)

Following the paper of Launder and Spalding (1972) the turbulent energy and the
viscous dissipation velocity are presented in the form
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In (6.2.26)–(6.2.28) →
τ h is the shear stress at the bottom, →u – the horizontal flow

velocity vector at the upper boundary of the logarithmic layer, →u
∗

– the dynamical
velocity, z0 – the bottom’s roughness and κ1 = 0.435 is the Karman constant.

Finally, by expressing →u
∗

by the near-bottom flow velocity one has
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The boundary conditions (6.2.29), (6.2.30) should be put at some distance h from
the bottom, h >> hν , where hν ≈ v

/→u
∗

is the thickness of the layer where the
molecular viscosity is essential (therefore the correlations (6.2.29), (6.2.30) become
invalid). On the other hand h should be smaller than the thickness of the Ekman
layer and the Monin-Obukhov scale L∗.

h << he ∼
(
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2 f

)1/2
, h << L∗ ≈

(
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N 2

)1/2

(6.2.31)

where q is the viscosity coefficient, f is the Coriolis parameter and N – the
Brunt-Väisälä frequency.

The wind-stress →
τ is specified at the sea surface:
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besides in some distance h from the free surface the relations (6.2.28) are valid.
In case of the surface waves intensive collapse, the flux of turbulent energy is

specified as a boundary condition

KM
�k

�z
= −M (6.2.33)

The quantity of turbulent energy flux is expressed via wind wave characteristics
and ultimately via the wind dynamical velocity

→
uα

∗
(or via the wind velocity at 10 m

height – u10) (Phillips, 1985):
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where Cd is the sea surface resistance coefficient.
The turbulent energy dissipation velocity near the sea surface (in some dis-

tance h) is expressed in this case via the turbulence average scale lh and the turbulent
velocity of dissipation (the Kolmogorov correlation, 1942):

ε = Cμk3/2

lh
(6.2.35)

where the quantity of lh is calculated by formula

lh = κ1Cμ
1/4h (6.2.36)

Some concluding remarks to the model. As it appeared the method of calculation
coefficients of viscosity and the Prandtl number (instead of empirically specify-
ing) is connected with many simplifications which in their turn are not strongly
grounded. Besides the dozen of parameters hardly may be approved as universal
constants. Still the general direction of moving from the “δ-method” of instan-
taneous mixing to more accurate solving the vertical instability problem is pros-
pective.

The author notes that the model was tested repeatedly and has mutually adjusted
composition of parameters which took into account the so called “near-wall” effects.
It is very essential that the model parametrizes the process of hydrostatical instabil-
ity: buoyancy forces generate turbulent energy, enhance the coefficients of turbulent
viscosity and diffusivity and diminish the hydrostatic instability.

The solution for asymptotic logarithmic layer yields transformation of energy
in the whole spectral scale up to the viscous molecular sublayer. These processes
appeared to be quite essential although usually they cannot be resolved explicitly in
numerical models. Because of the complexity of the problems considered and the
small size of the White Sea, a high space-time resolution was chosen (Semenov,
1989, 2004). In these numerical calculations the time-step was 3 min and the grid
mesh 4 km.

6.2.3 The Results of Calculations

In case of the White Sea there is a big amount of data which seemingly may serve
as quite satisfactory base for verification. Indeed there are tens of century-long
standard hydrological sections as well as coastal hydrometeorological stations and
hydrometposts.

But there exists a bias problem due to the strong tides (M2, K1, M4, MS4). The
averaging of observed data for a time longer than a day would filter out these oscil-
lating processes. It concerns not only to the flow velocities but to other characteris-
tics as well. For example, in a paper of Semenov and Luneva (1999) was shown that
the isotherms vertical displacement, excited by the internal waves of tidal period,
reaches up to 20 m. So, one should be careful in interpreting the measurements
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made in different places and in different phases of tidal processes keeping in mind
the strong vertical stratification of the White Sea.

Furthermore, the strong influence of irregular atmospheric processes complicates
the averaging of observed data.

In future it may be possible to perform process-oriented measurements, the plan-
ning of which is based on results of modelling. For the time being some selected
cases of measurements and/or qualitative results of data is possible to compare with
the calculations.

Namely, hydrological frontal zones, the areas with vertically quasihomogeneous
waters or vice-versa-the strongly stratified ones and the stable cold- and stable
warm-water “pooles”. To detect the frontal zones, Kravets (1987) uses the Simpson-

Hunter parameter R = lg
(

H
CD|u3|

)

, where H is the basin’s depth, CD – the bottom

stress coefficient, u – the scale of tidal velocity. The respective stability criterium
limits are 1 ≤ R ≤ 2. The value R ≈ 2 characterises the vertically stratified waters
while in mixed ones R ≈ 1.

The Semenov’s calculations showed this formal mathematical criterium to be
more or less indicative though the physical cause of these two kinds of water for-
mation is more complicate: it is connected with transformation of tidal wave when
it leaves the Throat and enters the Basin. The wavy character of the temperature
stratification is shown along the section O-TH (Fig. 6.12) and the very location of
this section is presented on Fig. 6.13.

The water temperature is mixed vertically in the Throat and strongly stratified
in the Basin. As the Fig. 6.14 shows, frontal zones and eddies exist in Solovetskiy
islands area their generation has advective character.
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Fig. 6.12 Vertical distribution of summer temperature (◦C) across the section O-TH (Onega bay
to the Throat) (Semenov, 2004) (See also Plate 29 in the Color Plate Section on page 367)
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Fig. 6.13 The location of vertical section across the White Sea: O-TH-Onega bay to the Throat
(Semenov, 2004)
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Fig. 6.14 The White Sea surface temperature (◦C) in August. Both eddies and frontal zones are
depicted (Semenov, 2004) (See also Plate 30 in the Color Plate Section on page 368)
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Fig. 6.15 The White Sea surface salinity (psu) in mid-June. The frontal zones in areas of discharge
of rivers Dvina and Onega are seen (Semenov, 2004) (See also Plate 31 in the Color Plate Section
on page 369)
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Fig. 6.16 White Sea surface topography (cm), obtained for the August in a moment of rising tide
by using the nonlinear boundary condition (6.2.3) (Semenov, 2004) (See also Plate 32 in the Color
Plate Section on page 370)
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Another kind of frontal zones is formed due to river discharge. Such a front
visible by salinity isolines, exists especially in the spring time (see Fig. 6.15).

Realistic frontal zones, strong vertical stratifications, cold and warm pooles and
other stability characteristics well corresponding to observed data have been ob-
tained in Semenov’s calculations and are shown in these figures.

Figure 6.16 shows the White Sea surface topography in the moment of rising tide.
This quite realistic picture is obtained due to the nonlinear kinematic free surface
boundary condition.

In general, Semyonov’s paper (2004) is the first serious step in modelling compli-
cated nonlinear nonstationary physical processes of the White Sea. The numerical
modelling of the White Sea has included many of the processes which regularly
regenerate the geostrophic balance being distorted by tidal waves. These processes
are the Kelvin waves, the internal waves of tidal period, etc. The totality of tidal
movements generates the main stable hydrological structures of the sea: hydrologi-
cal fronts, cold and warm pooles, a complicated type of stratification and the main
peculiarities of the coastal water dynamics.

6.3 The Caspian Sea

6.3.1 Introduction

The Caspian Sea is the largest totally enclosed water body on Earth, constituting
44% of the global volume of lacustrine waters. Compared to other semi-enclosed
and enclosed seas of the world, little is known of the Caspian Sea variability. The
most urgent, yet unresolved questions relating to the Caspian Sea are: What is the
three-dimensional general circulation of the sea and how does it affect transport of
pollutants? How is this circulation generated? Through which climatic and dynamic
mechanisms is the sea level variability controlled? The phenomenological evidence
is too ambiguous or insufficient to give satisfactory answers to these questions.

The Caspian Sea has an elongated geometry (1,000 km in length and 200–300 km
in width), where the Northern, Middle and Southern Caspian Basins (respectively
the NCB, MCB and SCB) constitute the main geographic divisions, as illustrated
by the model bottom topography in Fig. 6.17. The shallow NCB has a maximum
depth of about 20 m, while the MCB and SCB have deep troughs with maximum
depths of 788 m and 1,025 m respectively. Shelf areas with depths less than 100 m,
mainly along the northern and eastern coasts, account for 62% of the total area. The
underwater extension of the Apsheron peninsula forms a sill separating the MCB
and the SCB, with a maximum depth of about 180 m. The SCB contains two thirds
and the NCB makes up 1% of the total volume of water (Kosarev and Yablonskaya,
1994).

The sea surface temperature (SST) in the NCB ranges from below zero under
frozen ice in winter to 25–26 ◦C in summer, while more moderate variability occurs
in the SCB, changing from 7–10 ◦C in winter to 25–29 ◦C in summer. The seasonal
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Fig. 6.17 Bottom topography of the Caspian Sea (depths in meters). Arrows indicate locations
of open lateral boundaries, which include branches of the Volga river: 1 – Bakhtemir (Volga);
2 – Kamyzjak (Volga); 3 – Buzan (Volga), and 4 – Ural; 5 – Terek; 6 – Kura; 7 – outflow to
Kara-Bogaz-Gol (Ibrayev et al., 1998)

thermocline occurs at a depth of 20–30 m during the warm season. Seasonal changes
in thermal stratification typically reach a depth of 100 m in the SCB and to 200 m
in the MCB, while convection is known to reach the bottom in parts of the MCB
during severe winters.
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The Caspian Sea has low salinity. In deep water areas, salinity varies little with
depth (12.80–13.08 psu), and the density stratification largely depends on tempera-
ture changes (Terziev et al., 1992). Sharp gradients of salinity occur near the mouths
of rivers such as the Volga, where it changes from 2 to 10 psu, typically at a distance
of about 20–100 km from the coast.

The elongated geometry and specific topography of the basin, acted upon by
variable wind forcing and baroclinic effects result in spatially and temporally vari-
able currents in the Caspian Sea. The general circulation has been described to be
cyclonic, based on the investigations carried out from the end of the 19th century
till the 1950’s, using indirect methods of current measurement (floats, bottles or
the dynamic method), and mostly relying on hydrodynamical arguments. Espe-
cially standing out among these were the six instrumental surveys along the western
coast of the Middle Caspian, carried out in 1935–1937 (Shtockman, 1938), showing
predominantly southward currents along the western coast of the Middle Caspian,
modified by wind-driven drift currents. A synthesis of these results led to the current
scheme of Lednev (1943), which is presented in Fig. 6.18.

Since the 1950’s, regular oceanographic observations and current measurements
in coastal areas shallower than 100 m have confirmed some circulation features illus-
trated in Fig. 6.18. Accordingly, the southward currents have been well established
along the western coast of MCB; while the northward currents indicated along the
eastern coast contradict with summertime observations of surface southward cur-
rents in the same region. The cyclonic general circulation of Fig. 6.18 is partially
supported by observed northward currents below a surface layer (7–8 m depth) of
southward drift currents along the eastern coast. It appears that the southward sur-
face currents along the eastern coast are driven by winds with a prevailing southward
component in the eastern halves of the MCB and SCB from spring till autumn. The
circulation indicated in the shallow NCB appears to be almost totally controlled by
local winds (Terziev et al., 1992; Kosarev and Yablonskaya, 1994).

The Caspian Sea differs from other inland seas, e.g. the Mediterranean and the
Black Seas, with respect to an extensive region of upwelling along the eastern coast
of the MCB in summer, expressed by a well-defined pattern of cold water detected
in satellite images (Sur et al., 1998) and also revealed by climatological tempera-
ture fields in the warm season. Although winter upwelling is also possible under
favourable winds, detection by satellite remote sensing becomes more difficult in
the cold season, as a result of smaller temperature contrasts with the surrounding
waters.

The water budget of the landlocked Caspian Sea is extremely sensitive to climatic
variability in the surrounding areas. With a large catchment area extending towards
the Urals and Caucasia, river runoff dominates the water budget (with an annual
average of ∼3 × 1011 m3 yr

−1
and a range of 2.0–4.5 × 1011 m3 yr

−1
during the

recorded period, (Terziev et al., 1992). Annual precipitation is about one third of
runoff, while evaporation is of the same order as runoff. Runoff and evaporation
each correspond to about 1 m/yr of sea level change. The water budget depends on
climate, but anthropogenic effects such as water regulation schemes also had signif-
icant effects, leading to inter-annual, inter-decadal and longer term variations in sea
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Fig. 6.18 Scheme of the Caspian Sea surface currents (Lednev, 1943)

level throughout the history of the Caspian Sea (Kosarev and Yablonskaya, 1994;
Rodionov, 1994). During 1930–1977, the sea level decreased to −29 m relative to
the mean sea level of the global ocean, from the earlier value of about −26 m lasting
from the beginning of the century till the 1930’s. From 1977 onwards, it increased
once again to reach the pre-1930’s levels. Rapid sea level change occurred in both
of these periods, as indicated in Fig. 6.19 for 1977–1995. Superimposed on these
inter-decadal changes, the sea level displays a clear seasonal cycle in Fig. 6.19,
as a function of the net water budget (rainfall + river inflow – evaporation). The
sea level reaches its lowest seasonal value in winter and increases in the May–July
period, following the spring floods. The climatological mean seasonal range of sea
level is about 30 cm.
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Fig. 6.19 Caspian mean sea level during 1961–1996 (Ibrayev, 2008)

Earlier models of sea level variability (e.g. Rodionov, 1994) generally consid-
ered the problem from a stochastic point of view. While stochastic models had a
certain level of success, a more fundamental understanding can only be based on
controls by hydrological as well as oceanic processes. The total water fluxes across
the ocean surface and river mouths determine the mean sea level in an enclosed
water body such as the Caspian Sea. Surface fluxes of momentum, water and heat
are coupled together, and can strongly be modified by the surface temperature and
circulation of the sea. On the other hand, these fluxes are the basic elements of
the regional hydrological cycle coupled to the global climate. New findings suggest
linkages of the Caspian Sea level to ENSO (El Niño – Southern Oscillation) via
the Indian Monsoon, further supported by predictions of multi-decadal fluctuations
and increased river discharges associated with global warming scenarios (Arpe and
Roeckner, 1999).

In the past, modelling of the Caspian Sea circulation has been rather limited
in scope, relying mostly on diagnostic models. A baroclinic diagnostic model
(Sarkisyan et al., 1976) has shown the importance of wind stress and summer-time
thermal stratification in establishing the circulation. The space-time variability of
the summer circulation in response to prevailing north-west and south-east winds
was studied by Badalov and Rzheplinski (1989), who combined results from non-
stationary models of the NCB and of the upper ocean with a diagnostic model of the
deep waters. Akhverdiev and Demin (1989), Kosarev and Yablonskaya (1994), and
Terziev et al. (1992) presented a number of diagnostic studies of climatic and syn-
optic situations. The dynamically adjusted climatic seasonal circulation investigated
by Trukhchev et al. (1995) and Tuzhilkin et al. (1997) showed persistent cyclonic
and anticyclonic vortices respectively in the north-west and the south-east sectors of
the MCB, and anticyclonic vortices in the north-west and the south-east of the SCB,
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to be the main elements of the circulation. The success of these diagnostic studies
was limited by the spatial resolution and quality of the available hydrological data.

Considering the general lack of understanding of the Caspian Sea circulation and
sea level variability, Ibrayev (2001) and Ibrayev et al. (2001) aimed (i) to develop
a 3-D circulation model with variable water mass in the basin, including air-sea
interaction and sea ice thermodynamics sub-models; (ii) to study the seasonal vari-
ability of the circulation and sea level, and in particular elaborate on the climatic,
dynamical mechanisms controlling sea level.

A description of the model and its forcing is given in Sections 6.3.2 and 6.3.3. In
Section 6.3.4 presents the analysis of the seasonal circulation, water budget and the
resulting sea level variability in correspondence with heat and evaporation fluxes at
the air-sea interface. In Section 6.3.5 the sensitivity of the model results to external
forcing and model parameters are considered.

6.3.2 Model Description

6.3.2.1 General Remarks

The closed geometry and size of the Caspian Sea are convenient for numerical
modelling. On the other hand, greater constraints are imposed in the formulation of
boundary fluxes as compared to semi-enclosed or open seas, as improper accounting
of mass or buoyancy fluxes could lead to unrealistic trends of total stored mass, heat
and salt in the model.

Sea level change is a direct result of water balance, which depends on the quality
of estimation of the river inflows and air-sea water fluxes. River inflows and precipi-
tation, as remotely defined functions, are prescribed in the model, while evaporation
depends on local air-sea interaction, i.e. atmospheric parameters (air temperature,
humidity, wind speed) near the sea surface and SST. The air-sea interaction module
used for computing fluxes is therefore an essential part of the model. Systematic
errors in mass fluxes specified otherwise could rapidly contaminate the SST and
lead to greatly differing estimates of sea level.

An essential for the model formulation is its capability to simulate the variability
of total water mass in the basin. The authors used the kinematic equation at the sea
surface allowing a time-varying thickness of the upper layer in correspondence with
the continuity equation.

Estimates of the freshwater flow show that the hydrological turnover time for
the Caspian Sea is of the order of 200 years and for the shallow NCB of the order
of 1 year. As was discussed by Beron-Vera et al. (1999), use of ad hoc surface
boundary conditions for salt balance, such as salt relaxation or “virtual” salt flux
conditions are unphysical in nature because they create or destroy salt mass. The
correct boundary conditions should include the fact that the vast majority of the
salt particles remain in the sea during evaporation, and that the precipitated water
is essentially pure freshwater. In formulation of boundary conditions for salt, heat
and momentum fluxes we follow the approach of Beron-Vera et al. (1999), and of
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Roulett and Madec (2000) and add to the usual formulation of air-sea fluxes the
terms responsible for freshwater influence.

In the present study the free-surface, primitive equation, z-level numerical Model
for Enclosed Sea Hydrodynamics (MESH) is used, described by Ibrayev (2001,
2008), Ibrayev et al. (2001) employing Boussinesq and hydrostatic approximations.
The formulation of the free-surface condition in the model allows the propagation
of surface gravity waves and mean sea surface elevation changes in response to a
non-zero water balance.

6.3.2.2 Governing Equations

The basic equations of the model in spherical coordinates (λ – longitude, ϕ – lati-
tude, z – depth) are the following:
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ρ = ρ(T, S) (6.3.7)

where v = (u, ν) is the horizontal velocity vector; w the vertical velocity; T, S, ρ

the temperature, salinity and density of sea water; ρo – mean density; f = 2� sin ϕ

the Coriolis parameter, � representing the angular velocity of Earth’s rotation;
∇η = (a cos ϕ)−1[ �

�λ
(uη) + �

�ϕ
(νη cos ϕ)] the two dimensional gradient operator;

Km, Kh the vertical turbulent viscosity and diffusion coefficients for momentum
and scalars; Du, Dν, DT , DS the horizontal turbulent viscosity and diffusion terms
for momentum, heat and salinity; a the Earth’s radius; cp the specific heat of sea
water; I the incoming solar irradiance; A – sea ice compactness. The UNESCO
Tech. Pap. In Mar. Sci. was used for equation of state of sea water (see Fofonoff and
Millard, 1983).

For stable stratification, we use the Richardson number dependent parameteriza-
tion of the vertical mixing coefficients proposed by Munk and Anderson (1948):
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Km = am0(1 + αRi)−n + amb

Kh = ah0(1 + αRi)−n + ahb

where am0, amb, ah0, ahb, α, n are empirical constants, and Ri is the Richardson
number defined as Ri = g �ρ

�z ρ−1
0 [( �u

�z )2 + ( �v
�z )2]−1. In the case of unstable strati-

fication, water is mixed instantaneously with conservation of total heat and salt in
mixed volumes of water.

Horizontal mixing terms (Du, Dν, DT , DS) expressed in the form
Dη = (a cos ϕ)−1[ �

�λ
(Aηηλa−1 cos−1 ϕ) + �

�ϕ
(Aηηϕa−1 cos ϕ)], where η stands for

either one of the velocity components u, ν, temperature or salinity T, S, and Aη

stands for the horizontal viscosity (Am) or diffusion (Ah) coefficients.

6.3.2.3 Boundary Conditions

The sea surface evolution equation taking into account water fluxes is (Kamenkovich,
1973; Ibrayev, 2001):

w + �ζ

�t
= ρ−1

f W (6.3.8)

with W = P + M − E , where ζ (λ, ϕ, t) is the sea surface elevation; ρ f – den-
sity of fresh water; W – water flux; P – precipitation; M – water flux due to ice
melting / freezing; E – rate of evaporation.

Upper boundary conditions are specified at the sea surface z = −ς (λ, ϕ, t):
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where (τλ, τ ϕ) are the wind stress components; pa – atmospheric pressure;
Qaw

h , Qiw
h – air-water and ice-water heat fluxes; SiwM the rate of salt flux in the sea

due to ice melting/freezing. The second terms of the left side of (6.3.9), (6.3.11)–
(6.3.12) describe change of salt, heat and momentum content of the surface waters
due to fresh water fluxes.

At the sea bottom, z = H (λ, ϕ), the corresponding boundary conditions are:

w = u(a cos ϕ)−1 �H

�λ
+ νa−1 �H

�ϕ
(6.3.13)
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B ) are the bottom stress components.
At lateral walls, the free slip boundary condition and zero heat and salt fluxes are

imposed:
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where n and � represent respectively in the normal and tangential directions to
the surface. The model has also inflow and outflow open boundaries. At inflow
boundaries horizontal velocity components as well as temperature and salinity are
prescribed:

(u, ν, T, S) = (uin, νin, T in, Sin) (6.3.18)

while at outflow boundaries only the horizontal velocity components are prescribed

(u, ν) = (uout , νout ) (6.3.19)

and the scalars are allowed to advect out of the region with this velocity.

6.3.2.4 Air-Sea Interaction and Sea Ice Models

The heat fluxes at the sea and ice upper boundaries are the sum of long-wave back-
ward radiation, sensible and latent heat fluxes at the sea surface. The momentum,
sensible heat and evaporation fluxes are calculated through the air-sea interaction
sub-model based on the Monin-Obukhov similarity theory. The bulk transfer coeffi-
cients depend on universal functions relevant to the given stability conditions of the
atmospheric boundary layer. Inputs for the air-sea interaction sub-model are the air
and dew point temperature at 2 m above the sea surface, wind speed at 10 m and the
sea surface temperature. The method of iterative flux calculations is based on the
approach of Launiainen and Vihma (1990).

Whenever thermal conditions are favourable to form ice, air-sea fluxes are mod-
ified to account for the effects of sea-ice, based on the thermodynamic sea-ice sub-
model of Schrum and Backhaus (1999).
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6.3.2.5 Penetration of Solar Radiation

Although more than half of the incoming solar radiation that enters the ocean in
the long wave spectral band is absorbed within the top half meter, the remaining
short wave fraction, as it penetrates through the surface waters, modifies SST by
absorption, which in turn affects the rate of evaporation, leading to an impact on
the water balance of the sea. The subsurface profile for solar radiation is computed
using the two-band approximation of Paulson and Simpson (1977):

I (z) = Qs[R · exp(−z/ζ1) + (1 − R) · exp(−z/ζ2)] (6.3.20)

where Qs is the downward flux of incoming solar radiation; R is an empirical con-
stant; ζ1, ζ2 are respectively the attenuation lengths for long wave and short wave
spectral bands of solar radiation. For a one-dimensional model, Martin (1985) has
found the simulations sensitive to the optical properties of the given type of seawater.
For enclosed and semi-enclosed seas, Timofeev (1983) adopts a value of R = 0.53
for the empirical constant. Attenuation lengths for long wave radiation are typically
small (ζ1 = 0.033 m is used, as proposed by Timofeev (1983)), so that total ab-
sorption occurs in the first model layer. The attenuation length for short wave band
of solar radiation strongly depends on turbidity and differs between coastal and
offshore regions. For the Caspian Sea its value is estimated to be about 10–15 m in
the central parts of the MCB and SCB, and about 1–5 m in the NCB (Terziev et al.,
1992). The short wave attenuation length is parameterized depending on local depth,

ζ2 = 15 m, for H > 100 m and ζ2 = (15 m/100 m)H, for H < 100 m,

where H is the depth.

6.3.2.6 The Model Resolution

The grid resolution of the model is (1/12)◦ in latitude and (1/9)◦ in longitude, which
gives a grid size of about 9.3 km. There are 22 vertical model levels defined at depths
of 1, 3, 7, 11, 15, 19, 25, 35, 50, 75, 100, 125, 150, 200, 250, 300, 400, 500, 600,
700, 800, 900 m.

The maximum depth in the model is 950 m, and a minimum depth of 5 m occurs
in the shelf region of the NCB. The bottom topography and coastline correspond
to the conditions during 1940–1955, when the mean sea level was 28 m below the
global ocean level. The model bottom topography in Fig. 6.17 realistically repre-
sents the flat NCB shelf, the steep topographic slopes of the SCB and of the western
part of the MCB, as well as a number of islands.

6.3.2.7 Initial Conditions

The model is initialized from a state of rest corresponding to the climatologic state
of the sea in November (Fig. 6.20) in order to overcome the lack of temperature and
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Fig. 6.20 Monthly mean sea surface (a) temperature (◦C) and (b) salinity (psu) based on climatol-
ogy for November (Ibrayev et al., 2001)

salinity data in winter in regions under ice cover. The data of sea surface temperature
and salinity for January is shown in Fig. 6.20.

The values of vertical and lateral mixing coefficients were selected to have the
following values: (am0, amb, ah0, ahb) = (50., 1., 10., 0.02) · 10−4 m2s−1, α = 1,

n = 1, Am = 150 m2s−1, Ah = 0.1 m2s−1. The time step of integration was 30 min.
The model was run for four years with perpetual seasonal forcing, to ensure

that the basin averaged kinetic energy, temperature and general circulation reach
quasi-stationary periodical states.

6.3.3 External Forcing

The model forcing is computed from monthly mean atmospheric surface variables
based on the ECMWF ERA15 reanalysis data (wind velocity at 10 m height, air and
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dew point temperatures at 2 m height, incoming solar radiation and thermal back
radiation).

The seasonal dynamics was simulated by applying perpetual yearly forcing cor-
responding to a selected year. Since drastic sea level changes in the last two decades
have resulted from imbalances in the external forcing, we select a year with the
lowest net sea level change in the period of interest covered by the ECMWF data.
Analyses of hydro-meteorological data from Makhachkala, Fort-Shevchenko, Kras-
novodsk and Baku indicate 1982 to be a year with small change in mean sea level,
the temperature difference between January and December is +6.75 ◦C. For testing
the validity of ECMWF ERA15 data we compare them with climatologic data and
statistics from hydrometeorological atlases of Samoilenko and Sachkova (1963) and
the books of Kosarev and Yablonskaya (1994) and Terziev et al. (1992) (hereinafter
briefly referred to as SS, KY and TKK).

Monthly mean river runoff data were obtained from routine hydrometeorological
observations.

6.3.3.1 Air Temperature and Humidity

The characteristic air temperature patterns in winter and summer are shown in
Fig. 6.21. In winter, the temperature has a meridional gradient, decreasing from
about +8 ◦C in the SCB to −1 ◦C in the NCB, with a local minimum near the
mountainous west. Air temperature in July has a zonal gradient resulting from con-
trasts between the desert and mountain regions, increasing from about 22 ◦C in the
northwest to 27 ◦C in the east.

Throughout the year, vapour pressure is higher in the SCB compared to the other
sub-basins and also in the interior of the sea compared to the coastal regions. Maxi-
mum vapour pressure occurs in July, reaching values of 27 and 23 mb respectively at
the centers of the SCB and the NCB, and decreasing to 11–15 mb along the eastern
coast. In February, the vapour pressure decreases from 8 mb at the center of SCB to
1–2 mb in the NCB and in the coastal regions.

Monthly mean air temperature and vapour pressure distributions for 1982 are
close to the climatology provided by TKK, except for winter in the NCB, where
air temperature from ECMWF is 3–5 ◦C higher than the values given by the
climatology.

6.3.3.2 Wind

The wind speed is typically about 4 m/s during the summer and increases up to
5–6 m/s in winter. Wind speed in winter increases from south to north, exceeding
6.5 m/s in the north (Fig. 6.22a). In summer the maximum wind speed occurs to the
east of the Apsheron peninsula. The annual cycle of the monthly mean wind can
be divided into three periods: (a) December–January with convergence of winds in
the MCB and SCB resulting from the high land-sea temperature contrast in winter,
producing local cells of atmospheric circulation with upward motion of the rela-
tively warmer air in the middle of the basin (Fig. 6.22a). (b) February–July when
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Fig. 6.21 Air temperature (◦C) at 2 m height in (a) February and (b) July of 1982, based on the
ECMWF ERA15 data set

large-scale anti-cyclonic winds prevail over the Caspian Sea (Fig. 6.22b), with south
south-southwest-ward winds and divergence in the SCB. The local atmospheric cir-
culation in summer in the SCB appears to be the opposite of the winter situation, as
a result of the reversed land-sea temperature differences, when the land temperature
in the surrounding deserts and steppes exceed 30–40 ◦C, while the sea is relatively
cool. (c) August–November, when average wind direction gradually changes from
south-, southwest-ward to westward (not shown here).

Substantial agreement is observed between monthly mean winds computed from
the ECMWF reanalysis data for 1982 and the climatologic winds provided by SS
on the basis of measurements made at ships and 72 coastal meteorological stations.
The consistency between the climatologic means of SS from the 1950’s and those
derived from ECMWF ERA15 data for the 1980’s suggest relatively small climatic
change in the character of winds during the 30 years.
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Fig. 6.22 Monthly mean wind velocity vectors and wind speed isolines in (a) December and (b)
July 1982, based on the ECMWF ERA15 data set. The units are m/s

6.3.3.3 Precipitation

Precipitation over the sea is extremely non-uniform. The southwest receives up to
10 times more rainfall compared to the rest of the basin. The data for January is
shown in Fig. 6.23a. A maximum value of 238 mm/month in November 1982 oc-
curs in the ECMWF data, while the climatologic data of SS and TKK respectively
indicate 300 mm/month and 255 mm/month, both being in October. Summer time
rainfall in the western part of SCB is normally about 30–40 mm/month (Fig. 6.23b),
but almost completely vanishes in some years. The annual mean precipitation of
340 mm/month in 1982 is close to the maximum value of 366 mm/month in 1993,
and much greater than the minimum of 247 mm/month in 1986. Large-scale precipi-
tation based on ECMWF reanalysis data shows good correlation with the 1900–1960
rainfall data of SS and with the climatologic data of TKK.
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Fig. 6.23 Precipitation (mm/month) in (a) January and (b) August of 1982, based on the ECMWF
ERA15 data set

6.3.3.4 Radiation Fluxes

Radiation flux for the Caspian Sea has a minimum in December and a maximum
that typically occurs in June (Fig. 6.24). The most distinguishing feature of the
net radiation flux pattern is the decrease from west to east in summer. The annual
mean net radiation flux (defined by the sum of solar and thermal radiation fluxes) is
73 Wm−2 for the ECMWF data set, which is lower than the climatologic estimates
of SS (79.7 Wm−2) and of TKK, the latter one having 101–136 Wm−2 for different
parts of the sea. Annual radiation flux in 1982 is the lowest in the analysed period,
which has a maximum of 76.8 Wm−2 in 1985.

The radiative heat flux plays an important role in the heat and water budgets of
the Caspian Sea. Because the net radiation flux of ECMWF reanalysis is lower than
the climatological estimates, we have increased the solar radiation by 5% to yield a
corrected annual mean net radiation flux of 80.6 Wm−2, a value close to estimate of
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Fig. 6.24 Surface net radiation flux (Wm−2) in (a) December and (b) June of 1982, based on the
ECMWF ERA15 data set

SS. The sensitivity of the model to radiation flux is further discussed in the following
sections.

The largest inflow of fresh water comes from the Volga River, accounting for
about 80% of the climatological mean river discharge of 250 km3 yr−1 (Kosarev
and Yablonskaya, 1994). The mass, momentum and buoyancy inputs from the Volga
river all play important roles in the dynamics of the sea. The three main branches
of the Volga river delta are idealized in the model as shown in Fig. 6.17. All other
sources of freshwater with net annual water flux greater than 10 km3 yr

−1
, namely

the Ural, Terek and Kura rivers are represented by their corresponding discharges of
fresh water. The Kara-Bogaz-Gol on the arid eastern coast acts as an important sink
in the water balance, largely as a shallow evaporation basin connected to the sea.
Altogether, lateral fluxes are specified at 7 input/output ports in the model. Monthly
mean runoff for 1982 are specified for the Volga, Ural, Terek and Kura rivers. There
was no outflow to Kara-Bogaz-Gol Bay in 1982. Water temperature at all rivers was
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taken to be the same as the Volga River, using averages for the 1960–1990 period at
the Verkhnee Lebjazhie station, reported in the Water Cadastral Reference book of
the USSR Rivers. Seasonal variability in Volga river runoff is extremely high. From
July till April, the Volga River discharge is about 5,000–6,000 m3 s−1. A sharp in-
crease in run-off of up to 15,500 m3 s

−1
occurs in May–June during the spring flood.

Different estimates show that up to 3–5% of Volga runoff measured at the Verkhnee
Lebjazhie station, located upstream of the delta, is lost due to evaporation in the
vast delta of the river (Terziev et al., 1992). To account for this loss, we corrected
the Volga river runoff, assuming that the river discharge at the coast amounted to
96% of the inland measurements.

6.3.4 Seasonal Variability of the Caspian Sea Dynamics

6.3.4.1 Three Dimensional Currents

Monthly mean currents at 1 m depth in December, May and August in Fig. 6.25a–c
exhibit the dominant seasonal patterns of surface circulation. In December and
January, sub-basin-scale cyclonic gyres entirely cover the MCB and SCB, while
a number of anti-cyclonic and cyclonic eddies are found in the NCB. This pattern of
surface currents is expected, in view of the strong westward wind along the eastern
coast and the convergence areas in Fig. 6.22a. The subsurface (25–100 m depth)

Fig. 6.25 Monthly mean sea surface currents (cm/s) for the months of (a) December, (b) May and
(c) August (Ibrayev, 2008)
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Fig. 6.26 Monthly mean currents (cm/s) at 50 m depth for (a) December, (b) May (Ibrayev, 2008)

circulation (Fig. 6.26a and b) in December and January correlates well with the
surface circulation patterns of Fig. 6.25. Both the MCB and the SCB are occupied
by cyclonic gyres connected across the Apsheron sill. Deeper circulation plots reveal
that the currents become weaker with depth but preserve their structure all the way
to the bottom.

In comparison to the earlier month of December displayed in Fig. 6.25, the
surface circulation first becomes significantly different in February (not shown),
when the wind direction changes to become southward in the MCB and SCB. As
shown by the May circulation in Fig. 6.25b, the cyclonic gyre in the SCB is shifted
to the south and the cyclonic gyre in the MCB disappears. South-southwestward
Ekman drift currents dominate the deep-sea regions, superimposed on southward
coastal currents along the eastern and western shelf regions. The main features of
the circulation in May are representative of the period from February till July, which
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indicates additional small changes in currents along the eastern part of the NCB and
cyclonic and anticyclonic eddies near the NCB-MCB boundary.

In February and March the subsurface circulation is gradually modified to be-
come more like Fig. 6.26b, a pattern which is characteristic of the warm period from
April till October. The main differences from the cold period are the appearance of
anticyclonic eddies west of the MCB and northwest and south of the SCB with a
corresponding decrease in the sizes of cyclonic eddies. Below the depth of Apsheron
sill (not shown), the cyclonic circulation is preserved in the SCB (∼2 cm/s at 300 m
depth), but becomes much weaker in the MCB (Ibrayev et al., 1998).

Of particular interest is the presence of southward coastal currents along either
the eastern and western coasts. Both current systems are dominant from February
till July, when the wind-induced southwestward drift currents at the surface result
in offshore transport near the east coast and onshore transport near the west coast,
resulting in upwelling and downwelling respectively on these coasts to compensate
the surface drift. Both current systems span the continental shelf/slope regions in
the form of coastal jets. The coastal current along the west coast and the upwelling
along the east are well-documented (Terziev et al., 1992; Kosarev and Yablonskaya,
1994), but often conflicting evidence is found on the eastern coastal current, as a
result of its poorly understood horizontal and vertical structure.

The eastern coastal current near the surface occupies a coastal belt shoreward of
the 50 m isobath. At a distance 50–100 km from the coast, the alongshore surface
current turns offshore to join the surface drift, which is compensated by onshore mo-
tion in the subsurface layer, as shown in Fig. 6.27a. In the subsurface layer, slightly
offshore of the core of the eastern southward coastal current, exists a northward
countercurrent, attached to the slope between 50 and 100 m isobaths, as shown in
Fig. 6.27b. A very similar, but narrower subsurface current flowing northward takes
place under the western coastal current. The core of the counter-current coincides
with the pycnocline, which is stronger and shallower in summer.

Fig. 6.27 Vertical cross section of currents along 42 ◦N in May: (a) current vectors in the plane
of the cross section, (b) isotachs of velocity component perpendicular to the section (northward is
positive, southward is negative) (Ibrayev, 2008)
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After August, the circulation pattern is gradually modified towards the December
pattern reviewed earlier. The changes in the circulation are correlated with the
changes in wind direction from southward to westward in the MCB and becoming
southwestward in the SCB. The earlier southwestward drift in the MCB becomes
more west and northwest oriented, as indicated in Fig. 6.25c. In the western part of
the MCB, a number of cyclonic eddies start to appear, gradually increase in size,
and finally merge together to form the sub-basin scale cyclonic gyre of the MCB
in December. In the same period, the eastern coastal current in the MCB becomes
weaker and finally turns northward in November. The cyclonic eddy in the SCB
once again fills the basin.

6.3.4.2 Water Mass Characteristics

In the shallow NCB, minimum SST occurs in February, when the sea is covered
with ice (Fig. 6.28a). With a time lag, the minimum temperatures in the MCB and
SCB occur in March, when the NCB starts warming. The winter time SST increases
from lower temperatures near the coast to about 12 ◦C in the interior of SCB. In
autumn and winter, the shelf areas are always 5–6 ◦C cooler than the interior regions,
because of the smaller heat capacity of shallow waters.

From December till March, SST in the MCB is characterised by a north-south
gradient, and tongues of warm water along the eastern coast and cold water along the
western coast. In December and January, these coastal SST anomalies are apparently
related to the cyclonic circulation shown in Figs. 6.25a and 6.26a.

A paradox with the tongue of warm water along the eastern coast is that it doesn’t
disappear in February and March, at a time when the surface currents (Fig. 6.25b)
are directed southward. The transport of warm water along the coast is maintained
by the northward subsurface current identified earlier (Fig. 6.26b). The warming of
surface waters is a result of two mechanisms working in parallel: the upwelling of
warm subsurface vein attached to the shelf (Fig. 6.27a) and by vertical mixing of
this warm subsurface water with colder surface water.

The west to east increase of SST in the MCB in winter is a characteristic fea-
ture of the Caspian Sea climatology (Kosarev and Yablonskaya, 1994). A tongue
of warm water extending from the SCB to the MCB along the eastern shelf has
been one of the supportive arguments for the existence of the northward current
and, hence, of the general cyclonic circulation pattern at the sea surface. While the
surface current system in MCB and SCB in December and January supports the
scheme of Fig. 6.18, then the existence of a southerly flowing coastal current along
the east coast and offshore drift currents, at first appears totally to contradict that
scheme. The above analysis shows that the warm water tongue of the eastern shelf of
the MCB is produced by a more complex mechanism, i.e. the northward transport of
warm water by the subsurface current, followed by upwelling and mixing between
surface and subsurface waters. The existence of a northward flowing subsurface
counter-current under the southward flowing surface current has been discussed by
Kosarev and Yablonskaya (1994). The simulated structure of the currents along the
east coast is also supported by observations made to the north of 43◦N (Bondarenko,
1993).
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Fig. 6.28 Monthly mean (a) sea surface temperature (◦C) and (b) salinity (psu) in February. Dotted
regions in (a) indicate presence of ice (Ibrayev, 2008)

The effects of freshwater input from the Volga River, intensive evaporation along
the eastern coast of the SCB, combined with the southward flowing coastal current
along the western coast create three major salinity fronts (Fig. 6.28b) in the Caspian
Sea. Merging of the saline waters from the MCB and the fresh waters discharged
into the NCB by the Volga as well as other rivers creates a wide front between them,
further enhanced by the depth difference between the two regions. The second, less
sharp, salinity front is created on the eastern shelf of the SCB. Here the interior
waters meet the more saline water of the shelf produced by excessive evaporation in
the region. The third, meridionally stretched front is formed in the MCB, between
low salinity waters of NCB transported south along the west coast and the higher
salinity waters of the MCB interior.

Winter mixing in the MCB and SCB is strongest in March and reaches 50–75 m
depth in the interior regions of the MCB and 100–200 m along the shelf slopes
(Fig. 6.29). Newly formed cold water with temperature of about 7–8 ◦C occupies
the upper part of the basin interior, while the temperature is close to zero along the
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Fig. 6.29 Vertical cross section of temperature (◦C) along 42 ◦N in March (Ibrayev, 2008)

west coast. Observations of dissolved oxygen indicate large variations in the depth
of convective mixing, depending on the bottom depth, location and the severity of
winter. During moderate and mild winters, convective mixing is shown to reach
depths of 150–200 m, as opposed to severe winters when it reaches all the way to
the bottom of the MCB.

Winter conditions in the NCB and the coastal regions of the MCB are favourable
for freezing of seawater. Observations indicate that ice area and thickness strongly
depend on the severity of winter. In the model, ice appears in the first half of De-
cember and reaches its maximum extent in the middle of February (Fig. 6.30), when
the NCB is totally covered by ice. Maximum ice thickness of more than 70 cm is
reached in the beginning of March. Model simulated ice growth, i.e. features such
as the start of ice formation, periods of maximum ice cover and thickness, etc. are
in agreement with the available observations. On the other hand, comparison with
climatologic data shows that the ice edge is often about 50 km more to the south
than indicated by the model, often extending south along the eastern coast of the
MCB in moderate winters such as 1982. A smaller ice covered area in the model as
compared to the observations could be a result of (i) higher air temperature in the
NCB obtained from ECMWF data compared to the climatology, (ii) modified heat
capacity of the extremely shallow areas of the NCB, artificially made deeper due to
numerical stability considerations.
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Fig. 6.30 Sea ice thickness (cm) in February (Ibrayev, 2008)

As surface waters start warming in March, the temperature difference between
the shelf and the deep-sea regions start to decrease. In the beginning of April, after
the melting of ice, the last cold water patch remains in the north-eastern part of
NCB, undisturbed by the weak circulation in the region.

The average SST values in July are around 25–26◦C, 22–23◦C and 25◦C respec-
tively in the interior regions of the NCB, MCB and SCB (Fig. 6.31). The surface
waters in the shallow coastal regions of the SCB are often much warmer, especially
along the eastern shelf, where the temperature approaches 30◦C and the salinity is
increased by high rates of evaporation near the desert. Cold water with tempera-
ture of 14–16◦C appears along the eastern shelf of the MCB, in the well-known
upwelling region of the Caspian Sea, as a result of the surface drift directed away
from the coast. Upwelling along the east coast is a quasi-permanent circulation fea-
ture of the warm season, supported by climatologic and satellite (Sur et al., 1998)
observations.
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Fig. 6.31 Sea surface
temperature (◦C) in July
(Ibrayev, 2008)

The sea surface salinity distribution in spring and summer is qualitatively similar
to the winter (Fig. 6.28b), except for the following minor differences: (i) the spring
floods cause the northern salinity front to be moved by up to 50–100 km away from
the mouth of the Volga River; (ii) the salinity front of the eastern shelf of the SCB,
locked to the slope topography in winter, becomes a much wider transition zone
between the saline coastal waters (S = 15.6 psu) and the less saline interior waters
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(S = 13.2 psu). Noticeable salinity changes occur along the western coast of MCB
in August, when the coastal current is deflected from the west coast and therefore
the southernmost penetration of low salinity waters is limited only to as far south as
42 ◦N.

The surface mixed layer thickness changes from 15 to 25 m on the western coast
of MCB and SCB to about 10 m on the eastern coast of MCB, with essentially a two-
layer density stratification developing in summer. A vertical temperature difference
of 14◦C develops across the seasonal thermocline, with the density increasing from
6.7 kg m−3 in the upper layer to 9.5 kg m−3 at the bottom (Fig. 6.32).

6.3.4.3 Air-Sea Fluxes of Heat and Mass

In this section we focus our attention on the seasonal air-sea fluxes of heat and mois-
ture at the air-sea interface. Our model development for the Caspian Sea is unique
in many respects: Flux estimates in the past often have been based on bulk formulae
using extremely non-uniform and coarse data sets. We implement a more rigorous,
interactive flux estimation scheme making use of oceanic and atmospheric surface
properties respectively obtained from the Caspian Sea model and the ECMWF re-
analysis atmospheric model relying on global data assimilation. A thermodynamic
sea ice model is further used to modify the surface fluxes when ice is formed. The

Fig. 6.32 Vertical cross section of temperature (◦C) along 42 ◦N in July (Ibrayev, 2008)



270 6 Modelling Climate Variability of Selected Shelf Seas

requirement for mass conservation is relaxed in the model to account for a non-zero
water budget of the sea with respect to the river and surface volume fluxes.

Estimation of surface heat flux from bulk formulae using monthly mean values
of surface wind speed, humidity, air and sea surface temperature, has been shown
to differ by less than 10% from computations using all samples by Esbensen and
Reynolds (1981), and has been confirmed to have a ratio of 1.02–1.09 for different
parts of the Caspian Sea by Panin (1987). We thus employ a correction factor of
1.09 for sensible and latent heat fluxes computed from monthly fields.

Evaporation

In winter, a region of high evaporation in the eastern part of MCB (Fig. 6.33a)
results from the combined effects of (i) cold and dry air intrusions from the east-
ern coast and (ii) warm water from the SCB advected along the eastern coast. The

Fig. 6.33 Evaporation (mm/month) in (a) January and (b) July (Ibrayev, 2008)
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summer evaporation pattern is the opposite (Fig. 6.33b): the cold water along the
eastern shelf of MCB produces very little evaporation. Evaporation in summer has
an increasing trend from north to south, except in the shallow NCB where evap-
oration is increased to almost twice the deep basin values. Analyses of monthly
mean evaporation in the Caspian Sea made on the basis of 150,000 observa-
tions (Panin, 1987) are in good agreement with the simulated evaporation both in
terms of distribution and magnitude. For example, for the eastern part of MCB,
Panin gives E = 100–110 mm/month in January and E < 40 mm/month in July,
which are consistent with our estimates. On the other hand, Panin’s estimate of
E >180 mm/month in June–August in the southern part of the SCB is much higher
than ours in the same region.

Sensible and Latent Heat Fluxes

Monthly and annual mean heat budget components are given Table 6.1. In the annual
mean budget, heat influx by solar radiation, amounting to 160.1 W/m2, is balanced
by the outgoing thermal radiation (−79.8 W/m2), latent heat (−69.9 W/m2) and
sensible heat (−10.4 W/m2) flux components.

The seasonal cycle of latent heat flux follows that of evaporation. In summer the
sensible heat flux almost vanishes as a result of the small difference between SST
and air temperature. SST is higher than the air temperature in the NCB and SCB
(Panin, 1987), while in the MCB, SST is usually lower than the air temperature as a
consequence of upwelling. Sensible heat flux becomes relatively more significant in
the heat budget in the autumn and winter seasons, when it is close to the net radiative
heat flux.

In winter, the turbulent heat flux (sum of sensible and latent heat fluxes) at the
sea surface (Fig. 6.34a) has a maximum along the east coast of the MCB, produced
by the interaction of the warm water tongue with overlying cold air (Figs. 6.21a

Table 6.1 Monthly mean heat flux components (W/m2) at the sea surface. Qs = incoming solar
radiation, Qb = (long wave) thermal radiation, Qs + Qb = total radiative heat flux, H = sensible
heat flux, L E = latent heat flux, Q = total heat flux

Month Qs Qb Qs + Qb H LE Q

1 65.1 −79.2 −14.0 −22.6 −59.2 −95.8
2 94.4 −76.5 17.9 −23.2 −57.3 −62.7
3 146.3 −72.9 73.5 −4.9 −38.3 30.3
4 208.3 −68.0 140.3 4.3 −25.7 118.8
5 247.9 −73.5 174.4 −2.3 −43.5 128.6
6 269.5 −84.7 184.8 −0.3 −63.1 121.4
7 257.1 −84.4 172.7 0.9 −76.0 97.5
8 228.9 −91.7 137.2 −1.8 −109.9 25.5
9 175.7 −90.5 85.2 −7.4 −109.6 −31.9
10 108.7 −79.7 29.0 −21.6 −109.9 −102.4
11 65.9 −73.4 −7.6 −27.5 −90.2 −125.2
12 57.0 −82.6 −25.6 −18.6 −56.7 −100.8
Annual mean 160.4 −79.8 80.6 −10.4 −69.9 0.3
Standard deviation 77.5 7.0 84.5 10.9 27.9 94.4
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Fig. 6.34 The sum of sensible and latent heat fluxes in (W/m2) in (a) January and (b) July (Ibrayev,
2008)

and 6.28a). In this area both terms of the turbulent heat flux are of the same order
(−250 W/m2 for latent and −150 W/m2 for sensible heat flux), whereas in other
parts of the sea, latent heat flux is often 2–5 times larger than the sensible heat
flux. In July (Fig. 6.34b), sensible heat flux in the same area decreases to about
(−10)-(+20) W/m2 and latent heat flux dominates in total flux.

6.3.4.4 Sea Level Variability and Water Budget

Mean Sea Level Variability

Time series of model simulated and observed sea level anomaly at four Caspian Sea
stations are shown in Fig. 6.35 for the year 1982. Station locations are shown in
Fig. 6.36. Common features of the sea level time series at all four stations are the
minimum in September–October, the rising trend from autumn to spring, followed



6.3 The Caspian Sea 273

Fig. 6.35 Sea level anomaly (cm) in 1982 at different locations around the Caspian Sea: (a)
Makhachkala; (b) Fort-Shevchenko; (c) Baku and (d) Krasnovodsk. Smooth curves show model
results, the broken lines observations (Ibrayev, 2008)

by the fall in summer. There is a net rise in sea level at the end of the presented one
year period because the sea level is on a rising trend in the longer term. Good corre-
lation in terms of amplitude and of phase between simulated and observed sea level
demonstrates the model capability to reproduce key hydro- and thermo-dynamical
processes of the Caspian Sea, of which the sea level is an integral measure. Root
mean square difference between the simulated and observed curves changes from
1.4 cm at Baku to 3.0 cm at Krasnovodsk stations, representing 6 and 13% of the
annual sea level amplitude at the respective sites.

Spatial Variability of the Sea Surface Topography

The leading factors creating the observed spatial structure of sea surface topography
in the model are baroclinicity and wind setup. Although the atmospheric forcing
is variable in space and time, the following features emerge from a study of the
seasonal cycle: East-west asymmetry in buoyancy resulting from the distribution
of fresh water flux components (run-off, precipitation and evaporation). All major
rivers enter the sea along the northwest coast. In the absence of other forcing, the
fresh water introduced by the Volga river tends to flow along the western coast,
as a result of deflection by the Coriolis force. Precipitation and evaporation over
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Fig. 6.36 Sea surface topography (cm) in (a) January and (b) June. The locations of hydrometeo-
rological stations Makhackala (Mak), Fort-Shevchenko (Fort), Baku and Krasnovodsk (Kras) are
also indicated (Ibrayev, 2008)

the sea are extremely non-uniform. The southwest part of the SCB receives rainfall
that is up to 10 times greater than in the other parts of the sea (Fig. 6.23), while
the evaporation has somewhat smoother variation over the basin. The predominant
southward winds in the MCB and SCB are favourable for drifting surface water
off the eastern coast, thus producing typical coastal upwelling of cold and saline
sub-surface waters along this coast. All of the above factors support asymmetrical
distribution of salinity, yielding high density waters on the eastern shelf and rela-
tively low density waters on the north and southwest parts of the sea, supporting
the model produced west-east slope of the sea surface topography in Fig. 6.36. The
spatial range of sea surface topography is minimum in July (7.5 cm) and maximum
in December (15 cm), which is 2–3 times smaller than the seasonal range of sea
level variations.
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Water Budget

Estimates of Caspian Sea water balance terms based on various sources (Table 6.2)
do not differ significantly from each other. The model simulated evaporation rate, of
86.5 cm/yr, is close to the estimate of Bortnik and Nikonova (1992) for the period
1978–1990 and to the climatologic estimate of 96.3 cm/yr of Panin (1987).

The river runoff in 1982 was significantly lower than in the other years, amount-
ing to only 73% of mean runoff value for the 1978–1990 period. It should be noted
that inter-annual variability of river runoff is extremely high. For example, the dif-
ference between maximum and minimum yearly runoff in the last century is about
260 km3/yr or more than 100cm/yr in terms of sea level rise (Bortnik and Nikonova,
1992).

Low river runoff in 1982 is compensated by high precipitation. The ECMWF
reanalysis data for 1982 gives a value 28% higher than the estimates of Bortnik
and Nikonova (1992) for the 1970–1977 and 1978–1990 periods. Precipitation in
ECMWF reanalysis actually could have been underestimated, if one takes into ac-
count similar estimates elsewhere at around the same latitude, yielding 20% less
precipitation compared to observations (Betts et al., 1999).

Underground water flux into the sea is the least known component of the water
balance, with different authors’ estimates in the range 0.3–49.3 km3/yr (Bortnik and
Nikonova, 1992). As most estimates are relatively small, on the order of 3–5 km3/yr
or about 1 cm/yr of mean sea level change, ground water inflow was not taken into
consideration in the model.

In Table 6.3.2, also given the mean sea level increment estimated from observed
river runoff data and precipitation/evaporation based on ECMWF reanalysis data.
The difference of 9.2 cm/yr between ECMWF estimated and observed sea level
change gives a measure of error of the modern estimations of the water balance.

6.3.5 Sensitivity Experiments

As already pointed out, the water budget of Caspian Sea is extremely sensitive to
climatic variability. In fact, the present sea level variations are much smaller than
the contributing terms of river runoff, precipitation and evaporation, which tend to
balance each other. Therefore, small differences in water budget components can
lead to large changes in sea level. It is a widespread opinion that inter-annual vari-
ability of sea level is controlled by river runoff while anomalies of precipitation
and evaporation have less impact on the range of sea level fluctuations (Rodionov,
1994).

A set of experiments was performed by R. Ibrayev to ascertain the sensitivity
of the circulation and sea level change to external forcing and model parameters.
We refer to the above experiment with the parameters and forcing given earlier, as
the control run (CR). In the following the experiments are presented with further
variations in model parameters and of external forcing, using the beginning of the
fourth year of the CR as initial conditions.
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Fig. 6.37 Mean sea level
seasonal cycle (cm) obtained
from sensitivity experiments
(Ibrayev, 2008)

In the first two experiments was examined the sea level change and circulation in
response to variations in prescribed water budget components, i.e. river runoff and
precipitation. Next are the experiments with variations of atmospheric parameters,
which determine the evaporative flux, i.e. the air and dew point temperature, and
wind speed. In further experiments the sensitivity of the model to solar radiation and
to parameterisation of the solar radiation penetration into the sea was examined. In
the last experiment, was analysed the sensitivity of the model to variations of vertical
mixing. In most of these sensitivity experiments was implemented external forcing,
which varied from the control run comparable with the observed inter-annual vari-
ability in them. Seasonal sea level changes derived from the sensitivity experiments
are shown in Fig. 6.37.

6.3.5.1 Experiment 1: 50% Increase in River Runoff

Runoff of all rivers was increased by 50%. The reaction of the water budget and
of sea level is quite expected and is almost linear. Mean sea level compared to the
CR is increased by 28.3 cm/yr, corresponding to a value less than the 29.8 cm/yr
that would be obtained by linear extrapolation. The small non-linear response of
the water budget is related to increased stability of the water column followed by
an increase of SST, which leads to excessive evaporation compared to the CR. The
main consequence of increased runoff on circulation is the extension of western
coastal current towards the south.
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6.3.5.2 Experiment 2: 50% Increase in Precipitation

Based on linear extrapolation one expects an increase of 17 cm/yr in sea level when
precipitation is increased by 50%, the model gave an realistic increase of 16.4 cm/yr.
As in the first experiment, there is more stable water column especially in the SCB,
due to excessive precipitation.

6.3.5.3 Experiment 3: 50% Increase in Wind Speed

Much stronger non-linear reaction occurs in the case of increased wind speed. Based
on linear extrapolation, the sea level would be expected to drop by 43.2 cm/yr,
amounting to 50% increase in annual evaporation. Because mixing is enhanced by
increased wind stress, both the sensible and latent heat fluxes are affected, thus con-
siderably modifying the expected reaction. As cooling is increased, SST decreases
by 1–2 ◦C compared to the CR, decreasing the surface humidity yielding a smaller
specific humidity difference at the sea surface and at 10 m height (qsur f ace − q10m).
The increased wind stress also changes the circulation. The overall decrease of mean
sea level produced by the model is 13.0 cm/yr, which is about 3.3 times smaller than
expected from a proportional linear calculation.

6.3.5.4 Experiment 4: 5◦C Warmer Air Temperature

When air temperature is warmer and the dew point temperature is the same as that
used in CR, the obvious reaction of the model is an increase of SST (up to 2◦C
in summer) and corresponding increase of specific humidity at the sea surface,
resulting in more unstable atmospheric boundary layer with an increased Danton
number CE by a factor of 1.2–1.3. More intensive evaporation, as a result of larger
difference CE (qsur f ace −q10m), results in a sea level drop of 13.4 cm/yr as compared
to CR.

6.3.5.5 Experiment 5: Warmer and More Humid Air

An increase of the dew point temperature by 5◦C compared to Experiment 4 affects
the water balance in the opposite direction. Higher specific humidity of air prohibits
the excessive evaporation observed in the previous experiment, leading to 6.2 cm/yr
higher rise of sea level compared to the CR and of 19.6 cm/yr as compared to Exper-
iment 4. As a result of the restricted latent heat flux, the surface waters are warmer
by 2◦C.

6.3.5.6 Experiment 6: Solar Radiation Heat Flux Without Correction

In the CR the used ECMWF solar radiation heat flux was corrected by a factor of
1.05 to ensure better correspondence to climatologic estimates. The primary influ-
ence of that correction was on the SST. This experiment was made without correc-
tion. The resulting SST was for 1◦C lower as compared to climatology, though the
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seasonal cycle of currents and of upper mixed layer depth show very little change.
In response to the lower SST there was lower evaporation, with an annual budget
giving 5.7 cm/yr higher rise of sea level as compared to CR.

6.3.5.7 Experiment 7: Absorption of Solar Radiation at the Sea Surface

In this experiment the sensitivity of the seasonal cycle of sea level to parameter-
ization of solar penetration into the sea was checked. In Fig. 6.36 the attenuation
length for the short fraction of the solar radiation was put equal to 0.033 m, such
that all the solar radiation is absorbed in the first model layer. Compared to the
CR, SST starts to increase much faster in the spring to produce a sharper ther-
mocline and a shallower upper mixed layer. As a result, higher values of SST
and of evaporation were obtained in the period from January till September. On
the other hand, the balance between sensible and latent heat release from the
sea is modified such that relatively larger part of the heat flux was accounted
by sensible heat flux. In May, the sensible and latent heat fluxes are equal to
(−10.8; −65.2) W/m2 compared to (−2.3; −43.5) W/m2 in the CR, which means
that the heat formerly released through evaporation or stored in the upper mixed
layer is now released through sensible heat. In the period from September till De-
cember, the balance between sensible and latent heat fluxes is changed. In November
there were (−19.0; −73.6) W/m2 for sensible and latent heat fluxes as compared
to (−27.5; −90.2) W/m2 in the CR. The reduced penetration of heat into the sea
results in stronger surface currents and more pronounced influence of baroclinicity
on the circulation pattern.

6.3.5.8 Experiment 8: Constant Vertical Mixing Coefficients

This experiment is designed to explore how the specification of mixing coefficients
modifies the circulation. Values of Km and Kh were constant now and equal to the
maximum values of (50., 10.) × 10−4 m2s

−1
used in the CR. The reaction of the sea

circulation was dramatic, sea currents become almost barotropic. The major effect
of increased vertical mixing is a lowering of the SST by about 11◦C in August and a
corresponding decrease of evaporation from the sea surface as compared to the CR.
Annual sea level rise increased by 34.1 cm/yr compared to the CR. The fall of sea
level in August-October typical of the seasonal cycle in the CR is now absent, due
to insufficient heat stored in the summer.

6.3.6 Summary and Conclusions

A coupled sea hydrodynamics – air/sea interaction – sea ice thermodynamics model
has been developed by Ibrayev (2001) to simulate the intra-annual variability of
the Caspian Sea circulation and sea level. Complex bottom topography including
large shallow areas, wide shelf and slope regions, interconnected sub-basins, large
freshwater inflows, sensitive response to atmospheric forcing, sea ice formation,
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and the observed level of climatic variability combined with man-made changes
in hydrology make the Caspian Sea a challenging basin for testing and improving
coupled models.

The model results and climatologic/observational data are analysed (Ibrayev
et al., 2001) together to compare and discuss basic features of the simulated cir-
culation and sea level change. The analyses reveal some fundamental features of the
Caspian Sea circulation: summer upwelling along the eastern coast, west-east asym-
metry in temperature which reverses between summer and winter in response to
changes in upwelling and mixing dynamics, and an additional asymmetry in salinity
resulting from fresh water influence. An important conclusion regarding circulation
is the existence of cyclonic currents only in a depth averaged sense, considering
the upper 50–100 m. The earlier arguments for a cyclonic circulation in the MCB
were partly based on the transport of warm water along the eastern shelf in winter.
These results show persistent northward transport by subsurface currents along the
eastern shelf slope, while the surface currents are more often directed southward.
The analysis of observation made in the 1960’s (Kosarev and Yablonskaya, 1994)
and more recent times (Bondarenko, 1993) support the simulated current structure
of the eastern shelf.

An important part of the work is the simulation of sea surface topography, yield-
ing verifiable results in terms of sea level. Analyses of heat and water budgets con-
firm climatologic estimates of heat and moisture fluxes at the sea surface. Experi-
ments performed with variations in external forcing suggest a sensitive response of
the circulation and the water budget to atmospheric and river forcing, comparable
with the inter-annual variability observed in these fields.

It is also shown that the model thermodynamics and the formulation of boundary
conditions are not close to being perfect, although it is difficult to ascertain the
sources of the discrepancies at this stage. For example, the correction of ECMWF
derived solar radiation by a factor of 1.05 is justified partly by the corresponding
climatologic estimate, and partly by closing the difference between simulated and
climatologic fields of SST and sea level. It is of course quite possible that some
drawbacks in model thermodynamics is hidden from the eye by this operative ad-
justment of solar radiation. It seems advisable for the future to further improve
model physics (better specifications of exchange coefficients, water import and
export processes, and air-sea fluxes, especially in shallow regions), as well as the
quality of external forcing (to include diurnal variation and better air-sea coupling),
with particular emphasis on the simulation of deep water ventilation processes and
upwelling dynamics, especially on the eastern coast.

6.4 The Black Sea

6.4.1 The Black Sea Descriptive Hydrophysics

We refer to the paper of Ozsoy and Unluata (1997), one of the best reviews on
descriptive thermohydrophysics of the Black Sea. The surface area of the Black Sea
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Fig. 6.38 The Black Sea bottom topography Depth contours are labeled in m (Ozsoy and
Unluata, 1997)

is about 4.2×105 km2 and the volume ∼5.3×105 km3. The continental slope of the
Black Sea is very complicated (see Fig. 6.38). Its waters have a restricted exchange
with the world ocean via the Mediterranean Sea, Bosphorus, Dardaneles and the Sea
of Marmara. As a result, the basin is almost completely anoxid, containing oxygen
only in the upper 150 m (13% of its volume) and hydrogensulphide in the deep
waters. A permanent halocline separates the oxid and anoxid waters.

In recent decades, the increasing anthropogenic inputs, and most significantly,
mineralized nutrients from continental Europe, have driven a trend for eutrophica-
tion (Bologa, 1986; Chirea and Gomoiu, 1986; Mee, 1992), leading to alterations in
the ecosystem, bottom hypoxia in the northwestern shelf region, changes in marine
populations, invasion by opportunistic species (Tolmazin, 1985; Zaitsev, 1993), and
changes in the nutrient structure (Tugrul et al., 1992; Saydam et al., 1993). It is most
likely that collapses of the basin’s fisheries (Kideys, 1994) is closely linked with the
above processes, as well as with increased fishing.

Specific mechanisms determine the health of the marine environment in the
Black Sea. The physical processes of circulation and mixing largely determine the
redistribution and biochemical cycling of elements leading to biological productiv-
ity culminating in living resources.

The basin’s oceanography is strongly influenced by freshwater inputs from rivers,
active atmospheric forcing, thermohaline driving factors, fluxes through straits and
sharp changes in topography. The investigation of the active Black Sea circulation,
with rapidly changing jets and eddies, is crucial to determine its role in the transport
of basic properties, the realization of primary production, and the growth, migration
and entrainment of pelagic marine organisms. The study of mixing processes is
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essential in determining the stability of the existing stratification, the sources and
redistribution mechanisms of nutrients, the factors contributing to new production
and eutrophication processes.

A historical data base of hydrographic measurements exists in the Black Sea from
the beginning of the 20th century till the end of it. compiled through the efforts of
the former USSR and other countries. The recent years have evidenced system-
atic surveys with much increased coverage, and improved resolution and quaIity of
data: some surveys were carried out by R/V Bilim along the Turkish coast during
1987–1989. Then, the first of the recent cooperative surveys were carried out in
1988–1989, with Turkish-USSR cooperation on board the R/V Kolesnikov and R/V
Dmitriy Mendeleev. and with USA-Turkish cooperation during the visit of the US
R/V Knorr in 1988 (Murray, 1991) with R/V Bilim guiding the R/V Knorr tracer
surveys near the Bosphorus (Ozsoy et al., 1993). After 1990 coordinated multi-
institutional surveys were carried out, first within the context of the NATO TU-
Fisheries program, continued later within the CoMSBlack international program,
and currently within the NATO TU-Black Sea program, resulting in intercalibrated
and pooled data sets (Aubrey et al., 1992; Oguz et al., 1993; Konovalov et al., 1994;
Ivanov et al., 1997). During the recent cooperative studies, oceanographic stations
were located with a nominal spacing of 20 km, and covered either the western part,
or the entire basin in most cases after 1990.

The flat abyssal plain (depth >2,000 m) of the Black Sea (Fig. 6.38) occupies
more than 60% of the total area. The maximum depth is about 2,300 m, and the
average depth of the basin was calculated to be 1,240 m. The abyssal plain is sep-
arated from the margins by steep continental slopes, excluding the gentler slopes
near the Danube and Kerch fans. Continental shelves (depth < 200 m) constitute
about 25% of the total area. The wide northwestern continental shelf (mean depth –
50 m) occupies the region between the Crimean Peninsula and the west coast, and
extends along the western and southwestern coasts of the Black Sea, with a depth
of – 100 m at the shelf break. This continuous region of flat topography decreases
in width towards the south and reaches an abrupt termination at Sakarya Canyon,
where the depth suddenly increases from 100 m to about 1,500 m. The continental
shelf in the remaining part of the Black Sea rarely exceeds a width of 20 km and
occurs as narrow stretches along the coasts of Anatolia, Caucasus and Kerch, often
separated by canyons or steep slopes adjoining the land. In addition to many canyons
along the continental slope, prominent deep features, such as near the Arhangelsky
ridge (depth > 400 m), present further complications of the peripheral topography,
especially along the Anatolian and Caucasian coasts.

Wind conditions over the Black Sea are variable in winter. The dominant wind
direction is northnortheast in the western part, whereas southerlies dominate the
eastern part of the basin. Gales from the northwest are common in winter.

The summer months are warmer, with more uniform distribution of air temper-
ature over the Black Sea. Air temperature decreases sharply in late October and
November, and reaches a minimum in January and February. In winter, the air
temperature has a strong north-south gradient. The daily average temperature can
decrease to about 8 ◦C in the southem Black Sea, while negative temperatures are
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common in the northern parts, particularly in the region between the Danube basin
and Crimea.

The Black Sea has a positive water balance, in which the inputs from freshwater
sources exceed losses by evaporation. Although there is a large variation in the es-
timates reported, current estimates, based on a review of literature can be given
as 300 km3/yr for precipitation, 350 km3/yr for runoff waters, −350 km3/yr for
evaporation from the sea surface (Unluata et al., 1989). The net flux through the
Bosphorus accounts for the remaining component of the water budget.

The two-layer flows through the Bosphorus (the exchange flows to and from the
Black Sea) have been estimated in various literature sources, based on the mass
budgets, e.g. the Knudsen relations expressing the salt budget. A critical review
and improved estimates are given by Unluata et al. (1989). Based on long-term
averages of salinity at the strait entrances and using the steady-state mass and salt
balances, the average fluxes at the Black Sea end of the Bosphorus (Fig. 6.39) have
been computed to be – 600 km3/yr (−20, 000 m3/s), outflowing from the Black
Sea and 300 km3/yr (−10, 000 m3/s), flowing into the Black Sea, respectively. The
steady-state salt budget of the Black Sea requires that the ratio Q1/Q2 = S2/S1,=
35.5/17.9 = 2, where Q1, S1 and Q2, S2, are the upper (1) and lower (2) layer
volume fluxes and salinities defined at the Black Sea entrance of the Bosphorus.

Although the average fluxes must satisfy the mass budgets, the exchange flows
at any instant of time greatly differ from these estimates, as a result of the time-
dependent meteorological and hydrological forcing originating from the adjacent
basins. The transience of the Bosphorus transports on various time scales has been
quantified by repeated measurements (Latif et al., 1991, 1992; Oguz et al., 1990;
Unluata et al., 1989).

The Bosphorus operates in the full range of weak to strong barotropic forcing
in either direction. Blocking of the flows in either layer occurs during extraordi-
nary events, lasting for a few days each time (Fig. 6.40). The lower layer blocking

Fig. 6.39 Mean annual volume fluxes in the Turkish straits system. The fluxes are given in units
of km3/yr(1 km3/yr = 31.7 m7/s). Numbers in parentheses are average salinity values used in the
computations Unluata et al. (1990), and Latif et al. (1991)
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Fig. 6.40 The salinity distribution (psu) in the Bosphorus: (a) “normal” two-layer exchange, (b)
lower layer flow blocked at the northern sill, (c) upper layer blocked, with resulting three-layers.
Hydraulic controls apply at the northern sill (st. K-2), and at the southern Bosphorus contraction
(st. B-7) (Ozsoy and Unluata, 1997)
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typically occurs during the spring and summer months, when the net freshwater
influx into the Black Sea increases. The upper layer blocking events (identified
locally as Orkoz), occur in the autumn and winter months, when the surface flow
reverses.

With two supercritical transitions at a contraction and a sill, the Bosphorus is the
foremost example of a strait with maximal exchange (Unluata et al., 1989), veri-
fied by numerical computations (Oguz et al., 1994). Two important characteristics
determine the exchange in the specific case of the Bosphorus: (1) suitable reservoir
conditions in the adjacent basins and two hydraulic control sections lead to maximal
exchange; and (2) the flow system is asymmetrical and sensitive to geometry when
the sill is located nearer to the smaller density basin.

A peculiar vertical stratification is maintained in the Black Sea, with colder,
fresher surface waters overlying warmer, more saline deep waters. The low salinity
at the surface results from freshwater influence, while the higher salinity in deep
waters is an imprint of the Mediterranean influence. The density in the subsurface
waters is largely determined by salinity in the equation of state (except within the
thin surface mixed layer of depth < 10–30 m, where temperature effects predomi-
nate in summer). As a result of the limiting effects of the salinity stratification on
convection, the halocline and the pycnocline coincide at a typical depth interval of
100–200 m, which further coincides with the lower boundary for the Cold Interme-
diate Water (CIW), characterised by the 8◦C limiting isotherm. The oxycline and the
chemocline also occur in the same depth intervals as the halocline, because similar
mechanisms determine the vertical exchange of these scalar properties.

A thin (−30 m) mixed layer of low salinity (−18 psu) responds strongly to
seasonal heating and cooling at the surface. The Cold Intermediate Layer (CIL),
characterized by the CIW, with minimum core temperatures of −6 ◦C occurs be-
tween the permanent halocline and the seasonal thermocline. Because the CIW is
capped by a warm surface layer in summer, it appears in the form of a subsurface
temperature minimum. In winter, cooling and the ensuing convection establish an
isothermal layer reaching depths of 70–80 m or deeper, with minimum temperatures
of 6–7 ◦C in most areas of the Black Sea, e.g. along the Turkish coast of the westem
Black Sea.

Because the Black Sea is an enclosed basin, it responds sensitively to interannual
and longer-term climatic variability in atmospheric fluxes, which are well recorded
in the structure of its stable pycnocline

Long-term data (more than 40 years in duration) suggest strong climatic changes
in the features of the upper ocean influenced by convection in synchronism with
the adjacent seas. For example, an extreme event of cooling evidently took place
in 1987, when similar effects were noted in the surrounding seas, e.g. dense water
intrusion into the Marmara Sea from the Aegean (Besiktepe et al., 1994), and deep
water formation in the Rhodes Gyre region.

The changes in air temperature (Ta) and sea surface temperature (SST) during the
recent years in 2-degree squares in the Black Sea, centred at 29◦E 43◦N and in the
Levantine Basin of the eastern Mediterranean Sea, centred at 29◦E 35◦N, are shown
in Fig. 6.41, based on the COADS data set. The extreme cold values of the surface
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Fig. 6.41 Time series of surface temperature (SST) and air temperature (Ta) in 2-degree squares
centred at 29 ◦E, 43 ◦N in the Black Sea (uppermost panels) and at 29 ◦E, 35 ◦N in the Levantine
basin of the eastern Mediterranean Sea (middle panels, solar transmission at Mauna Loa, and the
Southern Oscillation Index (lower panels) (Oszoy E. and U.Unluata, 1997)

air temperature, corresponding to severe winters, occurred simultaneously in both
areas in 1982, 1985, 1987, 1992 and 1993, with corresponding minimum values
reflected in the SST. As indicators of global effects, the solar transmission time
series measured at Mauna Loa, and the Southern Oscillation Index (SOI), i.e. the
mean sea-level pressure difference between Darwin and Tahiti.

In the case of winter 1991–1992, the cooling event appears to be linked with
the persistent atmospheric anomaly pattern that occurred in the eastern Mediter-
ranean/Black Sea region following the eruption of Mount Pinatubo in June 1991.
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The Pinatubo eruption was an event of global significance with effects on decreased
solar energy input, especially in the Northern Hemisphere, and anomalous atmo-
spheric conditions in the following years. The surface atmospheric and sea temper-
ature anomalies, showed similar patterns of cold anomalies in the “Middle East”
region in the winters of both 1992 and 1993. In Turkey, the winter of 1992 was the
coldest in the last 60 years (Turkes et al., 1995), and in Israel, it was the coldest in
the last 46 years (Genin et al., 1995).

It is clear that, at least during the recent observation periods, there has been
good correspondence between eastern Mediterranean and Black Sea cooling events.
Some of the cold years in Fig. 6.41 correspond well with ENS0 events signified by
the negative values of the Southern Oscillation (El Nino) Index (e.g. 1982–1983,
1986–1987, 1991–1992, and other anomalous cold years (e.g. 1992–1993) appear
connected with the Pinatubo volcanic eruption, although positive physical linkages
cannot be proven at present.

The cross-shelf spreading of the Mediterranean inflow in the Black Sea has been
described earlier by Tolmazin (1985) and Yuce (1990), and a full account, based on
carefully designed experiments has been given by Latif et al. (1992).

The layer of water with minimum temperature at depths of 50–75 m in Fig. 6.42
is the Cold Intermediate Water (CIW). By mixing with the overlying CIW, the
temperature at the core of Mediterranean Water rapidly decreases from 14.5◦C at
the northern end of the Bosphorus to about 8◦C at the shelf break. Similarly, the
salinity in the core declines from about 37� at the Bosphorus exit to a maximum
of 22.8� along the shelf break at the head of a canyon feature at around 41◦35′N
and 29 ◦E (Ozsoy et al., 1993).

Bosphorus water comes into direct contact with the CIW, and entrains it.
Figure 6.43 shows the changing temperature- salinity characteristics at selected sta-
tions (along the same section as Fig. 6.42), where CTD data were obtained within
a few meters off the bottom, to detect the Mediterranean inflow. Direct mixing of
the Mediterranean Water with the CIW results in a linear evolution of the bottom
water modelled by the dashed line. When the dense bottom water reaches the shelf
edge (Station 51), it has become colder, yet more saline than the environment on
the continental slope (Station 5), where both temperature and salinity increase with
depth. The initially warm and salty Mediterranean Water is thus transformed into
water differentiated from the ambient waters with a cold anomaly. Finally, when
this water sinks along the continental slope to form intermediate depth intrusions, it
continues to carry this signature of the Cold Intermediate Water impressed upon it
on the shelf (Ozsoy et al., 1993).

Intrusions of anomalous waters in the vicinity of the Bosphorus have often been
noted in the past. Bogdanova (1961) and Boguslavskiy et al. (1982) have claimed
to have observed warm lenses of Mediterranean water within the interior of the
basin. Recently, measurements with more accurate instruments have also shown
fine structures in the region with cold water anomalies.

The cascading of the shelf-modified cold dense water along the shelf slope ap-
parently results in a series of intrusions in the vicinity of the Bosphorus. The unsta-
ble intrusions are driven by salinity-temperature contrasts of the sinking modified
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Fig. 6.42 (a) Salinity and (b) temperature cross-sections across a transect extending from the
Bosphorus towards deep water, and following the bottom channel carrying the Mediterranean
inflow, denoted by the dashed line (Ozsoy et al., 1993)
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Fig. 6.43 Evolution of temperature – salinity across the shelf. Stations 1–5 extend from the
Bosphorus to the shelf break. Station 6 is a deeper station immediately offshore. The dashed line
models the changes in the “Mediterranean effluent” at the bottom. At the shelf break (station 5), the
modified bottom waters are colder than the waters at comparable depths of the continental slope
(station 6) (Ozsoy et al., 1993)

shelf waters, and aided by the double diffusive instabilities of the interior (ambient)
stratification (Turner, 1978). As a result, a unique convection pattern is generated
adjacent to the southwestern margins of the Black Sea. The boundary mixing pro-
cesses resulting from the Bosphorus inflow, its shelf mixing and the double diffusive
convection, in the form of laterally penetrating intrusions along the continental slope
are schematized in Fig. 6.44 (Ozsoy et al., 1993).

The “Christmas-tree” pattern of double diffusive convection schematised in
Fig. 6.44 is in many ways similar to the pattern triggered by two-dimensional effects
(e.g. lateral boundaries) and by buoyancy sources in stratified environments with
two diffusing properties, characterized by a series of alternating diffusive/fingering
interfaces (Turner, 1973, 1978).

Additional factors influencing the intermittency and filamentation appear to be
the interaction of the sinking flow with many canyon features and local currents in
the region. The interaction of the currents with the abrupt topography of Sakarya
Canyon is shown to have singular effects on the cross-shelf transports in the imme-
diate vicinity.

In the temperature versus salinity diagrams (Fig. 6.45), the intrusions are iden-
tified first as a cold sheet of water on the continental slope (dashed lines), then
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Fig. 6.44 Schematization of the boundary mixing processes driven by the Mediterranean effluent
issuing from the Bosphorus. Linear, direct mixing occurs on the shelf region and on part of the
slope. At intermediate depths, double diffusive instabilities are generated due to the temperature
and salinity contrasts of the intrusions and the potential instability of the interior (Ozsoy et al.,
1993)

as discrete layers of anomalous characteristics in the entire neighbourhood of the
Bosphorus, extending hundreds of km east of the source.

Transport is motivated by the horizontal spreading of intrusions. The most di-
rect evidence of transport originating from the shelf is given by light transmission
measurements, and has been verified by independent measurements of Chernobyl
radiotracers and shelf-derived particulates. The perfect coincidence of seawater,
particulate and nutrient anomalies, such as shown in Fig. 6.46, indicate a com-
mon source of the materials that can be traced back to the southwest margin of
the Black Sea. Much diluted imprints are also found further along the Anatolian
coast (Kempe et al., 1991).

A basin-scale, coherent, cyclonic boundary current (referred to as the “Main
Black Sea Current” in former-Soviet literature, and as the “Rim Current” in Oguz
et al., 1992, 1993) is the main feature of the Black Sea general circulation (Fig. 6.47).
This basic circulation occasionally encompasses partial (double or triple) cells oc-
cupying the cyclonic central part, a number of anticyclonic eddies along the pe-
riphery, and a quasi-permanent anticyclonic circulation (the Batumi eddy) in the
easternmost corner of the basin. The cyclonic general circulation with two cells
was first described by Knipovich (1932) and Neumann (1942), with further aspects
of variability added later to the description of the circulation by Filippov (1968),
Boguslavskiy et al. (1976), Blatov et al. (1984). A common deficiency of these cli-
matologically based earlier studies is their non-synoptic nature with coarse sampling
resolution, restricting the description of currents to relatively larger-scale features.
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Fig. 6.45 The potential temperature-salinity relationship for stations near the southwestern shelf
of the Black Sea. Dashed lines represent stations closest to the continental slope, i.e. within the
boundary layer. The intrusive features at other stations offshore of the shelf region occur in the
form of discrete layers spreading into the interior (Ozsoy et al., 1993)

Observations show that the location of the current and its corresponding density
front generally coincide well with the continental slope region, and it is therefore
natural to expect the slope currents to be controlled by topography. On the other
hand, the pycnocline depth, typically at depths of 100–150 m in the peripheral region
also coincides with the depth of the shelf break, especially along the wide western
shelf. The impact of the joint effect of baroclinicity and bottom relief (the “JEBAR”
effect) would therefore expected to be very important in the Black Sea circulation,
as originally suggested by Gamsakhurdiya and Sarkisyan (1975).

6.4.2 Modelling the Variability of Black Sea
Physical Characteristics

The first serious research of the Black Sea hydrography was done by Knipovich
(1932) that is why in many soviet scientific papers on the Black Sea circulation
two large cyclonic gyres of the Sea was called the “Knipovich glasses”. Black Sea
waters circulation, based on the reference level method calculations, was presented
in a paper of Neumann (1942). A review of many papers on this subject was given
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Fig. 6.46 Potential
temperature, light
transmission, sulphide and
phosphate profiles in the
southwestern Black Sea. The
intrusions advect the water
properties modified on the
shelf and the continental
slope, into the interior.
Because the intrusions are
below the pycnocline (or the
oxycline). they contribute to
the mixing across the
halocline (Ozsoy et al., 1993)

in the monograph of Filippov (1968). First diagnostic calculations of the Black Sea
three dimensional circulation were published by Sarkisyan and Dzhioev (1974) and
Gamsakhurdiya and Sarkisyan (1975).

The first diagnostic calculations have shown their principal privileges as com-
pared to the dynamic (reference level) method. Some of them were obvious a priori
because the formulation of the problem itself is geophysically more adequate in
diagnostic mode. Namely, in diagnostic calculations one takes into account bot-
tom topography, boundary conditions, wind-stress etc. Besides the requirement of
mass conservation in diagnostic models allows to calculate the flow velocity vertical
component. The sea surface flow velocity in average is for some 10–20 cm/s higher
in diagnostic calculations, besides, naturally, the reference level methods velocity
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Fig. 6.47 Schematization of the main features of the upper layer general circulation based on
a synthesis of past and recent studies. Solid (dashed) lines indicate quasi-permanent (recurrent)
features of the general circulation (Oguz et al., 1993)

rapidly decays with depth. Figure 6.48 shows the basin-wide circulation as a result
of diagnostic calculations. This picture already clearly displays three large-scale
features, which now are well known: general cyclonic transport (the rim current),
two inside cyclonic eddies (the “Knipovich glasses”) and the eastern side anticy-
clone (the Batumi anticyclone). The sea surface flow velocity reaches 40–50 cm/s
and equals 15–25 cm/s at 300 m depth in diagnostic calculations. The first attempt
of baroclinic sea prognostic investigation, in which the density field is also being
calculated, was done by Dzhioev and Sarkisyan (1976). The results in general cor-
respond to diagnostic calculations, but because of the coarse resolution the density
gradients, as well as the gradient currents, are for some 30% lower.

So the diagnostic method puts higher demand to hydrologic data while the prog-
nostic one – to the grid mesh.

Several modelling studies of the Black Sea dynamics (Oguz and Malanotte-
Rizzoli, 1996), showed that a realistic formulation of forcing functions is one of the
main tasks, especially forcing at the sea surface: wind stress, heat and salt fluxes.
Normally modelling of the Black Sea dynamics (as well as the oceans) aims at
reproduction of general circulation and, in particular, of the sea surface temperature
if the heat and water fluxes are prescribed at the sea surface. In that case, the solution
depends on the quality of the numerical model and the quality of the buoyancy
fluxes through the sea surface. The buoyancy fluxes in turn are an output of sea –
atmosphere interaction models. This is the subject of coupled ocean – atmosphere
model. However looking on ecological modelling the simulation of the general
circulation is more important than the simulation of the sea surface temperature;
therefore it seems reasonable to prescribe values of temperature (T) and salinity (S).
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Fig. 6.48 The sea surface topography in cm. Mass flux via liquid boundary was taken into account
(Gamsakhurdiya and Sarkisyan, 1975)

It is well known that the temperature and salinity of water are most reliable and
directly measured characteristics of the sea. Using the Dirichlet boundary condition
at the sea surface we exclude possible errors arising in the alternative buoyancy flux
(Neumann) boundary condition.

Seasonal variability of the Black sea circulation was studied by Ibrayev and
Trukhchev (1998) using a general circulation model. Attention is paid to the simula-
tion of the upper layer of the sea, where the Cold Intermediate Layer (CIL) exists at
the depths of 30–75 m throughout the year. It is a primitive equation ocean general
circulation model with Richardson number dependent parameterization of vertical
turbulent mixing and nonlinear horizontal viscosity. Horizontal grid spacing is 15′

longitude and 12′ latitude. There are 21 vertical levels. Forcing of the model includes
climatological monthly temperature, salinity and wind stress at the sea surface. Cli-
matological monthly values of velocity are set on the open lateral boundaries at river
Danube and the Bosphorus Straits.

Detailed descriptions of the model and numerical procedure is given in Demin
and Ibrayev (1986); Ibrayev (1993) (see Chapter 4), and is presented above partly
in the Section 6.3.

We add some further information on turbulence and boundary conditions.
The horizontal subgrid-scale diffusion is defined as
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where α stands for either temperature or salinity, Aα horizontal diffusion coefficient
is given by

Aα = γAm

For numerical experiments the following parameters are used

(C, γ, Am) = (0.4, 0.2, 105cm2/s)

A Richardson number dependent parameterization of the vertical mixing was
used.

The coefficients for stable stratification proposed by Munk and Anderson (1948)
are calculated by the empirical formulae:

Km = am0/(1 + αRi)n + amb (6.4.2)

Kh = ah0/(1 + αRi )
n + ahb (6.4.3)

where am0, amb, aho, ahb, α, n are the constants, Ri – Richardson number writ-
ten as
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The constants amb, ahb determine minimal values of Km, Kh . The constants α, n
define the sensivity of Km, Kh to the value of Richardson number.

For unstable stratification, instantaneous convective adjustment is incorporated
in the model.

The UNESCO equation of state for sea water is used in the model (Seventh Re-
port of the Joint Panel on Oceanographic Tables and Standards, 1976).

Boundary conditions at the sea surface are
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= (τλ, τ ϕ),

(T, S) = (TSS, SSS),

w = 0,

where (τλ, τ ϕ) are zonal and meridional components of the wind stress, (Tss, Sss)
climatological temperature and salinity at the sea surface.

At the bottom, boundary conditions are
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At the rigid lateral walls, a free-slip condition and zero heat and salt fluxes are
imposed. At the open lateral boundaries associated with water inflow, the depth
averaged normal velocity, temperature and salinity are prescribed. When there is
water outflow then temperature and salinity are calculated from the solution.

One of the peculiarities is tuning and modifying the Munk-Anderson parameter-
ization of vertical mixing as has been done by Friedrich and Stanev (1988). It was
shown by them that the stability dependent parameterization of vertical diffusion
is essential for a realistic modelling of the Cold Intermediate Layer (CIL) in the
Black Sea. Tuning the parameters of the vertical mixing model results in a good
qualitative agreement between climatic and simulated temperature and salinity pro-
files. Ibrayev and Trukhchev tuned their vertical mixing model to reproduce climatic
space-temporal variability of thermohaline fields of the upper 100 m.

Wind stress at the sea surface was evaluated from monthly averaged atmosphere
pressure fields. For the basin scale, the used wind stress patterns are close to those
of Hellerman and Rosenstein (1983), but in addition several local structures ex-
ist. As compared to the Hellerman and Rosenstein the specified wind shows pro-
nounced cyclonic character in all seasons. The monthly climatological values of
total freshwater input in the sea (see Altman, 1991) is prescribed as the river Danube
run-off, see Fig. 6.49. Run-off is equal to 340.58 km3 over the year. The tempera-
ture of the Danube water is also set to be monthly dependent and is equal to the
water temperature at Primorskii hydrometeorological station (Demidov, 1991). The
salinity is set to a constant value 0.115 ppt. At Bosphorus Straits, the input through
the lower current is constant and equal to 25 km3/month. Total Bosphorus input

Fig. 6.49 Climatological
monthly variations of total
freshwater inflow of rivers
(km3/month, line with cross
labels), and temperature of
river Danube discharge (◦C)
(open circles) (Ibrayev and
Trukhchev, 1998)
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Fig. 6.50 Average kinetic
energy (u2 + v2) at different
depths in cm2/s

2
. Values of

kinetic energy of the sea
higher levels and at the depth
of 1100 m must be multiplied
by 0.1 and 0.2 respectively
(Ibrayev and
Trukhchev, 1998)

equal to 300 km3/year is close to the estimate of Unluata et al. (1989). Boundary
values of temperature and salinity are equal to 12 ◦C and 23 psu as in work of
Oguz et al. (1990). The Bosphorus upper layer output equals the sum of Danube
and lower Bosphorus current inflow at every moment. The net water flux connected
with excess of evaporation over precipitation estimated to be equal to 53 km3/year
(Unluata et al., 1989) is small compared to other terms of the water budget, as well
as an exchange through the Kerch Straits, therefore these fluxes were omitted. The
model was initialised with the climatic profiles of T (z), S(z) and zero currents. The
monthly varying forcing acted for 5 years. The time-variation of average kinetic
energy is shown in Fig. 6.50. The experiments showed that the horizontal pattern
of circulation is insensitive to the wide range of parameters of the vertical mix-
ing model, which is not true for vertical thermohaline fields. An extended series
of experiments with various values of parameters of the Munk-Anderson formula
for the vertical mixing coefficient did not result in satisfactory correspondence with
the climatic temperature and salinity data. The reason is, that winter convection,
parameterized in the model by the mixing of unstable levels, penetrate down to the
depth where water density is equal to sea surface density. The depth of penetration
depends on the difference between salinity at 50 m and at the sea surface, because
in winter a difference between temperatures at the depth of convection (−50 m) and
at the sea surface is small. So one of the stipulation that winter convection would
penetrate down to 50 m is that the salinity at this depth is close to the sea surface
salinity. The deepening of isolines has to take place in summer, but strong thermo-
cline in the model at 10–15 m separates the upper mixed layer from the deeper layer,
suppressing the penetration of less saline water to the 30–40 m depths.

The monthly temperature and salinity data used for model forcing and validation,
were taken from a climatological hydrological array (Eremeev et al., 1994). Origi-
nal archive of data included 64,300 T-S profiles for the period from 1940 to 1990.
The T-S data were compiled for 12 months on a grid with horizontal resolution 28′

longitude and 21′ latitude and on 25 vertical levels.
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Fig. 6.51 Time-depth dependence of observed climatic (a) temperature (◦C) and (b) salinity (psu)
in the western deepwater region (Ibrayev and Trukhchev, 1998)

Fig. 6.52 The same as for Fig. 6.51 but for the model solution (Ibrayev and Trukhchev, 1998)

The sea surface data were preliminary smoothed. The monthly T-S data except
some local features are similar to that of Altman et al. (1987).

General features of the T-S temporal evolution are the following. Heating of the
sea surface terminates in July, accompanied by an increase of salinity in the surface
30 m layer in the deep sea regions. Starting from August, the cooling of surface wa-
ter leads to deepening of the upper mixed layer (UML). In January-March, which
is the period of maximum deepening, the UML penetrates down to 50–75 m de-
pending on the region. Intensive mixing raises more salt waters to the surface. A
depth of maximum variability of hydrological characteristics averaged over the sea
is confined in the upper 75 m layer (Figs. 6.51 and 6.52). Detailed description of
CIL formation is given in Blatov et al. (1984).

According to (6.4.2)–(6.4.3), the vertical mixing coefficient Kh tends to its mini-
mum value when the Richardson number increases. In the Black Sea, the ahb is about
0.01 cm2/s, that is necessary to preserve the CIL throughout the year. This value of
ahb is too small for the diffusive penetration of the low saline water through the
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Fig. 6.53 Sea surface topography (cm) for the middle of October (Ibrayev and Trukhchev, 1998)

seasonal pycnocline. The climatic data show that seasonal pycnocline deepens from
10–15 m to 30 m from May to September. In November–December the pycnocline
becomes less pronounced and deepens to the depths about 50 m being merged by the
permanent pycnocline. In the model, the monthly averaged forcing at the sea surface
excludes high frequency variability, which provides the episodic erosion of the sea-
sonal thermocline and, as a consequence, the penetration of low salinity to the 30 m
depth. In the Munk-Anderson formula the high frequency component of forcing is
parameterized by ahb. The depth dependent parameter ahb varying from 1.0 cm2/s
at the sea surface to 0.01 cm2/s at 50 m yields good space-temporal correlation of
the CIL evolution between the model and climatic data. The time-depth dependence
of averaged temperature over the central part of the western deep Black Sea reveals
the main phases of CIL evolution (see Fig. 6.52).

The cyclonic cell over the deep part of the sea and the corresponding minimum of
the sea surface elevation dominate the model circulation over the year. The cyclonic
current system consists of a circular cell in the center of the western half of the sea
and of a longitudinally elongated cell in the center of the sea, located between the
Crimean peninsula and the Caucasus coast to the North and the Turkish coast to the
South. These two cells constitute a permanently existing cyclonic current system
confined within the topographic slope (Figs. 6.53 and 6.54).

Most of the seasonal variability is connected with cyclonic and anticyclonic ed-
dies arising predominantly in spring, summer and autumn. The cyclonic cell cov-
ers totally the deep sea in winter constituting one large gyre. On the northwest-
ern shelf the currents along northern and western coasts are directed cyclonically
forming a northwestern stream that is parallel to the topographically confined Rim
current. Winter season is the period of maximum mean kinetic energy in the basin
(Fig. 6.50). These correspond with the diagnostic study of the seasonal circulation
of the Black Sea (Ibrayev and Trukhchev, 1996).
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a)

b)

Fig. 6.54 Horizontal currents (cm/s) at depth 2.5 m for the middle of January (a), October (b)
(Ibrayev and Trukhchev, 1998)

The April surface circulation (Fig. not shown here) exhibits the evolution of
winter pattern showing appearance of an anticyclonic eddy near the Danube es-
tuary. Spring and summer are the seasons when the maximal freshwater discharge
in the northwestern shelf takes place (Fig. 6.49) accompanied by an increase of
temperature of the river and consequently formation of the anticyclonic eddy on the
northwestern shelf. The decrease of freshwater input in autumn is accompanied by
a shifting of the Danube eddy to the South.

In spring-autumn anticyclonic Sakaria, Sinop and Kizilirmak eddies constitute a
quasi permanent feature of the circulation near the Turkish coast sea (Oguz et al.,
1993). The Batumi and Caucasus anticyclonic eddies are other characteristic fea-
tures of spring and summer circulation. The existence of the above mentioned eddies
is supported by Oguz et al. (1994).

The generation of anticyclonic eddies at the periphery of the Rim current during
the warm season is accompanied by a splitting of the cyclonic deep water gyre into
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a number of cyclones, but nevertheless the general circulation in the sea maintains
a pronounced cyclonic character.

As a byproduct of the study, we estimated the surface heat flux in the Black Sea.
The general space and temporal characteristics of the heat fluxes at the sea surface
(Fig. not shown here) are close to the estimates of Golubeva (1991), and Staneva
et al. (1995). The anomalous high winter heat losses to the west and to the east of
the Crimean peninsula correspond with the above mentioned estimates. The most
striking difference is that the model gives a belt (width 40 km) of low heat gain in
spring and summer along the coast of the sea, while in the deep sea the heat flux
in the sea is 100–200 W/m2 and close to the coast the flux is only 50–100 W/m2.
The model experiments reveal strong space and seasonal variability of heat fluxes.
The wind stress patterns that are forcing the upwelling and downwelling obviously
control local anomalous heat loss and gain regions.

6.4.2.1 Conclusions

Seasonal variability of the Black Sea circulation was studied by Ibraev and
Trukhchev (1998) using the climatological wind stress, temperature and salinity dis-
tributions as forcing functions. They calculated the circulation for a medium space
resolution with realistic boundary conditions including inflow/outflow through the
open lateral walls. Besides, the sensitivity of vertical structure of thermohaline fields
to the Richardson number dependent parameterization of vertical turbulent mixing
was studied. With little modifications, the Munk-Anderson formulas are able to sim-
ulate the space-temporal variability of temperature and salinity of the upper 100 m
of the Black Sea. Good agreement between the model results and climatological
T, S time-depth fields in different regions of the sea gives confidence to a realistic
representation of the general circulation.

The circulation pattern compared to other medium grid models- shows rather
strong spatial variability. The model solution in case when wind stress, heat and salt
fluxes are taken from the work of Staneva et al. (1995) give a more smoothed cir-
culation pattern. This result supports the conclusion of Oguz and Malanotte-Rizzoli
(1996) to rework sea surface forcing in the Black Sea.

An important output of the study is a new estimate of surface heat flux, which is
in good qualitative agreement with estimates of Golubeva (1991), and Stanev et al.
(1995).

6.4.3 Modelling the Seasonal Variability of Black Sea Climatic
Characteristics by Means of Four-Dimensional Analysis

6.4.3.1 Simple Version of Modelling

A logical further step of the Black Sea diagnostic modelling is four-dimensional
analysis based on data assimilation into dynamic models (Sarkisyan et al., 1986).
Data assimilation techniques (Demyshev and Korotayev, 1992) ensure a mutual
hydrodynamic adaptation of sea fields and the filtering of “noises” contained in
measurements. Moreover, the continuous evolution of hydrophysical fields may
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be reconstructed by four-dimensional analysis as new observational data becomes
available. It is consequent to use this method for the reproduction of the seasonal
velocity fields, using climatic temperature and salinity arrays. This approach was
implemented by Korotaev et al. (2000) and in several other papers.

The method is based on the nonlinear primitive equations. In a rectangular co-
ordinate system (x,y,z) with eastwards-, northwards-, and vertically downwards-
directed axes, respectively. The system of equations in the Boussinesq, hydrostatics,
and sea water incompressibility approximations is written as follows (Knysh et al.,
2001; see Chapter 4).
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ρ = ϕ(T, S) (6.4.10)

In these equations we designate: ξ = �ν/�x − �u/�y (vorticity), E = ρ0(u2 +
ν2)/2 (kinetic energy); u, v, w are the vector components of the current velocity
along the x-, y-, z-axes, respectively; T, S are the sea water temperature and salinity;
p, ρ are pressure and density anomalies; f is the Coriolis parameter; g is the gravity
acceleration; vH and vv are turbulent viscosities over the horizontal and the vertical;
KV and K H are diffusion coefficients over the vertical and over the horizontal in
heat and salt advection-diffusion equations; REL, η2(z) in an assimilation source of
the Newton type in equations (6.4.8), (6.4.9) are relaxation time and the variance of
measurement errors, which is normalized to the field dispersion; TK L , SK L are the
climatic values of temperature and salinity, �, �2 are the Laplace and biharmonic
operators, respectively.

The conditional sea level ζ (see formula 2.2.4 of Chapter 2) is used in the model
(6.4.4)–(6.4.10). The boundary conditions are: at the sea surface, z = 0
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at the rigid lateral walls:
for the meridional parts of the boundary
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for the zonal parts of the boundary
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at the parts of the boundary with rivers and the Lower Bosporus Current inflow:
for the meridional parts

ν = 0,
�v

�y
= 0, T = T P , S = SP (6.4.15)

for the zonal parts

ν = 0,
�u

�x
= 0, T = T P , S = SP (6.4.16)

The conditions (6.4.13), (6.4.14) are applied for the Upper Bosporus Current.
In relations (6.4.11), (6.4.15) we designate: (τ X , τ Y ) is the wind stress;

QT (x, y, t) is the heat flux; P R(x, y, t) is precipitation; EV (x, y, t) is the sea sur-
face evaporation; T P is the temperature at the mouths of rivers and in the Bosporus,
SP is the salinity in the Bosporus, both given by observations.

In this version of the hydrodynamic model Neumann conditions are used for the
equations of heat and salt diffusion-transport at the sea surface.

A special problem is to specify the boundary conditions on lateral walls. Below
the impact of rivers and the Bosporus is taken into account in a simple way.

The initial conditions are: the sea is at rest and the temperature and salinity are
specified.

For solving the equations the methodology of Marchuk (1969, see Chapter 4)
is used.
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The Black Sea basin was divided into boxes with horizontal sizes 14.8 km ×
14.8 km and 44 levels over the vertical.

Turbulent viscosity and diffusion coefficients over the vertical and over the
horizontal were tuned in a set of numerical experiments. They turn out to be:
νV = 5 cm2/s, kH = 5 × 105 cm2/s, the coefficient νH to a depth of 350 m
is 5 × 1018 cm4/s, at a greater depth it decreases linearly and reaches the value
6 × 1019 cm4/s at depths of 1,000–1,975 m. Then it increases linearly and reaches
the value 4 × 1019 cm4/s at 2,000 m. The coefficient Kv to a depth of 50 m at the
corresponding upper eight levels is: 2.5, 2.0, 1.5, 1.0, 0.9, 0.1, 0.05, 0.04, at a greater
depth to the bottom KV = 0.03 cm2/s. The time step in the model is 10 min.

The following rivers were taken into account: in the north-western part of the
sea the Danube, the Dniester, the Dnieper, The Southern Bug; in the Caucasus, the
Rioni; in Turkey the Eshil-Irmak, the Kizilirmak, the Sakarya. Salinity at the rivers
mouths is set to be zero, the annual variation of water temperature is taken from
“Hydrometeorology and Hydrochemistry of the USSR Seas”, (1991).

Climatic temperature and salinity distributions for November are specified as ini-
tial data. Monthly average arrays from Staneva and Stanev (1998) were interpolated
linearly into each time step between two neighbouring months for actual forcing.

The monthly climate values of temperature and salinity, which are available on
the grids of 40′ by latitude and 60′ by longitude, were interpolated into the model
grid. Then the obtained arrays of values were interpolated for each day of the year
by an expansion in terms of time Fourier harmonics (12 harmonics).

The climatic values of temperature and salinity were used to recalculate the
sources in equations (6.4.8), (6.4.9) at each time step, relaxation time is taken to
be one day. At levels from 2.5 to 2,000 m the relative variance of the measurement
errors varies from 0.05 to 1.0, respectively.

The convergence of the above assimilation procedure needs verification. For this
purpose in the numerical experiment with a time step of 5 days the mean square
differences σζ between two sea level fields representing states of one year dis-
tance were calculated. The resulting sea level is shown in Fig. 6.55. As seen from
Fig. 6.56, already in 320 days σζ decreases substantially and its shape changes in-
significantly from year to year. There is no pronounced trend in the behaviour of σς

either.
The calculation in the numerical experiment is performed for a period of 23 years

upto sufficient stationarity. The computational results for the last 23rd year are used
to analyse the intra-annual variability of hydrophysical parameters.

6.4.3.2 Seasonal Variability of the Climatic Black Sea Level

Unlike the previous studies (Ibrayev and Trukhchev, 1996; Trukhchev and Ibrayev,
1997) of climatic Black Sea circulation, in the following the continuous evolution
of climatic fields was simulated at each time step (10 min). As key parameter for the
analysis of the climatic seasonal circulation was considered the sea level because it
characterizes the surface geostrophic dynamics.
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Fig. 6.55 Topography of the climatic Black Sea level (cm) in various seasons; (a) winter; (b)
spring; (c) summer; (d) autumn (Knysh et al., 2001)
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Fig. 6.56 Time behavior of mean square differences �� (cm) between two fields of the climatic sea
level values which refer to two instants with the difference of one year (Knysh et al., 2001)

Over the course of a year the sea level changes considerably (Fig. 6.55). In all
seasons one observes cyclonic rotation with two or one centers. The maximum of the
sea level difference is observed in winter. Towards summer the sea level gradients on
the shelf slope decrease and become minimal in August. In an autumn-winter period
the sea level field intensity gradually increases. This character of the seasonal evo-
lution of surface currents is in good agreement with satellite altimetric observations
analysed by Korotaev et al. (1999, 2000, 2001).

There is a remarkable oscillatory evolution of the eastern and western cyclonic
eddies. In January, two cyclonic eddies are observed with almost identical intensi-
ties. In February, the eastern cyclonic eddy becomes stronger and the western one
becomes weaker (Fig. 6.55a). From the end of March to August, the western cyclone
prevails over the eastern one. The maximum density of isolines in the western cy-
clone is in July. At the beginning of August two cyclonic centers are seen in the gen-
eral cyclonic rotation. Their intensity gradually levels off. Then in September, the
eastern cyclone becomes stronger again. In October, the western cyclone becomes
stronger. At the beginning of December, there is a tendency for the eastern cyclone
to become stronger and larger. This variability is evidently due to the propagation
of Rossby waves generated near the eastern sea coast.
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The climatic calculation reproduces the system of quasistationary anticyclonic
eddies to the right of the jet of the Main Black Sea Current (MBSC) (Oguz et al.,
1994). The south-east anticyclonic eddy is the largest of them. On sea-level maps it
is observed from January to September.

The anticyclonic eddy formation south-west of the Crimea (the Sevastopol
anticyclone) manifests itself over January–May and November–December, The
anticyclonic eddy originated in the north-west shallow area of the sea at the be-
ginning of May is combined with the Sevastopol anticyclone at the end of June.
The eddy formed is observed up to the end of October. In November, the Sinop
and Kizilirmark anticyclonic eddies are clearly reflected in the sea level field. Other
anticyclonic eddies adjacent to the MBSC are discussed in the next section.

6.4.3.3 Seasonal Variability of Climatic Black Sea Currents

We consider now seasonal variation of the flow velocity fields, based on the calcu-
lation for the depth of 105 m. (The figures are not shown here). The currents at this
level have a considerable seasonal variability. The maximum velocity is observed in
winter and reaches 30 cm/s. In February, the western cyclonic rotation is stronger
than the eastern one which consists of two eddies.

The velocities are low (3–5 cm/s) in the Sevastopol and Caucasian anticyclonic
eddies as well as in the anticyclone north-east of the mouth of the Eshil-Irmak
river. The south-east anticyclone with maximum current velocity at this level is
clearly seen.

Towards spring the MBSC intensity at 105 m becomes somewhat weaker. In
May, both the western and eastern cyclonic eddies are oriented in a latitudinal di-
rection. The anticyclonic eddies are seen to the right of the MBSC south-west of the
Crimea in the regions of Sinop, Samsun, and east of it, near the Caucasian coast.
As in February, the anticyclonic eddy at south-east rotation with maximum velocity
30 cm/s is clearly present.

In summer months the main features of water circulation are retained. It is es-
sential that circulation intensity becomes weaker. The number of cyclonic and an-
ticyclonic eddies increases. Thus, in August, the Sevastopol, Crimean, Caucasian,
Batumi, Kizilirmak, Sinop, and Sakarya anticyclones are observed on the MBSC
periphery. The western and eastern cyclones consist of two cyclonic eddies; they
are divided by a cyclonic one. The maximum velocity is observed in the north-
western part of the MBSC jet (24 cm/s). The south-eastern anticyclone turns out to
be extended in a north-east direction. A cyclone with low current velocities forms
near it. Note that in this period of the year an anticyclonic eddy is also observed at
depths of 15–20 m in the area of Constantsa (Kali-Akra).

In autumn, the MBSC is somewhat more pronounced. In November, the western
circulation ring is extended in a zonal direction. Another characteristic feature is that
in the area of the southern coast in the eastern part of the Black Sea from 35 ◦E to
40 ◦E. anticyclonic circulation is observed. The Kizilirmak eddy and an anticyclone
in the north-east of the mouth of the Eshil-Irmak are clearly formed. The Sevastopol
and Caucasian anticyclones are also observed. The maximum velocity in the jet of
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the main current is observed in the western part of the Anatolian coast and reaches
14 cm/s. The south-east anticyclone is shifted to the north. The cyclonic eddy for-
mation, which is somewhat more intensive than that in August, is clearly seen south
of it.

The main features of the general cyclonic rotation in all the seasons are retained
in the layer to 500–600 m. At a greater depth the uniform current is not observed.
The anticyclonic eddy in the south-east of the sea is observed at depths to 1,500 m
throughout the year. This is in agreement with the results contained in “Hydromete-
orology and Hydrochemistry of the USSR Seas” (1991). The anticyclone south-west
of the Crimea at 105 m is more pronounced in spring, in summer, and in autumn.

Using the adopted computational procedure, one can characterize the climatic
deep-water circulation at depths 1,500 m and 2,000 m. At these depths almost an
identical number of eddies with cyclonic and anticyclonic rotations (as to current
intensity and the occupied area) is observed. The current velocities here are not
high (order of 0.1–1 cm/s).

The most significant feature is the existence of a deep jet which transports water
from the western part of the basin to the eastern one. This jet forms east of the
near-Bosporus area presumably due to salt water sinking in the Sea of Marmara and
its subsequent propagation over the entire deep layer. Another feature of the currents
is that the cyclonic rotation observed in the central part of the sea in winter becomes
an anticyclonic one in summer. The foregoing is in qualitative agreement with the
results of Korotaev (1997) and Whitehead et al. (1998).

6.4.3.4 Seasonal Variability of the Climatic Vertical Velocity

The vertical velocity fields at a greater depth than 1,100 m, which were obtained
by Korotaev et al. (2000), show artifacts in the form of two-step waves because of
the crude discretization along the vertical coordinate (20 levels). Calculations with
high resolution (44 levels) and depth-dependant horizontal turbulent viscosity yield
a more regular vertical velocity field in deep sea layers. This is an indicator of the
calculation quality of deep-water circulation.

The space structure of vertical motions at 275 m in various seasons showed an
appreciable correlation between the upwelling area and the intensity of cyclonic
rotations. Thus, in February when the eastern rotation intensifies, the upwelling area
in this eddy is larger than the total up-welling area corresponding to the western
cyclone. In May, the reverse picture is observed: the upwelling area is larger in the
region of the western cyclonic center. In August, the upwelling area in the eastern
part of the sea is larger than that in the western part of the sea. In autumn, the
upwelling areas in the eastern and western parts of the sea are practically identical.
Of interest is the downwelling area corresponding to the south-east anticyclone.

An important characteristic of the vertical structure are the annual average pro-
files of w(z) obtained by the spatial integration in two regions of the Black Sea: the
area adjacent to the slope and bounded by 100 and 1,000 m isobaths and the open
part of the sea, where depths are larger than 1,000 m and smaller than 2,000 m.

Figure 6.57 shows the graphs of w(z). The papers of Korotaev (1997) and White-
head et al. (1998) show that the salt water inflow from the Sea of Marmara into the
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Fig. 6.57 Annual average vertical velocity profiles w(z) (Knysh et al., 2001)

Black Sea must result in intensive upwelling in the central part of the sea and down-
welling near the coast. Indeed in the coastal area annual average downwelling at all
depths is observed. To the contrary, in the center of the sea annual average upwelling
dominates. This result is also confirmed by a purely hydrodynamic calculation when
the observational data is not assimilated.

Of course, Fig. 6.57 does not allow us to definitely state that upwelling in the
central part of the sea is due to a salt water inflow through the Bosporus because the
annual average cyclonic wind vorticity causes upwelling at the lower boundary of
the Ekman layer as well. However, the general theory implies that there is no exact
correspondence between the sign of the vertical velocity at the upper and lower
boundaries of a pycnocline because isopycnal surface displacements considerably
damp the impact of the Ekman pumping.

6.4.3.5 Seasonal Variability of the Black Sea Cold Intermediate Layer (CIL)

The most striking feature of the thermohaline Black Sea water structure is the ex-
istence of an anomalously cold water with temperature lower than 8 ◦C in an active
layer. Temperature maps with time increments of 5 days in a latitudinal section
at 43.7 ◦N were made to analyse temperature variation processes in this layer of
the sea. We briefly describe the characteristic CIL features and the time variabil-
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ity of temperature in the upper 200 m sea layer over the course of a year, starting
from January. Analysis of the temperature evolution in a vertical section shows that
cold water forming in the north-western part of the basin due to winter convection
downwells to the CIL depth and is transported by the MBSC over the whole sea
water area. Simultaneously with the onset of winter thermal convection at 43.7 ◦N
the layer of temperature jump gradually breaks and the mixing process with time
extends to the earlier existing CIL spots (Fig. 6.58). Hence, the CIL is also renewed
by local convection (Ovchinnikov and Popov, 1984) along with advective transport
of water forming in the north-west of the sea.

In the vertical temperature section at 43.7 ◦N, the above processes are observed
from the beginning of December to the end of March. In this period the lower bound-
ary of cold water reaches depths of 100 m and more. The surface temperature except
for a small warm water spot east of 38 ◦E is everywhere lower than 8 ◦C.

In a period from mid-February to the end of March at the 43.7 ◦N the lower
cold water boundary slowly deepens, in upwelling areas a domelike deviation of
temperature isolines is observed.

As surface water with higher temperature than 8 ◦C due to heating at the end
of March appears, the process of the new CIL formation starts in the east. This
process involves gradual surface water heating, downwelling, and the horizontal
leveling of the 8-degree isotherm. It lasts to the end of April. In this period the water
temperature in the discussed section in the layer from the surface to a depth of 15 m
is about 11 ◦C. The upper CIL boundary is at depths somewhat lower than 50 m, the
lower boundary is at a depth of about 100 m,

In May–June, the surface temperature increases from 13 ◦C to 21 ◦C and the CIL
slowly deepens. In summer the space-time evolution of the CIL occurs so that its
thickness changes insignificantly. Since August, the CIL thickness gradually de-
creases mainly due to the increasing depth of the upper boundary. The process
of decreasing the thickness of the cold water layer lasts to the second decade of
November. In November, the CIL’s disappears.

In December, cold water (T < 8◦) manifests itself at depths of 50–100 m as sepa-
rate disconnected spots with thickness of order of 20–25 m. At the end of December,
water with T < 8◦ in a zonal section forms in the north-west of the Black Sea, which
is most likely due to convection. From January, the described process of the renewal
and formation of cold water in an active sea layer is repeated.

6.4.3.6 Some More Detail on the Black Sea Cold Intermediate Layer (CIL)

The CIL formation is investigated in more detail by Demyshev et al. (2004b). The
description of that primitive equation model and numerical scheme is presented
above. Here we describe the results of calculation.

The horizontal grid spacing was 14.8 km × 14.8 km. In calculating the tempera-
ture, salinity, and horizontal velocity, 44 basic vertical levels were used. The vertical
velocity was calculated between these levels. The turbulent exchange by the hori-
zontal momentum was parameterized as a biharmonic operator with the coefficient
vH(z). Its values (in cm4/s) were taken to be 5×1018 from 2.5 to 350 m, 1.25×1019
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Fig. 6.58 Climatic
temperature distribution (◦C)
in vertical section at 43.70N
in various seasons: (a) winter;
(b) spring; (c) summer; (d)
autumn (Knysh et al., 2001)

from 450 to 600 m, 6 × 1019 at 650 m, and 6 × 1019 from 700 m to the bottom.
The horizontal diffusion coefficient for heat and salt was equal to 106 cm2/s. Two
experiments were performed.

The first experiment was based on the numerical model (6.4.4)–(6.4.16), disre-
garding the assimilation of temperature and salinity (the last terms in Eqs. (6.4.8)
and (6.4.9)). In addition, the vertical turbulent viscosity and the diffusion coefficient
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of heat and salt were calculated by using the formulae with the Richardson num-
ber (Ibrayev and Trukhchev, 1996; Demyshev et al., 2004b). The surface boundary
condition for temperature accounts for the climatic solar radiation absorbed by the
sea (Bryan, 1969). This allowed to perform a prognostic calculation with seasonally
varying climatic fluxes of momentum, heat, precipitation, and evaporation (Ibraev,
1993, see Chapter 4). Unlike Demyshev et al. (2004b), this experiment took into
account the influence of rivers by specifying the climatic temperature (Bryan, 1969)
and no salinity (boundary conditions (6.4.15), (6.4.16)) at their mouths. The values
of temperature and salinity in the lower Bosphorus current were taken to be equal
to 16 ◦C and 35�, respectively.

The annual spatial distributions and variations of the temperature, salinity, flow
velocity, and vertical turbulent viscosity and diffusion values at sections along
43.7 ◦N, 28.5 ◦E and at certain levels are analyzed below basing on the seventh year
of calculations. The numerical convergence was controlled through the temporal
evolution of rms deviations of sea-surface fields of two subsequent years. In this
time period, the rms deviation tends to the quasi-stationary oscillation mode with a
peak value of 0.1 cm.

By cold waters (CWs), we mean those with a temperature lower than 8 ◦C.
We also use the traditional approach to CIL separation as a hydrological construct
bounded by the isothermal surface of 8 ◦C.

The winter-to-spring variations in the temperature field of the northwestern area
of the sea can be characterized by two different time periods. The first is the period
of surface CW formation and transformation, ending with the most active phase (late
January to the first ten-day period of March), while the second is the period when
surface waters start to heat and CWs gradually stop flowing from the northwestern
area into the zone of die western continental slope (the second ten-day period of
March to early May).

In the first period, the structure of the surface circulation in the western area of the
sea is characterized by the existence of two jets (Figs. 6.59a and b). The current of
the first jet is directed from the southwestern Crimea to a northwestern shallow area,
then turns to the west and south, moving along the Romanian and Bulgarian coasts
(the northern side of the Black Sea Rim Current (BSRC)). The second current moves
from the southern Crimean coast westward. These two stream jets begin to interact
between 43.5 ◦N and 44 ◦N and can be seen at all depths up to 50 m inclusive.

An analysis of the wintertime temperature evolution shows that the belt of
cold surface waters with a minimum temperature of 5 ◦C in the northwestern area
emerges as early as the first ten-day period of December (Fig. 6.58a) and, then,
covers the whole western area of the sea (Fig. 6.58b). It can also be seen from
Fig. 6.58a that, in the east-cyclone zone, the sea-temperature field includes CW
areas (contoured by the 8 ◦C isotherm) generated by free convection.

In the numerical experiment, the free convection was simulated in a commonly
accepted way (Bryan, 1969; Ibrayev, 1993, see Chapter 4). Checking the hydro-
static stability is followed, if necessary, by hydrostatic adaptation (correction of
temperature and salinity aimed at potential energy conservation). Mixing at each
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Fig. 6.59 Vertical profiles of monthly mean values of the coefficients kS(z, tm) in the first (a) and
second (b) half of year (Knysh et al., 2007)

water column persists until all inversions are eliminated. As a result, the density is
smoothed vertically.

In late November, the sea-surface temperature was higher than 8 ◦C, and the
upper and lower boundaries of the CIL in the eastern cyclone zone were substan-
tially raised to the surface due to upwelling. Because of thermal convection, the
temperature at the surface and below this cyclonic area became lower than 8 ◦C on
December 10. After this, water convection and horizontal advection processes led
to the enlargement of the CW plume.

6.4.4 Data Assimilation by the Method of Double Correction

6.4.4.1 Introduction

In a series of publications (Knysh et al., 2002, 2005), a new method for reconstruct-
ing the seasonal currents in the Black Sea on the basis of assimilation of climatic
fields of temperature and salinity into models of sea-water circulation was proposed.
Archive hydrologic data were assimilated either at each time step or after a definite
number of steps. This assimilation delivered the continuous evolution of climatic
sea fields in the annual cycle.

Another approach used the monthly mean fields of the dynamic level of the Black
Sea obtained from assimilation of altimetry data into the sea model (Dorofeev et al.,
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2004, 2006). The sea surface topography reflects specific features of the seasonal
sea dynamics over approximately the past 12 years. Together with the monthly mean
climatic hydrologic arrays of data on temperature and salinity, these fields can be
used for reconstruction of the seasonal currents of the Black Sea. This is important
for both studies of the basin climate and further improvement of the method of
assimilation of sea-level data into the model. In this regard, as has been outlined
by Dorofeev and Korotaev (2004), Mellor and Ezer (1991, see Chapter 4), Knysh
et al. (1996, see Chapter 4), Korotaev et al. (1998, see Chapter 4), it is very impor-
tant to use reasonable statistical information for extrapolating data on the climatic
sea level to the deep layers. For example, Mellor and Ezer (1991, see Chapter 4)
first transformed the data on ocean level anomalies (deviations from annual mean
values) into equivalent anomalies of temperature and salinity at different depths.
For this purpose, a model climate and correlations of the sea level anomaly with
temperature and salinity anomalies are used. Knysh et al. (1996, see Chapter 4)
took the estimates for cross correlations between the errors of sea level and density
forecasts to extrapolate the measurements of the ocean level to the corresponding
corrections of density and flow velocity at different layers levels. Korotaev et al.
(1998, see Chapter 4) calculated the cross-correlation function of deviations of the
sea level and seawater salinity from climatic data, and the level of the Black Sea
was obtained via the adaptation method. Dorofeev and Korotaev (2004) assumed
the statistical characteristics of errors of temperature and salinity forecasts to be
proportional to the statistical characteristics of the observed fields.

As a new approach, we propose a method of combined assimilation of climatic
hydrologic fields of temperature and salinity and the climatic dynamic level of
the Black Sea (Dorofeev et al., 2006) into models of sea dynamics (Knysh et al.,
2007). The statistical characteristics of errors of sea level, temperature, and salinity
forecasts were assumed to be proportional to the statistical characteristics of the
differences between monthly mean climatic fields of the sea level, temperature, and
salinity that are calculated from the assimilation of altimetry observations of the sea
level into model of dynamics and analogous climatic hydrologic fields. Knysh et al.
(2007) could reproduce (in current fields) quasi-stationary synoptic anticyclonic ed-
dies located along the periphery of the Black Sea Rim Current.

The following designations will be used for the description of the method.
T Cl (

→
x, tM ), SCl (

→
x, tM ) are the new monthly mean arrays of climatic temperature

and salinity of the Black Sea that are obtained from of archive observational data
over the period from 1903 to 2002;

T Cl (
→
x, t), SCl (

→
x, t) are the climatic temperature and salinity used for assimilation

into the model of seawater circulation.
ζ A(x, y, tM ), T A(

→
x, tM ), S A(

→
x, tM ) are the monthly mean arrays of climatic dy-

namic level of the sea, temperature, and salinity that are calculated from the results
of assimilation of altimetry data into the model.

ζ A(x, y, t) is the climatic altimetry level of the sea that is used for assimilation
into the model of seawater circulation.
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ζ Cl (x, y, tM ) are the monthly mean arrays of the climatic dynamic level of the
sea that are calculated from the results of assimilation of climatic temperature and
salinity into the model of currents (Demyshev et al., 2005).

T (
→
x, t), S(

→
x, t), ζ (x, y, t) are the temperature, salinity, and sea level that are cal-

culated in the numerical model of seawater circulation.
KT (z, t) and KS(z, t) are the coefficients appearing in the expressions for the

sources QT ζ (
→
x, t) and QSζ (

→
x, t) in equations (6.4.22) and (6.4.23) at each time

step in the numerical model of seawater currents. The values of these coefficients
were obtained by a linear interpolation of monthly mean values of the coefficients
KT (z, tM ) and KS(z, tM ).

6.4.4.2 Description of the Model and Algorithm of Assimilation
of Climatic Data

The fields of currents in the Black Sea were reconstructed from climatic tempera-
ture, salinity, and sea level by means of the three-dimensional numerical model of
Demyshev et al. (2005).

For the incompressible seawater, the model equations in the Boussinesq and hy-
drostatic approximations are written as

�u

�t
− (ξ + f )v + w

�u

�z
= −gρ0

�ζ

�x
− 1

ρ0

�

�x
(P ′ + E) + �

�z

(

νV
�u

�z

)

+ Fu,

(6.4.17)

�v

�t
+ (ξ + f )u + w

�v

�z
= −gρ0ςy − 1

ρ0

�

�y
(P ′ + E) + �

�z

(

νV
�v

�z

)

z

+ Fv,

(6.4.18)
�u

�x
+ �v

�y
+ �w

�z
= 0, (6.4.19)

�ζ

�t
+

H
∫

0

(

�u

�x
+ �v

�y

)

dz = Pr −Ev

ρ1
, (6.4.20)

P = gρ0ς + g

z
∫

0

ρdμ = gρ0ς + P ′, (6.4.21)

�T

�t
+ �

�x
(uT ) + �

�y
(vT ) + �

�z
(wT ) = �

�z

(

κT �T

�z

)

+ F T + QT + QT ζ ,

(6.4.22)

�S

�t
+ �

�x
(uS) + �

�y
(vS) + �

�z
(wS) = �

�z

(

κ S �S

�z

)

+ F S + QS + QSζ , (6.4.23)

ρ = ρ0 + αT
1 T + αS

1 S + αT
2 T 2 + αST ST, (6.4.24)

where
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QT (
→
x, t) = 1

RE L[1 + η2(z)]
[T Cl (

→
x, t) − T (

→
x, t)], E = ρ0(u2 + u2)/2,

ξ = �v

�x
− �u

�y
(6.4.25)

QT ζ (
→
x, t) = 1

RE L1
[KT (z, t)δζ ∗(x, y, t) − 1

�z

∫

�z

KT (z, t)δζ ∗(x, y, t)dω],

(6.4.26)

QS(
→
x, t) = 1

RE L[1 + η2(z)]
[SCl (

→
x, t) − S(

→
x, t)], (6.4.27)

QSζ (
→
x, t) = 1

RE L1
[KS(z, t)δζ ∗(x, y, t) − 1

�z

∫

�z

KS(z, t)δζ ∗(x, y, t)dω],

(6.4.28)

η2(z) is the variance of measurement errors normalized by the field variance,
REL and REL1 are the relaxation parameters,

KT (z, t) = PT ζ (z, t)/[σ 2
ζ (t) + σ 2

ζm
], (6.4.29)

KS(z, t) = PSζ (z, t)/[σ 2
ζ (t) + σ 2

ζm
], (6.4.30)

δζ ∗(x, y, t) = ζ A(x, y, t) − ζ (x, y, t) − 1

�0

∫

�0

[ζ A(x, y, t) − ζ (x, y, t)]dω,

PT ζ (·), PSζ (·) are cross-covariance functions, σ 2
ζ (·) is the variance of level dif-

ferences, σ 2
ζm

is the variance of errors in level measurements, �z is the area of the
sea at the horizon, �0 is the area of the sea at the surface, and Ev and Pr are the
evaporation and precipitation at the sea surface. The second term in square brackets
in formulas (6.4.29) and (6.4.30) are introduced to avoid fictitious heat and salinity
fluxes into the deep sea (Dorofeev et al., 2004).

The coefficients of turbulent momentum exchange and vertical diffusion are cal-
culated using the Pacanowski–Philander approximation (Pacanowski and Philander,
1981; Demyshev et al., 2004a):

νV = νV
0 (R0 + Ri)−2 + νV

1 , κ S = [(νS
0 (R0 + Ri)−2 + νS

1 ]/(R0 + Ri) + κ S
1 ,

κT = [(νT
0 (R0 + Ri)−2 + νT

1 ]/(R0 + Ri) + κT
1 (6.4.31)

where νV
0 , νS

0 , νT
0 , νV

1 , νS
1 , νT

1 , R0 are the specified constants; κ S
1 , κT

1 are the speci-
fied functions of time; and Ri is the Richardson number. If νV

0 = νS
0 = νT

0 , νV
1 =

νS
1 = νT

1 , and κ S
1 , κT

1 are constants, then, relations (6.4.31) are exactly consistent
with the vertical-mixing model proposed in (6.4.30).
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The horizontal viscosity and diffusion are described with the help of both a bihar-
monic representation of turbulence terms in the equations of motion and a harmonic
operator in the equations of heat and salinity diffusion:

Fu = −νH ∇4u, Fv = −νH ∇4ν, F T = κH∇2T, F S = κH∇2S. (6.4.32)

Equation (6.4.20) is equivalent to a linearized kinematic condition at the sea sur-
face (w = −ςt + Pr −Ev

ρ1
).

Boundary and Initial Conditions

At the surface z = 0:

νV
�u

�z
= −τ x , νV

�v

�z
= −τ y, ky �T

�z
= −QT , ky �S

�z
= Ev − Pr

ρ1
S0 + γ (SCl − S0)

(6.4.33)
Here QT is the total kinematic heat flux minus climatic solar radiation absorbed

by the sea and S0 is the salinity at the surface.

At the bottom z = H (x, y) : u = ν = w = 0,
�T

�z
= 0,

�S

�z
= 0 (6.4.34)

At the rigid lateral walls, we have

u = ∇2u = �ν

�x
= ∇2 �ν

�x
= 0,

�T

�x
= 0,

�S

�x
= 0, (6.4.35)

for meridional segments of the boundary and
for zonal segments

v = ∇2v = �ν

�y
= ∇2 �ν

�y
= 0,

�T

�y
= 0,

�S

�y
= 0, (6.4.36)

In the boundary segments where water flows in, the following conditions are used:

u = u p,∇2u = �ν

�x
= ∇2 �ν

�x
= 0, T = T p, S = S p, (6.4.37)

for meridional segments of the boundary and
for zonal segments

ν = ν p,∇2ν = �u

�y
= ∇2 �u

�y
= 0, T = T p, S = S p. (6.4.38)

For the upper Bosphorus Current and the Kerch Strait, when the current is di-
rected from the Black Sea to the Azov Sea:
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ν = νs,∇2v = �u

�y
= ∇2,

�u

�y
= 0,

�T

�x
= 0,

�S

�x
= 0. (6.4.39)

u p, ν p, us, νs are the velocities in river estuaries and straits, respectively, and
T p, S p are the temperature and salinity in river estuaries and straits, respectively.
We assume that the salinity of river waters is nonzero and equals 7 psu.

The initial conditions have the form

u = v = 0, ς = ς0, T = T 0, S = S0 at t = t0. (6.4.40)

Model Parameters

For each day, the components of wind stress were determined from 6-hourly sea
surface pressure fields for the period 1988–1998 (Dorofeev and Korotaev, 2004).
Analysis of the vorticity of the wind revealed its substantially higher intensity in
comparison with the seasonally varying wind used in Korotaev et al. (2000), Knysh
et al. (2002, 2005) and prepared by Staneva and Stanev (1998).

The seasonally varying total climatic heat flux at the sea surface and the climatic
solar radiation absorbed by the sea were taken into account in the same manner as
in Demyshev et al. (2004a,b). The parameter � in condition (6.4.33) was 1 day−1.

The calculations were performed on a 14.8 km × 14.8 km grid, with 44 irregular
vertical levels The time step was 5 min.

The coefficient νH (z) (dimension cm4/s) varies with depth in the following way:
νH = 5 × 1018 at 2.5–350 m, νH = 1.25 × 1019 at 400 m, νH = 2 × 1019 at
450–600 m, νH = 6 × 1019 at 650 m, and νH = 1020 at 700–2,000 m.

The parameters in formulas (6.4.31) were chosen on the basis of numerical ex-
periments. The calculation results were compared to observation-derived seasonal
features of the temperature regime of the active layer of the Black Sea. The op-
timal values of the parameters turned out to be as follows: νV

0 = νS
0 = νT

0 =
30 cm2/s, νV

1 = 5 cm2/s, and νS
1 = νT

1 = 1 cm2/s. The formation of the Cold
Intermediate Layer (CIL), the position of its boundaries in the vertical, and its struc-
ture turned out to be sensitive to the seasonal variability of the parameter κT

1 . The
CIL characteristics proved to be close to the climatic ones for the following values
of κT

1 changing monthly from January to December, respectively: 4, 6, 3, 1, 0.05,
0.005, 0.003, 0.003, 0.005, 0.008, 0.01, and 1 cm2/s.

The vertical position of the pycnocline was close to the climatic position for the
values of κ S

1 decaying from 1.8 at the sea surface to 0.03 cm2/s at depths to 112.5 m.
For depths below 112.5 m, κT

1 = κ S
1 = 0.03 cm2/s.

6.4.4.3 Climatic Arrays

The new climatic array on temperature and salinity was created on the basis of
observational data stored in oceanographic databanks of the Marine Hydrophysical
Institute of the National Academy of Sciences of Ukraine and the Marine Depart-
ment of the Ukrainian Research Hydrometeorological Institute.
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How were the climatic altimetry fields compiled? First, the hydrophysical param-
eters of the Black Sea were reproduced with the assimilation of altimetry data into
the circulation model described above for the period from 1992 to 2003 (Dorofeev
and Korotaev, 2004). The finite-difference approximation of model equations was
performed in on a grid with a horizontal step of 5 km (the inner internal radius of
Rossby deformation in the open sea is about 25 km). There were 35 irregular vertical
levels from 2.5 to 2,100 m. The boundary conditions at the sea surface were spec-
ified using the fields of wind stress for each 6 h. The period 1992–1998 was based
on the above mentioned Ukrainian data, the period 1998–2003 on NCEP reanalysis
(1998–2003). The climatic solar radiation was disregarded. The monthly variations
of the total heat flux, precipitation, and evaporation were taken from Staneva and
Stanev (1998).

The coefficient of vertical turbulent diffusion was a function of the vertical coor-
dinate alone and provided a CIL seasonal variability close to the climatic one. The
salinity in river estuaries was calculated using simplified equations of salt diffusion
with given components of the river flow velocity.

The initial altimetry data were anomalies of the sea level along standard tracks
of the ERS1 and ERS 2, TOPEX/Poseidon, Jason, EnviSat, and GFO satellites.
The cycle periodicity was 35 days for ERS1, ERS 2 and EnviSat, 10 days for
TOPEX/Poseidon and Jason, and 17 days for GFO. The algorithms for reproducing
the dynamical topography of the sea surface on the basis of both altimeter data and
the results of assimilation of altimetry data can be found in Dorofeev and Korotaev
(2004), Korotaev et al. (1998, see Chapter 4).

The monthly mean climatic altimetry arrays were obtained through averaging
over the period from 1992 to 2003 of the salinity, temperature, and sea-level fields
reproduced from a continuous assimilation of altimetry data into the model of sea
circulation.

The monthly mean climatic arrays T Cl(
→
x, tM ), SCl (

→
x, tM ) were interpolated on

the model’s grid and, then, the Fourier coefficients were computed and the cor-
responding fields were reproduced for each day of the year. The monthly mean
climatic fields of the altimetric sea level ζ A(x, y, tM ) were also interpolated on
the model’s grid. The diurnal climatic fields of temperature, salinity, wind stress,
monthly mean altimetry sea level, and monthly mean climatic fields of precipita-
tion, evaporation, total heat flux (Staneva and Stanev, 1998), solar radiation, and
parameter κT

1 were interpolated linearly at each time step.

6.4.4.4 Computation of the Coefficients KT (z, tM ), and KS(z, tM )

The form of cross-covariance functions existing in expressions (6.4.29) and (6.4.30)
for the coefficients KT (·), KS(·) follows from the relations of the Kalman mul-
tielement correlation algorithm (Knysh et al., 1996, see Chapter 4). Therefore an
estimation of cross covariances between the errors of salinity (temperature) predic-
tion and the errors of sea-level prediction is required. These statistical characteristics
should be computed through a solution of the corresponding differential equations
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in the four-dimensional space-time domain. However, this is a very difficult and yet
unsolvable problem.

It is assumed instead that the influence of the values of the altimetry climatic
level at the grid points surrounding the fixed node (except the node itself) can be
disregarded. In addition, the covariance functions are assumed to depend only on
the vertical coordinate and month of the year. Thus, the fields of errors in salinity,
temperature, and level relative to statistical characteristics are assumed to be hori-
zontally homogeneous and isotropic.

The located estimate for the cross covariance PSζ (z, tM ), where tm is the month
of the year, was determined as

PSζ (z, tM) = 1

N (z) − 1

∑

i j

δS′
i j (z, tM) · δζ ′

i j (tM). (6.4.41)

In expression (6.3.41), we have

δS′
i j (z, tM) = δSi j (z, tM) − δS(z, tM), (6.4.42)

δSi j (z, tM) = S A
i j (z, tM) − SCl

i j (z, tM), (6.4.43)

δζ ′
i j (tM) = δζi j (tM) − δζ (tM), , (6.4.44)

δζi j (tM) = ζ A
i j (tM) − ζ Cl

i j (tM), , (6.4.45)

N (z) is the number of grid points at a given horizon.
The unbiased estimate for the cross covariance PT ζ (z, tM ) was computed by for-

mulas similar to (6.3.41)–(6.3.45). The variance of level differences was estimated
by the formula

σ 2
ζ (tM) = 1

N (0) − 1

∑

i, j

[

δζ ′
i j (tM)

]2
. (6.4.46)

where N (0 ) is the number of grid points at the surface (the first level). The variance
of measurement errors of the level σ 2

ζm
was 2 cm2.

Figure 6.59 presents the dependence of the coefficient KS(z, tM ) on depth for all
months of the year. One can see a seasonal variation in the profiles of this coefficient,
especially in the upper 400-m layer of the sea. Significant values of the coefficient
are observed at depths to ∼ 600 m. Below this level, its values are small.

The coefficient KT (z, tM ) has almost the same behavior with depth in the first
half of the year. In the summer–fall months, its values for the upper 50-m layer of
the sea are positive. Significant values of KT (z, tM ) are also observed at depths to
∼600 m.
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6.4.4.5 Analysis of the Climatic Sea Fields Obtained by Method
of Double Correction

Earlier, it has been shown (Demyshev and Knysh, 2004) that the scheme of peri-
odic assimilation of climatic arrays of temperature and salinity delivers adjusted
hydrophysical fields of the Black Sea. An optimal assimilation period of 3 h was
found. Unlike data assimilation at each time step (Demyshev et al., 2005), the main
feature of the adapted fields is that the structure of vertical velocity is smooth, almost
without small-scale noise. The maximum values of vertical velocity decreased by
about one order of magnitude compared with the results of Demyshev et al. (2005).

The prognostic calculations with the combined 3-hourly assimilation of climatic
data of temperature, salinity, and altimetry sea level were conducted for a period
of four years. The value of the parameter REL was 24 h. The relaxation parameter
REL1 was varied and taken to be 24, 10, and 6 h. The initial fields of temperature,
salinity, flow velocity, and sea level were taken from the results of calculations with
assimilation of climatic arrays of temperature and salinity (Demyshev et al., 2005).
It should be pointed out that the results almost independent of the initial fields. Two
main criteria were chosen to determine the optimal variant of calculations. These
take into account qualitative and quantitative characteristics of the fields of vertical
velocity. According to the first criterion, the structures of the vertical velocity must
not contain small-scale disturbances of a wavelike character. The maximum value
of vertical velocity should be lower than 0.5 × 10−2 cm/s, from the continuing
equation. The variant of calculations with REL1 = 6 h turned out to match the
optimization criterion.

The curves in Fig. 6.60 characterize the process of passing to a periodic mode
of calculations The settling time was 70 days. The calculation data for the last year
were used in the subsequent analysis of the seasonal variability of the climatic cir-
culation in the sea.

An important characteristic of surface geostrophic currents are the elevations of
the free sea surface (Fig. 6.61). The maps indicate the differences between the cli-
matic altimetry level (Figs. 6.61c and f) and the level reproduced by the method of
double correction (Figs. 6.61b and e). The differences are reflected in the smoothing
of synoptic anticyclonic eddies right of the Black Sea Rim Current. This smooth-
ing is due to a fast geostrophic adaptation of the hydrophysical fields (Demyshev
et al., 2006).

Along with this, the maps in Figs. 6.61b and e show a greater number of small-
scale eddies than in Figs. 6.61a and d, thus being indicative of the influence of the
climatic altimetry level in the course of assimilation.

It can be seen from Fig. 6.61e that, in summer, are found almost all, except Cau-
casian (Sochi and Tuapse), anticyclonic eddies that are seen in Fig. 6.61f. These
are Yalta, Caucasian (Anapa), Batumi, Kizilirmak, and Sinop mesoscale eddy-
formation processes. The location and configuration of the western and eastern
cyclonic gyres are quite close to the gyres shown in Fig. 6.61f. Similar results were
obtained for the remaining seasons.
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et al., 2007)

The differences between the temperature fields can be seen in Fig. 6.62. It is
known that, in the Black Sea, the vertical temperature distribution has a clearly
defined CIL in all seasons of the annual cycle. Its upper and lower boundaries
are determined by the isotherm 8◦C (Ovchinnikov and Popov, 1984). In summer
(when a new CIL is being formed), the cold reserve of this layer in the method of
double correction is higher than for assimilating only temperature and salinity into
the model (Figs. 6.62a and b). This is comparable with the cold reserve of the CIL
in the distribution of climatic altimetry temperature (Fig. 6.62). The latter was not
assimilated but was used to estimate the cross covariance. It can be concluded that
the spring cold reserve of the CIL in the method of double correction is caused by the
assimilation of the climatic altimetry level. This follows from analysis of summer
temperature distributions at the section of 43.7◦N (Figs. 6.62d–f). The growth of the
cold reserve of the CIL in spring is possibly caused by the fact that, over the past
∼20 years, the years with moderate and intensive formation and renewal of the CIL
are prevailing.

In the section of interest, one can also see the thermocline features in spring
(Figs. 6.62a–c) and summer (Figs. 6.62d–f). In the distribution of the climatic al-
timetry temperature, the summer thermocline is slightly smeared in depth (Fig. 6.62f).
In the method of double correction, the thermocline is narrower and preciseow-
ing to the assimilation of climatic temperature and salinity (Figs. 6.62d and e). In
Figs. 6.62d and e, one can clearly see a thin homogeneous surface layer with a
thickness between 10 and 12 m in the central and western part of the sea. In the
eastern area, this layer is thinner (∼7 m).



6.4 The Black Sea 323

42
°

(a
)

(b
)

44
°

46
°

m
in

 =
 –

13
.9

7
m

ax
 =

 8
.3

5

28
°

30
°

32
°

34
°

36
°

38
°

40
°

42
°

44
°

46
°

m
in

 =
 –

10
.1

3
m

ax
 =

 1
0.

10

E

N N

E

m
in

 =
 –

10
.7

0
m

ax
 =

 8
.0

8

28
°

30
°

32
°

34
°

36
°

38
°

40
°

m
in

 =
 –

8.
22

m
ax

 =
 8

.4
5

m
in

 =
 –

9.
86

m
ax

 =
 7

.8
0

(c
)

(d
)

(e
)

(f
)

28
°

30
°

32
°

34
°

36
°

38
°

40
°

m
in

 =
 –

8.
02

m
ax

 =
 7

.9
4

E

F
ig

.6
.6

1
T

he
cl

im
at

ic
SS

H
(c

m
)

re
co

ns
tr

uc
te

d
by

as
si

m
ila

tin
g

on
ly

th
e

cl
im

at
ic

va
lu

es
of

th
e

te
m

pe
ra

tu
re

an
d

sa
lin

ity
fo

r
(a

)
Fe

br
ua

ry
an

d
(b

)
A

ug
us

t;
th

e
sa

m
e,

bu
t

by
as

si
m

ila
tio

n
of

te
m

pe
ra

tu
re

,s
al

in
ity

an
d

cl
im

at
ic

al
tim

et
ri

c
SS

H
fo

r
(c

),
Fe

br
ua

ry
an

d
(d

)
A

ug
us

t;
th

e
cl

im
at

ic
al

tim
et

ri
c

va
lu

es
of

SS
H

fo
r

(e
)

Fe
br

ua
ry

an
d

(f
)

A
ug

us
t(

K
ny

sh
et

al
.2

00
7)



324 6 Modelling Climate Variability of Selected Shelf Seas

20
0

15
0

10
0500

28
°

30
°

32
°

34
°

36
°

38
°

40
°

20
0

15
0

10
0500

28
°

30
°

32
°

34
°

36
°

38
°

40
°

H
, m

m
in

 =
 7

,2
3

  m
ax

 =
 1

3,
70

m
in

 =
 7

,2
5

  m
ax

 =
 1

3.
59

m
in

 =
 7

,3
3 

  m
ax

 =
 2

5,
03

m
in

 =
 7

,3
5

  m
ax

 =
 2

5,
36

E

H
, m

E
28

°
30

°
32

°
34

°
36

°
38

°
40

°

m
in

 =
 7

,1
5

  m
ax

 =
 1

2,
50

m
in

 =
 7

,4
8

  m
ax

 =
 2

0,
40

E

(a
)

(b
)

(c
)

(d
)

(e
)

(f
)

F
ig

.6
.6

2
V

er
tic

al
cr

os
s-

se
ct

io
ns

of
te

m
pe

ra
tu

re
(◦ C

)
al

on
g

th
e

43
.7

◦ N
in

up
pe

r
20

0
m

la
ye

r
fo

r
th

e
fo

llo
w

in
g

ca
se

s:
re

co
ns

tr
uc

te
d

by
st

an
da

rd
as

si
m

ila
tio

n
of

cl
im

at
ic

T
an

d
S

fo
r

(a
)

M
ay

an
d

(d
)

A
ug

us
t;

sa
m

e
by

m
et

ho
d

of
do

ub
le

co
rr

ec
tio

n
fo

r
(b

)
M

ay
an

d
(e

)
A

ug
us

t;
sa

m
e

by
ex

tr
ap

ol
at

io
n

of
al

tim
et

ri
c

da
ta

fo
r

(c
)

M
ay

an
d

(f
)

A
ug

us
t(

K
ny

sh
et

al
.,

20
07

)



6.4 The Black Sea 325

In winter, differences between the structures of temperature fields in the above
versions of reconstruction of hydrophysical fields are smaller. In fall, as in summer,
the CIL thickness in the method of double correction is slightly higher than for the
assimilation of temperature and salinity alone.

The distribution of salinity in the layer between 0 and 200 m at the section at
43.7 ◦N is shown in Fig. 6.63. The position of the main halocline in the method of
double correction (Figs. 6.63b and e) is close to its position obtained in the climatic
altimetry salinity (Figs. 6.63c and f). In the assimilation of temperature and salinity
alone, the lower boundary of the main halocline is elevated (Figs. 6.63a and d).

A minimum of the altimetry salinity at the section is obtained at the surface in
the northeastern area (i.e., close to the Danube estuary). This result may be due
to the simplified treatment of rivers in the numerical model. According to climatic
hydrologic data, the salinity in this area is considerably higher (Figs. 6.63a and d).
This fact is reflected in the salinity distribution in the given area obtained by the
method of double correction (Figs. 6.63b and e).

The intraannual variability of intensity of the climatic velocity of currents in the
Black Sea is shown in Fig. 6.64 as vertical-time plots of the kinetic energy (KE)
averaged over the water area. The plots separate five layers: the surface Ekman
layer (∼10 m), a layer with small vertical KE gradients (∼10–60 m), a layer with
relatively high vertical KE gradients (∼60–150 m), a layer with a gradual decrease
of KE (∼150–1, 100 m), and a deep-sea layer (∼1,100–2, 000 m) characterized by
the barotropic velocity.

The upper Ekman layer of the sea reflects the formation of climatic currents
as a result of seasonally varying fields of wind stress and the assimilation of data
on temperature and salinity (Fig. 6.64a,b) and on temperature, salinity, and level
(Fig. 6.64c,d). In this layer, the KE reaches maximum values of 93.7 (Fig. 6.64a)
and 81.3 cm2/s2 (Fig. 6.64d). In Fig. 6.59, one can see a clearly defined correlation
between the distributions of KE and wind vorticity in the seasonal cycle. At times
with particularly high values of wind vorticity, its influence can be traced to depths
of about 1,200 m.

The 10–60-m layer is generally characterized by a much slower variation of KE
with depth than in layers below and above it. This is true especially from mid-May
through August. The weak dependence of currents on depth in the 10–60-m sea
layer can be due to an intensified free convection in the fall–winter–spring period.
Let us note that, convective mixing, which is caused by unstable stratification, was
parameterized through averaging of the temperature and salinity of unstable layers
under the condition that the potential energy is conserved.

The currents in the layer of a constant halocline are characterized by their sub-
stantial attenuation with depth (Figs. 6.64b and d). The regions with extreme KE can
be clearly identified with maximum on March 25 and minimum on September 11.

In the layer between approximately 150 and 1,100 m, the KE in the annual cycle
has an oscillatory character and decreases gradually with depth. The wavelike char-
acter of the KE curves in the main halocline and below indicates the propagation of
baroclinic Rossby waves.
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The KE of deep layer between approximately 1,100 and 2,000 m is most notice-
able. Here, in the annual cycle, there is a clear alternation of vertical homogencity
with maximum and minimum values of KE. In the last decade of March, the maxi-
mum KE is observed at the bottom.

The depth structure of currents in the layer between 1,100 and 2,000 m at a spe-
cific time remains unchanged. However, despite small wind-velocity magnitudes
(with a maximum of 20 m/s), the seasonal variability of currents in this layer is
substantial.

The difference between intraannual KE variabilities for the case of temperature
and salinity assimilation and for the method of double correction lies in the follow-
ing. The currents in the latter case are less intense in the layer between 0 and 500 m
(Figs. 6.64b and d). In deeper layers, the differences are small. At the same time,
as can be seen from Fig. 6.65 in all seasons except winter, the horizontal variabil-
ity of currents in the method of double correction is considerably higher than that
obtained from hydrologic climatic data. In the horizontal currents fields deduced
from climatic altimetry the main halocline involves a larger number of cyclonic and
anticyclonic eddies (especially in summer). The Black Sea Rim Current is narrower,
while its intensity is highest near the west Anatolian coast (Figs. 6.61b, d, f and h).
In summer, a chain of anticyclonic eddies can be traced along the Caucasian coast
and the northern boundary of the basin.

The reproduction of appropriate fields of vertical velocity in the Black Sea be-
comes of special significance for applied problems, for example, the estimation of
long-term spreading of oil spill hydrocarbons.

The spatial distribution of the climatic vertical velocity obtained by the method of
double correction is characterized by the presence of alternating zones of upwelling
and downwelling (Figs. 6.66b, d, f and h). This is due to the eddy structure of hor-
izontal currents. In the fall–winter–spring period, upwelling zones are prevailing.
In summer, one can separate two major areas: First, the downwelling zones in the
northwestern half of the basin, in the area adjacent to eastern Anatolia, and in the
Batumi anticyclone; Second, the upwelling zones in the eastern half of the sea and
in an area adjacent to western Anatolia. The extreme values of vertical velocity at
the depth of 113 m vary between 0.3 and 0.5 × 10−2 cm/s, which is close to integral
estimates.

Nearly the same structure of vertical velocity and its extreme values were ob-
tained in the case of assimilation of only climatic thermohaline fields into the model
(Figs. 6.61 a, c, e and g). The difference is that the alternation of upwelling and
downwelling zones virtually does not occur in this case. This may be due to a
smaller number of mesoscale eddies in the fields of horizontal velocity, when double
correction is not used.
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Color Plate Section

(a) (b) 

Plate 1 (a) Wind friction pattern averaged over the whole simulation period of 1948–2002, (b)
wind friction restored by the 3d-mode eigenfunction in EOF analysis of a wind series. The sam-
ples of arrows in the right upper corner correspond to wind friction values 0.015 and 0.01 N/m2.
The background darkening corresponds to the friction vector modulus, darker areas indicate larger
values of the modulus (Kuzin et al., 2006) (See also Figure 5.1 on page 158)
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Plate 2 Monthly positions of the ice edge boundary in 1948–1960 (Kuzin et al., 2006) (See also
Figure 5.2 on page 159)
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Plate 3 Ice thickness and drift patterns for a typical anticyclonic circulation (a) and for the cir-
culation in the period of the anticyclonic component failure (b). The samples of arrows in the left
lower corner correspond to the velocity of 5 cm/s. Ice thickness (m) is graduated by darkness in the
figures (Kuzin et al., 2006) (See also Figure 5.3 on page 160)



342 Color Plate Section

Plate 4 (a) Surface currents field. The samples of arrows in the right upper corner correspond to
the velocity of 1 cm/s. The background dark color corresponds to velocity value; (b) currents at a
depth of 250 m. The darker shades indicate higher velocity. (c) Circulation at 400 m depth obtained
in experiment with Neptune parameterization, shows a steady, cyclonic, topography-steered current
for the entire period of investigation (Kuzin et al., 2006) (See also Figure 5.4 on page 162)
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Plate 5 Passive tracer distribution 37 years after the onset of emission: (a) the Ob, (b) Pacific
water of the Bering Straits. The isolines are the decimal logarithms of the corresponding tracer
concentration (Kuzin et al., 2006) (See also Figure 5.7 on page 167)



344 Color Plate Section

Plate 6 The vertical cross-section of the tracer concentration field of the Ob River in the North
Atlantic along the parallel 30 ◦N 37 years after the onset of emission. Left–west, right–east. The
isolines are the decimal logarithms of concentration (Kuzin et al., 2006) (See also Figure 5.8 on
page 167)
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Plate 7 The tracer propagation of the Ob run-off in the North Atlantic at a depth of 3 km 37 years
after the onset of emission. The arrows indicate the direction and velocity of the current (the arrow
corresponding to the velocity 3 cm/s is indicated in the left upper corner) (Kuzin et al., 2006) (See
also Figure 5.9 on page 168)
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Plate 8 The cross-section of the tracer concentration field corresponding to the Ob run-off 37 years
after the onset of emission along the approximate trajectory of its propagation, which is indicated
in Fig. 5.9 by a solid line (Kuzin et al., 2006) (See also Figure 5.10 on page 169)
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Plate 9 The tracer propagation in the Ob run-offin the North Atlantic at a depth of 300 m 37 years
after the onset of emission. The arrows indicate the direction and velocity of the current (the arrow
corresponding to the velocity 3 cm/s is indicated in the left upper corner) (Kuzin et al., 2006) (See
also Figure 5.11 on page 170)
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Plate 10 The cross-section of the tracer concentration field corresponding to the Ob run-off 37
years after the onset of emission along the approximate trajectory of its propagation, which is
indicated in Fig. 5.11 by a solid line (Kuzin et al., 2006) (See also Figure 5.12 on page 171)
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Plate 11 Maps of yearly averaged sea surface height field. Contour intervals are 10cm with the
thick lines denoting the 170 cm contours (Qiu and Chen, 2005) (See also Figure 5.27 on page 191)
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Plate 12 A spreading of “contaminated” water in the ocean surface layer from a hypothetical
source, located near Petropavlovsk-Kamchatsky. The plots show the following selected time-
moments after starting the calculations: (a) 5 days, (b) 1,5 month, (c) four months, (d) one year.
The flow velocities are in cm/s. Numbers 1 and 2 characterize the danger level of “radioactivity”
(Antipov et al., 2006) (See also Figure 5.31 on page 197)
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Plate 13 The same as in Fig. 5.31 but for the depth 500 m. The asterisk shows the location of
hypothetic source of radioactivity (Antipov et al., 2006) (See also Figure 5.32 on page 198)
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Plate 14 The same as in Fig. 5.31 but for the case when the source of radioactivity is near the city
Vladivostok (Antipov et al., 2006) (See also Figure 5.33 on page 199)
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Plate 15 The same as in Fig. 5.33 but for the depth 500 m (Antipov et al., 2006) (See also
Figure 5.34 on page 200)
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Plate 16 Surface currents in the northern Indian Ocean for six different months as derived from
ship drift data. SEC: South Equatorial Current, NEC: North Equatorial Current, ECC: Equato-
rial Countercurrent, SWMC: Southwest Monsoon Current, EAC: East Arabian Current, EIC: East
Indian Current (Cutler and Swallow, 1984) (See also Figure 5.35 on page 204)
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Plate 17 Schematic diagram of sea surface temperature anomalies (red shading denoting warming;
blue cooling) during a positive Indian Ocean Dipole (IOD) event (top). White patches indicate
increased convective activity with arrows indicating wind direction. The negative IOD (bottom)
which is, in effect, the reversal of the positive IOD – complete with increased convective activity
over Australia, Indonesia and Japan (Saji et al., 1999) (See also Figure 5.36 on page 209)
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Plate 18 Annual-mean equatorial climatologies for (a) SST, (b) zonal wind, (c) rain, and (d) D20

in climate simulations and observations (black curve). For the observational curves, SODA is used
for SST and D20, CMAP for rain, and ERA40 for zonal winds. Model curves are colored in rainbow
colors from red to violet in descending order of NinÕ-3 index variance (Saji et al., 2006) (See also
Figure 5.37 on page 213)
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Plate 19 The meridional distribution of particles and tracers along 60 ◦E. Shaded values are the
number of particles counted in 2◦×2◦×50 m bins. Contour lines represent the tracer concentrations.
The equatorward slope in the existence of ITF in the northern Indian Ocean is consistently evident
from both the particles and tracers (Valsäla and Ikeda, 2007) (See also Figure 5.38 on page 216)
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Plate 20 Mean currents for (top) January and (bottom) July in the surface 10 m layer of the Indian
Ocean. The streamlines of the currents are shown. The velocities (cm/s) are shown with gradations
of gray color. The color scale is shown on the right (Diansky et al., 2006) (See also Figure 5.39 on
page 218)
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Plate 21 Topography of the North Sea (m) (See also Figure 6.1 on page 226)
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Plate 22 Monthly mean of the baroclinic-geostrophic part of the flow (cm/s) in the surface layer
for February and August 1991 (See also Figure 6.2 on page 228)
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Plate 23 Difference between the monthly mean of the total flow and the baroclinic-geostrophic
part (cm/s) in the surface layer for February and August 1991 (See also Figure 6.3 on page 228)
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Plate 24 Monthly mean of the Ekman flow in 5 m depth (m/s) for February and August 1991 (See
also Figure 6.4 on page 229)
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Plate 25 Difference of the monthly mean of the total flow and the Ekman part (m/s) in 5 m depth
for February and August 1991 (See also Figure 6.5 on page 230)
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Plate 26 Monthly mean of the JEBAR term (10−12s−1) for February 1991 (See also Figure 6.6 on
page 231)
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Plate 27 Monthly mean of the JEBAR term (10−12s−1) for August 1991 (See also Figure 6.7 on
page 231)
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Plate 28 The White Sea bottom topography and its dynamical processes schematics: Rd – tidal
wave external deformation radius in the White Sea Throat; SHW – shelf waves; KW – Kelvin
waves; PW – Poincare waves; C – group velocity
——————- hydrological fronts at the exit of the throat;
>>>>>>>>>>>> Poincare waves radiation;
→→→→→→ Supposed alongshore cyclonic transport connected with the baroclinic effect of
Poincare waves and shelf waves;
—-→—-→—-→ Large-scale quasigeostrophic flow (Semenov, 2004) (See also Figure 6.11 on
page 235)
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Plate 29 Vertical distribution of summer temperature (◦C) across the section O-TH (Onega bay to
the Throat) (Semenov, 2004) (See also Figure 6.12 on page 242)
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Plate 30 The White Sea surface temperature (◦C) in August. Both eddies and frontal zones are
depicted (Semenov, 2004) (See also Figure 6.14 on page 243)



Color Plate Section 369

32.5 33 33.5 34 34.5 35 35.5 36 36.5 37 37.5 38 38.5 39 39.5 40 40.5 41 41.5 42

64

64.5

65

65.5

66

66.5

67

Plate 31 The White Sea surface salinity (psu) in mid-June. The frontal zones in areas of discharge
of rivers Dvina and Onega are seen (Semenov, 2004) (See also Figure 6.15 on page 244)
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Plate 32 White Sea surface topography (cm), obtained for the August in a moment of rising tide by
using the nonlinear boundary condition (6.2.3) (Semenov, 2004) (See also Figure 6.16 on page 244)
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