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Preface

The foundation of the study of ionizing radiation was pioneered by three 
brilliant scientists: Wilhelm. C. Röntgen, Henri Becquerel, and Marie Curie. 
In November 1895, Professor Röntgen discovered a new kind of ray, later 
named as the x-ray, while studying electrical discharge through gases in a 
Crookes tube at the University of Würzburg. He noticed that the mysterious 
new ray has the ability to penetrate through opaque objects. A few months later, 
Henri Becquerel observed the emission of similar rays, naturally, from ura-
nium salts. His observation eventually led to the discovery of the phenom-
enon called radioactivity. Then Marie Curie, a doctoral student of Becquerel, 
conducted extensive research on radioactive materials together with her 
husband Pierre. She is credited with the discovery of radium and polonium 
and is the only scientist who has won the Nobel Prizes in both physics and 
chemistry, to date.

Shortly after the discoveries of x-ray and radioactivity, scientists around 
the world became really curious and started to investigate the physics behind 
and the potential applications with great enthusiasm. Resources and efforts 
were put together in order to develop systems that can detect radiations. 
The earliest radiation detectors were the gas chambers. The incident ionizing 
radiations ionize the gas inside the chamber and create ion pairs. Then the 
charges generated by those ion pairs are measured under the influence of an 
externally applied electric field.

Substantially better energy resolution was achieved when the scientists 
started to use semiconductor detectors. The solid semiconductor materials 
have the ability to shorten the distance traveled by particles within them. So, 
it was possible to build durable detectors with smaller size and eventually 
better portability. During the 1960s, germanium had mostly been used as the 
detector material. Germanium detectors require the measurements to be con-
ducted at low temperatures in order to reduce the thermally generated leak-
age current. This limitation in usability was a source of motivation to focus 
on building silicon-based detectors. Silicon has significantly larger bandgap 
when compared to germanium and thus can be used as sensitive material in 
radiation detectors to be operated at room temperature. Radiations can also 
be detected indirectly using a scintillation layer. The scintillation layer con-
verts the incoming high-energy photons into visible light, which then can be 
detected by photodetectors.

The chapters in this book cover the physics and technologies behind mod-
ern semiconductor detectors for mainly x-ray radiation together with their 



xii Preface

applications. The contents of this book are carefully selected and arranged in 
such a way that it maintains a profound information flow.

Chapter 1: This chapter briefly shows the differences between the 
direct and the indirect conversion x-ray detectors and discusses the 
key properties of the photoconductive materials in direct conversion 
detectors in details. Two direct conversion detectors based on amor-
phous selenium (a-Se) and cadmium zinc telluride (CZT) for medical 
imaging applications are presented.

Chapter 2: Chromium compensated gallium arsenide (GaAs:Cr) is a 
relatively new detector material. It is possible to fabricate a thick, 
large area detector with high resistivity and with uniform and sta-
ble electric field throughout the sensitive volume using GaAs:Cr. 
In this chapter, the fabrication process, the material properties, 
and the performance of a GaAs:Cr based Medipix3RX detector are 
demonstrated.

Chapter 3: LAMBDA is a Medipix-based state-of-the-art x-ray imager, 
mainly developed for the experiments at synchrotrons. The authors 
of this chapter have presented the core technology and the applica-
tions of LAMBDA, together with the ongoing research on improving 
the system using edgeless technology and through-silicon via (TSV).

Chapter 4: In this chapter, the response function of a detector is defined 
and its importance is highlighted. The response functions of single-
probe and multipixel CdTe detectors are estimated.

Chapter 5: Monte Carlo (MC) algorithm is widely used in order to 
study charge generation and charge transport inside semiconduc-
tor materials. MC algorithm-based modeling approaches for direct 
conversion x-ray detectors for medical imaging are discussed in this 
section of the book.

Chapter 6: The most important part in a detector system after the sensi-
tive volume is the readout electronics, also known as the front-end 
electronics. It collects the charge generated inside the sensitive layer 
and processes it before sending it to the ADC, which then sends the 
digital information to a display or a storage unit. The authors of this 
chapter propose a novel inverter-based readout circuitry for radia-
tion detectors.

Chapter 7: One of the most important applications of x-ray detectors 
is its usage in security scanning. This chapter continues the discus-
sions about the readout electronics for x-ray detectors focused on 
the baggage-scanning applications. It also summarizes some of the 
popular imaging techniques and available detectors that are suitable 
for scanning applications.
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Chapter 8: This chapter is devoted to the applications of photon-
counting detectors (PCD) in high-resolution x-ray imaging, such as 
tomography, in a lab-scale environment. Other applications of PCDs 
in different fields of science are also listed.

Chapter 9: The principles of the cone beam computed tomography 
are discussed in this chapter along with its applications in medical 
imaging. The authors have reviewed the advantages and the chal-
lenges of the technology.

Chapter 10: The measurements of the polarization angle and the level 
of linear polarization using scattering polarimetry can play an 
important role in high-energy astrophysics. This chapter deals with 
the development and the performance of CdTe/CZT spectroscopic 
imagers for scattering polarimetry.

This book is written by internationally recognized experts in their respec-
tive fields from both academia and industry. The intended audiences are 
scientists and practicing engineers with some physics and electronics back-
ground. This book can also be used as a recommended reading and sup-
plementary material in graduate-level courses. We wish all the readers an 
interesting journey through the existing and emerging technologies and the 
applications of semiconductor-based x-ray detectors.

Dr. Salim Reza
Dr. Krzysztof Iniewski
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1
Direct Conversion Semiconductor 
Detectors for Radiation Imaging

Shiva Abbaszadeh and Craig S. Levin

The detection and conversion of high-energy photons (such as x-ray, gamma-
ray, and 511 keV annihilation photons) to electric charges can be divided into 
two classes: direct conversion and indirect conversion (Figure 1.1). Direct 
conversion detectors contain a photoconductive material, which converts 
high-energy photons directly into electrical charges. In contrast, indirect 
conversion detectors have a scintillation layer that converts the high-energy 
photons into optical photons. These optical photons are then converted into 
electrical charges using photodetectors, such as silicon photomultipliers 
(SiPMs). The indirect conversion detection is the most dominant technology 
for high-energy photon imaging due to the maturity of scintillation mate-
rial and optical detection technology. Direct conversion semiconductors, 
especially compound semiconductors, have experienced slower develop-
ment due to challenges in growth of high-purity, stable, and uniform crys-
tals. However, there has been an ongoing interest in direct conversion for 
higher spatial resolution applications [1,2]. In this chapter, we discuss the key 
properties of photoconductive materials for high-performance direct conver-
sion detectors for medical imaging applications. Two commercially available 
direct conversion photoconductors, amorphous selenium (a-Se) for large area 
x-ray imaging and cadmium zinc telluride (CZT) for high-resolution posi-
tron emission tomography (PET), are presented.

CONTENTS
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1.2 Direct Conversion Semiconductor Detectors in X-Ray Imaging ............5

1.2.1 X-Ray System Performance Characteristics ...................................6
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1.3.1 PET System Performance ................................................................ 11
1.3.2 CZT Direct Conversion Detector ................................................... 13
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2 Semiconductor Radiation Detectors

1.1  Direct Conversion Photoconductor

A simple direct conversion detector (Figure 1.1) contains three main parts:

 1. A photoconductive material, which converts high-energy photons 
directly into electrical charges.

 2. Biasing electrodes, which are used to apply the bias and create the 
electric field within the photoconductive material. The electrical sig-
nal generated from the drift of photogenerated carriers is induced 
on the electrodes. They also define the position of charge collection 
generated by the incident photons. The electrodes have typically 
square pixelated or cross-strip configurations.

 3. A readout circuit that reads the electrical signal from each pixel ele-
ment and converts the signal chain to the digital domain to be trans-
ferred to a computer.

The photoconductive material can be complex in structure. It can be sand-
wiched between blocking layers (Figure 1.2) to prevent charge injection from 
the biasing electrodes and limit the dark current to the bulk properties of the 
photoconductive material. A hole-blocking layer is usually an n-type mate-
rial that prevents the injection of holes from positively biased electrodes and 
allows conduction of the electrons being collected. An electron-blocking 

High energy
photon

High energy
photon

Scintillator Semiconductor

Photodiode
Readout electronics

Readout electronics

Biased electrode

Indirect conversion Direct conversion

Light

Electron-hole pairs
+
–

FIGURE 1.1
Schematic of cross-sectional view of (left) indirect conversion detector and (right) direct con-
version detector. For indirect conversion, high-energy photons interact with a scintillator and 
generate visible photons, which are then absorbed by a photodetector (e.g., photodiode) and 
converted to charge, and then processed with readout electronics. Note that the light is emitted 
isotropically and spreads to neighboring pixels. For direct conversion, high-energy photons 
are converted directly into a collectable charge. Voltage is applied across the semiconductor, 
and the electric field within the semiconductor guides the generated charge to be collected by 
the pixel in the same planar spatial location where it is generated. This leads to a better spatial 
resolution since the electrode pattern pitch can be very fine. However, the energy of the photon 
is important, since if the size of the electron–hole cloud is bigger than the electrode pitch, the 
signal will be shared by neighboring pixels, reducing the spatial resolution.
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layer is usually a p-type material that prevents the injection of electrons 
from negatively biased electrodes and allows the conduction of holes [3]. A 
high-energy photon in medical imaging applications has an energy-depositing 
interaction within the photoconductive material either by photoelectric 
absorption or Compton scatter. The primary electrons produced from these 
interactions will ionize the material as they lose energy and generate more 
electron–hole pairs. A voltage is applied across the detector to drift the gen-
erated electron–hole pairs. The drift of the electrons and holes will induce 
a current in the detector as described by the Shockley–Ramo theory [4]. The 
charges generated at the electrodes due to the drift of electrons and holes 
are proportional to the number of electron–hole pairs generated and can be 
calculated by Hecht’s equation [5]:
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where Q0 is the initial ionization charge, L is the detector thickness, x is the 
distance between the point of interaction and cathode, and λe and λh are the car-
rier Schubweg for electrons and holes, respectively. The Schubweg is the aver-
age distance a charge carrier drifts under the applied electric field before it 
is permanently captured by traps or recombination centers [6]. It is deter-
mined by the product μ · τ · E, where μ is the mobility, τ is carrier lifetime, 

Hole blocking

Semiconductor

e–

h+

Electron blocking

FIGURE 1.2
Schematic of a semiconductor detector sandwiched between electron and hole-blocking layers. 
A hole-blocking layer prevents injection of holes from positively biased electrodes and allows 
the photogenerated electrons to be collected. On the other hand, an electron-blocking layer 
prevents the injection of electrons from negatively biased electrodes and allows the photogen-
erated holes to pass through it. The blocking layers are used if the most dominant part of the 
dark current of the detector is due to injection of charge from biasing electrodes.
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and E is the applied electric field. Due to the creation of a uniform electric 
field across the photoconductor, all of the generated holes or electrons (based 
on the polarity of the pixel electrode) will drift to the pixel underneath the 
position of generation. The lack of spatial dispersion effects (e.g., light scat-
tering for scintillators) in the direct conversion process and the fine electrode 
pitch allow this method to have an increased spatial resolution compared to 
indirect conversion. However, the requirement of a high-voltage supply and 
the manufacturing of a uniform thick layer of photoconductor over a large 
area are drawbacks of direct conversion semiconductor detectors.

A high atomic number (Z) is desirable for the photoconductive material 
since it leads to a greater probability to absorb the photons incident on the 
detector. The photoelectric interaction probability increases proportional to 
Z4/E3, and the Compton scattering probability increases proportional to Z/E, 
where E is the energy of the incident photon [7]. Photoconductors with small 
atomic numbers need to be thicker in order to absorb the same amount of 
photons as materials with higher atomic numbers.

The amount of energy required to form a detectable electron–hole pair in a 
semiconductor is given by the electron–hole pair creation energy and is typi-
cally two to three times that of the semiconductor’s bandgap energy [8]. As 
the amount of energy required to create an electron–hole pair decreases, the 
number of detectable pairs for a given photon energy increases, leading to a 
larger detected signal. Other important properties of a photoconductive mate-
rial include low dark current and the possibility for large area fabrication.

The most commonly used semiconductor detector is silicon. However, 
due to its low Z and low density, silicon is not efficient in direct detection 
of high-energy photons such as x-rays, gamma-rays, and 511 keV annihila-
tion photons. Therefore, materials with a higher atomic numbers have been 
under development as alternative semiconductor direct conversion detectors. 
It should be noted, however, that silicon has found use as a detector in an 
edge-on configuration for mammography, which is at the lower end of ener-
gies used for medical imaging [9,10]. Table 1.1 lists properties of numerous 

TABLE 1.1

Selected Properties of Several Photoconductor Candidates for Direct Conversion 
Detectors

Material Si Ge a-Se CdZnTe CdTe HgI2 PbI2

Atomic number (Z) 14 32 34 48, 30, 52 48,52 80, 53 82, 53
Energy bandgap (eV) 1.12 0.67 2.2 1.5–1.7 1.44 2.1 2.3
Charge pair energy 
formation (W) (eV)

3.62 2.96 50 4.6 4.43 5 5.5

Mobility lifetime 
product (cm2/V)

(h) >1
(e) ~1

(h) >1
(e) >1

(h) 10−6

(e) 10−8

(h) 10−5

(e) 10−3

(h) 10−4

(e) 10−3

(h) 10−5

(e) 10−4

(h) 10−6

(e) 10−7

Source: Adapted from W. Zhao and J. A. Rowlands, Proc. SPIE: Medical Imaging, vol. 1651, 
pp. 134–143, 1992.
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photoconductors. From Table 1.1, a-Se is a very mature technology that can 
be uniformly deposited up to a thickness of 1–2 mm [11]. A thickness of 
200 μm a-Se is sufficient for absorption of the majority of photons having 
x-ray energy typical for mammography, and 1 mm thick a-Se is enough for 
chest x-ray imaging. For imaging photons with energy higher than 100 keV, 
the growth technology of CZT and cadmium telluride (CdTe) has progressed 
to meet this need, and crystals as thick as several centimeters are commer-
cially available [12]. The crystal growth and purification of mercuric iodide 
(HgI2) and lead iodide (PbI2), which contain the high atomic number elements 
mercury (Z = 80) and lead (Z = 82), respectively, are still under research and 
development [13,14].

1.2  Direct Conversion Semiconductor 
Detectors in X-Ray Imaging

X-ray imaging is among the most important medical imaging procedures 
used today. The high energy of the radiation allows it to penetrate through 
the body and provide an image of the interior of the body, which is otherwise 
not visible by the human eye. A depiction of image acquisition using x-ray 
imaging is shown in Figure 1.3. The object, or patient, to be imaged is placed 
between the radiation source and the detector that acquires the image. The 
variation of x-ray attenuation within the body, due to varying tissue compo-
sition, causes the variation, or contrast, in the acquired image. An exposure 

Detector ImagePatientX-ray tube

FIGURE 1.3
Radiographic image acquisition.
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of uniform intensity exposes the body, and the intensity is modulated by the 
differential attenuation within the body. The modulated intensity that exits 
the body contains the internal structure information and is sensed by the 
detector to form the image. Therefore, adjacent regions having a greater dif-
ference in x-ray attenuation will have greater contrast.

There are several modalities used to meet the various needs in the field 
of medical imaging. X-ray imaging modalities include chest radiography, 
mammography, fluoroscopy, and computed tomography (CT). Each of these 
modalities serves a different purpose. Properties for the first three of these 
modalities are summarized in Table 1.2 [15]. Note that the x-ray spectrum is 
quoted in terms of kVp, which is the x-ray tube voltage, and the exposure is 
expressed in roentgens (R).

1.2.1  X-Ray System Performance Characteristics

In x-ray imaging, there is a need for high spatial resolution detectors in appli-
cations with small feature sizes, for example, microangiography, where we 
are looking at small blood vessels, and mammography, where microcalcifica-
tions are important since small microcalcifications are a hallmark of breast 
malignancy [16,17]. The spatial resolution in an x-ray system is characterized 
by measuring the modulation transfer function (MTF) of the system. The 
MTF is a measure of the contrast as a function of spatial frequency. As illus-
trated in Figure 1.4, if we have an input signal with components at all spatial 
frequencies, with the same intensity, and they are imaged with the imaging 
system in question, then if we take the ratio of the amplitude at the output 
compared to the amplitude at the input, we obtain the attenuation relation-
ship as a function of frequency, where the high-frequency components are 
generally attenuated. This attenuation comes from the different sources of 
blurring in the system such as K-fluorescence reabsorption, Compton scat-
tering, and primary photoelectron range, which is related to the electron–
hole pair cloud diameter. One way to measure the MTF is using the so-called 

TABLE 1.2

Digital X-Ray Imaging System Properties

Clinical Task Chest Radiography Mammography Fluoroscopy

Detector size 35 cm × 43 cm 18 cm × 24 cm 25 cm × 25 cm
Pixel size 200 μm × 200 μm 50 μm × 50 μm 250 μm × 250 μm
Number of pixels 1750 × 2150 3600 × 4800 1000 × 1000
Readout time <5 s <5 s 1/30 s
X-ray spectrum 120 kVp 30 kVp 70 kVp
Mean exposure 300 μR 12 mR 1 μR
Noise level 6 μR 60 μR 0.1 μR

Source: D. L. Y. Lee, L. K. Cheung and L. S. Jeromin, “New digital detector for projection radi-
ography,” in Proc. SPIE: Medical Imaging, pp. 237–249, 1995.
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“edge-method” [18,19]. As was discussed earlier in the chapter, the direct 
conversion detector drifts the charge toward the pixel electrodes, and there 
is no blurring like there is in scintillators due to isotropic spreading of light. 
As a consequence, direct conversion semiconductor detectors provide a bet-
ter MTF compared to their indirect conversion counterpart. We will compare 
the MTF of direct conversion imaging detectors with indirect conversion 
imaging detectors in the next section.

Another important characteristic of an x-ray detector is how well it pre-
serves the signal-to-noise ratio (SNR) of the incident signal. Similar to the 
MTF, a metric for quantifying degradation in the signal quality as a function 
of spatial frequency can be computed by the ratio of the SNR at the output to 
that at the input of the imaging system, and taking the square of the result. 
This metric is known as the detective quantum efficiency (DQE) [20,21]. A 
DQE of unity perfectly preserves the SNR at the input of the imaging sys-
tem; however, this is generally not achievable, even at zero spatial frequency, 
due to incomplete absorption of all incident photons (i.e., a probability less 
than unity for detecting incident photons). Noise sources in the imaging sys-
tem will degrade the DQE, and thus the DQE is dependent on the incident 
exposure level. Typically the DQE will improve with increasing exposure as 
the noise becomes less dominated by the electronics (i.e., becomes quantum-
noise limited).

1.2.2  a-Se Direct Conversion Detector

The a-Se photoconductor is the most highly developed photoconductor for 
large area x-ray imaging and is still the only commercially available mate-
rial for flat-panel x-ray detectors [22–25]. a-Se has an acceptable x-ray absorp-
tion coefficient for low x-ray energy, good charge transport properties, and 
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FIGURE 1.4
Conceptual depiction of the MTF. Large structures have low spatial frequency components, 
while small structures have high spatial frequency components. The imaging system may 
exhibit a different response to the various frequency components of the object being imaged. 
The relative signal of the output of the imaging system to its input as a function of frequency 
yields the MTF. Typically, higher frequency signals are more difficult to preserve due to vari-
ous forms of blurring in the imaging system.
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low dark current. Typically, a-Se detectors are operated at an electric field 
strength of ~10 V/μm to get an acceptable x-ray sensitivity and acceptable 
levels of lag and ghosting [26,27]. Figure 1.5 compares the MTF of an a-Se 
detector with another detector technology, demonstrating that a-Se is capa-
ble of providing a very high spatial resolution. In addition, in order to make 
a-Se reach its highest charge collection efficiency, higher electric fields are 
required [28–30]. A higher electric field within the a-Se layer improves the 
detector performance by increasing carrier motilities and photogeneration 
efficiency that leads to better dose efficiency [31,32]. However, maintaining 
low dark current (≤10 pA/mm2) at high electric fields is challenging [33]. A 
high dark current reduces the dynamic range of the device. It also increases 
noise levels, thus degrading SNR and can lead to crystallization of the detec-
tor due to joule heating [34]. Previous studies of dark current on a simple 
metal/a-Se/metal structure have shown that dark current is dependent on 
time and voltage and changes by the nature of the positively biased metal 
contact employed [35].

Juska et al. first observed avalanche multiplication in a-Se in 1980 while 
they were studying the photogeneration efficiency and electron and hole 
mobility of a-Se at high electric fields [28]. They measured transient pho-
tocurrent in a-Se (20–200 μm) sandwiched between two insulating layers 
using the time-of-flight technique. It was observed that at fields higher than 
80 V/μm, the photogeneration efficiency increased sharply. Photogeneration 
efficiency larger than unity is due to photocurrent multiplication phenom-
ena. Photocurrent multiplication in Juska’s structure has been attributed 
to the avalanche phenomena, which entails the generation of secondary 

Spatial frequency (lp/mm)
0

0
0.5 1.0 1.5 2.0 2.5 3.0

0.2

0.4

0.6

0.8

1.0

M
T

F(
f)

Csl

a-Se

FIGURE 1.5
MTF of a-Se and CsI, a common indirect conversion material, x-ray detector technologies. 
(Adapted from M. Spahn, Eur. Radiol., vol. 15, pp. 1934–1947, 2005.)
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electron–hole pairs by impact ionization at high electric fields. Soon after 
that, a-Se was used in commercial ultrasensitive high-gain avalanche rush-
ing photoconductor (HARP) TV camera tubes [36]. The basic structure of the 
HARP camera is shown in Figure 1.6.

In order to apply a high electric field across the a-Se, a multilayer verti-
cal a-Se structure with proper electron and hole-blocking material has 
been used. In the HARP structure, a-Se, which can vary in thickness, is 
sandwiched between cerium oxide CeO2 (several tens of nanometers) and 
the porous di-antimony trisulfide Sb2S3 (about 100 nm) that act as block-
ing layers for holes and electrons, respectively. Cerium oxide is an n-type 
wide bandgap material that prevents injection of holes from the anode by 
forming a large potential barrier to holes. The di-antimony trisulfide layer 
has a large number of electron traps that become filled and form a negative 
space-charge barrier that stops injection of electrons from cathode [37]. The 
selenium layer used is doped with arsenic and tellurium to suppress crystal-
lization and to increase the sensitivity for red light, respectively [37]. A thin 
region of the selenium layer next to the signal electrode was doped with 
a small amount of lithium fluoride to decrease the white blemishes [38]. A 
transparent indium tin oxide (ITO) or tin dioxide (SnO2) electrode, deposited 
on a glass substrate, provides a contact for a positive electrostatic bias to be 
applied. However, there is no physical contact or electrode at the other side of 
the structure. This side is kept at the cathode potential of the electron gun by 
a scanning electron beam. This free surface is capable of supporting a latent 
charge image. Research has been ongoing to improve the readout component 
of the HARP camera to establish a more practical method, and recently there 
is research to adapt the HARP technology for x-ray imaging [39–44] due to 
the potential benefits of avalanche multiplication.

In addition to the HARP structure, different hole-blocking layers and 
their behavior as a function of the electric field were investigated [45,46] to 

Light

Face
plate

ITO electrode

e-beam

C
eO

2

Sb
2S

3

Se
-A

s

Se
-A

s-
Te

Se
-A

s-
Li

F

FIGURE 1.6
Schematic of HARP camera structure. (Adapted from K. Tanioka, Nucl. Instrum. Methods A, 
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develop  an a-Se detector capable of working at electric fields above the 
typical 10 V/μm. The role of the hole-blocking layer is essential to maintain 
low dark current at high electric fields since the mobility of holes in a-Se is 
20–30 times larger than the electron mobility. It was found that a thin layer 
(<1 μm) of polyimide (PI) permits operation at high electric fields greater than 
80 V/μm while maintaining a dark current density below 200 pA/mm2. PI is 
commonly used as an insulator and when used as a blocking layer should 
create a significant potential barrier for holes. To avoid electric field reduc-
tion in the a-Se layer due to charge accumulation, the electrons should flow 
through the PI/a-Se interface and within the PI layer. Detectors using a PI 
layer utilize a simple fabrication process based on widely available semicon-
ductor materials that can be easily integrated into current large area digital 
imager manufacturing processes, and the process is compatible with both 
thin-film transistor (TFT) and complementary metal–oxide–semiconductor 
(CMOS) technologies. It was initially suspected that charge (specifically elec-
tron) accumulation would occur at the PI/a-Se interface and would degrade 
the device performance over time by reducing the internal electric field of 
the device. However, it was demonstrated that photocurrent is quite stable 
over time using the time-of-flight experiment [47] and pulsed and long light 
exposure [46], suggesting that charge accumulation does not significantly 
impact the internal field within the a-Se layer. Figure 1.7 shows an x-ray 
image of a 25–50 μm wire diameter aortic stent that was acquired using a 
CMOS-PI-selenium prototype [48].

FIGURE 1.7
25–50 μm wire diameter aortic stent in a glass vial imaged by a prototype detector using 
PI/a-Se on CMOS with 25 μm pixel size. The x-ray source was operated at 30 kVp. (From C. C. 
Scott et al., “Amorphous selenium direct detection CMOS digital x-ray imager with 25 micron 
pixel pitch,” in SPIE Medical Imaging, p. 90331G, 2014. With permission.)
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1.3  Direct Conversion Semiconductor Detectors in PET

PET is a common imaging modality in nuclear medicine. Nuclear medicine 
uses radioactive tracers labeled to a molecule that is specifically engineered 
to assess specific biological processes within the body. As a consequence, it is 
capable of imaging the functions within the body as opposed to imaging the 
anatomy as in conventional x-ray imaging. The type of tracer used in PET is 
a positron-emitting radiotracer, which undergoes annihilation with an elec-
tron in the tissue and produces two photons with energy of 511 keV emitted 
in opposite directions, as shown in Figure 1.8. If these 511 keV photons are 
detected by two position sensitive detectors, the location of the annihila-
tion positron is somewhere along the line of response (LOR) between these 
detectors. Through iterative image reconstruction algorithms that involve 
repeated forward- and back-projecting the data through the system LORs, 
the biodistribution of the tracer can be imaged in three dimensions.

1.3.1  PET System Performance

The sensitivity of a PET system to be able to detect small concentrations of 
radiotracer is determined by the PET system geometry, characteristics of the 
radiation detectors, and system data acquisition. Important performance 
parameters of a PET system are

 1. Energy resolution: The energy resolution of a detector system is defined 
by its ability to and, it depends on the detector and data acquisition 
system. It is quantified by the width of the photopeak of the energy 
spectrum of the incident photons. Different components of noise 
such as quantum noise of the detector, signal propagation within the 

Detector ring

Coincident 511 keV
gamma rays

Positron annihilation

Line of response (LOR)

Subject injected with radiotracer

FIGURE 1.8
Schematic of a ring PET scanner where radiation detectors surround the subject. A LOR is 
recorded along the line that connected the detection elements where the two 511 keV annihila-
tion photons are detected.
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detector, input capacitance of the readout amplifier, thermal noise 
of the resistors, dark current of the detector, etc., worsen the energy 
resolution of the detector. The energy resolution in percentage is 
defined as the photopeak full width at half maximum (FWHM) 

divided by the peak energy of the photopeak 
FWHM

E
keV

keV

×






100% .

 2. Spatial resolution: The spatial resolution of the PET system is deter-
mined by the physical characteristics of the detectors and the basic 
physics of positron decay. The width of the pixel elements in the 
detector and capability of the detector in detecting the depth of 
interaction (DOI) are very important in defining the spatial resolu-
tion of the PET system. If we assume we were able to reduce the pixel 
size to zero, the range of positron in tissue and the acollinearity of 
annihilation photons fundamentally limit the spatial resolution of 
the PET system [49,50].

 3. Time resolution: The time resolution of the PET system is affected by 
how fast the detector elements respond and the properties of the 
readout electronics. Better timing resolution will lead to less ambi-
guity for identifying coincident annihilation photons from back-
ground processes.

The majority of preclinical and clinical PET systems make use of indirect 
conversion of 511 keV photons and use a scintillator attached to a photomul-
tiplier tube, avalanche photodiode, or SiPM for detection [51,52]. Imaging low 
concentration and small structures is a driving force in both academia and 
industry to develop PET systems with ultrahigh spatial resolution (≤1 mm3) 
and high 511 keV photon detection efficiency. To reach such a resolution, 
different scintillator segmented detectors with crystals having dimensions 
as small as 0.8 and 0.5 mm have been investigated [53,54]. In addition, high-
density semiconductor materials such as CZT have gained particular inter-
est due to the following reasons:

 1. In a semiconductor detector, the submillimeter pixel element is 
achieved with a metal deposition process on the semiconductor 
material, which eliminates the need for saw cutting of scintillator 
crystals into tiny elements, which would then require assembly 
into arrays and a labor-intensive process. Due to direct detection of 
charge carriers across a uniform electric field within the semicon-
ductor detector, there is little or no spatial blurring.

 2. DOI information for 3D positioning of photon interaction can 
be easily extracted with semiconductor detectors due to charge 
trapping within the semiconductor material. The ratio of charge 
induced at the anode and cathode represents the depth of photon 
interaction in the material [55,56]. This property eliminates the 
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complex scintillation detector designs that have been proposed 
such as double -sided detectors or different scintillator materials 
used to encode the DOI [57].

 3. The electron–hole pair creation energy in the semiconductor is 
approximately two or three times that of the bandgap. With rela-
tively low electron–hole pair creation energy (and therefore a lot of 
electron–hole pairs created) and direct detection of charge carriers, 
the energy resolution of semiconductor detectors is much better 
than that of scintillator-based detectors.

 4. The high-energy resolution and accurate 3D position sensing of 
semiconductor detectors make the system capable of Compton kine-
matics that allow estimating the incoming incident angle of the 
photons that undergo Compton scatter [58]. This information can be 
exploited for a number of purposes, including geometric rejection of 
random and scatter coincidences, or acceptance and positioning of 
normally rejected events, and increasing system spatial resolution 
by more accurately estimating the first point of interaction in the 
detector in multi-interaction photon events [59].

1.3.2  CZT Direct Conversion Detector

Cadmium telluride and CZT are the most highly developed photoconduc-
tors for gamma ray and 511 keV annihilation photon detection for imaging. 
The manufacturing of CZT has progressed over the past 30 years and has 
become quite reliable. Different manufacturers, such as Redlen Technology 
(Victoria, Canada) and Imarad Imaging System Ltd. (Rehovot, Israel), have 
been manufacturing CZT since the 1990s. Several laboratories have investi-
gated the spatial, energy, and timing resolution of individual CZT crystals 
(with different dimensions and electrode design) as a detector technology 
for PET system [60–63]. The electrode design of these detectors is typically 
either square pixelated anodes with a planar cathode or cross-strip elec-
trodes (orthogonal anode and cathode strips). The cross-strip electrodes are 
attractive since they significantly reduce the number of readout channels at 
the system level.

Advances in CZT crystal growth and manufacturing led to a substantial 
improvement in mobility-lifetime product and achievable energy resolution. 
In order to preserve the intrinsic high-energy resolution of CZT PET detec-
tors as they are scaled up to a system, the design of the detector’s electrodes, 
interconnections, and its readout electronics are very important. He et al. 
have been developing CZT detectors for more than a decade for various 
imaging applications in the field of nuclear security. In one study, they have 
evaluated two 1.5 × 1.5 × 1 cm3 pixelated CZT detectors and a data acquisi-
tion for a PET system [64]. The detector energy resolution was 1% FWHM at 
662 keV. They also demonstrated that timing resolution of 10 ns FWHM is 
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achievable on a 1 cm thick crystal using a cathode waveform digitizer. The 
time of occurrence of the event in the CZT detector was determined by the 
rising edge of the cathode signal using digital waveform sampling. Vaska et 
al. developed pixelated CZT detector modules with different thickness and 
reported 10 ns FWHM time resolution for a 1.4 mm thickness biased at 100 V 
in coincidence with BaF2 (indirect conversion detector) and 21 ns FWHM 
time resolution for a 7.5 mm thickness biased at 1000 V [65]. It was confirmed 
by both groups that waveform analysis improves the time measurement 
over the leading edge discrimination of a shaped cathode or anode signal. 
The time-amplitude walk caused by leading-edge triggering limits the time 
resolution. Special electronics and proper calibration are very important for 
optimizing the time resolution to make it limited by CZT intrinsic properties 
and remove the effect of the electronics.

Cross-strip CZT detectors have also been developed and investigated by sev-
eral groups [56,60,66]. Drezet et al. developed 16 × 20 × 0.9 mm3 CZT detectors 
with 0.9 mm wide anode strips on a pitch of 1 mm with 3.9 mm cathode strips 
on a 4 mm pitch orthogonal to anode strips [60]. Timing resolution between 
two CZT detectors with an applied bias of 500 V was reported to be 2.6 ns. 
Matteson et al. [67] and Gu et al. [55] developed larger volume CZT detector 
modules. This design utilizes two 40 × 40 × 5 mm3 CZT crystals stacked in 
an anode–cathode–cathode–anode configuration to form a single 40 × 40 × 
10 mm3 CZT detector module. Figure 1.9 shows the detector module and the 
cross section of the CZT crystal used in that design. Anode strips are 0.1 mm 
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FIGURE 1.9
Two CZT crystals are assembled to flexible circuit and stacked based on anode–cathode– 
cathode–anode (ACCA) configuration to form a CZT module (4 cm × 4 cm × 1 cm). (b) Schematic 
of a CZT crystal with cross-strip pattern showing anodes, cathodes, and steering electrodes. 
(c) Drawing of cross section of the CZT crystal.
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wide with 1 mm pitch, and cathode strips are 4.9 mm wide with 5 mm pitch. 
Gold (Au, 150 nm thick) was deposited on the polished surface of CZT crystals 
for both anode and cathode electrodes. Conductive silver epoxy was used as 
the bonding material to assemble the flexible circuit to the Au electrodes. Due 
to the small width of the anode compared to thickness of the crystal (5 mm), 
there is the so-called “small pixel effect,” which means that the drifting elec-
trons have to be in close proximity to the anodes in order to induce significant 
charge on those anodes. Based on the Shockley–Ramo theorem, the small pixel 
effect blinds the electrode to the charge trapping within the bulk of the crystal. 
The CZT detector design also used steering electrodes placed between anode 
strips to improve charge collection. It was shown that the steering electrode 
biased above 80 V with respect to the anode’s bias was sufficient for complete 
charge collection [56,66]. The detector module showed an energy resolution 
of 3.9 ± 0.19% FWHM at 511 keV, and the point spread function (PSF) in the 
direction orthogonal to the anode strips was 0.78 ± 0.1 mm FWHM includ-
ing the 250 μm diameter of the point source. A system using these detector 
modules is currently under construction [68]. The geometry of this system is 
arranged into a box as illustrated in Figure 1.10, and the detectors are oriented in 
an “edge-on” configuration such that the annihilation photons encounter 4 cm 
of CZT along the direction perpendicular to the axis. The first full-system data 
acquisition characterization of this system supporting readout of 94 CZT detec-
tor modules was tested with 12 detector modules with different crystal qual-
ity. Results showed the subsystem-wide energy resolution as being 7.43 ± 1.02% 
FWHM over 468 channels. The global time resolution of the system based on six 
CZT crystals in coincidence with six other CZT crystals was 37 ± 5 ns FWHM.

From the discussion and examples presented in this section, it can be con-
cluded that the spatial and energy resolution of CZT is superior to those of 
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FIGURE 1.10
Schematic of a CZT-based PET detector system for small animal imaging.
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current state-of-the-art scintillator-based detectors. The best timing resolu-
tion reported for 1 cm thick CZT crystal was 10 ns. Although 10 ns timing 
resolution is not acceptable for most PET applications, it is appropriate for 
small animal PET imaging since the random fraction for small animal imag-
ing is relatively low. Since CZT is capable of Compton collimation, random 
coincidences may also be rejected by examining their incidence angle into 
the detectors. In addition, novel methods such as refractive index modula-
tion by probing the Pockels effect in CdTe or CZT crystals are under investi-
gation to dramatically improve PET coincidence time resolution [69]. If such 
an innovative method is achieved, there exists the possibility to combine the 
technique with conventional CZT detectors to simultaneously achieve supe-
rior spatial, energy, and timing resolution.

1.4  Summary

In summary, this chapter discussed direct conversion detector technology. 
This technology differs from that of indirect conversion by the conversion of 
incident radiation to charge (as opposed to light), which is collected with the 
aid of an applied bias that drifts the generated charge toward the electrodes. 
From a high level, the detector consists of a conversion material, biasing 
electrodes, and readout circuitry. Direct conversion detectors can achieve an 
increased spatial resolution compared to indirect conversion detectors due 
to the fine electrode pitch and lack of dispersion effects. On the other hand, 
drawbacks include the need of a high-voltage supply and manufacturing a 
uniform thick layer, potentially over a large area. The ultimate choice of con-
version material depends on the application, since different radiation ener-
gies are used for different imaging modalities, and a material’s probability to 
absorb photons is dependent on factors such as atomic number.

For x-ray imaging, the MTF can be used for characterizing the spatial reso-
lution of the system and the DQE can be used to quantify the signal qual-
ity in terms of SNR. The numerous sources that affect the spatial resolution 
include K-fluorescence reabsorption, Compton scattering, and primary pho-
toelectron range, while noise sources such as electronic noise affect the DQE. 
a-Se is a common direct conversion detector material for mammography and 
low x-ray energy applications. Benefits of a-Se include good charge transport 
properties, low dark current, and high spatial resolution. In addition, ava-
lanche multiplication has been observed in a-Se, which could potentially be 
leveraged for x-ray imaging. The blocking layer also plays an important role, 
as this layer is essential to maintain low dark current and prevent charge 
injection at high electric fields.

For PET imaging, three important parameters of the system performance are 
energy resolution, spatial resolution, and time resolution. Although typically 



17Direct Conversion Semiconductor Detectors for Radiation Imaging

indirect conversion detectors are used for PET imaging, direct conversion detec-
tors gained interest due to several factors including a pixel element defined by 
metal deposition (no need for cutting crystals), DOI that enables 3D positioning, 
high-energy resolution, and capability for Compton kinematics. CZT was high-
lighted as a highly developed photoconductor for high-energy imaging applica-
tions. Several groups have investigated CZT for PET imaging and have shown 
high energy and spatial resolution; although the time resolution observed was 
limited, it is still appropriate for small animal PET imaging. The detector elec-
trodes, interconnections, and readout electronics also play large roles in a full 
system designed using CZT.
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2
GaAs:Cr as Sensor Material 
for Photon Counting Pixel Detectors

Elias Hamann

2.1  Introduction

In recent decades, photon counting x-ray pixel detectors have found their way 
into many scientific fields like particle physics, scattering and diffraction, (pre-)
clinical research, materials science, at synchrotrons, and also increasingly at 
laboratory x-ray setups. Here, they more and more replace or work concurrently 
with classical detection media like films or indirect converting, scintillator-
based detector systems. The conversion of x-rays to charge carriers and thus 
electrical signals directly in the (semiconductor) sensors, as well as several tech-
nological developments, led to features like high-dynamic ranges, high signal-
to-noise ratios (and thus dose efficiency), and frame rates up to several kilohertz. 
Pixel sizes in the range of several tens of microns ensure a spatial resolution 
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sufficiently high for many applications like (pre-)clinical studies and nondestruc-
tive testing. Several chips, for instance the Medipix3RX [1], additionally offer the 
possibility of setting more than one energy threshold, which allows making use 
of the spectral composition of the radiation. Further, two of the biggest problems 
in small pixel detectors, namely charge sharing and the influence of characteris-
tic x-rays from the sensor material, were recently tackled by advanced hit alloca-
tion and charge summing functionalities [2,3]. This has opened up new ways in 
rather novel techniques like spectral imaging for material decomposition (e.g., 
separating contrast agents) or allows the filtering of higher harmonics at syn-
chrotron beamlines. A comprehensive review about the current status, the chal-
lenges, as well as potentials of photon-counting detectors can be found in Ref. [4], 
and, exemplarily for the LAMBDA detector system, in Chapter 3.

Most photon-counting pixel detectors are so-called hybrid detectors, where 
a suitable semiconductor sensor is attached to dedicated readout electronics 
by flip-chip techniques like bump bonding. In this way, the sensor mate-
rial can be chosen to best fit the requirements imposed by the application. 
The most widely used semiconductor sensor material is silicon (Si) since it is 
available in large wafer sizes at relatively low cost and is nearly defect-free. 
However, due to the relative low absorption and the increasing influence of 
the (unwanted) Compton effect for energies above 30 keV, the (dose) efficient 
use of Si is limited. Since many applications like medical CT and material 
testing require higher x-ray energies (100 keV and more) in order to penetrate 
large and/or heavy samples, the search for suitable semiconductor sensor 
materials thus has become an important task besides the constant develop-
ment and improvement of the readout electronics itself.

This chapter presents the characterization and application of high-resistivity, 
chromium compensated gallium arsenide (GaAs:Cr), a semiconductor sensor 
material that recently has (re-)gained increasing attention. As will be shown 
below, this material shows detector-grade properties and thus is well suitable 
to be used for x-ray detectors. The chapter is divided in three parts: First, a 
detailed characterization of the material properties of GaAs:Cr with respect to 
its use as a sensor material for photon-counting x-ray pixel detectors (homoge-
neity, resistivity, charge carrier properties) is performed. Then, the fabrication 
steps of GaAs:Cr Medipix detector assemblies as well as the functionality of 
the Medipix3RX photon-counting readout electronics are described. Finally, 
the performance of these detectors with respect to (spectral) x-ray imaging is 
investigated. Interested readers are kindly advised to read the PhD thesis [5] 
written by the author for more detailed information.

2.2  High Resistivity, Chromium Compensated Gallium Arsenide

Since the absorption of a material strongly depends on its atomic number Z, so-
called high-Z materials like germanium, gallium arsenide, or cadmium (zinc) 
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telluride have been thoroughly investigated in the last decades in order to find 
a material suitable for high-energy x-ray applications [6]. Figure 2.1 shows a 
comparison of the absorption properties of silicon, gallium arsenide (similar to 
germanium), and cadmium telluride in several available thicknesses. Cadmium 
(zinc) telluride (CdTe, CZT) exhibits high-absorption capabilities for photon 
energies up to 150 keV and thus has gained particular interest, e.g., for medical 
applications. However, detectors based on thick sensors may suffer from charge 
trapping and detrimental effects like charge sharing and long-ranged sensor 
fluorescence radiation, the last two leading to crosstalk between neighbor-
ing pixels. Further, CdTe and CZT can show temporal instabilities, especially 
under high fluxes and when blocking Schottky contacts are employed [7–10], in 
the worst case leading to (temporary) device failure. Germanium (Ge), like Si, 
can be produced in large, almost defect-free volumes, but has to be cooled due 
to the small bandgap (0.67 eV, compared to 1.12 eV in Si, 1.43 eV in GaAs, and 
1.5 eV in CdTe), which results in higher leakage currents at room temperature.

Gallium arsenide (GaAs) has been considered promising for radiation detec-
tion since more than half a decade [11], but did not have sustaining success. Its 
atomic numbers 31 and 33, embracing germanium with Z = 32, lead to an effi-
cient absorption of x-ray energies up to ~60 keV (see Figure 2.1), which makes 
it a perfect intermediate sensor material between Si and CdTe/CZT and thus 
suitable for applications like nondestructive testing, mammography, or dental 
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imaging. For these energies, the contribution of inelastic (Compton) scattering is 
also very small, which means that almost all photon interaction takes place via 
the desired photo effect. Further, characteristic x-rays produced in the sensor are 
rather short-ranged as compared to CdTe (~40 μm for Ga fluorescences as com-
pared to ~120 μm for characteristic Cd radiation, both denoting 1/e absorption 
lengths excluding coherent scattering), thus facilitating spectroscopic imaging.

Most of the proposed and investigated detector technologies have been 
based on either epitaxial or melt-grown bulk material and a considerable 
amount of publications were written, especially around the 1990s and early 
2000s, which arguably can be considered as the most productive era for 
GaAs-based radiation detectors (see, e.g., Refs. [6,12–15] and many more).

However, the thickness of the active layers was mainly limited either due 
to the growth technique (epitaxy) or the need of creating depletion zones 
(e.g., by diode structures or by applying Schottky barriers) to increase resis-
tivity, or a combination of both. This often led to large parts of the sensor 
being insensitive to radiation, thus preventing efficient use of the sensor vol-
ume for the absorption of radiation. Furthermore, persistent technological 
problems with this material have impeded the routine application of GaAs 
for x-ray imaging detectors, mainly caused by short ranges and temporal 
instabilities of the electrical field in the sensor. Hence, only very few suc-
cessful studies of imaging detectors based on epitaxial or semi-insulating 
GaAs are reported (e.g., in Refs. [16,17]), but eventually most of these devices 
did not go beyond prototype status. As a result, the number of publications 
abated somewhat during the first 10 years after the millennium change.

However, it was also in the early 2000s that a research group from Tomsk, 
Russia, introduced a novel technique to fabricate detector-grade GaAs sen-
sors. This method is based on high-temperature chromium (Cr) diffusion 
into n-type GaAs wafers grown by the liquid encapsulated Czochralski 
(LEC) method, which allows the production of relatively thick and large (up 
to 1 mm thickness and 4 in. diameter) GaAs:Cr wafers with high resistivity 
and fully active volumes, i.e., without the need for blocking contacts leading 
to confined depletion regions [18,19]. Further, it was found that the electric 
field in this material is uniform and stable throughout the whole wafer vol-
ume and that electronic properties were sufficiently high to guarantee good 
charge collection efficiency (CCE). However, despite these very promising 
properties, GaAs:Cr remained somewhat unnoticed and thus unstudied 
with respect to x-ray imaging detectors for almost a decade and has regained 
increasing attention only within the last few years [20–24].

In the next subchapters, a detailed material characterization of GaAs:Cr 
with respect to homogeneity, resistivity, and charge carrier properties is given.

2.2.1  Homogeneity

For x-ray imaging applications, the uniformity of the detector material is an 
important point. Especially for computed tomography (CT), inhomogeneities 
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in the sensor material can result in image artifacts and information loss on 
potentially important sample features. If these inhomogeneities remain con-
stant in time and do not distort the image quality too much, they can be 
removed from the final image by standard techniques like flatfield correction. 
In contrast to that, time-dependent variations in x-ray sensitivity or leakage 
currents of the sensor are much more difficult to correct for (if possible at 
all) and result in degraded image quality [25]. If additionally spectroscopic 
information is desired, e.g., for spectral CT, crystal defects like impurities, 
dislocations, or grain and twin boundaries are reported to have a negative 
effect on the energy resolution since they lead to local variations of material 
properties like resistivity and charge carrier mobility [26,27]. Thus, a good 
sensor optimally should consist of a monolithic piece of defect-free semicon-
ductor material. Whereas this is realizable for elemental semiconductors like 
Si or Ge, it is very difficult to obtain for almost all compound semiconduc-
tors grown from the melt (like GaAs or CdTe), mainly due to limitations and 
problems related to the crystal growth. Sensors made from compound semi-
conductors thus often contain crystal defects like dislocations, inclusions, or 
grain boundaries, which are also subjects of intensive analysis, e.g., in order 
to correlate them to features later visible in flood illumination images of the 
detectors made from them [9,28–29].

One convenient method to investigate the crystalline quality of semicon-
ductor wafers or, respectively, the presence of defects in the material is white 
beam synchrotron x-ray topography (WBXT) [30–32]. Here, a polychromatic 
synchrotron beam is impinging on the sample, and certain Bragg reflections 
of choice can be recorded with photographic films or digital synchrotron 
cameras for further analysis. Crystal defects then are visible as contrast vari-
ations on the topograms due to local changes in the reflectivity (i.e., distor-
tions of the crystal lattice) around the defects. In order to study the crystal 
quality of GaAs:Cr, WBXT measurements of a 500 μm thick, 40 mm diameter 
wafer were conducted at the TopoTomo beamline of the ANKA synchrotron 
[33] at the Karlsruhe Institute of Technology (KIT). The diffracted beam was 
recorded with a standard synchrotron camera system consisting of a scintil-
lating screen, visible light optics, and a CCD. Wafer mapping was realized 
by laterally shifting the sample through the 5 × 5 mm2 beam and stitching 
the single images in a postprocessing step. A 15 × 15 mm2 region of interest 
(ROI) from the central part of the final topogram of the wafer is shown in 
Figure 2.2. Besides the prominent horizontal stripes, which stem from a non-
uniform illumination of the scintillating screen, several topological features 
are visible, namely a relatively dense cellular network of dislocations (typical 
of LEC grown GaAs [34,35]) as well as a few elongated dislocation agglom-
erations called lineages. As expected, these features in the sensor material 
give rise to variations in x-ray sensitivity, resulting in count rate variations 
in x-ray images (see Figure 2.5a), which have to be corrected for in order to 
restore image homogeneity. As shown further below, this is possible with 
the help of a standard flatfield correction (cf. Figure 2.5b), which significantly 
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improves the image quality. However, these structures seem to be rather 
stable in time under x-ray illumination even at higher fluxes*—in contrast 
to dislocations and grain boundaries in CdTe, which are found to change in 
size and shape with time [9]—and thus even longer measurements like CT 
scans are possible without frequent interruptions for image correction, e.g., 
periodic bias voltage reset, as often applied to CdTe sensors [36,37].

2.2.2  Resistivity

The resistivity of a sensor material is important since it determines the maxi-
mum applicable bias voltage at an acceptable level of leakage current, which 
acts as one source of electronic noise. Furthermore, the charge carrier veloc-
ity and thus the drift time of the charges to the collecting electrodes directly 
depend on the electric field in the material, which, as a consequence, usually 
should be as high and uniform as possible.† Hence, a high resistivity is required 
for detector-grade sensor materials to guarantee a high CCE since shorter 
drift times lead to reduced charge trapping probability, a reduction of charge 
sharing, and thus to better spectroscopic performance.

The resistivity and linearity of the current–voltage characteristics of a 1 mm 
thick GaAs:Cr sensor already bump-bonded to a Medipix3RX readout chip 

* This is at least true when using photon counting detectors with leakage current compensa-
tion; only very recently first observations of temporal effects like signal “afterglow” were 
reported using charge integrating readout electronics.

† Note that there is a peculiar nonlinear behavior of GaAs, which results in a maximum charge 
carrier velocity at a certain electric field, above which the velocity is decreasing again and 
eventually converges to a constant value.

5 mm

FIGURE 2.2
White Beam synchrotron x-ray Topography (15 × 15 mm2 ROI) of a GaAs:Cr Wafer.
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(see also Section 2.3) were measured by applying negative bias voltages to 
the backside contact and measuring the current flowing through the sen-
sor. Guard rings surrounding the active area of the sensor ensured that only 
currents flowing through the sensor volume were measured. The current–
voltage (I–V) characteristics of the sensor as well as the calculated resistivity 
at each voltage are shown in Figure 2.3a and b, respectively. In agreement 
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with Refs. [5,19], the leakage currents are rising linearly up to a certain 
bias voltage, confirming an ohmic behavior of the material in this voltage 
range (here up to approximately −500 V). Above this value, the dependence 
becomes superlinear, probably due to self-amplification effects from charge 
carrier scattering, the nonlinear voltage dependence of the electron velocity, 
or charge carrier injection from the contacts. Further, due to the relatively 
small influence from the metal contacts (and their effect on the band struc-
ture close to the metal–semiconductor interface), it can be assumed that the 
whole bias voltage drops across the sensor only and that the overall resis-
tivity is thus determined by the GaAs:Cr bulk properties only [38–40]. The 
resistivity was found to be in the range of 1 × 109 Ω cm, which is in good 
agreement with previously found values [19,41], and is even almost as high 
as the values reported for CdTe. This allows applying bias voltages of sev-
eral hundred volts to maximize the CCE at sufficiently low leakage currents. 
Further, as shown in Ref. [42], the resistivity and electric field in GaAs:Cr are 
constant throughout the whole wafer thickness, resulting in fully active sen-
sor volumes and ensuring a good absorption for higher x-ray energies.

2.2.3  Charge Carrier Properties

Both mobility and lifetime of charge carriers, and especially their product 
(often called μτ-product), are further important parameters in semiconduc-
tors to be used as x-ray sensors. Multiplied by the electric field strength E, 
μτ*E gives the mean free (1/e) path length λ of the charge carriers in the mate-
rial before trapping or recombination takes place. Thus, the μτ-product deter-
mines the maximum thickness a sensor should have for a given or desired 
CCE. Usually, in semiconductors, the μτ-product of one charge carrier type 
is much larger than of the other. However, since pixel detectors are so-called 
single-polarity devices due to the small pixel effect, which strongly suppresses the 
influence of one charge carrier type on the signal generation [43–45], it is suffi-
cient that the μτ-product of either electrons or holes is high. In GaAs:Cr, like in 
CdTe, the μτ-product of the electrons is much higher than the one of holes.

One method used to measure the μτ-product of a given charge carrier type 
consists of irradiating an electrode of a detector with monoenergetic alpha 
particles (e.g., as emitted by radionuclides) and measuring the correspond-
ing pulse height in dependence of the applied bias voltage. Alpha particles 
are usually used since, on the one hand, a large number of charge carriers are 
generated, of which a sufficiently high number should arrive at the opposite 
electrode even under low-bias voltages, and on the other hand, it ensures 
that the interaction takes place directly underneath the contact, allowing 
only one charge carrier type to drift through the whole sensor. The result-
ing measurement curve then can be fitted with the so-called Hecht equation 
[46], which directly yields the μτ-product as one of the fit parameters.* In 

* Note that neither mobility nor lifetime can be determined separately with this method alone.
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this work, however, the electron μτ-product of a 1 mm thick GaAs:Cr sensor, 
bump-bonded to a Medipix3RX chip, was measured using a monoenergetic 
gamma source (Cd-109, emitting at ~22 keV). This low-energy gamma source 
was chosen since, as reported in Refs. [47,48], alpha particles cannot be used 
to reliably determine the electron μτ-product of GaAs:Cr due to the relatively 
long electron-hole plasma dissolving time and the resulting underestima-
tion of the results. The peak positions of the gamma spectra for several bias 
voltages were obtained by threshold scans,* and the resulting plot is shown 
in Figure 2.4. A fit using a modified Hecht equation [5] resulted in a value of 
μτe ≈ 1 × 10−4 cm2/V, which is slightly larger, but close to the values presented 
in Ref. [41]. Whereas for 500 μm thick sensors this results in a high CCE† of 
92%, for x-rays interacting directly at the backside electrode (i.e., the planar 
electrode opposite to the pixelated sensor surface), this value already drops 
to ~85% for a 1 mm thick sensor, possibly leading to low-energy tailing and 
a reduced energy resolution when recording gamma ray spectra due to par-
tial charge trapping and/or recombination. This means that, an application-
specific compromise has to be found between good spectroscopic performance 
(thinner sensor) and high absorption efficiency (thicker sensor).

* Unlike all other measurements presented in this work, the threshold scans were performed 
in high gain mode in order to improve the dynamic range for the µτ-measurements.

† CCE values are calculated assuming an electrical field of 6 kV/cm and an electron mobility of 
4000 cm²/Vs [41].
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In conclusion, both resistivity and electron μτ-product of the investigated 
GaAs:Cr wafers/sensors are found to be relatively high. Together with the 
reported stability [22] and uniformity of the electric field [19], this shows 
an excellent, detector-grade material quality and proves the suitability to be 
used as sensor material for x-ray pixel detectors.

This being said, the next section will focus on the description of the 
Medipix3RX detector assemblies with GaAs:Cr sensors, before in the final 
section of the chapter the performance of the assemblies with respect to 
(spectral) x-ray imaging applications is investigated.

2.3  GaAs:Cr Medipix3RX Detectors: 
Fabrication and Functionality

2.3.1  Device Fabrication

After the high-temperature chromium diffusion into the low-resistivity, 
n-type LEC wafers, further processing steps are necessary for the production 
of a fully assembled detector device. First, the wafers are polished in order 
to remove parts with higher Cr concentration close to the wafer surfaces, 
leading to a more homogeneous distribution of the Cr atoms in the wafer. In 
a following step, intentionally ohmic metal contacts are deposited on both 
sides of the wafer, with a planar contact structure on the (cathode) backside 
and a pixelated layout on the electron-collecting anode side, which later is 
connected to the readout chip. The materials used for the contacts are thin 
layers of vanadium and nickel for the anode and cathode, respectively. These 
materials generate only relatively small potential barriers (~0.8 V [48,49]) at 
the metal–semiconductor transition, which means that the overall resistiv-
ity can be assumed to be mainly determined by the bulk resistivity of the 
GaAs:Cr wafer. Besides the metal contacts, a surrounding metal guard ring 
structure can be deposited on the pixelated side in order to remove parasitic 
leakage currents and inhomogeneities in the electric field coming from the 
sensor edges.

After the processing of the wafer, it is diced in order to obtain sensors of 
the desired size (slightly larger than 14 × 14 mm2 in the case of Medipix detec-
tors) and eventually attached to the readout chip via flip-chip processes (in 
our case, bump bonding), which connect the segmented anode contacts with 
the pixel passivation openings of the readout chip. This is one of the most cru-
cial steps in the detector processing chain, since the flip-chip yield is directly 
related to the number of functional pixels of the detector assembly. In the case 
of GaAs pixel detectors, this has often been an issue and considerable amounts 
of malfunctioning pixels are often found in x-ray images presented in earlier 
literature. Further, defects in the flip-chip connections (like pores, cracks, or 
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voids) can also potentially influence the charge transport from the sensor 
to the readout chip and thus the signal generation in the pixel electronics.

Another important point during flip-chipping is the temperature under 
which this process takes place. Normally, relatively high temperatures are 
needed to melt solder bumps in order to stick to the readout chip pixels as 
well as to the sensor metal contacts. However, since silicon (the material 
the readout chip is mainly made of) and gallium arsenide exhibit different 
thermal expansion coefficients, this may lead to stresses in the sensor when 
the assembly is cooled down after the flip-chip process and thus poses an 
increased risk of instabilities of the solder connections.

In order to reduce thermal stresses during the flip-chip process, a low-
temperature bump-bonding process optimized for high-Z sensor materials has 
been developed at the Freiburg Materials Research Center (FMF, University 
of Freiburg, Germany) [50]. This technique has earlier proven to produce a 
high pixel yield for CdTe Medipix detectors, and consequently has also been 
applied to connect the diced GaAs:Cr sensors to the Medipix3RX readout 
chips used in this work. After the flip-chip process, the bump bonds are no 
longer available for visible inspection, and one has to rely on other meth-
ods for investigating the bonding quality. Synchrotron Radiation Computed 
Laminography (SRCL, [51,52]), which is a modification of CT and is partic-
ularly suitable for laterally extended, flat samples, has shown to be a use-
ful tool to nondestructively investigate the flip-chip connections of high-Z 
hybrid pixel detectors. Such measurements would go beyond the scope of 
this work, but as described in Ref. [53], the quality of the low-temperature 
flip-chip process used to connect GaAs:Cr sensors to Medipix chips is very 
good. By means of SRCL, sensor and readout chips were found to be per-
fectly aligned and no structural damages of the solder bumps (cracks, pores, 
etc.) were visible. This results in a very high-pixel yield (>99.99%) and only 
very few nonconnected pixels visible in flood images, such as shown further 
below in Figure 2.5b. As compared to earlier publications, this also shows a 
significant improvement in the flip-chip technology for GaAs detectors and 
a step toward routinely producing high-quality detector devices.

As a last step in the assembly processing chain, the chip/sensor unit is 
attached to a suitable carrier board, which connects the detector assembly 
to the readout electronics, and the data and control signal lines between the 
carrier board and the chip are established with wire-bond connections.

2.3.2  Medipix3RX Readout Chips

After having described the fabrication process of the GaAs:Cr Medipix3RX 
detector assemblies, this section shall shortly review the functionality of this 
particular readout chip. A more detailed description of the chip can be found 
in Ref. [1].

The Medipix3RX is a single photon-counting readout chip fabricated 
in 0.13 μm CMOS technology. It has 256 × 256 square pixels with a pitch of 
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55 μm. As all readout chips from the Medipix family, it features the so-called 
Krummenacher preamplifier layout [54], which can handle both negative and 
positive input charge polarities. This offers the possibility to use different sen-
sor materials, depending on the desired application and which polarity offers 
the better charge carrier properties. This preamplifier layout also features an 
active leakage current compensation controlled by the so-called Ikrum DAC, 
which at the same time is responsible for the analog pulse shaping time [55].

The photon-counting principle simply means that, as opposed to energy 
integration, a counter in a pixel is increased by one, if the electrical signal 
coming from an interaction in the sensor exceeds a certain energy threshold 
globally set for all pixels of the detector. In this way, the events are weighted 
all equally and not according to their energy. Further, the possibility of set-
ting an energy threshold also allows cutting off the electronic noise com-
pletely, resulting in single photon sensitivity, large dynamic ranges, and 
increased signal-to-noise ratios optimally only limited by Poisson statistics.

The Medipix3RX was specifically designed to overcome one of the most 
limiting factors of small pixel detectors, namely charge sharing, in which the 
charge cloud is spread (at least partially) over several pixels upon arrival at 
the readout electronics. The resulting signal is thus “shared” between these 
pixels and crosstalk between them occurs. Whereas this effect can be help-
ful for particle detection (e.g., alpha particles, heavy ions, or in high-energy 
physics), it is detrimental for (spectral) x-ray imaging since it worsens spatial 
and especially energy resolution of the detector. Hence, besides the “nor-
mal” operation mode, in which all pixels act individually (the so-called single 
pixel mode [SPM]), the Medipix3RX chip features an event-by-event based 
interpixel communication functionality (the so-called charge summing mode 
[CSM]), which recovers the full charge signal from all participating pix-
els of each event and assigns it to the pixel in which the largest fraction of 
the charge has been collected. If the overall charge signal then exceeds the 
threshold, the counter in this pixel (and this pixel only) is increased. Despite 
an increase in noise due to the analog summing of the charge signals, the 
CSM functionality has shown to significantly increase energy resolution and 
to reduce the influence of the energy threshold on the effective spatial resolu-
tion (see also Sections 2.4.3 and 2.4.4 and Refs. [3,56]).

By design, two energy thresholds are available per pixel of the Medipix3RX 
chip, each connected to a 12-bit counter. In SPM, both thresholds can be set indi-
vidually, whereas in CSM, one threshold is needed for the hit allocation circuitry. 
In both modes, however, the two counters can be combined to one 24-bit counter 
to increase the dynamic range (in SPM, this is only possible when omitting one 
of the two thresholds). If only one in four pixels (in 2 × 2 submatrices) of the 
chip is bump-bonded to the sensor, the so-called color mode can be employed. In 
this mode, which then exhibits 110 μm pixel pitch, all available thresholds of the 
four physical pixels can be combined and used within the new “superpixel” (i.e., 
eight thresholds are then available in SPM and four in CSM).
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In the frame of this work, two GaAs:Cr Medipix3RX detector assemblies 
were used: one with a 500 μm thick sensor and one with a 1 mm thick sensor. 
Since the 500 μm thick sensor has already been characterized thoroughly in 
our previous work [3], the main focus here lies on the investigation of the 
1 mm thick sensor. All measurements were performed at room temperature 
using the USB2 FitPix interface [57] and the Pixelman software package [58], 
both being developed by the Institute of Experimental and Applied Physics 
(IEAP) of the CTU Prague (Czech Republic). Prior to the measurements, a 
threshold adjustment procedure (so-called equalization) using the pixels’ elec-
tronic noise level was undertaken in order to reduce the inherent pixel-to-
pixel threshold mismatch. Unless noted otherwise, all measurements were 
done with the 1 mm GaAs:Cr Medipix3RX assembly in CSM, employing low-
gain mode, low-noise settings (for more details, see Ref. [1]), and a bias volt-
age of −650 V applied to the planar backside contact, with the threshold set 
just above the electronic noise level.

2.4  GaAs:Cr Medipix3RX Detectors: Imaging Performance

2.4.1  Image Quality

Twenty-one flood images were taken using a microfocus x-ray tube with a 
tungsten target, operated at 80 kV acceleration voltage. One of these images, 
normalized with respect to the mean count value, is shown in Figure 2.5a, 
together with the pixel-count histogram (Figure 2.5c). Since no sample was in 
the beam, it is clear that the variations in x-ray sensitivity solely come from the 
features in the sensor material itself (mainly dislocation networks, as discussed 
in Section 2.2.1), disturbing the image homogeneity due to their local influence 
on the charge transport properties. The slight asymmetry toward higher counts 
stems from the higher counting sensor edges, caused by residual edge effects, 
which are not removed by the guard ring. The small darker spot at the central 
left part of the image corresponds to the silver conductive glue with which the 
high-voltage wire connection was attached to the backside contact.

In order to correct for these image inhomogeneities, the remaining 
20  images were summed, normalized, and then used to flatfield correct 
the first image. The result is shown in Figure 2.5b, again together with the 
corresponding histogram (Figure 2.5d). Obviously, the homogeneity of the 
corrected image is largely increased, and the influences of the material inho-
mogeneities are successfully removed. Quantitatively, the standard devia-
tion of the count variations is reduced by a factor of 10. Note that a minimum 
number of flatfield frames are needed to optimize the SNR of the corrected 
image. Indeed, as shown in Ref. [3], with a sufficiently large number of 
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(a)

2 mm

(b)

FIGURE 2.5
(a) Normalized flood image recorded with the 1 mm GaAs:Cr Medipix3RX assembly; (b) flat-
field corrected image from (a). (Continued)
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FIGURE 2.5 (CONTINUED)
(c and d) corresponding count histograms (normalized) of (a) and (b), respectively. (a) and (b) 
are shown in a linear gray scale from 0 to 2. (Continued)
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flatfield images, an SNR very close to the theoretical value as predicted by 
pure Poisson statistics is reachable with GaAs:Cr Medipix detectors.

The effect of the flatfield correction on x-ray images of a specimen (in this case, 
a thin gold test pattern deposited on a membrane) is shown in Figure 2.5e and f. 

(e)

(f )

FIGURE 2.5 (CONTINUED)
(e) Raw image of a thin gold test pattern; (f) flatfield corrected image from (e) in linear gray 
scale from 0.5 to 1.5.
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Whereas in the raw image the strong influence of the dislocation pattern is again 
visible, somewhat “hiding” many details of the specimen, the flatfield cor-
rection procedure successfully removes these distortions and reveals even 
fine details of the test pattern.

Figure 2.6a–d shows a collection of x-ray images (flatfield corrected and defec-
tive pixels removed; for details, see the figure caption), again demonstrating 

(a)

(b)

FIGURE 2.6
X-ray images of (a) two voltage converters on a PCB (Magnification M ≈ 2, linear gray scale from 
0 to 1.2). (b) A lead resolution pattern (M ≈ 1, linear gray scale from 0.5 to 2.5, acquired with 
0.05 mm Pb filter to reduce beam hardening). (Continued)
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(c)

FIGURE 2.6 (CONTINUED)
(c) Human tooth with two fillings (sample provided by owner, 4 × 1 tiles, M ≈ 2, linear gray 
scale from 0 to 1.2). (Continued)
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the efficiency of the flatfield procedure and the good image quality that can 
be obtained with GaAs:Cr Medipix detectors. In Figure 2.6a, even small-
sized features like the wire bonds of the IC are visible. This already indicates 
a high-spatial resolution of the detector, which will be investigated in more 
detail in Section 2.4.3. It has to be noted, however, that for denser and/or 
thicker samples, a pure flatfield correction might not suffice to obtain the 
desired image quality since the absorption properties of such samples might 
change the spectral composition of the transmitted x-ray beam (known as 
beam hardening). In this case, residual artifacts can arise in the flatfield cor-
rected image due to the different interaction depths of different photon ener-
gies of the spectrum, mainly caused by the low-energy photons present in 
the flatfield images but not in the (highly absorbing) specimen image. Thus, 
adequate filtering of the beam in order to remove the lower-energy parts 
from the spectrum (as done in Figure 2.6b) and/or a beam hardening correc-
tion procedure [59] should be performed to maintain a high image quality.

2.4.2  Long-Term Stability and High-Flux Performance

For applications like (pre-)clinical CT, the deviation of the count rate linear-
ity (i.e., the ratio of output to input count rate) should not be too pronounced 
at high photon fluxes in order to reliably reconstruct the real event rate 
observed in each pixel. The count rate behavior of Medipix detectors can be 
described with the so-called paralyzable model, which means that the pixel 
electronics and thus the counters are blocked during the processing of a sin-
gle event. Further, this dead-time is extended if a second event occurs before 

(d)

FIGURE 2.6 (CONTINUED)
(d) Pocket calculator (13 × 8 tiles, M ≈ 1.2, neg. log. false color scale [ImageJ 1.51 h Fire lookup 
table; http://imagej.nih.gov/ij] from 0 to 2.8). All acquired with an 80 kVp spectrum with 1 mm Al 
filter (except [b]).

http://imagej.nih.gov
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the first event has been fully processed (so-called pulse pileup). It can thus be 
expected that the output count rate (OCR) increases slower than the input 
count rate (ICR) above a certain flux due to event losses, and eventually even 
decreases with further increasing count rate up to complete detector paraly-
zation (i.e., zero count rate). The count rate behavior of the GaAs:Cr detector 
was studied in a laboratory setup using a microfocus tungsten x-ray tube 
and an unfiltered 80 kVp spectrum. Photon fluxes were varied by different 
tube anode current settings. At each flux, 100 frames were recorded with 
24-bit counter settings to avoid saturation. From these frames, the mean 
value and standard deviation of the median count rates* were then calcu-
lated and plotted versus the real incoming flux. The latter was calculated 
from the first seven data points, for which the count rate increase can be 
assumed to be linear (i.e., OCR = ICR). The results are shown in Figure 2.7a 
together with a fit using the paralyzable model (OCR  = ICR*exp[-ICR*τ]), 
yielding a detector dead-time of τ = 4.9 ± 0.2 μs. The flux Φ0.9 = 8.3 × 106 1/ 
(s * mm2), at which the measured OCR falls below 90% of the hypothetical 
linear count rate (light gray line in Figure 2.7a), is also indicated. These values 
are in the same order of what has previously been shown with Medipix3RX 
detectors using CdTe [56] and Si [60] sensors, confirming that the readout 
electronics and not the sensor material is the limiting factor. Despite flux 
rates of >108 1/(s * mm2) used in medical CT applications are way beyond the 
detector’s linear regime, it has to be pointed out that the observed dead-time 
as well as the value for Φ0.9 are specific for the used setup and chip settings 
and can be further optimized for high-flux applications (however, at cost of 
a loss in energy resolution), particularly by adjusting the Ikrum DAC [55,60].

Besides count rate linearity, a stable performance of the detector over 
time, optimally also under high-flux x-ray irradiation, is required. In order 
to investigate the long-term stability, the detector was illuminated with the 
x-ray tube (80 kVp) at three different fluxes/anode currents (100, 500, and 
2000 μA). One frame each 5 s was consecutively taken for 1 h measurement 
time per current. The median count rate per frame versus time (i.e., frame 
number) is shown in Figure 2.7b, indicating an excellent long-term stability 
of the detector also at higher fluxes, where the OCR already significantly 
deviates from the ICR. A very slight decrease in the count rate during the 
1 h measurements (visible, e.g., at the 2000 μA measurement) results from 
an effective increase in the threshold position due to a slight temperature 
increase in the x-ray cabinet during the measurements (as also observed 
with a Medipix3RX chip and a CdTe sensor in Ref. [25]), and thus can be 
attributed to effects from the readout chip rather than from the sensor 
material.

* Median counter values were used in order to remove the influence of defective (e.g., “hot”) 
pixels on the measurements, possibly leading to biased results.
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2.4.3  Spatial Resolution

The spatial resolution of a detector is certainly one of the most important 
properties since it determines the smallest specimen feature size that will be 
visible in the resulting image. Whereas for indirect converting detectors the 
so-called point spread function (PSF; the detector’s response to a point source) 
often is rather Gaussian-shaped and smeared out over several pixels, direct 
converting photon-counting semiconductor pixel detectors are more likely to 
exhibit a rather box-shaped PSF [61,62], which is mainly determined by the 
physical pixel size. However, it was also shown that the level of the energy 
threshold can have an influence on the detector’s modulation transfer function 
(MTF)* [63]. Charge sharing effects can lead to image blur (due to multiple 
counting of single events by neighboring pixels), and thus the threshold level 
relative to the photon energy decides if such events are present or omitted 
in the image. This effect is depicted in Figure 2.8. Here, the presampling 
MTF was measured for a 500 μm thick GaAs:Cr Medipix3RX detector in SPM 
and CSM using the slanted-edge method [3,62,64]. Images of a tilted tungsten 
edge were recorded at an x-ray energy of 40 keV (monochromatic synchro-
tron radiation) and for several threshold positions Eth (set below/above Ga 
and As fluorescence energies and below/above half the photon energy). The 
influence of the threshold position on the MTF and thus on the spatial reso-
lution in the SPM measurements, corresponding to the “normal” behavior 
for many photon-counting detectors, is evident (Figure 2.8a). However, note 
that the effective increase in spatial resolution (or, in other words, reduction 
of the effective pixel size) only comes at the cost of a reduced detective quan-
tum efficiency (DQE) due to an increasing number of events being omitted 
with higher and higher threshold levels.

In CSM, the situation is completely different (Figure 2.8b). Due to the inter-
pixel communication and charge allocation algorithms in this mode, each 
event is attributed with its full energy information to one pixel at most. Thus, 
the MTF remains almost constant for all threshold levels, as long as they are 
reasonably far away from the photon energy itself. Further, despite the MTF 
values are not as high as in the SPM case, it was shown that a very good DQE 
is maintained in CSM even at higher threshold levels [2].

These results also confirm that the sensor material is not the limiting fac-
tor for the spatial resolution of GaAs:Cr Medipix3RX detectors, given the 
MTF values at the Nyquist frequency fNy determined by the native pixel size 
(55 μm, corresponding to fNy = 9.1 lp/mm). However, one could argue that 
the spatial resolution of thicker sensors might decrease due to a higher prob-
ability of larger charge cloud spread. Thus, qualitative measurements of a 
resolution pattern were performed with the 1 mm detector, shown in Figure 
2.6b. The contrast at spatial frequencies close to the Nyquist frequency is still 

* The MTF is the Fourier transform of the line-spread-function (LSF), which itself is the deriva-
tive of the easily measurable edge spread function (ESF).
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considerably high, so the conclusions drawn from the 500 μm thick sensor 
should also remain valid for the 1 mm sensor.

However, note that a possibly disadvantageous feature that arises for 
detectors with box-shaped PSFs (and that is mostly absent for detectors with 
a blurred PSF) can be deduced from Figure 2.8 and is seen in Figure 2.6b, 
namely aliasing. This effect is characterized by nonzero contrast at certain 
sample frequencies higher than the Nyquist frequency, which, in principle, 
cannot be reliably measured by the detector anymore. Further, aliasing can 
depend on the sample orientation, which, in turn, can hamper diagnostic 
significance in medical imaging. Here, pixel binning or using a detector with 
possibly lower spatial resolution and/or more Gaussian-shaped PSF would 
be an alternative solution.

2.4.4  Spectroscopic Properties

One of the advantages of photon-counting semiconductor pixel detectors is 
that the possibility of setting one (or more) energy threshold(s) allows mak-
ing use of the energy information contained in the recorded x-ray spectrum 
for the so-called spectral x-ray imaging or spectral CT. This feature can be used 
to differentiate certain materials that a specimen is composed of or to identify 
and separate tissues and contrast agents used in medical imaging [4,65–67]. 
For certain methods, even quantitative results (like concentrations of con-
trast agent solutions) are possible with dedicated algorithms [2,25].

For spectral imaging, a sufficiently good energy resolution of the detector 
is needed. The energy resolution is usually given in terms of the full width 
at half maximum (FWHM) of energy peaks measured using monochromatic 
radiation. Whereas some readout electronics like the Timepix chips [68] 
allow a direct measurement of the energy of an incoming photon (e.g., in 
terms of the time span the charge pulse is above the energy threshold), the 
measurement of energy spectra with photon-counting detectors is usually 
realized with threshold scans. Since the pixel electronics count all events 
whose energy is higher than the corresponding threshold level, the succes-
sive scanning of the threshold yields an integrated energy spectrum. The 
differentiation of such curves with respect to the threshold value then yields 
the desired energy spectrum. When several spectra are recorded at different 
photon energies (for example, by using different radionuclides or monochro-
matic synchrotron radiation), the detector, respectively, the threshold, can be 
calibrated. This helps to later position the energy threshold at a desired level, 
for example, closely below and above an absorption edge of a certain mate-
rial one would like to detect (as used in K-edge subtraction imaging).

In order to calibrate the energy threshold and to investigate the energy 
resolution of the 1 mm GaAs:Cr Medipix3RX detector, threshold scans were 
performed using monochromatic synchrotron radiation (energy bandwidth 
ΔE/E ≈ 10−2) and two radionuclides, namely Cd-109 (emitting at 22.1 and 
88 keV) and Am-241 (59.5 keV), both with negligible bandwidth. Since the 
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tremendous improvement in spectroscopic performance of Medipix3RX 
detectors in CSM as compared to SPM has already been shown impressively 
for CdTe sensors [56] and the 500 μm thick GaAs:Cr sensor [3], only measure-
ments in CSM were conducted in the frame of this work. For data processing, 
defective pixels were first removed from the frames before the mean count 
value was calculated for each threshold position of the respective scan. The 
derivative of these plots was then smoothed and finally normalized to the 
peak height. The resulting energy spectra are shown in Figure 2.9a.

The synchrotron measurements were then used to calibrate the energy 
threshold by plotting the peak position versus the corresponding photon 
energy and applying a standard linear regression. The result is shown in 
Figure 2.9b together with the fit parameters, generally proving a good lin-
earity. However, as also can be seen in Figure 2.9b, the energy calibration 
is more accurate for the lower energies, whereas it deviates from the linear 
behavior for energies above ~40 keV, shifting the peaks to slightly higher 
energy/threshold levels compared to the theoretical values calculated with 
the fit parameters. This behavior, which has already been observed with the 
500 μm thick sensor [5], most probably comes from nonlinearities in the pixel 
preamplifiers at higher input charges, as well as from the CCE variations 
discussed further below.

The energy resolution of the detector in terms of measured FWHM val-
ues, which are listed in Table 2.1 for all measurements, varies between 3.4 
and 8.6 keV. These are relatively high values (i.e., reduced energy resolution) 
compared to what is generally possible with semiconductor pixel detectors. 
On the other hand, these are good results given the very small pixel size and 
as compared to measurements without employing the CSM functionality. 
Mainly, the relatively large FWHM values come from the increased noise 
during the analog summation of charges from neighboring pixels in the CSM 
circuitry and the low energy tailing discussed below. Nevertheless, with the 
given energy resolutions and calibration results, it should still be possible to 
set the energy threshold to the desired values with sufficient accuracy also 
at higher x-ray energies, especially since the deviations from linearity are in 
the order of (or even less than) the energy resolution of the detector. This is 
a first and important step toward spectral x-ray imaging, and first examples 
will be shown further below in this section.

When looking at the spectra in Figure 2.9a, two more aspects are worth 
being noted. First, the fact that there is almost no photopeak visible at the 
energy of the Ga and As fluorescences (around 10 keV) again confirms the 
high effectiveness of the CSM in combination with GaAs:Cr sensors, given 
the mean free path of the fluorescence photons of λ ≤ 40 μm in the sensor and 
the effective charge collection area (i.e., the dynamical pixel size*) of 3 × 3 pixels, 

* Note that the difference between the dynamically increased charge collection area of the 
Medipix3RX chip and physically larger pixel sizes has already been investigated in Ref. [56] 
for CdTe sensors.
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corresponding to 165 × 165 μm². Thus, only very low escape peaks, in which 
the fluorescence photon leaves the sensor and thus cannot be captured by 
the CSM, are visible at energies around 10 keV below the nominal photon 
energy.

Second, it can be seen that the peaks are rather Gaussian-shaped for pho-
ton energies below 30 keV, whereas for the higher energies, they are asym-
metrically broadened toward lower energies. There are two reasons for this 
phenomenon: First, the increasing energy resolution at higher energies even-
tually leads to a merging of the main energy peak with the escape peak. 
Second, whereas the penetration depths for the lower-energy photons are 
rather limited, i.e., confined to the sensor volume underneath the planar back-
side contact (onto which the sensor was illuminated), the photon interaction 
probability is more homogeneously spread across the whole sensor depth for 
the higher photon energies. Given the finite electron mobility-lifetime prod-
uct, this also means that the CCE is more widespread and shifted toward 
higher values as compared to the low-energy photons, which on average 
have to travel larger distances through the sensor before reaching the pixel 
electronics. This leads to the observed low-energy tailing and apparent shift-
ing of the peaks toward higher than nominal energies as discussed above.

2.4.5  Exemplary Application: Spectral CT

As a first example of possible spectral imaging applications, CT measure-
ments of a contrast agent phantom containing capillaries filled with aqueous 
gadolinium and iodine solutions (50 and 250 μmol/ml each) were performed. 
In analogy to the procedure described in Refs. [2] and [25], scans at four dif-
ferent threshold positions were acquired, namely at 28, 48, 68, and 88 keV, 
while employing a 120 kVp tube spectrum with 1 mm Al filtering. After the 
tomographic reconstruction (using the Octopus software package, Inside 
Matters NV, Gent, Belgium), two-thirds of the slices of each scan were used 

TABLE 2.1

Energy Resolution of the 1 mm Detector Assembly (in Terms 
of FWHM) at Several Photon Energies (Measured Using 
Monochromatic Synchrotron Beam and Radionuclides)

Photon Energy (keV) Energy Resolution (FWHM; keV)

8.5 3.4
12 3.3
20 4.0
22.1a 5.1
30 5.1
40 6.3
59.5 8.6
a With influences from photons coming from the 25 keV kβ decay.



48 Semiconductor Radiation Detectors

as training data for an algorithm based on a regression model. The remain-
ing slices were then processed with the trained algorithm to quantitatively 
recover the contrast agent concentration. The resulting images are shown in 
Figure 2.10 along with the ground truth. Despite the deviation of the mea-
surements from the ground truth (mainly due to the relatively low absorp-
tion of the 1 mm GaAs:Cr sensor above 40 keV and the resulting higher noise 
level in the CT scans at the two highest thresholds), these results impres-
sively demonstrate the possibilities of such algorithms in combination with 
photon-counting detectors for spectral x-ray imaging. Needless to say, there 
exist several other methods to perform (material resolved) spectral CT, but 
the results shown here could already be a first step toward the routine use of 
such detectors and algorithms for clinical applications [69,70].

2.5  Conclusions and Outlook

In this chapter, it was shown that chromium-compensated gallium arsenide 
(GaAs:Cr) can be considered as a promising sensor material for photon-
counting pixel detectors for x-ray imaging applications with photon energies 
up to ~60 keV, which is a perfect intermediate regime between routinely used 
sensor materials like silicon and cadmium (zinc) telluride. GaAs:Cr shows a 
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FIGURE 2.10
Concentrations of Gd and I contrast agents in μmol/ml. (Left) Results from spectral CT mea-
surements after application of a trained algorithm. (Right) Ground truth. Color code corre-
sponds to the ImageJ 1.51h physics lookup table.



49GaAs:Cr as Sensor Material for Photon Counting Pixel Detectors

high resistivity in the order of 109 Ω cm and an electron mobility-lifetime 
product of >10−5 cm2/V, both confirming detector-grade material quality. In 
combination with a Medipix3RX chip, it was found that the quality of x-ray 
images is very good, but adequate correction methods like flatfield and/or 
beam hardening correction or filtering of the x-ray spectrum are manda-
tory in order to remove sensitivity variations due to defects in the crystal 
structure (mainly dislocation networks). Count rate stability is excellent over 
time spans of hours even at higher fluxes (if adequate temperature stability 
is ensured), and a 10% deviation from count rate linearity was found at a flux 
of ~8 × 106 1/(s * mm2) for the given experimental settings. The spatial reso-
lution when using GaAs:Cr sensors was found to be limited by the physical 
pixel size of the readout chip, leading to good detail recognizability of fea-
ture sizes in the range of tens of micrometers (however, aliasing might be 
present for higher spatial frequencies). The spectroscopic performance of the 
detector assembly in the CSM is very good due to the effective elimination 
of charge sharing and sensor fluorescences, with energy resolutions lying in 
the range a few kiloelectron volts. As a first example, the detector was used 
for spectral CT measurements showing promising results.

Future steps could include a more in-depth characterization of the material 
properties, namely the dislocation networks and possible time dependencies 
due to charge trapping/detrapping as well as the production of larger detec-
tors with cutting-edge readout chips (see, for instance, Chapter 3).
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3.1  Introduction

Ever since their discovery by the German physicist Wilhelm Röntgen in 1895, 
x-rays have been one of the most useful tools for determining the structure 
of matter. The brilliance* of x-ray sources has increased exponentially since 
then, leading to the establishment of research centers built around a dedi-
cated accelerator and storage ring complex, commonly referred to as syn-
chrotron light sources.

As of early 2017, there are approximately 50 of these synchrotron facilities 
around the globe [1].

This increase in x-ray brilliance increases the possibilities available to 
experimenters, but at the same time puts high demands on every com-
ponent involved in an experiment, especially the photon detector. While 
early experiments were commonly recorded on photographic plates or 
film, these media are insufficient for most modern experiments due to 
their inherent limitations in sensitivity, dynamic range, and temporal 
resolution.

X-ray detector technology has evolved, improving in every aspect since its 
beginnings; however, before the advent of dedicated x-ray detector develop-
ments in the late 1980s, detectors were either general purpose or optimized 
for tasks other than synchrotron science.

Today, there are many research groups around the world developing 
the next generation of x-ray detectors for synchrotron sciences, and dedi-
cated x-ray detectors are commercially available from multiple vendors, the 
LAMBDA system being one of them.

3.1.1  State-of-the-Art Detectors at Storage Ring Sources

Current state-of-the-art x-ray detectors for scientific applications com-
monly use hybrid pixel technology. A hybrid pixel detector consists of 
two pixelated layers bonded together by an array of fine solder bumps. 
In this way, the sensor layer, which stops x-rays and converts them to an 
electrical signal, can be optimized independently from the application 
specific integrated circuit (ASIC) layer, which is responsible for signal 
processing.

Hybrid pixel detectors have been around for more than two decades [2] 
and have become the working horses of scientific x-ray detectors at synchro-
tron sources. This was facilitated by their inherently excellent performance 

* Brilliance defines a useful quantity in x-ray sciences: it is given by the number of photons 
falling within a certain wavelength range (typically 0.1%) per time, per solid angle per area. 
Optics can alter a beam but cannot increase its brilliance, so brilliance determines (for exam-
ple) the photon flux that can ultimately be focused onto a small sample.
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and the ever-increasing availability of those systems due to ongoing com-
mercialization efforts by different companies.

The hybrid pixel technology offers many inherent advantages over other 
detector systems, such as x-ray detection, it is possible to achieve a point 
spread function on the order of the pixel size, a high efficiency, and a high 
signal per hit. Combined with suitable signal processing in the ASIC, it 
is then possible to detect single x-ray photons. Additionally, since each 
pixel has its own circuitry, this design has the potential for high-speed 
operation.

Most hybrid pixel detectors for x-ray detection can be separated into one 
of two categories: integrating systems, which sum up the signal arriving 
from the sensor over a given exposure interval; and photon counting sys-
tems, which process the incoming signal on the fly. Both approaches have 
their merits and limitations. Photon counting detectors are very effective 
at rejecting the noise associated with leakage current, and can achieve 
single photon sensitivity even during very long acquisition times. A pho-
ton counting design can allow energy discrimination of photons (at the 
very least, a minimum detection threshold), which can help distinguish 
useful signal from the background—for example, excluding fluorescence 
photons at lower energies than the primary beam. The main drawback 
of photon counting is that this approach relies on being able to distin-
guish individual photons over time. If two photons hit a pixel in quick 
succession, they may pile up and could be misinterpreted as a single hit, 
thus limiting the maximum count rate in the detector. In particular, this 
approach is unsuitable for experiments at free-electron lasers, where large 
numbers of photons may hit the detector simultaneously. For these situ-
ations, an integrating detector designed for high-dynamic range is more 
appropriate.

The Large Area Medipix3 Based Detector Array (LAMBDA) camera is a 
photon counting hybrid pixel detector, based on the Medipix3 chip [3,4], and 
was designed for high-end x-ray experiments, particularly at synchrotron 
sources. It achieves an extremely high image quality by combining this pho-
ton counting capability with a small pixel size of 55 μm. LAMBDA is a modu-
lar system that is tileable and systems with sizes ranging from 14 × 14 mm2 
(a single Medipix3 chip) up to 85 × 85 mm2 (more than 2 million pixels) have 
been built. For fast and time-resolved experiments, it can be read out at up 
to 2000 frames per second with no time gap between images, no matter the 
size of the detector.

LAMBDA pixel detectors are available with different sensor layers for 
different x-ray energy ranges. For hard x-ray detection, the GaAs and CdTe 
LAMBDA systems replace the standard silicon sensor layer with a “high-Z” 
(high-atomic number) sensor. This provides high quantum efficiency at high 
x-ray energies (75% at 40 keV for GaAs, and 75% at 80 keV for CdTe), while 
retaining single-photon counting performance and the high frame rate of up 
to 2 kHz.
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3.2  Medipix3 Chip

At the heart of the LAMBDA detector is the Medipix3 chip [5]. This ASIC was 
developed by an international collaboration of more than 20 institutes based 
at the European Centre for Nuclear Research (CERN). Each chip has 256 × 
256 pixels of 55 μm size and can work with signals of either polarity, allowing 
it to be used with the most common types of silicon and high-Z sensors. The 
Medipix3 ASIC works using the photon counting principle that is also found 
in other ASICs like the Pilatus or XPAD chips.

Each pixel of the Medipix3 chip has built-in signal processing electronics 
for performing photon counting. When a photon hits the sensor layer, a pulse 
of current flows into that pixel’s electronics. A two-stage amplifier, consist-
ing of charge integrating and shaping stages, produces a signal pulse whose 
amplitude is proportional to the total charge in the pulse (and hence the 
photon’s energy). This pulse is then compared to one or more user- definable 
thresholds. For each hit above threshold, a counter is incremented.

The Medipix3 chip features additional resources to facilitate scientific 
experiments. One of these features is the inclusion of two 12-bit counters per 
pixel. These can either be configured as a single 24-bit counter for extended 
dynamic range or configured in a “continuous read–write” mode. In con-
tinuous read–write mode, one counter is being read out while the other one 
is used for counting, and so there is no dead time between images for frame 
rates up to 2 kHz.

It is also possible to configure the chip such that the resources of each 
2 × 2 block of pixels are shared. This means that the chip can be bonded to 
a sensor with 110 μm size to produce a detector with eight thresholds and 
counters per pixel. In this “color imaging” mode, the incoming photon flux is 
decomposed into up to eight distinct energy bins, resulting in eight different 
images for each acquisition. This spectroscopic information can, for example, 
be used for elemental identification in the imaged object.

Finally, the Medipix3 chip employs a patented charge sharing compensa-
tion circuitry. Once activated, charge split events within each 2 × 2 cluster 
of pixels are detected, summed together, and counted in the pixel having 
the highest individual collection from the event. This feature allows bet-
ter energy discrimination and ensures that no double counting of photons 
occurs. Simulations have shown that this feature is particularly beneficial 
when working with high-Z materials [6].

These features of the Medipix3 chip can be switched on and off inde-
pendently. Typically, experiments at synchrotrons are done with mono-
chromatic beam, and require high spatial resolution and high count rate 
capability. So, these experiments typically use 55 μm pixel size, operate with 
a single threshold in continuous read–write mode, and have charge sum-
ming switched off (because charge summing reduces the maximum count 
rate). In contrast, x-ray tube experiments can fully exploit the color imaging 
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capability of the chip by using 110 μm pixel size, multiple energy bins, and 
charge summing.

The Medipix3 chip went through substantial improvements since the first 
version of the chip. The most significant revision to the chip was the sec-
ond revision, and the resulting chip is normally referred to as Medipix3RX 
[5]. This new version included a change in the charge-summing algorithm 
to improve image uniformity, lower pixel-to-pixel and chip-to-chip varia-
tion in performance, and improved continuous read–write operation. Unless 
otherwise stated, all the work described in this chapter was done with 
Medipix3RX.

3.3  LAMBDA Camera

3.3.1  Hardware Design

As shown above, the capabilities provided by the Medipix3 chip make it 
an excellent ASIC for experiments at synchrotron sources. However, many 
of these experiments require sensitive areas that are much larger than the 
approximately 14 × 14 mm2 that a single chip provides. Furthermore, achiev-
ing 2000 frames per second readout of a large area system requires a high-
data bandwidth, corresponding to just under 1.6 gigabit/s per chip.

The LAMBDA camera was designed to address these issues [7]. The main 
electronic components are shown in Figure 3.1 [8]. The detector head consists 
of one or more sensors bonded to Medipix3 chips and mounted on a ceramic 

Signal distribution board

Detector head with
silicon sensor

Mezzanine readout board

FIGURE 3.1
Single module LAMBDA system without housing. (Reproduced from Pennicard, D. et al. 
“LAMBDA—Large area Medipix3-based detector array.” Journal of Instrumentation 7.11, 
C11009, 2012.)
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circuit board. The ceramic board is designed to read out a 6 × 2 arrangement 
of Medipix3 chips, capitalizing on the fact that the Medipix3 chip is 3-side-
buttable. When working with silicon, a single large sensor of 85 × 28 mm 
bonded to 12 Medipix3 chips is typically used. In the case of high-Z materi-
als, two assemblies of 42 × 28 mm are typically used, because only smaller 
sensor wafers are available.

Wire bonds from the ceramic board to the Medipix3 chips allow input 
and output. The data output from each Medipix3 chip consists of eight 
differential signal pairs, with a data rate of 200 MHz for each pair. This 
means the full 12-chip detector head has 96 signal pairs, plus additional 
clock output signals to allow accurate sampling of the data. These I/O lines 
pass through the board to a 500-pin high-density connector on the back 
side. The ceramic board plugs into a “signal distribution” board, which 
provides power to the detector head and additional components needed 
to operate the detector. Mounted on the signal distribution board, there is 
a high-speed-readout mezzanine board, which has a Virtex-5 FPGA, RAM 
modules, two 10-Gigabit Ethernet optical links, and one 1-Gigabit Ethernet 
copper link. This mezzanine board receives commands from the control 
PC over the 1-Gigabit link. The FPGA controls the operation of the readout 
chips during imaging. It serializes the image data from the Medipix3 chips 
and sends the data back to the control PC at a high frame rate via the two 
10-GbE links. Finally, the LAMBDA module can be mounted in a housing 
that provides cooling and shields the readout boards from x-rays during 
operation.

All the readout boards in the LAMBDA system are designed to fit behind 
the detector head, so multiple modules can be tiled to cover a larger area. 
To date, systems consisting of three modules have been constructed, giv-
ing a detection area of 85 × 85 mm (1536 × 1536 pixels). Single-module 
(750 kpixel) and three-module (2 Mpixel) LAMBDA systems are shown in 
Figure 3.2 [9].

FIGURE 3.2
Comparison of different LAMBDA sizes; a single module of 1528 × 512 pixels and a three- module 
system of 1528 × 1536 pixels. (Reproduced from X-Spectrum, http://www.x-spectrum.de.)

http://www.x-spectrum.de
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3.3.2  High-Speed Readout

Acquiring images at 2000 frames per second corresponds to a data rate of 
19.2  Gb/s for each 750K module. Achieving this data rate places special 
demands on the detector hardware, as described above, and also on the 
hardware and software of the control PC [10].

The data stream from the detector is sent across two 10-gigabit ethernet 
links. The links use the UDP protocol, which simply does one-way trans-
mission with no resending of data. Using this simple protocol increases the 
maximum data rate and makes the FPGA firmware simpler to design, but 
this also places greater demands on the readout PC and software to ensure 
reliability. The readout PC receives the data using a 2 × 10 GbE network card. 
This PC is a multicore machine with a large amount of RAM, with four cores 
being dedicated to receiving the data from the links reliably and buffer-
ing the data in the RAM. The raw image data then need to be processed to 
produce a proper image. For example, the data output from each chip does 
not directly correspond to a series of 12-bit pixel counts; instead, data from 
different pixels are interleaved. (In the longer term, more of this processing 
could be done in the FPGA to reduce the load on the server.) After decoding, 
the images can be saved to disk.

The control software for the detector uses a library of LAMBDA control 
functions, which is then built into a Tango device server. Tango is a control 
system used at DESY and other synchrotron labs, which makes it possible 
to control and monitor the detector and a range of other systems at an x-ray 
beamline in a standardized and convenient way. The Tango server code is 
also responsible for writing output files using the HDF5 format. This is a 
format that allows a large series of images to be saved to a single file with 
extensive metadata. The format includes optional data compression, using 
an approach where metadata and images can be extracted from the file with-
out needing to decompress the entire file. These features make it much more 
practical to perform high-speed experiments where very large numbers of 
images are required.

3.4  High-Z Materials for Hard X-Ray Detection

At photon energies of 20 keV and above, the stopping power of silicon 
becomes insufficient for many applications, as shown in Figure 3.3 [9]. For 
hard x-ray detection, LAMBDA can be equipped with different sensor mate-
rials. Since these alternate sensors are commonly made from elements with 
a high atomic number, they are referred to as “high-Z” sensors.

The Medipix3 chip is well-suited to work with sensor materials other than 
silicon [11]. It is important that the input polarity of the chip can be selected 
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since most high-Z sensors collect electrons, while most silicon sensors collect 
holes. It also has leakage current compensation capabilities, which allow the 
use of a wider range of materials, especially those with poor transport prop-
erties and/or large leakage currents. Lastly, the charge summing feature is 
particularly useful for high-Z sensors, because they typically have greater 
wafer thicknesses and hence experience more charge sharing.

While most high-Z materials are available in wafers, similar to silicon sen-
sors, the size of these wafers is usually much smaller, commonly 3 or 4 in. 
(75 or 100 mm diameter). This results in a limitation of the maximum size of 
monolithic sensors, making them smaller than the largest monolithic silicon 
sensors. In the case of the LAMBDA system, this means that a sensor layout 
corresponding to 3 × 2 Medipix3 chips (42 × 28 mm or 1536 × 512 pixels) is 
the largest size that can be used. Larger modules like the LAMBDA 750K 
are tiled from two of these 3 × 2’s next to each other on the same carrier 
board [13].

3.4.1  CdTe

Cadmium telluride is a well-established detector material, which is now com-
mercially available in 3-in. wafers. These wafers provide both good resistivity 
and carrier lifetime, though they still have some non-uniformities. Since it is a 
more brittle material than GaAs and silicon, the risk of damaging the material 
during bump bonding is greater. The biggest benefit of CdTe is that it has sub-
stantially higher/larger quantum efficiency at higher energies. which makes 
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able sensor materials [12]. The absorption of germanium is almost identical to that of GaAs. 
(Reproduced from X-Spectrum, http://www.x-spectrum.de.)
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it a natural choice for experiments at 80 keV and above. However, CdTe pro-
duces fluorescence photons around 25–30 keV, so if the incoming x-rays are in 
the range of about 25–50 keV, these fluorescence photons can both reduce the 
signal by escaping from the detector and blur the image by being reabsorbed 
in neighboring pixels. So, there are advantages to being able to choose dif-
ferent high-Z materials for different energy ranges. Additionally, CdTe can 
display changes in behavior with time and irradiation (polarization), which 
must be characterized, and where possible controlled, for example by choos-
ing biasing conditions that minimize these effects [14].

3.4.1.1  X-Ray Response

Figure 3.4 shows x-ray test results from a CdTe LAMBDA module with a 3 × 
2 chip layout as described above [13]. The sensor is 1000-μm-thick CdTe from 
the company Acrorad, which was then processed and bump bonded with a 
55-μm pixel size by the University of Freiburg.

The flat-field response of the detector is shown in Figure 3.4a. This was 
measured using uniform illumination from a Mo target x-ray tube at 50 kV, 
a detector bias of –300 V, and a threshold setting of 10 keV. The flat-field 
image shows a pattern of lines superimposed over a more uniform response. 
These lines correspond to dislocations in the sensor material and show a 
high-counting region in the center of the line, and lower counts toward the 
edges. Additionally, in some places, there are “blobs” of insensitive pixels, 
typically surrounded by rings of pixels with increased counts. These clusters 
of insensitive pixels are mostly flooded with leakage current, rather than 
disconnected. Excluding dark and noisy pixels, the standard deviation of the 
pixel-to-pixel variation is 7.5%.

A USB stick was then imaged with the x-ray tube, and flat-field correction 
applied to the image. The result is shown in Figure 3.4b. Flat-field correction 
significantly improves the uniformity of the image, though the “blobs” of 
insensitive pixels cannot be corrected this way. There are 1116 dark pixels 
(0.28%) and 60 noisy pixels (0.015%), giving 99.70% functional pixels. This is 
a 0.06% lower yield than the GaAs module (see below), and since the insensi-
tive pixels are more clustered, they are also more visible in the image. In the 
corrected images, the network of lines is faintly visible, indicating that the 
detector response has changed somewhat from the first to the second set of 
flat images. This change could be due to both the 10-min time gap between 
the measurement sets and also the irradiation of the sensor.

3.4.1.2  Stability over Time

One downside of CdTe is that its behavior can change over time due to polar-
ization of the material. This CdTe module used ohmic pixel contacts, which 
typically suffer less from polarization than Schottky devices, but these 
effects can still occur over extended time periods or after irradiation [15]. 
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To investigate this, during a beamtime at ESRF beamline ID15C, a long-term 
measurement was made with low, uniform illumination with 70-keV pho-
tons. (The measurement period was started immediately when the detector 
was powered on.)

Firstly, it was found that the overall count rate on the detector increased 
by 4% over the first hour of operation, before leveling out and becoming uni-
form over time. Additionally, changes in flat-field response over time were 
found. Figure 3.5 [13] shows the change in the flat-field image in a region of 
the sensor over the first hour of operation, then the following 9 h. Over the 
period from the start of the measurement to 1 h, there is not only an overall 
increase in counts but also an intensification of the dislocation lines, with 
the high-count region in the center increasing further and the low-count 
region at the edge decreasing. Then, over the period from 1 to 10 h, the over-
all count rate remains the same, but the intensity of the defect pattern is 
reduced somewhat. These results imply that a single flat-field measurement 
is not sufficient to fully correct for the non-uniformities in the detector over 
an extended period of time. The fact that the change is most rapid after ini-
tially switching on the high voltage also implies that rather than frequently 
resetting the bias, it is helpful to allow the detector to stabilize before making 
measurements, at least when working with ohmic contacts.

3.4.2  GaAs

Gallium arsenide is a widely used semiconductor material in applications 
such as optoelectronics. The high atomic number of this material makes it 

Change from 0 to 1 h Change from 1 to 10 h
0.2

0.1

–0.1

–0.2

0.0

(a) (b)

FIGURE 3.5
(a) Change in the flat-field response of the CdTe detector to 70-keV photons over the first 
hour of operation. The plot shows the flat-field response after 1 h minus the initial flat-field 
response, scaled so that 1 corresponds to the average response after 1 h. (b) Change in the flat-
field response over the following 9 h, i.e., from 1 h into the measurement to 10 h. (Reproduced 
from Pennicard, D. et al., “The LAMBDA photon-counting pixel detector and high-Z sensor 
development,” Journal of Instrumentation 9.12, C12026, 2014.)
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appealing for hard x-ray detection, and its high electron mobility potentially 
makes it a faster material than silicon. While it has lower x-ray absorption 
efficiency than CdTe at energies above 50 keV, at around 30 keV, it has the 
advantage that it is not as strongly affected by fluorescence.

However, as with many compound semiconductors, it is difficult to pro-
duce thick GaAs wafers with the combination of properties required for use 
in a high-performance pixel detector: high resistivity (so that when biased, 
there is a strong electric field throughout the sensor volume and low leak-
age current); long enough carrier lifetimes to ensure high charge collection 
efficiency; and high uniformity. One approach to producing detector-grade 
GaAs is to alter the properties of the material by doping. An effective way of 
doing this has been developed by Ayzenshtat et al. in 2001, where standard 
n-type GaAs wafers are doped with chromium by diffusion [16]. The Cr com-
pensates the excess electrons in this material, thus achieving high-enough 
resistivity to allow it to be used as a photoconductor detector with ohmic 
contacts.

3.4.2.1  X-Ray Response

A LAMBDA module with a GaAs(Cr) sensor was produced as part of a 
German–Russian collaboration project, GALAPAD, between FEL (Functional 
Electronics Laboratory of Tomsk State University), JINR (Dubna), the 
University of Freiburg, the Karlsruhe Institute of Technology, and DESY [13]. 
The sensor was produced by FEL and consisted of a 500-μm-thick layer of 
GaAs(Cr) with 55-μm pixels. The sensor had an array of 768 × 512 pixels, with 
a sensitive area of 42 × 28 mm. This layout corresponds to 3 × 2 Medipix3 
chips. The sensor was bonded to the readout chips by the University of 
Freiburg.

For testing, the GaAs sensor was connected to a bias voltage of –300 V and 
operated with the chip in electron-readout mode. Because the pixel size is 
small compared to the sensor thickness, most of the measured signal in each 
pixel will be due to the carriers drifting toward the pixelated side, rather 
than the back contact. This so-called “small pixel effect” is discussed in Ref. 
[17]. In a Cr-compensated GaAs, it has been shown that electrons have a 
higher mobility-lifetime product than holes, largely due to the inherently 
higher mobility of electrons in GaAs, and this means that electron readout 
will give higher collection efficiency [18].

Figure 3.6a [13] shows the detector response when uniformly illuminated 
with x-rays from a Mo target x-ray tube at 50 kV. The raw image shows 
a high level of non-uniformity, with a granular structure that is probably 
related to the original growth process of the wafer. The standard devia-
tion of the pixel-to-pixel variation (excluding dark and noisy pixels) is 
21.0%. However, by applying flat-field correction (i.e., using the flat-field 
response to correct subsequent images), the image quality can be greatly 
improved. Figure 3.6b shows a flat-field corrected x-ray image of a USB stick. 
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The imaging conditions were the same as for the flat-field image, and the 
image is shown with a logarithmic color scaling. The image shows a good 
quality, with a high yield of functional pixels. Excluding a row of pixels 
that are nonfunctional due to a problem with the readout chip rather than 
the sensor, there are 640 dark pixels (0.16%) and 300 noisy pixels (0.08%), 
giving 99.76% working pixels. To test the effectiveness of the flat-field cor-
rection more quantitatively, a second set of flat-field images was acquired, 
and the first set of flat-field data was used to correct them. This reduced the 
standard deviation of the pixel-to-pixel variation (excluding dark and noisy 
pixels) from 21.0% to 0.15%.

It has also been shown elsewhere that the detector response is stable over 
time, which means that after the flat-field measurement is acquired, it can be 
consistently used to correct the detector response [19]. It should be noted that 
flat-field correction factors are dependent on photon energy, and when an 
object is imaged with polychromatic x-rays, the transmitted spectrum will 
differ from the direct tube spectrum, thus reducing the accuracy of flat-field 
correction. This, however, is not a problem for experiments with monochro-
matic beam at synchrotrons.

3.4.3  Ge

Germanium (Ge) is a well-known material for detection of particles, gamma 
rays, and x-rays [20]. It is widely used in high energy physics, nuclear physics, 
materials testing, and security. The main advantage of Ge over other high-
Z materials is that it is available in large wafers and ingots with extremely 
high material quality. This in turn is due to Ge being an elemental semicon-
ductor with a long history of development. The main drawback of Ge is that 
it has a narrow bandgap (0.67 eV), which means that it needs to be cooled to 
low temperatures to avoid excessive leakage current.

The possibility to produce very large volume Ge detectors with excellent 
performance has meant that Ge is commonly used for gamma ray detection, 
and development of Ge has primarily focused on large detectors based on 
high purity Ge (HPGe) [21]. However, there are also techniques for produc-
ing finely segmented detectors, such as photolithography, as described by 
Gutknecht [22]. Currently, Ge strip detectors with pitches down to 50 μm 
(single sided) or 200 μm (double sided) are commercially available.

While the high material quality of Ge makes it an appealing choice for 
hybrid pixel detectors, challenges in production and operation need to be 
overcome. Firstly, Ge is a relatively delicate material; its passivation layers 
are less robust than the typical SiO2 used in Si detectors, and exposure to 
temperatures above 100°C can allow impurities to diffuse into Ge. So, the 
bump bonding process needs to be developed to avoid damaging the sensor. 
Secondly, as noted above, the detector needs to be cooled during operation. 
The first finely pixelated Ge hybrid pixel detectors were developed for use 
with the LAMBDA system in 2014 [23].
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3.4.3.1  Ge Hybrid Pixel Production

The Ge sensors were produced on two 90-mm wafers of p-type high-purity 
Ge. The sensors have a photodiode structure, with the pixel contacts on 
the n-type implant side (electron collection). The high voltage (HV) side, or 
entrance window, is formed by a p-type implantation. A completed wafer is 
shown in Figure 3.7 [23]. Each wafer has 16 sensors with 55-μm pixel pitch 
and a layout of 256 × 256 pixels (65536 total), matching the Medipix3 chip. 
Around the pixel array, there are guard-ring structures with a total width of 
750 μm. The thickness of the Ge sensor was 700 μm. This thickness was cho-
sen as a compromise between performance and mechanical stability.

The sensors were bump-bonded to Medipix3 chips at Fraunhofer 
IZM, Berlin. The bonding was done using indium (In) bumps and a low-
temperature thermocompression process. This ensured that the sensors 
were not damaged by temperature during the bonding process. Additionally, 
because In remains ductile even at low temperatures, this reduces the risk of 
bumps cracking during cooling due to the mismatch in thermal contraction 
between Ge and Si.

The sensors were cooled under vacuum during operation. Current–voltage 
tests showed that at a temperature of –100°C, the sensor’s depletion voltage 
was 20 V. At –70°C, the depletion voltage increased to 40 V, and at warmer 
temperatures, the depletion voltage increased rapidly. Tests of 1-mm2 diodes 
showed a bulk leakage current of 10 nA at –70°C, which is well below the 
330 nA/mm2 required for good performance with the Medipix3 chip.

FIGURE 3.7
90-mm high-purity germanium wafer with 16 Medipix3-compatible sensors, each with a 
256 × 256 array of 55-μm pixels. The wafer is 700-μm-thick p-type material. (Reproduced from 
D. Pennicard et al., “A germanium hybrid pixel detector with 55μm pixel size and 65,000 chan-
nels,” JINST 9, P12003, 2014.)
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3.4.3.2  X-Ray Response

Figure 3.8a [23] shows a flat-field image taken with a Ge detector using an x-ray 
tube at 50 kV and 100-V bias. The image was taken with the sensor at –100°C 
and with a threshold setting of 7.5 keV. Pixels around the edge of the sensor are 
insensitive, due to excessive leakage current, but otherwise the sensor shows 
a good level of uniformity, without the systematic defects seen in the CdTe 
and GaAs sensors. The proportion of working pixels is 96.7%, or 99.77% in the 
central region ignoring the edges. The RMS spread in pixel intensities is 7.8%.

Due to the relatively good quality of the sensor, imaging tests show a rea-
sonable image quality even without flat-field correction. Figure 3.8b shows 
an example of an x-ray image of a USB stick taken using the same x-ray 
source, without flat-field correction. The image is log-scaled.

3.4.3.3  Further Developments of Ge Sensors

A large area pixelated sensor is currently in preparation by DESY and 
Canberra. The sensor will have the size of 3 × 2 Medipix3 chips and cover an 
active area of approximately 45 × 30 mm.

3.5  Application Examples

Ever since the first prototypes of the LAMBDA camera have been devel-
oped, it has been used in a range of applications. The following examples 
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FIGURE 3.8
(a) Flat-field x-ray image taken with Ge sensor with 50-kV tube voltage, –100-V sensor bias, 
and 7.5-keV threshold. (b) X-ray image of a USB stick, taken with –200-V bias. The image is 
log-scaled but has not been flat-field corrected. (Reproduced from D. Pennicard et al., JINST 9, 
P12003, 2014.)
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have been chosen to demonstrate the capabilities of the system. LAMBDA 
has already found its way into routine operation at a few light sources, so 
the following examples highlight only a fraction of the many possible ways 
LAMBDA cameras can be used.

3.5.1  Conventional and Coherent Imaging

One of the most classic applications of an x-ray detector is imaging an object 
in transmission geometry. In this example, a tin of sardines was placed in 
front of the detector and illuminated by an x-ray tube more than a meter 
away. The resulting radiograph is shown in Figure 3.9, and it reveals both the 
structure of the can (e.g., scratches are seen as white vertical stripes) and the 
fine fish bones of the sardines with a very high resolution [24].

This example was one of the first demonstrations of the capability of the 
camera. It shows the high spatial resolution and sensitivity of the system. 
There are no gaps in the image; all photons that are interacting in the sensor 
are counted.

At synchrotron beamlines, objects can be imaged with higher spatial reso-
lution using a range of “coherent imaging” techniques, which take advantage 
of x-ray diffraction, rather than just transmission. One common approach is 
ptychography. In this technique, a finely focused beam (hundreds of nano-
meters in size) is raster-scanned across a sample. At each point in the scan, a 
diffraction pattern is recorded by the detector. The step size is chosen so that 
overlapping regions are illuminated during the scan. From these diffraction 
data, it is possible to reconstruct an image of the sample on length scales 
significantly smaller than the beam (down to 10 nm). One particular appeal 
of this approach is that it can be combined with a range of other synchrotron 
techniques; for example, by measuring fluorescence emitted from the sample 
during the scan, it is possible both to image the sample and map its elemental 
composition. For these experiments, a detector with high sensitivity, high 

FIGURE 3.9
X-ray image of a sardine can, taken with a LAMBDA 750K camera with silicon sensor. The 
vertical white stripes are caused by scratches on the back of the tin [24]. (From M. Sarajlić et al., 
JINST 11, C02043. doi:10.1088/1748-0221/11/02/C02043, 2016.)
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speed, and good spatial resolution is required to perform the scan in a rea-
sonable length of time. LAMBDA has been used in ptychography experi-
ments to obtain images with a spatial resolution of around 20 nm [25].

3.5.2  High Pressure Measurements in Diamond Anvil Cells

A high proportion of experiments at synchrotrons use x-ray diffraction to 
study a sample’s structure on an atomic scale. Using hard x-rays for these 
experiments makes it possible to gain higher spatial resolution, to study 
large samples or samples made of heavier elements, and to probe samples 
while they are contained in sample environments. Extreme conditions 
experiments are a good example of the last example. By compressing a sam-
ple inside a diamond anvil cell while heating it with a laser, it is possible to 
recreate the extremely high pressures and temperatures found inside plan-
ets or in the outer layers of stars. If a highly focused x-ray beam is fired 
through the sample, the x-rays will be diffracted, and from the diffraction 
pattern, it is possible to infer the atomic-level structure. High-speed pho-
ton counting detectors like LAMBDA can then allow scientists to study the 
rapid changes that occur in a sample when the pressure and temperature 
change.

To investigate this possibility, the GaAs LAMBDA detector was tested at 
PETRA-III beamline P02.2, which is used for extreme conditions experiments 
[26]. A sample of a common test standard, CeO2, was placed inside a diamond 
anvil cell in the x-ray beam. The x-ray beam had a photon energy of 42 keV; at 
this energy, the photoelectric absorption efficiency of 500-μm-thick GaAs is 
74%, compared to 4.6% for the same thickness of silicon. The LAMBDA GaAs 
detector was placed at a distance of 35 cm, with a horizontal offset of 4 cm 
between the x-ray beam and the edge of the sensitive area. A series of images 
were then taken with different shutter times [13].

Figure 3.10a shows an image taken with an acquisition time of 1 ms. 
Because the sample is a coarse powder, the diffraction pattern consists of 
rings of diffraction spots, with each spot produced by scattering from a 
single grain of the material. The angle and intensity of these rings convey 
information about the crystalline structure of the material. Due to the short 
shutter time, the rings are faint, with most pixels only detecting a few pho-
tons. Nevertheless, due to the effectively noise-free behavior of the detec-
tor, when the photon hits in the 1-ms image are integrated as a function of 
scattering angle, a clear diffraction signal is obtained, with the rings clearly 
distinguished from the background level, as shown in Figure 3.10b. This 
demonstrates that the detector could be used to measure structural changes 
in a sample on a timescale of milliseconds.

More recently, two three-module (2 megapixel) GaAs systems have been 
constructed—one is shown on the right-hand side of Figure 3.2. These are 
now in routine use for diamond anvil cell experiments at 2-kHz frame 
rates.
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3.5.3  XPCS and Rheology in Colloids

X-ray photon correlation spectroscopy (XPCS) is a technique for studying 
dynamics in soft matter. If a beam of coherent x-rays is fired at a sample with 
an irregular structure, such as colloidal particles in a liquid, the resulting dif-
fraction pattern will contain speckles whose positions depend on the particular 
arrangement of particles. As the particles move, the speckles will fluctuate, and 
by measuring these fluctuations, information about the particle dynamics can 
be obtained. This experimental technique requires a combination of high speed, 
high sensitivity, and small pixel size to successfully measure these fluctuations, 
which means that a detector like LAMBDA is particularly well-suited to XPCS.

A rheometer is an experimental setup for measuring the viscoelastic prop-
erties of material. A fluid sample is placed between a pair of plates, and the 
plates can then rotate or oscillate to produce different shear forces on the 
fluid and measure the corresponding deformation. By combining rheology 
with x-ray diffraction techniques such as XPCS, it becomes possible to relate 
these macroscopic viscoelastic properties to the microscopic behavior of the 
fluid. This has been demonstrated with LAMBDA [27]. For example, these 
experiments demonstrate that an effect called “shear thinning,” where a col-
loidal sample becomes less viscous as the shear force on the colloid increases, 
occurs when the spacing of particles along the direction of flow becomes less 
regular. In these experiments, the x-ray beam passed vertically through the 
rheometer to reach the detector. This meant that the distance between the 
source and the detector was limited, and so the small pixel size of LAMBDA 
was a particularly important requirement.

3.6  Future Directions

The LAMBDA system is a versatile detector that has been successfully used for 
many synchrotron experiments. However, when tiling several modules together 
to cover larger areas, inactive gaps between the modules inevitably appear.

In the following, we will present two approaches to reduce the inactive 
gap, which, if implemented together, could possibly eliminate the gap almost 
completely.

3.6.1  Edgeless Sensors

The sensor of a hybrid detector normally has additional “guard ring” 
structures around its edges, beyond the pixel matrix, consisting of doped 
implants that can either be connected to constant voltages or left floating 
[28–30]. The structure of a conventional detector module with guard rings is 
shown on the left of Figure 3.11. The purpose of these guard structures is to 
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ensure a smooth and predictable drop in electric potential between the edge 
of the pixel array and the diced edge of the sensor. Without this guard ring 
structure, the trajectory of the generated charge in the edge region would be 
curved significantly and the resulting image would be distorted [29]. Other 
reasons to include a guard ring structure are to minimize the sensor leakage 
current, to prevent high-field regions from causing breakdown, and to pre-
vent defects caused by dicing saw to introduce a current in the sensor region. 
An example of a typical sensor corner design is given in Figure 3.12 [31].

The presence of the guard rings introduces significant dead area in the case 
of multimodule detectors. To find a compromise and reduce the dead area 
without compromising the functionality, a new “edgeless” technology was 
developed, where special processing of the edge regions is used to achieve 
predictable behavior in these regions without large guard structures. This 
concept is depicted on the right of Figure 3.11. Special care must be taken in 
designing radiation-hard edgeless sensors; due to the short distance between 
the edge of the detector and the pixel array, electric fields within the detec-
tor are comparatively high, and insolation techniques must be designed to 
minimize high-field regions that could result in breakdown [29].

One pioneer was the VTT Institute in Finland, which started to develop 
edgeless sensors in 1995 [32]. In VTT’s approach, the side of the sensor edge is 
implanted with either p+ or n+ dopants [33]. This implantation of the silicon 
has to be done at a particular angle and in multiple steps to ensure that all 
sides of the sensor receive defined amount of dopants. This is a very delicate 
process because the doping ions are coming to the edge surface at a certain 
angle that makes the process less controllable than standard ion implanta-
tion normal to the surface. Since all sensor chips are produced from a flat 

FIGURE 3.12
Example of current collection ring and guard ring structure. View on the sensor corner. 
(Reproduced from P. Weigell, “Investigation of Properties of Novel Silicon Pixel Assemblies 
Employing Thin n-in-p Sensors and 3D-Integration,” PhD thesis, Technische Universität 
München, 2013.)
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wafer, it is also necessary to first remove the part of the silicon material in 
between the chips to expose the sensor edge to the side implantation.

SINTEF, an independent research organization based in Norway, has 
been another major player for about a decade in the fabrication of edgeless 
sensors [34]. The key fabrication steps for edgeless sensors at SINTEF are 
given in Figure 3.13. The sensor wafer is bonded to a carrier wafer by fusion 
bonding to maintain the integrity of the sensor wafer during the subse-
quent processes. After that, narrow trenches are made through the sensor 
wafer by deep reactive ion etching (DRIE) to define the boundaries of each 
sensor. This is followed by the doping of the trenches by gas phase diffusion 
and the filling of trenches with polysilicon. Polysilicon filling is needed to 
“re-flatten” the sensor wafer so that the following photolithographic pro-
cesses can be carried out easily without causing a significant yield loss. The 
remaining processing steps are the same steps involved in the fabrication 
of pixel sensors with guard ring design: ion implantation of pixels, metal 
contacts to pixels, etc. SINTEF cooperates with Fraunhofer IZM, Germany, 

Sensor wafer Sensor wafer

Carrier wafer Carrier wafer

Sensor wafer Sensor wafer

Carrier wafer Carrier wafer

Edgeless sensor

N– silicon
N+ silicon
P+ silicon

Aluminum
Oxide

(a) (b)

(c)

(e)

(d)

FIGURE 3.13
Key technology steps involved in fabrication of edgeless sensors at SINTEF. (a) Sensor wafer 
bonded to a carrier wafer. (b) Sensor edge trenches etched by DRIE. (c) Trenches doped and 
filled with polysilicon. (d) Standard planar sensor processing carried out. (e) Carrier wafer 
removed and edgeless sensor singulated. (Courtesy of SINTEF, Norway.)
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to establish a process for removal of the carrier wafer and singulation of 
the sensors, which yet remains to be the most challenging process step in 
fabrication of edgeless sensors [35]. SINTEF is also currently investigating 
alternative processes not involving any carrier wafer in order to make edge-
less sensors more commercially viable by reducing the complexity of fabri-
cation and cost.

3.6.2  TSV Technology

In current hybrid pixel detectors, readout chips are connected to the readout 
electronics by wire bonding, and a significant part of the area on at least 
one side is consumed by the bond wires and bond pads. Figure 3.11 (left) 
illustrates this problem. “Through-silicon vias” (TSV) could eliminate this 
problem by replacing the wire bonds with metal-filled vias passing through 
the thickness of the readout chip, as shown on the right of Figure 3.11. In 
addition to reducing or eliminating the dead space due to wire bonds, this 
approach would provide greater flexibility in designing detector layouts; due 
to the space required for wire bonds, hybrid pixel detector modules usually 
have a “2 × N” chip layout, whereas TSV technology could make it possible, 
for example, to produce square modules with more than 2 × 2 chips.

The underlying technology for TSVs has been developed by the micro-
electronics industry to improve chip packaging, and to go beyond Moore’s 
law and provide an increased density of integration, even when scaling of 
the components to the smaller sizes is not feasible anymore [36,37]. High-
density integration enabled by TSV technology is called 3D integration. 
It enables microelectronic components to be stacked on top of each other 
and interconnected by vias between the chips. Although TSV technology 
existed more than 10 years ago, it has become increasingly popular in the last 
10 years. Nowadays, many 3D integrated systems like DRAM, Flash mem-
ory, and FPGA units are commercially available [38].

3.6.2.1  Integrating TSVs into Medipix3 and LAMBDA

The Medipix3 chip was designed to be compatible with both wire bonds 
and TSV readout; in addition to wire bond pads for I/O on the surface of 
the chip, the chip has landing pads for TSVs in the lowest metal layer. One 
of the first successful applications of the TSV technology to x-ray detectors 
was achieved by CEA LETI [39] using the Medipix3 chip. Their processing 
gave an overall yield of 71% from one processed wafer, counting the number 
of the best chips after TSV processing and before. Measurements of noise in 
the pixels revealed only a minor increase in the values after TSV processing. 
Internal parameters, the so-called DAC values, were measured before and 
after TSV processing and showed no significant drift in respect to each other. 
Overall, no measurable degradation was observed, which means that this 
processing was very successful.
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Development of LAMBDA systems with 3D integration is underway with 
Fraunhofer IZM, Berlin, Germany [40]. The Medipix3 chip and a via-last 
approach are used for this development. A shortened illustration of the technol-
ogy steps needed for the TSV fabrication on Medipix3 chips is given in Figure 
3.14. Medipix3 chips are fabricated in 130-nm technology on 200-mm (8-in.) 
wafers. The original thickness of the wafer is 725 μm. Wafers are then grinded 
to the thickness of 200 μm. This is needed to facilitate the process of via etch-
ing. The via is etched through the full grinded wafer thickness, stopping on the 
lowest metal layer (M1) of the backend-of-line metal layer stack. The vias have 
60-μm diameter and 200-μm depth. These parameters represent an aspect ratio 
of 3:1, which is easily achievable with current technology. Next, an oxide pas-
sivation layer is deposited inside the via, followed by metal sputtering to form 
and barrier and a seed layer. A Cu liner filling process is then used for electrical 
interconnection to the M1 layer and backside redistribution layer (RDL). A cross 
section of TSVs processed from wafer backside is shown in Figure 3.15.

To form the connections between the vias and the PCB substrate, an RDL 
was designed. Figure 3.16 gives the proposed structure of the RDL. The con-
tacts from a total of 114 vias are routed to 70 pads on the back side of the 
Medipix3. These pads will be connected using a ball grid array (BGA) to a 
PCB or LTCC (Ceramics) substrate. In the design of the RDL, it was taken 
care that the power and ground lines are routed with minimal electrical 
resistance and the LVDS signal lines are routed with negative and positive 
pairs in parallel. This is needed in order to keep the signal integrity of the 
LVDS lines.

Support wafer Support wafer

Support wafer

FIGURE 3.14
Technology steps involved in the production of the Medipix3 TSV module. Top left: Medipix3 
wafer, thickness 725 μm, after UBM deposition on the front side and bonding to a support wafer. 
Top right: Medipix wafer after thinning. Bottom left: Wafer after TSV etch from the back side, 
passivation, TSV Cu filling and back side RDL. Bottom right: Wafer after UBM metallization on 
the back side and debonding of carrier wafer and cleaning of the front side. (Reproduced from 
M. Sarajlić et al., JINST 11, C02043. doi:10.1088/1748-0221/11/02/C02043, 2016.)
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FIGURE 3.16
RDL as it is designed for the Medipix3 TSV chip. (Reproduced from M. Sarajlić et al., JINST 11, 
C02043. doi:10.1088/1748-0221/11/02/C02043, 2016.)

FIGURE 3.15
Cross section of Medipix3 chip after TSV last process from wafer backside. (Courtesy of 
Fraunhofer IZM.)
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3.7  Summary

The rapidly increasing brilliance of synchrotron x-ray sources makes 
them powerful tools for research in a range of areas such as materials sci-
ence and molecular biology. However, to make full use of this brilliance, 
new detectors are needed that can provide higher speed, sensitivity, and 
resolution.

The LAMBDA system is a photon counting pixel detector based on the 
Medipix3 chip. Its key features are high speed operation at 2000 frames per 
second (deadtime-free), a large tileable module design with small pixels, 
and single photon sensitivity. To achieve these features, both a custom ASIC 
design and a readout system with a high data bandwidth were needed.

A further feature of LAMBDA is its compatibility with high-Z materials for 
use in hard x-ray experiments. Systems using CdTe and GaAs have not yet 
demonstrated perfect sensor quality, but their quality is sufficiently good to 
allow practical use in synchrotron experiments. Prototype Ge sensors have 
demonstrated a good material quality, and development of larger Ge sensors 
is ongoing.

LAMBDA has been demonstrated in a range of synchrotron x-ray experi-
ments such as coherent imaging and x-ray diffraction. In particular, it has 
been shown that LAMBDA systems with high-Z sensors can make it possible 
to detect millisecond-timescale changes in samples under extreme environ-
ments such as high pressure, thanks to their combination of high speed and 
sensitivity to hard x-rays.

Further developments to the LAMBDA system are aimed at greatly reduc-
ing dead areas between modules by using edgeless sensors and vertical inte-
gration with TSVs. As well as being used with LAMBDA, these techniques 
could play a more integral role in the design of new x-ray detectors.
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4
Theoretical Consideration of the Response 
Function of a Two-Dimensional 
CdTe Detector

Hiroaki Hayashi

4.1  What Is Response Function?

In this chapter, the response function of a CdTe detector is described. First 
of all, we have to take into consideration why the response function is an 
important parameter for photon-counting x-ray imaging. As described in the 
other chapters, one strong point for using a photon-counting detector is that 
scientists can analyze x-ray spectra [1,2]. The information of the x-ray spec-
trum is valuable in identifying different materials; therefore, it has the possi-
bility to add a new function of the x-ray image, which can be used for medical 
and industrial applications [2–6]. For performing precise and accurate mate-
rial identification, pure x-ray spectra should be measured. Unfortunately, 
x-ray spectra measured with a spectroscopic detector are not ideal, because 
the detector has insufficient efficiency. This insufficiency is caused by the 
interaction between incident x-rays and the detector’s materials, which are 
reflected in the measured spectrum. In this chapter, this spectrum is known 
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as the response function [7]. Using Figure 4.1, I will explain the concept of 
the response function.

In Figure 4.1, monoenergetic x-rays having energy E are incident to the 
detector, and via digital processing from the collected charges within the 
detector, the corresponding x-ray spectrum is obtained. The spectrum is 
reflected by the sum of all of the physics in the detector material and is 
equivalent to the probability distribution function (response function). This 
response function is considered to consist of two major components; one is 
concerned with the full-energy absorption event, which is energy E, and the 
other is affected by insufficient absorptions. What are the factors that affect 
the determination of a response function? The response functions reflect 
the interactions of the detector, and therefore characteristics of the detector, 
such as pixel size, detector thickness, material composition, and so on, are 
important parameters. That is why I will explain the relationship between 
response function and interaction in this section.

There is another important factor for the need to derive the response 
function of a multipixel-type detector. When researchers use a single-
probe-type spectrometer, they can usually analyze x-ray spectra after the 
unfolding correction [8–10] is carried out. The concept of the unfolding cor-
rection is represented in Figure 4.2. Here, G(E): black and F(E): red repre-
sent the measured spectrum and unfolded spectrum (real x-ray spectrum), 
respectively. The response function is shown by R(E’,E): blue; here E’ rep-
resents the energy of the incident monoenergetic x-ray. The mathematics 
of the unfolding procedure is described elsewhere, and there are many 
methods. A conventionally adopted method for continuous spectra (such 
as bremsstrahlung x-ray spectrum [9,10] and beta-ray spectrum [11]) is the 
stripping method, as shown in Figure 4.2. A feature of this method is ease 
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of application. However, it should be noted that there are differences in the 
accuracies of energy regions; high accuracy is obtained for high-energy 
regions, and low accuracy is for low-energy regions. Fortunately, because 
the analysis of the x-ray spectrum and the beta-ray spectrum has focused 
attention on the higher-energy region rather than the lower-energy region, 
the stripping method works well.

Although the unfolding correction can derive the actual x-ray spectrum, 
it should be noted that the correction can only be applied to a “spectrum.” 
Namely, a multichannel-analyzer is necessary for measuring the spec-
trum, and the unfolding correction can be applied to the accumulated 
spectrum after finishing the measurement. This is an essential problem in 
the development of a multipixel-type photon-counting detector. Most of the 
multipixel-type detectors produced using current technology can only per-
form under the following conditions: few energy bins with online (real-time) 
processing [12]. More easily said, it seems to be difficult to apply the con-
ventional unfolding method to a measurement system using multipixel-type 
detectors. A solution will be proposed in the near future, but at present, most of 
the applications use measured spectrum with several bins. Therefore, we should 

0 20 40 60 80 100

In
te

ns
ity

Energy (keV)
80

Measured spectrum

0 20 40 60 80 100

In
te

ns
ity

Energy (keV)

Unfolded spectrum

0 20 40 60 80 100
Energy (keV)

0 20 40 60 80 100

In
te

ns
ity

Energy (keV)

0 20 40 60 80 100

In
te

ns
ity

Energy (keV)

G(E)F(E)

G(70) × R(70,E)

Unfolding
In

te
ns

ity

FIGURE 4.2
Concept of the unfolding procedure (stripping method). G(E) and F(E) represent measured and 
unfolded spectra, respectively. R(E′,E) indicates response function of the detector; E′ shows 
incident monoenergetic x-ray. It should be noted that the unfolding correction can only be 
applied to the accumulated spectra.



88 Semiconductor Radiation Detectors

take into consideration the importance of physics when using a  multipixel-type 
detector.

Before describing the response function of a multipixel-type detector, 
I would like to explain the limitations of this chapter. In this chapter, I focus 
on the relationship between physics and measured spectrum without tak-
ing into consideration the charge transport processes of the detector and 
other phenomena based on a realistic apparatus. In other words, I  will 
explain the creation of electron–hole pairs (charge cloud) in the detector 
material. I  assume that the charge cloud is completely divided pixel by 
pixel. This situation is illustrated in Figure 4.3. Under this assumption, 
three main cases can be considered. In the left, the charge cloud is only 
created in each pixel, and it is completely contained in the same pixel. In 
the middle, the charge cloud is created in the middle area of the pixels, and 
only a part of the charge cloud is measured in each pixel. On the right, the 
first charge cloud is created in a certain pixel, but characteristic x-rays gen-
erate a cross-talk event between the neighboring pixels, and then secondary 
charge clouds are created within the pixels. Only in the first case (left), a full 
energy peak (FEP) is obtained. For the last two cases, portions of the ener-
gies are absorbed, and they do not form an FEP. However, these phenomena 
are close to ideal, and in the actual situation, charge transportations, which 
are called the charge sharing effect, should be taken into consideration as pre-
sented in Figure 4.4. There are many papers about charge sharing effects for 
test models of multipixel detectors [13–15]. This explanation goes into much 
greater detail than the description in this chapter. Therefore, I only present 
the situations in Figure 4.3.
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4.2  Interactions between Incident X-Rays 
and Detector Materials

4.2.1  Cross Sections

The probability of the interactions between incident x-rays and detector mate-
rial can be described as cross section [16]. Currently, a CdTe detector is a detec-
tor expected to be used in the future; therefore, in this chapter, I exemplify 
the response function of the CdTe detector. Figure 4.5 shows cross sections of 
Cd and Te atoms as a function of energy. The main interactions are coherent 
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Schematic drawing of the actual situation in a multipixel-type detector. Electric fields and 
charge spread effects occur during electron transportation.
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scattering, photoelectric effect, Compton scattering, and pair creation. Here, 
the cross sections resulting from these phenomena, are described as ω, τ, σ, 
and π for coherent scattering, photoelectric effect, Compton scattering, and 
pair creation, respectively. Then, the linear attenuation coefficient μ of a cer-
tain material is described as

 µ ω τ σ π= + + + .  (4.1)

Using μ, attenuation of x-rays can be calculated by the following equation:

 

dN
dx

N= µ ,  (4.2)

where N and x represent the number of photons and distance from surface of 
the material. The equation indicates the quantitative rate of the interaction in 
minute range dx. Therefore, if we know μ, the interaction rate of the photons 
can be determined. This principle is used in the Monte Carlo simulation [17]. 
In the following sections, I will explain the phenomena.

4.2.2  Coherent Scattering

Coherent scattering is an elastic scattering in which photons are treated as 
a wave; namely, the direction of incident photon is changed, but the energy 
does not change. As shown in Figure 4.6, there are two types of coherent 
scatterings: one is Thomson scattering, which occurs from interaction with 
free electrons, and the other is Rayleigh scattering, which occurs from inter-
action with bound electrons. If coherent scattering occurs at a certain pixel 
in a multipixel-type detector, the photons energy is not absorbed in the pixel 
of interest. Therefore, in many cases, coherent scattering does not play an 

+

Bound electron

Free electron

FIGURE 4.6
Schematic drawing of coherent scattering.
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important role in the estimation of the response function of a multipixel-
type detector.

4.2.3  Photoelectric Effect

A schematic drawing of the photoelectric effect is presented in Figure 4.7. 
This effect is the interaction between an incident photon and an orbital elec-
tron. The orbital electron is a situation in which electrons are strongly bound 
in the nucleus. In physics, conservation laws of energy and momentum 
should be obeyed; therefore, these formulas of conservations are considered 
for photons, electrons, and nuclide. This consideration leads to recoil of the 
nuclide, but fortunately, the energy of the recoiled nuclide is much smaller 
than those for other particles. As a result, the energy of the recoiled nuclide 
is treated as disregarded for general cases.

As shown in Figure 4.6, the photoelectric effect begins with the interaction 
of the incident photon having energy E(= hν) with the orbital electron. Then, 
the energy E of the photon is transferred to the electron, which is bound with 
energy of −W. Then the electron is emitted from the atom with energy of E = 
hν − W, and is called a photoelectron. The electron range in the detector is 
very small, and the electron loses its energy in a small area. Then, a charge 
cloud is formed; the typical value is estimated to be from 1 μm (E = 10 keV) to 
15 μm (E = 50 keV) [18]. What happens next? We should note that the atom is 

Electron

Ε = hν

e

Ε = hν – W

+
Recoil

K L M

K L M

Characteristic x-ray

K L M

Auger electron

FIGURE 4.7
Schematic drawings of photoelectric effect (upper), and succeeding phenomena (lower).
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left behind in an excited state after emitting the photoelectron, which results 
in a vacancy in the orbital. Therefore, as represented in the lower part of 
Figure 4.7, the remaining excitation energy is released via emission of a char-
acteristic x-ray or Auger electron. If the Auger electron is emitted, its energy 
is absorbed readily in the detector; the resulting charge cloud cannot be dis-
tinguished in the cloud caused by the photoelectron.

The phenomena of characteristic x-ray emissions from Cd and Te are 
represented in Figure 4.8. The binding energies of Cd and Te are −26.7 and 
−31.8 keV [19]; therefore, the photons having energy above these values can 
occur in the photoelectric effect. In this chapter, we confine the discussion 
to K-shell interaction, because the characteristic x-rays caused by other shells 
are sufficiently low for photon counting in a realistic application. Therefore, 
it is important to know both the energies and intensities of K-x-rays. The 
lower graphs in Figure 4.8 show the K-x-ray values. In this graph, intensity 
is defined as emission probability when 100 vacancies appear in the K-shell 
orbital. It is clearly shown that the intensities of Kα (de-excitation between L 
shell to K shell) and Kβ (de-excitation between M shell to K shell) are intense, 
and they are approximately 84–86% and 5–6%, respectively. Therefore, we 
should take into consideration the effect of characteristic x-ray emissions 
when we derive the response function for a multipixel-type detector.
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4.2.4  Compton Scattering Effect

The Compton scattering effect is the interaction between photons and free 
electrons. In this situation, we should consider the conservation laws of 
energy and momentum between these two particles. A schematic drawing 
of the Compton scattering effect is shown in Figure 4.9. The equations for 
conservation laws can be solved analytically. The energy of scattered pho-
tons (hν′) is described as

 

h h
h

m

′ = ×
+ −

ν ν
ν

1

1 1
2

ec
( cos )

,
φ  (4.3)

where mec2 is the electron rest mass: e.g., 511 keV. Equation 4.3 demonstrates 
that the energy of the scattered photon is functions of incident photon energy 
hν and scattering angle ϕ. The examples for 10 and 100 keV photons are pre-
sented in the upper graphs of Figure 4.10. In this graph, the characteristics 
of Compton scattering in the diagnostic x-ray region are clearly observed; 
the energy of scattered photons is similar to that of the incident photons. It 
demonstrates that most of the energies are carried off by scattered photons 
when the effect occurs in a multipixel-type detector. So, Compton scattering 
effect has an important role in response functions.

In Figure 4.5, the overall provability of Compton scattering has been pre-
sented. But when considering Compton scattering, the probability of angular 
dependence is very important. The mathematics is performed by the Klein–
Nishina formula as
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where α and r0 represent hν/mec2 and the classical electron radius, respectively. 
and α is a function of incident photon hν; therefore, this equation also contains 

KE = mc2−m0c2

Pe = 1−β2

m0cβθ
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FIGURE 4.9
Schematic drawings of Compton scattering.
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functions of incident photon energy hν and scattering angle ϕ. The relative 
intensities for 10 and 100 keV photons as a function of angle are presented in 
Figure 4.10c and d. For the 10 keV photons, the intensities for forward (ϕ~0°) 
direction and backward (ϕ~180°) direction are much larger, and those of side 
directions (ϕ~90°, 270°) are relatively smaller. On the other hand, for the 100 keV 
photons, intensity for the forward direction is obviously high.

4.3  Response Function of Single-Probe-Type CdTe Detector

Let’s begin to discuss the response function of a single-probe-type CdTe 
detector [9,10,20]. Figure 4.11 shows a schematic drawing of interactions of 
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incident x-rays in the single-probe-type CdTe detector. In the detector, differ-
ences between the full energy absorbing event and partial energy absorbing 
event are important. The main peak is formed by the full energy absorption 
of the incident photon by the detector; when all of the energies of the sec-
ondary produced particles are completely absorbed by the detector via the 
photoelectric effect and Compton scattering effect, the FEP appears. On the 
other hand, when the photoelectric effect occurs at the surface of the detec-
tor, there is the possibility that the succeeding characteristic x-rays cannot be 
absorbed by the detector. In this case, the absorbed energy becomes slightly 
smaller than the energy corresponding to the characteristic x-ray, and this 
event forms a peak, called an escape peak (EP). In reality, as described in 
the previous section (see Figure 4.8), the emission of the characteristic x-rays 
of Cd and Te is a little complex; therefore, there will be many EPs corre-
sponding to the characteristic x-rays. When the Compton scattering effect 
occurs and the detector cannot absorb scattered photons, the correspond-
ing events form continuous areas in the response function; these are called 
Compton escapes (CEs). The highest energy of the CE can be calculated by 
Equation 4.3; namely, the energy of incident photon (hν) minus energy of 
scattered photon at scattering angle of 180° (hν′). For the 10 and 100 keV pho-
tons, they become 0.4 and 28 keV, respectively. This estimation is based on 
single events, meaning that Compton scattering occurs only one time, but in 
an actual case, multiple events may occur. When the elastic scattering and 
penetration events (EE and PE) occurred, no events appeared in the response 
function. However, these events should not be ignored, because they lead to 
decreases in full energy events. It means that the FEP efficiency should be 
considered when the unfolding process is performed on the measured spec-
trum (see Figure 4.2).
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X-rays (hν) e

hν

Photoelectric effect
Compton scattering1) FEP

2) EP
Characteristic x-rays

3) CE

Detector region

Photoelectric effect

Compton scattering
4) ES&PE Elastic scattering
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FIGURE 4.11
Schematic drawing of response function of a single-probe-type detector. Seen here are full 
energy peak (FEP), escape peak (EP), Compton escapes (CE), and elastic scattering and pen-
etration (ES&PE). The corresponding phenomena are shown in the right.
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A typical example of the response function of a single-probe-type CdTe 
detector is presented in Figure 4.12. The response functions are calculated 
using the Monte Carlo simulation code: EGS5 (electron-gamma-shower ver-
sion 5) code [17]. The detector construction in the simulation is presented in 
the inset. The detector size is 3.0 mm width, 3.0 mm length, and 1.0 mm thick-
ness; pencil and broad beams are applied. There are three figures correspond-
ing to the incident x-ray energies of 30 keV, 60 keV, and 80 keV; in each figure, 
EPs and CE are clearly seen. As described previously, when 30 keV photons 
are incident to the detector, the photoelectric effect for only the Cd atom can 
occur. Then, in the response function for the 30 keV photons, the FEP and 
EP caused by characteristic x-ray escapes of Cd atoms can be seen. On the 
other hand, when energy of incident x-rays is over 32 keV, the photo electric 
effect of both Cd and Te occurs. Therefore, in the response functions of 60 and 
80 keV in Figure 4.12, EPs caused by Cd and Te are observed. The energies of 
EPs can be calculated theoretically, and they are summarized in Table 4.1. In 
an actual CdTe detector, the energy resolving power is not high enough to 
separate these seven EPs. Then, there may be three EPs: (1) E-Cd(Kα1) and 
E-Cd(Kα2) approximately 23 keV, (2) E-Cd(Kβ1, Kβ3) approximately 26 keV, 
(3) E-Te(Kα1) and E-Te(Kα2) approximately 27 keV, and (4) E-Te(Kβ1, Kβ3) and 
E-Te(Kβ2) approximately 31 keV. Figure 4.13 shows the ratio of contributions 
in the response function. The left and right figures indicate the results for 
pencil and broad beams, respectively. Focusing attention on the depen-
dence of FEP, we can clearly find a significant strange trend; FEP is rapidly 

CdTe
detector

Photon beam

0.1 mm

3.0 mm3.0 mm

1.
0 

m
m

Be window

R = 3.5 mm

100

101

102

103

104

105

106

0 20 40 60 80 100

Narrow
Broad

C
ou

nt
s/

0.
2 

ke
V

100

101

102

103

104

105

106

C
ou

nt
s/

0.
2 

ke
V

100

101

102

103

104

105

106

C
ou

nt
s/

0.
2 

ke
V

Energy (keV)

Cd
 escape

FEP

Scattered

0 20 40 60 80 100

Narrow
Broad

Energy (keV)

Te escape

Cd
escape FEP

Scattered

0 20 40 60 80 100

Narrow
Broad

Energy (keV)

Te escape
Cd

escape

FEP

Scattered

FIGURE 4.12
Typical example of the response function of a single-probe-type CdTe detector.



97Theoretical Consideration

decreasing to 35 keV and gradually increasing to 55 keV, and then rapidly 
decreasing. These phenomena are mainly caused by the photoelectric effects 
of Cd and Te. For energies below 60 keV, which is just around the effective 
energy in medical diagnosis, the events caused by the scattered photons are 
relatively high.

The CdTe detector is convenient to use in x-ray spectroscopy because it 
can be operated at room temperature and high-energy resolution can be 
obtained. In addition, detection efficiency is not bad, because of the use of 

TABLE 4.1

Energies of the Escape Peaks in the Single-Probe-Type CdTe Detector

Phenomena Description Energy (keV)

Escape(Te) E-Te(Kα1) E-27.5

E-Te(Kα2) E-27.2

E-Te(Kβ1, Kβ3) E-31.0

E-Te(Kβ2) E-31.7
Escape(Cd) E-Cd(Kα1) E-23.2

E-Cd(Kα2) E-23.0

E-Cd(Kβ1, Kβ3) E-26.1
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Ratio of phenomena for the response functions of a single-probe-type CdTe detector.



98 Semiconductor Radiation Detectors

high-atomic-number materials (48Cd and 52Te), but leads to the appearance of 
EPs for lower-energy x-rays. Therefore, x-ray spectra measured with a single-
probe-type CdTe detector need to have the unfolding correction applied as 
described in Figure 4.2.

4.4  Response Function of Multipixel-Type CdTe Detector

In this section, I describe the response function of a multipixel-type CdTe 
detector. Here, I define the response function as a spectrum concerning just 
one pixel in the two-dimensional detector array. First of all, an illustration is 
presented in Figure 4.14. The left and right figures show response functions 
for 1 pixel (200 μm) in a monolithic CdTe detector with different irradiation 
areas (side length = L) of 200 and 400 μm, respectively. We can observe obvi-
ous differences; the left graph is similar to that of the response function of 
the single-probe-type CdTe detector as preliminary represented in Figure 
4.12, but the right graph is different. What happens to these response func-
tions? I will explain this using physics. Remember that the binding energies 
of Cd and Te are −26.7 and −31.8 keV, respectively, and K-x-rays of Te are 
27.2–27.5 keV; namely, the energy of K-x-rays of Te are a little bit higher than 
the binding energy of Cd. It means that the K-x-rays of Te can interact with 
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Cd in the detector. When this phenomenon occurs in the same pixel, it leads 
to no particular effect. On the other hand, when this phenomenon occurs in 
different pixels, especially neighboring pixels, an additional consideration is 
needed. Figure 4.15 shows a schematic drawing of the interactions between 
the  K-x-rays of Te and Cd. When the photons incident to a certain pixel inter-
act with the Te and the photoelectric effect occurs, K-x-rays of Te are emitted. 
Then, the x-rays interact with the Cd in the neighboring pixels; the K-x-rays of 
Cd are also generated. In this case, the K-x-rays of Cd come back to the pixel 
of interest, and they are absorbed. The total absorbed energy is estimated to 
be E-K(Te) + K(Cd), where E, K(Te), and K(Cd) represent the energy of the inci-
dent photon, energy of K-x-rays of Te, and energy of K-x-rays of Cd, respec-
tively. More precisely, all of the interactions and corresponding absorbed 
energies are listed in Table 4.2. In this table, “Escape(Te)” and “Escape(Cd)” 
represent EPs of the characteristic x-ray escapes. The same phenomena have 
been discussed in the previous section (see Figure 4.12 and Table 4.1). The 
phenomena in the third row show the interactions in Figure 4.15; note that the 
energies of K-x-rays (Kα1, Kα2, Kβ1, Kβ2, Kβ3) of Cd are superimposed to the EPs 
of the  K-x-rays [E-Te(Kα1), E-Te(Kα2), E-Te(Kβ1, Kβ3), and E-Te(Kβ2)] of Te, and all 
of the combinations appear. In addition, the characteristic x-ray peaks of Cd 
and Te are also observed in the response functions; when a larger irradiation 
area is set, the characteristic x-rays are generated in the neighboring pixels. We 
should note that the EPs from the characteristic x-rays of Te are also shown; 
the phenomena appear in the neighboring pixels as represented in Figure 4.15.

The aforementioned consideration means that the response function 
strongly depends on the size of the x-ray irradiation field. In order to esti-
mate the dependency, I will present the results of the Monte Carlo simula-
tion [17]. Figure 4.16 shows the simulation condition and typical result. We 
selected the parameters of a monolithic CdTe detector sized 10 mm in width, 
10 mm in length and 1.5 mm in thickness. As shown in the inset, pixel sizes 
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FIGURE 4.15
Schematic drawing of interactions of K-x-rays of Te in the neighboring pixels. Because the 
energy of K-x-rays of Te is higher than the binding energy of Cd, these x-rays can cause the 
photoelectric effect in Cd. Then, K-x-rays of Cd are emitted from the Cd atom.
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TABLE 4.2

Phenomena and Corresponding Energies for the Interactions for Escape Peaks 
in the Multipixel-Type CdTe Detector

Phenomena Description Energy (keV)

Escape(Te) E-Te(Kα1) E-27.5

E-Te(Kα2) E-27.2

E-Te(Kβ1, Kβ3) E-31.0

E-Te(Kβ2) E-31.7
Escape(Cd) E-Cd(Kα1) E-23.2

E-Cd(Kα2) E-23.0

E-Cd(Kβ1, Kβ3) E-26.1

E-Cd(Kβ2) E-26.6
Escape(Te)+
Characteristic x-rays(Cd)

E-Te(Kα1) + Cd(Kα1) E-27.5 + 23.2 = E-4.3

E-Te(Kα1) + Cd(Kα2) E-27.5 + 23.0 = E-4.5

E-Te(Kα1) + Cd(Kβ1, Kβ3) E-27.5 + 26.1 = E-1.4

E-Te(Kα1) + Cd(Kβ2) E-27.5 + 26.6 = E-0.9

E-Te(Kα2) + Cd(Kα1) E-27.2 + 23.2 = E-4.0

E-Te(Kα2) + Cd(Kα2) E-27.2 + 23.0 = E-4.2

E-Te(Kα2) + Cd(Kβ1, Kβ3) E-27.2 + 26.1 = E-1.1

E-Te(Kα2) + Cd(Kβ2) E-27.2 + 26.6 = E-0.6

E-Te(Kβ1, Kβ3) + Cd(Kα1) E-31.0 + 23.2 = E-7.8

E-Te(Kb1, Kb3) + Cd(Kα2) E-31.0 + 23.0 = E-8.0

E-Te(Kβ1, Kβ3) + Cd(Kβ1, Kβ3) E-31.0 + 26.1 = E-4.9

E-Te(Kβ1, Kβ3) + Cd(Kβ2) E-31.0 + 26.6 = E-4.4

E-Te(Kβ2) + Cd(Kα1) E-31.7 + 23.2 = E-8.5

E-Te(Kβ2) + Cd(Kα2) E-31.7 + 23.0 = E-8.7

E-Te(Kβ2) + Cd(Kβ1, Kβ3) E-31.7 + 26.1 = E-5.6

E-Te(Kβ2) + Cd(Kβ2) E-31.7 + 26.6 = E-5.1
Characteristic x-rays Te(Kα1), Te(Kα2) 27.5, 27.2

Te(Kβ1, Kβ3), Te(Kβ2) 31.0, 31.7

Cd(Kα1), Cd(Kα2) 23.2, 23.0

Cd(Kβ1, Kβ3), Cd(Kβ2) 26.1, 26.6
Escape of x-rays(Cd) from 
characteristic x-rays(Te)

Te(Kα1)-Cd(Kα1) 27.5 – 23.2 = 4.3

Te(Kα1)-Cd(Kα2) 27.5 – 23.0 = 4.5

Te(Kα1)-Cd(Kβ1, Kβ3) 27.5 – 26.1 = 1.4

Te(Kα1)-Cd(Kβ2) 27.5 – 26.6 = 0.9

Te(Kα2)-Cd(Kα1) 27.2 – 23.2 = 4.0

Te(Kα2)-Cd(Kα2) 27.2 – 23.0 = 4.2

Te(Kα2)-Cd(Kβ1, Kβ3) 27.2 – 26.1 = 1.1

Te(Kα2)-Cd(Kβ2) 27.2 – 26.6 = 1.1

Te(Kβ1, Kβ3)-Cd(Kα1) 31.0 – 23.2 = 7.8

Te(Kβ1, Kβ3)-Cd(Kα2) 31.0 – 23.0 = 8.0

(Continued)
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(side length: t) varied from 50, 100, 200, to 500 μm. The side lengths of the irra-
diation fields (side length: L) continuously changed (side length L is limited 
up to 4 mm). The typical results for a t = 200 μm pixel detector are presented 
in Figure 4.16; the vertical axis shows the ratio of the scattered area (blue color 
in Figure 4.15) to FEP (red color in Figure 4.15). We can clearly find that the 
small irradiation field did not provide equilibrium, and the irradiation field 
having a side length of 4 mm is considered to be sufficient. In the following 
description, I will use the response function under the irradiation field.

Figure 4.17 shows a comparison of response functions for different pixel 
sizes: the results for 50, 100, 200, and 500 μm are presented. There are many 
peaks in addition to the FEP, but they can be easily identified using Table 4.2. 
The response function for a 50 μm pixel has a relatively small FEP and large 
scattered areas (EPs and CEs) compared with those for larger pixels. In recent 
medical diagnoses, the detector having a pixel size of approximately 200 μm 
is used [21]; therefore, in the following description, I will show the results for 
200 μm. Figure 4.18 shows a comparison of response functions for different 

TABLE 4.2 (CONTINUED)

Phenomena and Corresponding Energies for the Interactions for Escape Peaks 
in the Multipixel-Type CdTe Detector

Phenomena Description Energy (keV)

Te(Kβ1, Kβ3)-Cd(Kβ1, Kβ3) 31.0 – 26.1 = 4.9

Te(Kβ1, Kβ3)-Cd(Kβ2) 31.0 – 26.6 = 4.4

Te(Kβ2)-Cd(Kα1) 31.7 – 23.2 = 8.5

Te(Kβ2)-Cd(Kα2) 31.7 – 23.0 = 8.7

Te(Kβ2)-Cd(Kβ1, Kβ3) 31.7 – 26.1 = 5.6

Te(Kβ2)-Cd(Kβ2) 31.7 – 26.6 = 5.1
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incident energies; incident energies of 40, 60, 80, and 100 keV are presented. 
In the plots, characteristic x-rays of Cd and Te are observed at the energy 
regions of between 20 and 30 keV, while the EPs take variable values depend-
ing on the incident energies.

Next, I will discuss quantitative analysis results for each component of 
the response function. Figure 4.19 shows a comparison of the ratio of each 
component in the response functions for different pixel sizes. The ratio is 
normalized by the incident photons (irradiated photons) for the pixel of 
interest. Compared with the result for the single-probe-type CdTe detector 
(see Figure 4.13), the most important thing is that the sum of the ratios has a 
value of over 1.0. These phenomena are caused by the contamination from 
scattered x-rays, which are generated in the neighboring pixels. Therefore, 
contamination rapidly decreases as pixel size becomes larger.
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4.5  Effect of Response Functions 
on the Measured X-Ray Spectra

In this section, I will try to determine spectra measured with a multipixel-
type detector for medical diagnosis using x-rays. A diagram to explain the 
spectra is represented in Figure 4.20. The original x-ray spectrum, which can 
be determined by the semiempirical formula [22–24], is shown in the upper 
graph. The middle graph represents an x-ray spectrum measured with one 
certain pixel of a multipixel-type detector, and the right lower plot indicates 
the x-ray spectrum measured with the single-probe-type detector. Comparing 
these two measured spectra, the difference between the former spectrum and 
original x-ray spectrum is larger than that of the latter. This can be explained 
by the response function. Currently, a high-speed processing technique has 
been developed and is applied to the analysis of charge sharing correction 
for a multipixel-type detector. In this technique, absorbed energies are ana-
lyzed event by event using a coincidence summing module [13–15]. This cor-
rection is considered to be effective, but we should note that the corrected 
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FIGURE 4.20
Diagram to explain original and measured x-ray spectra.
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spectrum is the same as the spectrum measured with the single-probe-type 
detector. Because the x-ray spectrum measured with the single-probe-type 
detector needs correction (see Figure 4.2), the x-ray spectrum corrected by the 
charge sharing effect is still incomplete. If proper methods for correcting the 
measured spectrum (for the multipixel-type CdTe detector) to the original 
spectrum are developed with/without information on the response function, 
the method will be valuable. I anticipate that new research will lead to new 
findings and complete correction can be carried out.

Finally, I present several examples of ways to measure x-ray spectra. In these 
spectra, the effect of response function is clearly observed. Figure 4.21 shows 
a comparison of predicted x-ray spectra for tube voltages of 40, 60, and 80 kV. 
Black data show incident x-ray spectrum. Blue and red spectra are folded 
spectra for a single-probe-type CdTe detector and multipixel-type CdTe 
detector (for pixel size of 200 μm), respectively. The upper, middle, and lower 
graphs indicate spectra without an absorber, penetrating soft tissue 20 mm 
and penetrating aluminum 10 mm, respectively. As described previously, the 
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black (incident) and blue (single-probe-type) spectra are similar, but unfold-
ing correction should be applied to analyze the spectra measured with the 
CdTe detector. On the other hand, the red spectrum (multipixel type) indi-
cates specific trends, especially for the 20–30 keV region. The characteristic 
x-rays of Cd and Te are clearly observed. In the response functions, there 
are many peaks, but most peaks depend on incident energy (see Table 4.2). 
When the x-ray spectra (continuous x-ray spectra composed of various E) are 
measured, the corresponding EPs have different values. On the other hand, 
the characteristic x-rays are commonly observed not depending on incident 
x-ray energies. Therefore, the peaks of characteristic x-rays are enhanced. In 
the near future, for the development of a new medical diagnostic appara-
tus, the effect of response function of a multipixel-type CdTe detector on the 
measured x-ray spectra should be considered carefully.

4.6  Summary of This Chapter

In this chapter, the response function of a multipixel-type CdTe detector was 
described. In order to explain the response function from the point of view 
based on the physics, the interaction between detector material (Cd and Te) 
and photon was initially described. The photoelectric effect plays an impor-
tant role. Next, the response function of a single-probe-type CdTe detector 
was described; the point was to demonstrate the existences of EPs. FEP effi-
ciency is strongly related to the cross section of the photoelectric effect and 
also related to the EPs. Then, the description was expanded to the response 
function of a multipixel-type CdTe detector, and I demonstrated that there 
are many peaks in the response functions. Finally, as a demonstration of the 
application, I predicted x-ray spectra measured with a multipixel-type CdTe 
detector. I hope that the description in this chapter is useful to the applica-
tion of using a multipixel-type CdTe detector.
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5
Monte Carlo Modeling of Solid State 
X-Ray Detectors for Medical Imaging

Yuan Fang and Aldo Badano

5.1  Introduction

Semiconductor x-ray detectors are important components of medical imag-
ing systems and are used in a wide range of modalities including general 
radiography, full-field digital mammography (FFDM) [1], and computed 
tomography (CT) [2]. Characterization of semiconductor x-ray detectors pro-
vides insight into performance limitations and guides the development and 
optimization of imaging systems. By employing semiconductive materials 
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to convert x-rays directly into electric signal, these detectors allow for good 
energy resolution, high efficiency, and high carrier yield [3].

Monte Carlo simulation is a statistical numerical technique that relies on 
random numbers to sample models that describe stochastic physical pro-
cesses in radiation transport. This technique provides the ability to manage 
complex models using well-known atomic interaction models. Using Monte 
Carlo methods, the mean value of the outcome of a stochastic process can 
be estimated by integrating the results of many random trials. Due to these 
inherent advantages, Monte Carlo methods can be used to study charge gen-
eration and transport in semiconductor materials, as well as for design vali-
dation and optimization of imaging systems.

In this chapter, direct and indirect detection methods using semi-
conductor and scintillator materials are presented to provide a back-
ground on x-ray detection materials used in medical imaging applications 
(Section 1.2). A summary of modeling approaches using Monte Carlo (MC) 
methods are covered (Section 1.3). The theory and implementation of a 
detailed MC model for direct x-ray detectors is then described (Section 1.4). 
Practical applications of the model and simulation results are presented 
(Section 1.5).

5.2  X-Ray Detector Technologies

5.2.1  Scintillator-Based Detectors

In scintillator-based detectors, a phosphor scintillator converts an incident 
x-ray photon into multiple optical light photons, detected as electric signals 
in a photodiode or a photomultiplier tube, hence an indirect conversion pro-
cess [4]. Figure 5.1a shows the structure of a scintillator detector.

One of the advantages of the indirect detection method is high absorp-
tion efficiency of the scintillator material (e.g., CsI) capable of absorbing a 
large fraction of incident x-ray photons in the medical imaging energy 
range. However, the major disadvantage of the indirect method is the loss 
of spatial resolution due to isotropic generation of optical photons, shown 
in Figure 5.1a. Thinner scintillator material can be used to limit the effect 
of optical spreading, at a cost of reduced absorption efficiency. Scintillators 
with columnar phosphor structures are also used to confine and reduce the 
spreading of optical photons.

5.2.2  Semiconductor-Based Detectors

In semiconductor-based detectors, x-ray photons are absorbed in the photo-
conductor material and converted directly into electron–hole pairs (EHPs). 
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Figure 5.1b is an illustration of the direct conversion method. As x-ray pho-
tons are absorbed in the photoconductive material, a large number of EHPs 
are generated near the region of interaction, which are eventually collected 
at the electrodes.

With direct conversion, resolution of semiconductor x-ray detectors 
depends only on spreading of incident x-ray photons, secondary high-energy 
electrons, and EHPs. In general, photoconductive materials used in semicon-
ductor detectors have lower atomic numbers compared to scintillators, and 
thus require a thicker detector to absorb the same amount of incident x-rays. 
A bias voltage is applied to collect the EHPs and blocking or (electron/hole) 
transport layers are used to prevent leakage of the charge carriers. Figure 5.2 
shows a typical, commercially available amorphous selenium (a-Se) direct 
conversion x-ray detector manufactured by ANRAD Corporation.

5.3  Modeling Approaches

The complete signal formation process in semiconductor x-ray detectors 
from incident x-rays to electric signal can be divided into four subpro-
cesses: incident x-ray interactions, secondary electron interactions, EHP 
generation, and charge transport. This sequence is illustrated in Figure 
5.3. Incident x-ray photons can interact within the semiconductor material 
through Rayleigh scattering, Compton scattering, and photoelectric effect. 

FIGURE 5.2
Commercial a-Se semiconductor direct conversion x-ray detector for FFDM. (Courtesy of 
ANRAD Corp. From Fang, Y. et al., Radiation Detector for Medical Imaging, pp. 27–46, 2015. CRC 
Press, Taylor & Francis.)
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High-energy electrons can be generated from photoelectric absorption and 
Compton scattering events, where the electron’s kinetic energy is deposited 
in the semiconductor via inelastic scattering events. Models for the genera-
tion of EHPs include sampling algorithms, and spatial distribution of EHPs 
through calculation of burst and thermalization distances. The charge trans-
port models include carrier recombination and trapping. Photon–electron 
and EHP interactions can be simulated separately or coupled together in MC 
models. This section briefly describes some existing methods available for 
modeling direct x-ray imaging detectors.

5.3.1  Photon–Electron Interactions

Incident x-ray photon and secondary electron interactions can be modeled 
with a number of available MC simulators: PENELOPE, EGSnrc, GEANT4, 
MCNP, ETRAN, ITS3, and FLUKA [6–12]. Figure 5.4a and b shows the pho-
ton and electron interaction cross sections in selenium, generated with 
PENELOPE 2006 [8]. The interaction cross sections are functions of particle 
energy and material properties. For x-ray energy range of medical appli-
cations, the primary interaction mechanisms include Rayleigh scattering, 
Compton scattering, and photoelectric absorption. For electrons, the main 

Signal formation process Simulation framework

Incident x-rays

Incident x-ray interaction

Secondary electron interaction

Electron-hole pair generation

Charge transport

Electric signal

PENELOPE/peneasy

Transport simulator

-Rayleigh scattering

-Photoelectric effect
-Atomic relaxation

-Elastic scattering
-Inelastic scattering

-Ionization
-Excitation

-Compton scattering

-Bremsstrahlung

-Create electron-hole pairs

-First-order transport model

-Sample # of EHPs

-Charge trapping
-Carrier recombination

-Sample burst size
-�ermalization distance

FIGURE 5.3
Block diagram of the signal formation process in semiconductor x-ray detectors including inci-
dent x-ray interaction, secondary electron interaction, EHP generation, and charge transport 
[5]. (From Fang, Y. et al., Radiation Detector for Medical Imaging, pp. 27–46, 2015. CRC Press, 
Taylor & Francis.)
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mechanisms are elastic and inelastic scattering and Bremsstrahlung radia-
tion. The total interaction cross section can be computed as the sum of the 
cross sections for all possible interaction mechanisms and is used to com-
pute the mean free path required for sampling the location of the random 
scattering events in the material.

Existing MC models offer advanced geometric packages that allow for 
simulation of complex detector geometries and experimental setups. The 
interaction models and cross sections have already been benchmarked and 
validated with established databases and offer an accurate model for the sim-
ulation of various interactions. MC models require simulation of many his-
tories in order to reach high accuracy and low estimate variance. Some MC 
codes allow for different modes of simulation such as condensed, detailed, 
and mixed. For instance, in condensed simulation of electrons, many soft 
interactions that do not change significantly the direction and energy of the 
particle are reproduced into a single interaction, using multiple scattering 
theories to reduce simulation time. In a case where interaction locations and 
small energy changes are needed, the detailed simulation mode can be used 
to track all electron interactions. A mixed simulation mode can be used to 
optimize simulation detail and runtime. One limitation of many MC simula-
tors for modeling of semiconductor detectors is lack of simulation libraries 
and models for generation and transport of EHPs.

5.3.2  EHP Transport

Some custom MC simulators have been developed to focus on modeling of 
EHP interactions specifically [13,14]. The effect of trapping and recombina-
tion of EHPs on the sensitivity reduction, ghosting [15], and time-of-flight 
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(TOF) simulations of EHPs to determine the density of state in a-Se [14] have 
been previously studied. The sensitivity reduction in a-Se detectors was 
found to be dependent on different detector operating conditions, such as 
applied electric field, x-ray spectrum, and photoconductor layer thickness, 
that affect recombination and trapping in the detector. TOF simulations take 
into account carrier drift and trapping.

Custom EHP simulators allow for focused studies of the carrier transport in 
semiconductor x-ray detectors, and offer significant flexibility in implemen-
tation of complex recombination and trapping models. Compared to detailed 
photon–electron simulations, in some cases, exponential attenuation models 
for x-ray photons are used assuming complete absorption of incident energy 
for carrier generation and one-dimensional model for EHP transport. Such 
an approach ignores charge spreading due to high-energy photoelectric and 
Compton electrons, lateral spreading of EHPs due to diffusion, and noise in 
the detector response from Compton scattering and fluorescent x-rays.

5.3.3  Coupled MC Simulation

The coupled simulation method takes advantages of the previous two meth-
ods by combining the simulation of x-ray radiation with EHP transport. For 
example, energy deposition events in the semiconductor or scintillator mate-
rial can be simulated with an available MC simulator in combination with a 
custom simulator for EHPs. The MANTIS package is an efficient and flexible 
simulation tool for research and development of scintillator-based indirect 
radiation systems. The package consists of PENELOPE for photon–electron 
interactions, including x-ray scattering and DETECTII routines for simula-
tion of optical photons, and allows for detailed study of 3D optical blur with 
realistic columnar model.

Combined simulation can be used to simulate the complete signal forma-
tion process in x-ray detectors by utilizing existing validated MC simulators 
for photon–electron interactions and allows for significant customization of 
EHP transport models. However, in-depth knowledge and modifications to 
the existing simulation packages are often required to efficiently interface 
the codes. A high number of simulation histories are required to achieve low 
variance for studies, such as the point response function, needed for modu-
lation transfer function (MTF) and detective quantum efficiency (DQE) cal-
culations. These limitations drive the need to further improve simulation 
efficiency, including code parallelization and utilization of graphics process-
ing units [16].

5.3.4  Analytical Methods

It is important to note that even though this chapter focuses on MC meth-
ods, analytical methods have also been widely used for modeling of x-ray 
detectors. For example, the small pixel effect for minimization of trapping 
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of slow carriers on the electric signal has been previously studied by Barrett 
et al. [17]. This work assumes a homogeneous slab of semiconductor mate-
rial, where the current induced on each pixel electrode is calculated via 
Shockley–Ramo theorem, and reductions in low energy tails of the pulse-
height spectra are validated with experimental results. Compared to MC, 
analytical methods do not require long simulation time and are efficient at 
solving radiation transport problems with simple electric field distributions 
that can be mathematically represented. However, analytical methods can be 
limited in modeling three-dimensional charge clouds of secondary carriers 
inside the detector material, and taking into account the stochastic events 
that affect radiation transport, such as trapping and recombination inside a 
non-uniform electric field.

5.4  MC Simulation of Radiation Transport

5.4.1  Theory

5.4.1.1  Charge Generation

For optical photon detection, only one EHP is generated and it is assumed 
that the carriers lost their initial kinetic energy and are separated by a finite 
distance ro due to thermalization. This distance can be estimated for the 
given photon energy hv and applied electric field Eapp using the Knight–Davis 
equation [18], where D is the diffusion coefficient, Egap is the band gap of the 
semiconductor material, ε is the dielectric constant, and e is the elementary 
charge:
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Compared to optical detectors, the charge generation models for radia-
tion detectors are more complex due to generation of many EHPs by a single 
incident photon. Photoelectric absorption is the dominant x-ray interaction 
mechanism in the energy range of interest. It creates a secondary photoelec-
tron, with most of the energy of the initial x-ray, capable of further ionizing 
the material and producing a significant number of EHPs. X-ray photons that 
are Compton-scattered can also produce energetic electrons capable of creat-
ing many EHPs; however, the particle’s kinetic energy is lower compared to 
the photoelectron. As the high energy ionizing electron travels through the 
detector material, it gradually loses its energy through inelastic scattering, 
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and the energy lost, Ed, is deposited in the semiconductor material, leading to 
the generation of EHPs. The mean number of EHPs generated, NEHP , can be 
estimated via Poisson sampling from the energy deposited and the material 
ionization energy, Wo:

 
N

E
W

d

o
EHP = .  (5.2)

The ionization energy for semiconductors was originally derived by Klein 
[19] and is given by the following equation:

 W K E ro p≈ +* ,gap hv  (5.3)

where the phonon energy is hvp, and r is a uniform random number between 
0 and 1, representing the ionization and photon emission components. The 
dimensionless constant K is found to be 2.8 for crystalline materials through 
semi-empirical calculations and 2.2 for amorphous materials [20].

Several models have been developed to model the carrier generation pro-
cess in silicon. Some models assume all the EHPs generated in a sphere fol-
lowing either Gaussian or uniform distribution [21–23], while others use MC 
simulations of a large number of electron tracks to estimate the center-of-
mass and uniformly distribute portions of the photon energy into a bubble 
and a line [24]. In silicon, Wo is not field-dependent and the dominant effect 
of charge sharing is diffusion of carriers. In a-Se, however, carrier drift also 
plays a major role due to the field dependence of carrier generation and 
transport. The concept of EHP bursts is proposed for modeling carrier gener-
ation in a-Se. A burst is defined as the cloud (spatiotemporal distribution) of 
electrons and holes generated after a local deposition of energy [25]. Energy 
deposited in electron inelastic collisions with outer-shell electrons can lead 
to excitation of plasma waves and generate multiple EHPs [26]. These pairs 
constitute a burst, and the burst size is dependent on the energy of the inci-
dent particle and the material plasma frequency. According to the Bohr adia-
batic criterion [27], the burst size, rb, can be approximated using the following 
expression:

 
rb = υ

ω pe

,  (5.4)

where υ is the velocity of the incident particle, and ωpe is the plasma fre-
quency, dependent on the electron mass of the material and density. The 
concept of a burst is introduced in conjunction with thermalization of car-
riers in order to provide a three-dimensional distribution model for EHP 
generation.
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5.4.1.2  Recombination and Trapping

There exist two models to study recombination of carriers in a-Se: geminate 
and columnar recombination. Geminate recombination is used by Onsager 
to model EHP recombination due to optical photons and assumes that 
carriers can only recombine with their original geminate pair. Columnar 
recombination occurs when a high-energy electron produces EHPs continu-
ously in a column surrounding its track, and carriers from different inter-
actions recombine in a columnar fashion. Our model takes into account 
both processes by considering both geminate and columnar recombination 
in bursts. Recombination can occur between any electron and hole travel-
ing toward each other, and trapping can occur when an electron or a hole 
reaches a lower energy state due to material impurities. The drift component 
takes into account the applied electric field, Eapp, and the Coulomb field due 
to other charge carriers. For the ith charge carrier, the resulting electric field 
acting on it is given by
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where rij is the separation distance between charge carrier i and j, and r̂ij is 
the field direction vector. In turn, the displacement in x, y, and z direction 
due to drift can be found:

 ∆ ∆x uE txdrift = ,  (5.6)

where μ is the carrier mobility, Ex is the x component of the electric field, and 
Δt is the simulation time step. The components of the y and z directions can 
be found similarly. The diffusion component can be found by sampling the 
polar and azimuthal angles from a uniform distribution, where the diffusion 
distance is given by √(6DΔt) [28], and the total displacement in each direction 
is a sum of the drift and diffusion components:

 ∆ ∆ ∆x x x= +drift diffusion .  (5.7)

During transport, both drift and diffusion of carriers are calculated at each 
time step. The drift component depends on the carrier mobility, the electric 
field acting on the carrier, and the simulation time step. The diffusion com-
ponent depends on the diffusion coefficient and the time step as shown in 
Equations 5.5 through 5.7. Depending on the material properties, the carrier 
mobilities may differ, and the drift and diffusion components are affected, 
causing the carrier to travel faster/slower in the semiconductor material.
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Many trapping effects have been modeled previously in one dimension 
(thickness) for a-Se detectors [15]. These include deep trap, shallow trap, trap 
releasing, trap filling, and trap center generation due to incident x-rays. Deep 
and shallow trapping differs in the trapping time of carriers. Deep traps have 
longer trapping times on the order of seconds to minutes, while shallow traps 
may release carriers in fractions of a microsecond or less. For simulation pur-
poses, when a carrier is trapped in a deep trap, it is considered lost. However, 
when a carrier is trapped in a shallow trap, the release of this trapped carrier 
(perhaps in subsequent exposures) can contribute to the detected signal as 
well. As EHPs start to move in the material and get trapped, the number of 
available traps decreases as a function of time, x-ray exposure, and carrier 
concentration. At the same time, a competing process of trap center creation 
is occurring due to x-ray bombardment of the semiconductor material. The 
current implementation of trapping uses a simple model that only considers 
deep trapping. The probability of trapping, Ptrapping, can be calculated as [15]

 P e
t

trapping
trapping= −

−

1
∆

τ ,  (5.8)

where τtrapping is the trapping time. Constant trapping times are used for elec-
trons and holes to give an estimate of the average carrier lifetime and the 
effect of applied electric field on carrier trapping probabilities in the semi-
conductor material. The probability of carrier trapping depends on the total 
carrier transit time, and applied electric field can be used to collect carriers 
from the interaction site to the appropriate electrodes.

5.4.2  Implementation

An MC transport code, ARTEMIS (pArticle transport, Recombination, and 
Trapping in sEMiconductor Imaging Simulation), was developed for the pur-
pose of simulation of the signal formation process in direct x-ray detectors 
[29]. Various functions are implemented to model the physics outlined in the 
theory section. The flow diagram for the implemented simulation frame-
work is shown in Figure 5.5.

X-ray photon and secondary electron interactions in the presence of an exter-
nal electric field are modeled by PENELOPE [8], and the locations of inelastic 
electron interactions with energy deposition are coupled with the transport 
routines for EHP simulations. Figure 5.6 shows the photon and electron par-
ticle tracks of 100 keV mono-energetic x-rays. Figure 5.6a depicts the absorp-
tion of a pencil beam of x-ray photons perpendicularly incident on the a-Se 
detector (in green). Most photons are absorbed in the center of the detectors, 
and the off-center photons are due to Compton scattering and fluorescence. 
Figure 5.6b is a close-up showing the secondary electrons move in random 
walk and deposit energy at random locations in the photoconductor (in red).
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To further show the energy deposition events as high-energy electron 
loses kinetic energy in the semiconductor material, Figure 5.7a and b depicts 
the single high-energy electron track produced by a 40 and 140 keV x-ray 
photon. The bubble size is largest at the beginning of the track where the 
high-energy electron is created and gradually decreases as energy is depos-
ited in the semiconductor material. PENELOPE has been modified to take 
into account the effect of electric field for high-energy electron interactions.

Figure 5.8a illustrates the generation of bursts of EHPs from sites of energy 
deposition. Once the EHPs are generated, the applied electric field pulls the 
holes and electrons to the opposing electrodes. However, these charge car-
riers could be lost as they travel within the photoconductor (illustrated in 
Figure 5.8b) by two processes: recombination and trapping [5]. Currently, 
due to the large number of EHPs, each burst is simulated separately for the 
transport including recombination and trapping considerations.

Recombination of carriers is checked at each simulation step and occurs 
when an electron and a hole are getting sufficiently close together, making 
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FIGURE 5.5
Flow chart for the simulation of the signal formation process in semiconductor x-ray detectors. 
Simulation of photon and secondary electron with PENELOPE is coupled with transport for 
detailed spatiotemporal simulation of EHPs [29]. (From Fang, Y. et al., Radiation Detector for 
Medical Imaging, pp. 27–46, 2015. CRC Press, Taylor & Francis.)
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the Coulomb attraction so strong that they cannot escape each other. As 
carriers approach each other due to Coulomb attraction, their drift compo-
nent increases inversely proportional to the separation distance squared. 
Thus, as the separation distance is reduced, the simulation time step also 
should be reduced in order to accurately capture the movement of the car-
riers as they come close to each other. However, this comes at the expense 
of simulation time. To solve this problem, a recombination distance was 
used by Bartczak et al [30]. in their study of ion recombination in irradiated 
nonpolar liquids. Figure 5.9a and b shows the sample transport tracks of 
three EHPs in electric field taking into account drift alone, and drift and 
diffusion.
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5.5  Applications

5.5.1  Charge Sharing in Photon-Counting Mode Detectors

Photon-counting detectors with energy discrimination capabilities can be 
used for medical x-ray imaging applications [31,32]. Photon-counting detec-
tors with the ability to estimate the energy of transmitted photons at each 
pixel location can enable improved material decomposition, higher spa-
tial resolution, and implementation of the beam hardening corrections. In 
addition, the use of photon-counting detectors with energy discrimination 
abilities can potentially improve signal-to-noise ratio (SNR) performance 
in existing modalities and allow for the development of novel applications 
[31,34–38], including spectral CT [39–45].

Charge sharing is a major challenge for photon-counting detectors. This 
phenomenon is most significant near pixel boundaries, where the charge 
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photon and (b) 140 keV photon. (From Fang, Y. et al., Radiation Detector for Medical Imaging, 
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cloud created by the x-ray quantum may be divided and detected simultane-
ously by multiple pixels recording energies lower than the photon energy. 
The redistribution of the energy carried by the x-ray quantum among mul-
tiple pixels can cause distortions in the spectral response. The significance 
of this effect depends on the detection material properties such as charge 
carrier mobility, detector design features such as the pixel size and applied 
bias, and the location of x-ray absorption with respect to the pixel boundary 
and depth of interaction within the active detector layer.
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FIGURE 5.8
(a) Generation of EHPs from inelastic electron interactions, with varying burst size and ther-
malization distance. (b) Transport of EHPs; charged carriers can be lost due to recombination 
and trapping [5]. (From Fang, Y. et al., Radiation Detector for Medical Imaging, pp. 27–46, 2015. 
CRC Press, Taylor & Francis.)
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Figure 5.10 illustrates the silicon strip detector geometry and the setup 
used in this study. Specifically, the pixel size is 50 μm wide, with a strip 
length of 1 cm and thickness of 500 μm. The simulation results include nine 
x-ray absorption locations to cover a range relative to the interpixel bound-
ary and the electrodes. This includes three incident x-ray locations 5, 15, and 
25 μm away from the pixel boundary and three x-ray absorption depths of 50, 
250, and 450 μm from the pixel electrode.

Pulse-height simulation results for 25 keV mono-energetic x-ray photons 
are presented in Figure 5.11. The x-axis is the number of holes collected from 
each interacted x-ray photon, and the y-axis is the number of primary x-ray 
absorption events normalized to unity at the peak.

For the 25 keV case where the incident x-ray is absorbed close (5 μm) to the 
pixel boundary and 50 μm from the pixel electrode, pulse-height spectrum 
(PHS) contains a spectral tail due to diffusion of charge carriers. The PHS 
further degrades in terms of total count of carriers detected, and the spectral 
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width increases as the absorption depth increases from the pixel electrode 
(250 and 450 μm). This is due to the more significant diffusion effects as a 
result of the increase in the distance the charge carrier must travel to reach 
the pixel electrode and due to the random walk by the high-energy electron 
leading to a charge cloud of EHPs created. As the incident x-ray photon inter-
action location moves further away (15 and 25 μm) from the pixel bound-
ary, the PHS shape is recovered and the effects of charge carrier transport 
become less pronounced.

For the 75 keV case shown in Figure 5.12, similar trends are observed in PHS 
as a function of x-ray interaction location from pixel boundary and absorp-
tion depth in the detector. The main difference between the 25 and 75 keV 
cases is the increase in counts at lower energies due to Compton scattering.

5.5.2  Detective Quantum Efficiency

One of the most important performance metrics of a pixelated (or pixelized) 
solid-state x-ray detector is the DQE. The DQE is used to evaluate detector per-
formance because it describes how effectively the x-ray detector can produce 
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FIGURE 5.10
Silicon strip detector in the on-edge geometry for simulation purposes. The pixel size is 50 μm 
and the incident x-ray locations are 5, 15, and 25 μm away from the pixel boundary. The detec-
tor thickness is 500 μm, and the absorption depths are 50, 250, and 450 μm.
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an image with a high SNR relative to an ideal detector. IEC 62220-1-3:2008 was 
developed to standardize the testing procedures for measuring DQE for solid-
state x-ray detectors. In this section, we show some simulated DQE results for 
an a-Se x-ray detector for some typical clinical beam qualities.

The Fujita–Lubberts–Swank method [46] was used for DQE simulations, 
which take into account the detector MTF, noise power spectrum (NPS), 
and Swank factor, with details of the DQE simulation methods described.
[47] In order to compute the NPS, the simulated point spread (PSF) func-
tion is summed along one direction to yield a PSF projection that is Fourier 
transformed and squared. The shape of the 1D NPS is obtained by averaging 
the simulation results over a number of runs. The DQE expression is given 
as:

 
DQE DQE

MTF
NPS

( ) ( )
( )
( )

,f
f
f

= ×0
2

 (5.9)

where DQE(0) is the zero-frequency DQE defined by

 DQE QE( ) .0 = × I  (5.10)

The interaction efficiency of detection material is given by QE, and I is the 
Swank factor defined as the statistical variation in the detected signal per pri-
mary x-ray quantum [48,49]. RQA beam qualities are used as the x-ray input 
in this work. The simulated x-ray spectra are generated with the method 
described by Boone et al. [50] shown in Figure 5.13, and the simulated and 
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FIGURE 5.13
RQA x-ray beam qualities used in the simulation study.
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experimental DQE for two detectors with thicknesses of 240 μm and 1 mm 
are shown in Figure 5.14.

5.6  Summary

Semiconductor x-ray detectors are important components of x-ray medical 
imaging systems and can be used in a wide range of modalities and appli-
cations. MC methods can be used for modeling solid-state x-ray detectors 
and provide insight into the fundamental physics and theoretical perfor-
mance limitations of imaging detectors. There are still many areas that need 
improvement in modeling the complete signal formation process in semi-
conductor detectors for x-ray imaging applications. As the high-energy pho-
toelectron or Compton electron deposits energy in the detection material, 
each burst of EHPs is simulated separately due to the large number of car-
riers to be considered at one time. When the electron energy is high, the 
mean free path is larger and deposition events occur far away and apart from 
each other. However, with lower electron energy, energy deposition events 
occur more locally, and a need to consider multiple bursts may arise to more 
realistically model charge generation and recombination processes. In the 
application section, simulation results are shown for a-Se detectors in the 
conventional geometry and Si detectors in edge on geometry operating in 
photon-counting mode.

Detector thickness and carrier mobility can greatly affect the transport 
properties and hence the detector performance. As the detector thickness 
increases, the carriers require more time to travel to the electrodes, thus 
increasing the probability of recombination and trapping.
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Disclaimer

The mention of commercial products herein is not to be construed as either 
an actual or implied endorsement of such products by the Department of 
Health and Human Services.
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6
Synthesizable Inverter-Based 
Analog Processor for Radiation 
Detection Read-Out Front Ends

Lampros Mountrichas, Thomas Noulis, and Stylianos Siskos

6.1  Introduction

Radiation detection is a fundamental technique in various applications like 
radioactivity control, high-energy physics, space science, and medical appli-
cations. The use of application-specific integrated circuit (ASIC) readout sys-
tems is gaining importance as the implementation of readout electronics and 
semiconductor detectors onto the same chip offers enhanced detection sensi-
tivity thanks to improved noise performance [1–5]. Placing the very first stage 
of the front-end circuit close to the detector electrode allows the noise opti-
mization capacitive matching criterion [6,7] to be satisfied more effectively, 
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unlike the use of relative high-gate-capacitance discrete transistors. The pre-
amplifier semi-Gaussian shaper (S-G shaper) structure is commonly adopted 
in the design of the aforementioned systems. Radiation events are detected 
by an inverse biased diode, generating electron–hole pairs proportional to 
the absorbed energies. A low-noise charge-sensitive preamplifier (CSA) is 
widely used at the front end due to its low-noise and gain insensitivity to 
the detector capacitance variations. The CSA output is fed to a pulse-shaping 
amplifier to optimize the S/N system ratio. The resulting output is a narrow 
pulse, which is typically sampled by an analog-to-digital converter (ADC) to 
accommodate further processing.

The majority of the shapers and, in general, of the CSA–shaper readout pro-
cessing channels that were proposed so far are based on operational ampli-
fiers (OpAmps) and operational transconductance amplifiers (OTAs) [8–14]. 
In this paper, an advanced and detailed analysis concerning inverter-based 
shapers for front-end systems is carried out, and novel shaper designs are 
proposed. Additionally, a complete chain of CSA, shaper, and ADC based on 
inverter cells is proposed. Inverters as digital blocks are easily described in 
hardware description language (HDL), significantly reducing the design time, 
while the whole chain presents low power consumption, high performance, 
and low silicon real estate. Specifically, a novel design of an inverter-based 
shaper and an improved low area design of a 10-bit SAR ADC are proposed. 
Advanced and detailed analyses and extended simulations are performed 
validating the proposed design.

6.2  Inverter-Based Shaper

Pulse-shaping filters are used to measure the energy of charge particles [15]. 
The purpose of such filters is to provide a voltage pulse with a height pro-
portional to the energy of the detected particle. A well-known technique is 
to use a capacitor-resistor (CR) high-pass filter (HPF) and a number (n) of 
resistor-capacitor (RC) low-pass filters (LPF) to create a CR-RCn filter (semi-
Gaussian [S-G] shaper) [15]. The HPF sets the duration of the pulse by intro-
ducing a decay time constant and n LPFs increase the rise time in order to 
limit the noise bandwidth.

Typically, the shaping amplifier transforms a narrow sensor pulse into a 
broader pulse with a gradually rounded maximum at the peaking time. 
Pulse shaping has two conflicting objectives. The first one is to restrict the 
bandwidth to match the measurement time. A large bandwidth will increase 
the noise without increasing the signal. The second objective is to constrain 
the pulse width so that successive signal pulses can be measured without 
undershoot or overlap (pileup). Reducing the pulse duration increases the 
allowable signal rate, but at the expense of electronic noise. While designing 
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the shaper, it is necessary to balance these conflicting goals. Many different 
considerations lead to the compromise that optimum shaping depends on 
the application [2].

There already are inverter-based CSAs in the literature [16]. The main 
advantage of an inverter-based amplifier is that it operates in class AB and 
has a large bandwidth with high slew rate. The main drawbacks are the 
increased sensitivity to power supply noise and the limited open loop gain, 
especially when short channel transistors are used. Following that trend, a 
novel inverter-based synthesizable shaper is analyzed in the following sec-
tions. A synthesizable shaper can be described in HDL offering fast imple-
mentation, low power consumption, high performance, and low silicon 
footprint. Unlike the shaper, the CSA cannot be described in HDL because 
the strict performance characteristics force the use of nonminimum transis-
tor length.

6.2.1  The Complementary Metal-Oxide 
Semiconductor Inverter as an Amplifier

The use of a complementary metal-oxide semiconductor (CMOS) inverter as 
an amplifier can be advantageous as it works at low supply voltage and can 
be automatically synthesized using digital tools. Figure 6.1 shows the direct 
current (DC) voltage characteristic of the inverter.

By biasing the input around Vdd/2, when Vdd is the supply voltage, the 
inverter can operate as an amplifier. The operating point VOUT = Vdd/2 
when VIN = Vdd/2 can approximately be obtained by setting Wp/Wn ≅ μn/
μp with Ln = Lp, where μn and μp are the respective N-channel Metal-Oxide 
Semiconductor (NMOS) and P-channel Metal-Oxide Semiconductor (PMOS) 
mobility, Wn and Wp represent the transistors’ channel widths, and Ln and Lp 
the channel lengths.

VOUT

VIN
0

Vdd/2

Vdd/2

FIGURE 6.1
CMOS inverter input–output.
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6.2.2  Second-Order Inverter-Based Shaper

A basic implementation of an inverter-based CR-RC2 shaper is illustrated in 
Figure 6.2. It consists of an HPF formed by CHPF and RHPF, two LPFs formed 
by RLPF and CLPF, and three inverter-based amplifiers.

The first inverter is biased at the middle of its operation region through RHPF 
so that it works as an amplifier. Based on Figure 6.1, the output of the inverter 
will be at the middle of the operation region, and thus, the second inverter 
will also be biased correctly. The same is true for any number of inverters. 
This biasing scheme is not that robust as mismatch variations slightly alter 
the biasing point of each inverter, forcing the outputs in either the positive or 
negative rail.

6.2.3  Robust Second-Order Inverter-Based Shaper 
over Mismatch and Process Variations

To further enhance the stability over mismatch variations without reducing 
the shaper gain, the self-biased inverter-based CR-RC2 shaper illustrated in 
Figure 6.3 is proposed. The shaper consists of an HPF formed by CHPF and 
the RHPF, two LPFs formed by RLPF and CLPF, and three inverter-based ampli-
fiers. A low-frequency negative feedback loop is closed around the shaper, 
creating an appropriate bias voltage. The HPF elements act as an LPF loop 
from the output to the input, allowing only the low-frequency component to 
reach the input and bias the inverter chain.

RHPF

CHPF RLPF CLPF
RLPF CLPF

VBIAS

FIGURE 6.2
CR-RC2 inverter-based shaper.

RHPF

CHPF RLPF CLPF
RLPF CLPF

FIGURE 6.3
CR-RC2 self-biased inverter-based shaper.
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This type of shaper is much more robust over mismatch and process varia-
tions and in addition doesn’t suffer the reduced gain. In case more ampli-
fication is needed, additional inverters can be added. These inverters must 
be added in pairs of two in order to maintain the negative feedback of the 
biasing loop. Depending on the needed amplification, the shaper output can 
be taken from either of these inverters.

Table 6.1 summarizes the performance of the presented shapers across 
process and mismatch variations. The differentiator time constant is set at 
about 160 μs (CHPF = 100 pF and RHPF = 1.6 MΩ) and the integrator time con-
stant at 800 ns (CLPF = 5 pF and RLPF = 160 kΩ). Depending on the application, 
these can change. The bandwidth (BW) of the shaper is about 200 kHz. The 
Table 6.1 results are for a 24 fC input charge, translating to about 4 mV at the 
shaper input (6 pF CSA feedback capacitance). Both biasing schemes perform 
similarly over process variations, having approximately the same variation, 
but only the self-biased shaper (Figure 6.3) performs well over mismatch 
variations. Due to the small transistor size, mismatch variations are large, 
affecting the bias point of each inverter significantly. For this reason, the 
single-bias shaper (Figure 6.2) is inoperable under mismatch variations, and 
the outputs of the inverters settle in either the positive or negative power 
rail. Contrarily, the self-biased (Figure 6.3) shaper auto-regulates the oper-
ating point providing robust operation across both process and mismatch 
variations.

6.2.3.1  Shaper Dynamic Range Optimization

In terms of the dynamic range performance, the shaper gain can be reduced 
by introducing a voltage divider to the LPF. In Figure 6.4, a voltage divider by 
2 is introduced after each LPF. The total gain is reduced by 4, increasing the 
input dynamic range. To maintain the same LPF RC constant, the values of 
the resistors are doubled, as in the small signal equivalent circuit, the addi-
tional resistors are in parallel with the filter resistance. The common node of 
the additional resistors is tied to a shorted biasing inverter.

TABLE 6.1

Shaper Performance over Process and Mismatch Variations

Process Variation Mismatch Variation

Biasing 
Type

Mean 
Output

Sigma 
Variation

Sigma 
Variation 

(%)
Mean 

Output 
Sigma 

Variation

Sigma 
Variation 

(%)

Single bias 
(Figure 6.2)

120.10 mV 32.35 mV 26.9 2.2 mV 11.1 mV –

Self-biased 
(Figure 6.3)

110.10 mV 28.50 mV 25.9 114.8 mV 5.6 mV 5.1
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Figure 6.5 illustrates the linearity improvement with the addition of the 
voltage divider. The gain is reduced 12 dB. The −1 dB compression point 
when no divider is used is at about 75 fC (for a 6 pF CSA feedback capaci-
tance). The inclusion of the divider enhances the linearity of the shaper, 
resulting in a −1 dB point at 140 fC.

6.2.3.2  Shaper Noise Optimization

If a slight overshoot of the output voltage can be tolerated, which is the case 
when just the peak of the pulse is sampled, it is possible to improve the 
shaper noise and reduce the power consumption at the same time. Instead of 
tying the divider resistors to a biasing inverter, the inverter can be removed, 
and the resistors can be tied together forming a loop around the second 
inverter (Figure 6.6). The voltage at the resistors’ common terminal remains 
relatively stable with a mean value at about the second inverter bias voltage, 
but due to a small disturbance when the event pulse arrives (~2 mV), the out-
put exhibits some overshoot. The removal of the additional inverter offers a 

RHPF

CHPF 2RLPF CLPF
2RLPF CLPF

2RLPF 2RLPF

FIGURE 6.4
CR-RC2 shelf-biased shaper with improved dynamic range.
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FIGURE 6.5
Improved dynamic range of CR-RC2 shelf-biased shaper (2 pF detector capacitance).
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25% improvement on the current consumption. Furthermore, the noise of 
the shaper is reduced due to the negative feedback. For a bandwidth of 1 kHz 
to 200 kHz, the rms noise of the shaper of Figure 6.4 is 103.7 μV, whereas the 
root mean square (rms) noise of the shaper of Figure 6.6 is 49.67 μV. Figure 6.7 
illustrates the effect the removal of the extra bias inverter has on the output 
waveform.

RHPF

CHPF 2RLPF CLPF
2RLPF CLPF

2RLPF 2RLPF

FIGURE 6.6
Shaper with improved noise characteristics.
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6.2.4  Resistor Implementation

To avoid using a large-footprint passive resistor, a metal-oxide-semiconductor 
field-effect transistor (MOSFET)–based resistor can be used. Typically, an active 
resistor would be implemented as a transistor, either p-channel or n-channel, 
with a controlled gate voltage defining the equivalent resistance (Figure 6.8a).

An alternative resistor implementation consists of two parallel diode- 
connected transistors of either n or p type. Figure 6.8b illustrates such a resistor 
using p-type MOSFETs. Since the current through those transistors is minimal, 
the transistors are biased in the subthreshold region, offering large resistance 
at the expense of large area, compared to the gate-driven (GD) variant. These 
resistors can be calibrated by manipulating the bulk voltage of the transistors.

While at first glance, the GD resistors seem the appropriate choice for the 
application since smaller transistors can be used for the same resistance, 
detailed investigation reveals numerous advantages for the bulk-driven (BD) 
circuit. Figure 6.9 illustrates the resulting equivalent resistance over different 

Vctrl

(a) (b)

Vctrl

Vctrl

FIGURE 6.8
MOS resistors. (a) Gate-driven. (b) Bulk-driven.
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control voltages for a DC input of 500 mV. Two GD plots are given, one for 
small transistors and the other for large transistors with equal footprint as 
the BD resistor of the same resistance. The BD circuit provides better control 
of the resistance, while the GD circuit is oversensitive in controlling voltage 
variations. This results in resistance variation due to noise.

Furthermore, as depicted in Figure 6.10, the BD circuit provides a relatively 
constant resistance for different input voltage levels, for comparable resis-
tances. This is crucial if fairly constant RC is to be maintained even in the 
presence of various height pulses. In addition, the size advantage of the GD 
resistor is diminished in light of the overly large mismatch variations, as 
seen in the mismatch variation data provided in Table 6.2 for the BD and 
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TABLE 6.2

Mismatch Variation per Active Resistor Type

Type
Resistance 

(Ω)
Area 
(μm2)

Sigma Variation 
(Ω)

Sigma Variation 
(%)

Passive polysilicon resistor
P+POLY without salicide

160 k 28.8 205 0.13

BD PMOS 160 k 48 1.281 k 0.8
Small GD NMOS 160 k 0.12 24.86 k 15.5
Large GD NMOS 160 k 48 1.36 k 0.85
Passive resistor
P+POLY without salicide

1.6 M 288 690 0.04

BD PMOS 1.6 M 4.8 37.4 k 2,3

Note: P+POLY, polysilicon resistor made by p+ source/drain ion implantation.
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GD resistors. A 160 kΩ resistor using a small-footprint GD resistor exhibits 
excessive variation. On the other hand, a GD and a BD resistor of equal foot-
print have similar, relatively low variation. The passive resistor occupies a 
smaller area and exhibits the smallest variation. For the large feedback resis-
tor, the passive resistor occupies an excessive area, making the BD resistor 
more appropriate.

An advantage of the GD resistor is its temperature stability over the BD 
circuit (Figure 6.11), but even this is negligible in the 0°C to 120°C tempera-
ture range, especially when large-footprint transistors are used.

Finally, Figure 6.12 illustrates the shaper output for various input pulses 
for BD (Figure 6.12a), large-area GD (Figure 6.12b), and passive resistors 
(Figure 6.12c). Both BD and GD resistor-based shapers exhibit varying RC 
constant as active resistors cannot replace the stability over pulse height that 
passive resistors offer. Using GD resistors, the RC constant increases with 
increasing input height, and the output pulse compresses, while using BD 
resistors, the RC constant decreases, and although the output pulse main-
tains good shape, the linearity is impaired. For the designed system, passive 
resistors are used for the LPF, and an active BD resistor is used for the large 
feedback resistor and the loop around the second inverter as well.

6.2.5  High-Speed Power-Down System

A high-speed power down/power up system is included in this design. That 
way, power pulsing mode can be used to limit the current consumption 
[17]. Powering down the shaper of Figure 6.6 is achieved by switching the 
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first inverter to ground potential. In addition, the feedback loops are bro-
ken to avoid current flowing through the high-pass resistor and the resistive 
divider around the second inverter, as shown in Figure 6.13.

When powering up, the shaper takes too much time to settle due to the high 
RC constant of the HPF and extra steps must be taken if high-speed power 
switching is needed. A loop is formed around the first and last inverter 
momentarily (PDp) in order to precharge the HPF capacitance, setting the 
capacitor at the inverters’ bias point voltage. Using the proposed power-
down (PD) scheme, the settling time to 1 mV from the final output voltage 
is 10.5 μs as opposed to the 114 ms needed if the HPF capacitance is not 
precharged, allowing the shaper to remain switched off for longer periods, 
saving extreme amounts of power.

6.2.5.1  Power-Down Signal Generator

The PD generator is illustrated in Figure 6.14a. An NOR operation of two 
delayed PD signals generates the needed PD pulse only on the negative edge 
of the external PD signal. It is beneficial to minimize the duration of the 
generated PD pulse but still turn off the inverters quickly. If the pulse is too 
brief, the shaper takes longer to power up. A longer pulse reduces the maxi-
mum power-down/up frequency by forcing the inverters to remain in the 
transition region for longer than necessary.

The generator can be optimized to achieve precise timing or reduced area. 
The generator of Figure 6.14a is designed to reduce the area. For that rea-
son, Miller capacitance amplification is applied at the delay capacitors. Each 
delay capacitor closes a loop around an inverter. Consequently, the effective 
capacitance is amplified by the gain of the inverter, CTOTAL = (1 + AINV) × 
CDELAY. Figure 6.14b illustrates the PD generator waveforms. Ext_PD is the 
external PD signal, Nor1 and Nor2 are the inputs of the NOR gate, and PD is 
the generated PD pulse.

RHPF

CHPF 2RLPF CLPF
2RLPF CLPF

PD

PD

PDp PDp

2RLPF 2RLPF
PD

FIGURE 6.13
Complete CR-RC2 inverter-based shaper with improved biasing.
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6.2.6  Inverter-Based Reduced-Area Successive-Approximation ADC

The ADC used in this application is a modified successive-approximation 
(SA) ADC, based on a charge redistribution Digital-to-analog converter 
(DAC), occupying approximately half the area of typical SA ADCs of the 
same type and resolution.

A typical SA [18] analog/digital (A/D) converter is illustrated in Figure 6.15a. 
A charge redistribution DAC is the main part of the converter and uses invert-
ers as switches for the DAC capacitors. The comparator is based on Ref. [19] 
and uses synthesizable inverters. In Figure 6.15b, the proposed converter is 
illustrated. The proposed converter is missing the MSB capacitor, downsizing 
the charge redistribution DAC by 2. To achieve the same step size as before, the 
last capacitor is replaced by a capacitance divider by 2 of the same total capaci-
tance. In effect, now the MSB adds/subtracts Vref/4 instead of Vref/2, and a mod-
ified SA algorithm is needed. An extra comparator is used to accommodate the 
modified SA algorithm. The comparator decides whether the input is higher or 
lower than half of the reference voltage. If the input is lower than Vref/2, then a 
typical SA loop begins. If Vin > Vref/2, then a modified SA loop begins.

6.2.6.1  Modified SA Algorithm

The output value of a 4-bit charge redistribution DAC is given by.
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FIGURE 6.14
(a) Power-down signal generator. (b) Power-down waveforms.
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It is evident that the MSB capacitor has an active role only when Vin > Vref/2. 
In that case, the bottom plate of the capacitor is switched to Vref (b0 = 1), add-
ing Vref/2 to the output. If Vin < Vref/2, the bottom plate is switched to ground 
(b0 = 0). In that case, Equation 6.1 can be rewritten as follows, alleviating the 
need for the MSB capacitor:

 
− + + + +
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V
b

V
b
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b

V
b Vin
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c i4 8 16 161 2 3 , nn refV< /2  (6.2)

By manipulating the initial value of the capacitors, we can skip the MSB 
capacitor switching even when Vin > Vref/2.

By substituting b0 with 1 0− b  in Equation 6.1, we end up with.
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FIGURE 6.15
(a) Typical 10-bit SAR ADC. (b) Modified 10-bit SAR ADC.
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As stated previously, for Vin > Vref/2, b b0 01 0= = =  and Equation 6.3 can be 
rewritten as
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The b0 term is missing from Equation 6.4, and thus, the MSB capacitor is 
no longer needed. The output of the charge redistribution DAC is given by.
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The case described by Equation 6.4 can be implemented by switching all 
the bottom plates of the capacitors to 1 V (instead of ground) after the ini-
tial sampling of the input voltage. Furthermore, for each SA step, the bot-
tom plate of the appropriate capacitor is switched to ground, subtracting the 
appropriate value from the output.

It must be noted that while the b0 variable is omitted, the b1 variable, and 
the associated capacitor, must still change the voltage by Vref/4. If we simply 
remove the b0 MSB capacitor without introducing further changes, then the 
b1 capacitor would add/subtract Vref/2. By replacing the last capacitor with 
two in series capacitors of twice the unitary value and reading the output 
at their common terminal, the charge step is effectively divided by 2, while 
at the same time, the total capacitance of the DAC remains the same. This 
means that after removal of the MSB capacitor, switching of the b1 capacitor 
yields a change of Vref/4 at the new output node. The proposed ADC is more 
sensitive to the parasitic capacitance at the DAC output and thus is limited to 
medium resolution. Figure 6.16 illustrates the final 10-bit SAR ADC circuit. 
It is possible to remove the extra comparator if the speed of conversion is 
not critical. In this application, the extra comparator is omitted, and the SAR 
comparator is reused. A basic inverter is used as a comparator [19] so that a 
large part of the ADC can be described in HDL.

Two examples of the modified SAR operation are given in Figures 6.17 and 
6.18. For these examples, a 4-bit ADC is assumed with an Least significant bit 
(LSB) of 62.5 mV.

Figure 6.17 illustrates the operation when Vin = 410 mV < Vref/2. In that case, 
after sampling the input voltage, the bottom plates of the capacitors are set 
at ground potential. The output is −Vin. Both ADCs switch b0 to decide upon 
the next step. For this first comparison, the modified SAR reads the voltage 
to the left of the capacitance divider and decides whether the input is larger 
or smaller than Vref/2. In this case, it is, and the range bit, bRNG, remains 0. 
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The typical SAR then switches b1. The modified SAR switches b0 again but 
reads the output at the capacitance divider. For the next steps, only the value 
after the divider is read.

Figure 6.18 illustrates the operation when Vin = 830 mV > Vref/2. Again both 
ADCs switch b0. Since the output is lower than Vref/2, the range bit is set to Vref 
(1 V), and the modified SAR starts the “inverted” loop. The bottom plates of 
the capacitors are set to Vref, and the DAC output is 1 − Vin. Then b0 is switched 
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FIGURE 6.18
(a) 830 mV input example, typical SAR. (b) Modified SAR.
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again, and the output is read at the capacitance divider. The steps to 170 mV 
(1111-[1]) and the final step to 45 mV (1101-[1]) are not necessary; they are 
included for clarity.

In both cases, the final value of the ADC is the same. The proposed SAR 
provides the same resolution while occupying approximately half the area.

6.3  Simulation Results of Digital-Based CSA–Shaper System

The complete inverter-based channel is shown in Figure 6.19. It utilizes an 
inverter-based CSA followed by the shaper, discussed in Section 6.2.2. The 
shaped pulse is sampled at the capacitance bank of the modified SAR and 
held at the appropriate time after the arrival of a pulse by the use of a typical 
fast shaper/peak detector circuit [17].

The complete system was designed in TSMC 65 nm CMOS and simulated 
with CADENCE© SPECTRE©. The design specifications concern a radiation 
detector of 2 pF, 10 pA leakage current, and 125,000 e– collected charge per 
event, and the time needed for the collection of 90% of the total charge is 
about 300 ns. In terms of the CSA–shaper design specifications, the shaper 
order is 2, the peaking time is 1 μs, and the temperature is 25°C. Unless oth-
erwise noted, the shaper inverters have NMOS transistors of 120 nm width 
and 60 nm length. The PMOS transistors have a width of 240 nm and length 
of 60 nm. The shaper HPF and LPF have a time constant of 160 μs and 800 ns, 
respectively. The BW is 200 kHz. The modified 10-bit SAR ADC operates 
with a clock of 10 MHz, completing a conversion in 1.3 μs.

Figure 6.20 illustrates the shaper’s gain in decibels for various input 
charges. The shaper provides a −1 dB gain up to a 140 fC input and −3 dB 
gain for about 230 fC input.

Figure 6.21 illustrates the equivalent noise charge (ENC) over different 
input pulse heights for the circuits shown in Figures 6.4 and 6.6. As stated 
previously, by omitting the biasing inverter, the ENC improves. Specifically, 
the ENC decreases by about 50%.

To investigate the effect of the shaper inverter transistor width (standard 
cells with various driving strength), the widths of both NMOS and PMOS 
transistors were swept. By increasing the width of the transistors, the shaper 
current increases linearly, (Figure 6.22). As expected, the noise decreases, 
and in return, the total ENC decreases with increased transistor width 
(Figure 6.23).

As ENC follows a 1/x behavior, the ENC and DC current product 
stays relatively constant for different shaper inverter transistor widths 
(Figure 6.24), and thus, both ENC and power consumption can be traded 
almost linearly.
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The current consumption of the shaper is 33 μA. The average current con-
sumption of the ADC is about 80 μA and, if operated at 10 MHz, can complete 
a conversion in 1.3 μs. The CSA current consumption is 675 μA. Assuming 
the same event train as in Ref. [17] with an idle time of 198 ms, the average 
current consumption of the whole system consumes 7.1 μW when operating 
at 1 V.

6.4  Conclusions

A synthesizable radiation readout system for radiation detector ASICs is 
presented. A new design approach to implement high-performance radia-
tion detection processing channels is provided, implementing analog signal 
processing using digital cells and therefore optimizing die area and overall 
design cycle time. Custom design and automated design methodologies can be 
applied since the S-G shaper and an ADC is based on inverter cells. The CSA 
does not use minimum-length transistors and as such requires custom design.

Advanced design analysis is performed over optimization of mismatches 
and process variations, over the achievable dynamic range and total out-
put noise, and in relation to resistive passive element replacement using BD 
and GD FET-based structures. Furthermore, utilizing the switching operat-
ing mode of digital logic design, a power-down architecture is implemented 
together with a respective signal generator structure in order to optimize the 
power consummation of the readout system. This way, the shaper remains 

NMOS width (µm)
0 0.5 1 1.5 2 2.5 3 3.5 4

EN
C

*D
C

 c
ur

re
nt

 (r
m

s e
– *

 m
A

)
30

0

5

10

15

20

25

With inverter
Without inverter

FIGURE 6.24
Detector ENC and shaper DC current product versus shaper inverter width.



155Synthesizable Inverter-Based Analog Processor

switched off, saving extreme amounts of power while it is enabled accord-
ing to the detector event’s time constraints and the related peaking time 
specifications.

The proposed inverter-based self-biased shaper achieves low power con-
sumption and significantly low silicon area. In addition, the modified SAR 
ADC that completes the full readout analog processor occupies approxi-
mately half the area of typical SAR ADCs.
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7.1  Introduction

Baggage scanning equipment needs to detect bulk, sheet, liquid, and slurry 
explosives, using x-ray to scan the objects. Traditional radiation detection 
systems use scintillator technology; ceramic or organic scintillators detect 
those photons that have passed through the object and produce a visible 
light signal. The received light signal is, in turn, converted by a photodiode 
to produce analog electrical signals that can be used to produce an image.

Most detection systems take linear projection through the luggage travel-
ing on a conveyor belt in a so-called line scan mode. Detectors used are effi-
ciently collimated linear arrays. For dual-energy capabilities, two solutions 
have been used. In the first technique, the linear scan is performed twice, 
with and without an x-ray filter in front of the beam. This way, an elementary 
technique of low- and high-energy photon separation can be obtained. It is 
also possible to use two accelerating voltages with high-speed switching.

In the second technique, the linear scan is performed only once, but sand-
wich detectors have been optimized for dual-energy scanning. They consist 
of two layers of scintillator-photodiode type, separated by a metal filter. The 
first layer absorbs the low-energy photons, and the second layer absorbs the 
high-energy photons. 

In both cases, due to the poor energy separation of those acquisition sys-
tems, and due to significant noise resulting from the acquisition speed, the 
obtained accuracy only allows materials to be classified into broad categories 
such as inorganic and organic [1].

Modern baggage scanning equipment uses more efficient, direct method 
of radiation detection as shown in Figure 7.1. The two-step process involving 
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FIGURE 7.1
Semiconductor direct detection baggage scanning technology.
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scintillator and photodiode is replaced by a semiconductor detector that con-
verts x-rays directly into electric charge. Various semiconductor detectors can 
be used made of silicon (Si), germanium (Ge), gallium arsenide (GaAs), cad-
mium telluride (CdTe), or cadmium zinc telluride (CdZnTe). Silicon detectors 
have very poor stopping power. Germanium detectors are very expensive, 
while GaAs detector technology is not developed enough for commercial 
applications. CdTe and CdZnTe (CZT) detectors fit perfectly into baggage 
scanning applications due to their high stopping power, reasonable cost, 
high stability [2], and reliability [3].

In addition, through the use of high-energy resolution semiconductor 
detectors, multiple energy analysis, and multiple source points, the equip-
ment might be able to detect thin sections and subtle differences in atomic 
number. The equipment might also provide full volumetric reconstruction 
and analysis of the object being imaged. The result of the advanced CZT 
technology could be an exceptional ability to detect and discriminate a wide 
variety of threat materials, providing enhanced overall security. One of the 
key motivations in technological developments is to eliminate the liquid 
carry-on ban currently in place. Once that ban is eliminated (already legis-
lated in Europe), the airport operators will be forced to use better technology 
for liquid security detection.

An example of such technology [4] is shown in Figure 7.2 [5]. Suitcases enter 
the device at the right of the figure where spatial landmarks for registration 
purposes are measured by a pre-scanner. In the main housing center-left of 
the figure, a primary cone beam executes a meander scan, either of a region 
of interest or a suitcase in its entirety. The underlying principle of detection is 
x-ray diffraction imaging or XRD [6]. XRD refers to the volumetric analysis of 
extended, inhomogeneous objects by spatially resolved XRD and is discussed 

FIGURE 7.2
Direct tomographic, energy-dispersive XRD 3500 system from Morpho-Detection (http://
www.morpho.com).

http://www.morpho.com
http://www.morpho.com
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in more detail later on in Section 7.2.7. The detector technology used in such a 
system requires very good energy resolution and, for this reason, only solid-
state detectors such as high purity germanium (HPGe) or CZT qualify.

Another example of the semiconductor direct readout technology scan-
ner is shown in Figure 7.3. SureScan x1000 is the first TSA certified multi-
energy static gantry explosive detection system (EDS) for checked baggage 
screening, representing the next generation in EDS detection technology and 
design. With its innovative use of computed tomography (CT) and imple-
mentation of multi-energy detection for atomic number analysis, the x1000 
delivers low false alarm rates and a high level of accuracy of current and 
emerging threat detection. x100 scanner utilizes direct x-ray detection using 
the photon-counting principle.

7.2  Techniques for X-Ray Detection

Let us lay some foundation of radiation detection before specific detection 
techniques are described. Energetic photons such as hard x-rays and gamma 
rays interact with matter mainly by four basic processes:

• Elastic scattering (also known as Thomson scattering) in which pho-
tons change path without changing energy. This process is useful in 
forwarded scattering techniques as discussed later. Elastic scattering 

Multi-energy photon counting
Individual photon counting
of multi-energy vs. dual energy,
future proof design for evolving
threats and standards 

Intelligent platform
With more precise
measurements and multiple
energies, it already provides
the data for algorithm
development in the future

Lower lifecycle cost of ownership
Less power, less repair and maintenance

Static gantry
Higher reliability, no moving
parts, self calibration

Flexible throughput
Large rectangular tunnel throughout

FIGURE 7.3
Direct detection photon-counting system from SureScan. (Courtesy of SureScan, http://www 
.surescaneds.com.)

http://www.surescaneds.com
http://www.surescaneds.com
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has been widely used for crystallography and the techniques devel-
oped for powder diffraction are now being deployed into the mar-
ketplace for explosive detection.

• Photoelectric absorption where the photon disappears after trans-
ferring all its energy to an electron. CZT is a particularly suit-
able absorber in the energy range of interests (40 keV to 1 MeV). 
Many handheld instruments have been used for security detection 
applications.

• Compton scattering in which some fraction of the photon energy is 
transferred to a free electron in the material. The path of the photon 
is changed. This process can be used to detect the direction from 
which the photon arrived at the detector. Scattering direction is a 
function of the incoming photon’s energy and the crystallographic 
structure and orientation of the scattering object. The commercial 
scanners use collimation to limit the acceptance angle of the scat-
tered photons.

• Pair production in which the photon energy is spontaneously con-
verted into an electron–positron pair. Pair production is dominant 
at the very high-energy range (well above 1 MeV) and therefore will 
not be discussed in this chapter as it is not applicable to baggage 
scanning.

From the above comparison, it is clear that elastic scattering, photoelectric 
absorption, and Compton scattering are physical processes that can be lever-
aged in radiation detection with CZT. The last two processes lead to a partial 
or complete transfer of the photon energy to electron energy. The charge 
generation processes are not dependent on temperature. Photons of high-
enough energy can penetrate solid objects, but are scattered or absorbed by 
dense objects (or a sufficient thickness of less-dense material). This is the 
basis for radiography. For cargo scanning, x-rays or gamma rays are beamed 
through a container, and a detector on the other side records the number of 
photons received in each pixel. 

There are several detection techniques available in the marketplace. Their 
principal of operation, cost, performance characteristics, and ease of use 
vary broadly. We are presenting here a short summary of these techniques 
that have been used or are in active development.

The key issue in baggage scanning application is the ability to identify 
explosive materials. This difficulty in explosive detection lies in the fact that 
the materials contained in a luggage are unknown in number and nature, 
and they are very chemically close to common materials. The effective 
atomic number (Zeff) of most explosive materials ranges from 7 to 7.7 and 
their density from 1.4 to 1.9 [7]. Some of the techniques discussed here are 
capable of overcoming that limitation.
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7.2.1  X-Ray Radiography

Conventional x-ray radiography (CXR) is a quick way to provide an initial 
screening at very low performance levels. These machines produce a 2D pro-
jection image of the integrated density through an object.  Both photoelec-
tric (PE) and Compton absorption vary with density, and that enables some 
material identification. However, the provided material identification and 
contrast are rather poor and could use additional secondary screening meth-
ods. Despite these disadvantages, CXR is used extensively due to its low cost 
as it does provide visual capability for conventional threats (knife, gun, etc.).

7.2.2  Dual-Energy X-Ray Radiography

Adding dual-energy capability to CXR provides higher accuracy and some 
rudimentary capability of energy separation. In practice, the technique is 
implemented by scanning the object twice: once as a normal scan and a sec-
ond time with a high-energy filter added. Poor energy separation might be 
capable of distinguishing between organic and inorganic matter but will 
likely not be able to detect any serious security threats. In recent deploy-
ments, high-speed switching of accelerating voltage is the preferred method 
as it is cheaper than dual-layer scintillator technology.

7.2.3  Color X-Ray Radiography

Adding more energy bins leads to the so-called color x-ray technology, where 
multiple energy bins (typically three to five) might actually provide some 
useful energy separation and material identification capabilities [8]. CZT 
detectors are ideally suited for this application due to their ability to operate 
at room temperature and having sufficient energy resolution at the count 
rates that are required. Adding more energy bins enables clearer visualiza-
tion of the baggage content. Traditional security threats (knife, gun, etc.) can 
be easily detected, especially when 3D scanning is adopted. However, mate-
rial identification of explosives might require more sophisticated diffraction 
techniques as discussed below.

7.2.4  Computed Tomography

CXR, double-energy, and color x-ray techniques provide two-dimensional 
(2D) view of the object under investigation. Three-dimensional (3D) views 
can be obtained using a CT approach. CT is a well-known medical imaging 
modality used in virtually every hospital in the world.  CT equipment can be 
tailored to be used in security applications by providing a 3D image of the 
object under the search. However, pure visualization will likely not be suf-
ficient to detect serious security threats including various types of explosive 
materials [7].
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7.2.5  CT with Energy Discrimination

To be truly useful in threat detection, CT-like technology needs to be coupled 
with energy discrimination using color x-ray concepts. Combined technol-
ogy can be used to detect explosives using information of object density 
combined with atomic number analysis for enhanced detection. By dis-
criminating the atomic composition of baggage contents, the enhanced CT 
technology can deliver high accuracy in threat detection, with very low false 
alarm rates. 3D CT technology with color x-ray is expensive, though, and 
airport operators may not be willing to pay for it. However, the key question 
is not the capital cost of CT scanners but rather the cost of ownership. When 
using automated threat detection, the cost of handling false alarms can be 
substantially more than the machine’s capital cost.

7.2.6  Back-Scattering

Due to the limited capability of x-ray detection in identifying radiation iso-
topes, a different set of technology has been developed relying on analyzing 
scattering effects of x-rays. One class of techniques relies on back-scattering 
information [9]. It is more accurate, although slower than CXR, but still might 
be insufficient for explosive determination. The military has been using this 
technology for mine detection as it allows for discrimination of low- vs. 
high-density materials. It provides only side-only access.

7.2.7  Forward-Scattering and Diffraction

The techniques based on forward scattering or diffraction can provide ulti-
mate performance in threat detection. XRD is a powerful analytical tool that 
has been used for the nondestructive analysis of a wide variety of materials 
for nearly 100 years. XRD is now widely applied in a variety of industries 
including metallurgy, photovoltaics, forensics, pharmaceuticals, semicon-
ductors, and catalysis and can be used to analyze virtually any solid with 
crystalline structure. It has been recently applied to security detection. The 
fundamental strength of the technique is its ability to characterize the peri-
odic atomic structure present in crystalline or polycrystalline materials. It 
also has some capability to distinguish liquids.

In XRD analysis, a sample is illuminated by a collimated x-ray beam of 
known wavelength. If the material is crystalline, it possesses a 3D ordering 
or “structure” with repeat units of atomic arrangement (unit cells). X-rays 
are elastically scattered (i.e., diffracted) by the repeating crystal plane lattice 
of materials, while x-rays are randomly scattered by amorphous materials. 
XRD occurs at specific angles with respect to the lattice spacings defined by 
Bragg’s law. Any change or difference in lattice spacing results in a corre-
sponding shift in the diffraction lines. It is this principle that such properties 
as identification (based on phase) and residual stresses are obtained.
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Application of XRD in security detection provides very powerful opportu-
nities to detect chemical/structural property of the material under investiga-
tion. For effective baggage screening, this technique is frequently coupled 
with CT to visualize the object in question. Traditionally, this is done in a 
serial fashion making the scan time long and equipment expensive. With 
CZT, it is, however, possible to perform CT-like imaging and XRD-like detec-
tion simultaneously. If you are interested in discussing this opportunity, 
please contact the authors of this document.

An example of commercial application of the XRD technology is shown in 
Figure 7.4. Note the difference in obtained scattered x-ray spectra for Semtex 
(explosive) and some nonhazardous materials. HPGe detector used in XRD 
3500 can be substituted by CZT, which offers similar energy resolution (few 
percent at 30–120 keV energy range). However, none of the scintillator mate-
rials can be used for this application as their energy resolution is too poor.

Application of XRD in security detection provides very powerful oppor-
tunity to detect chemical/structural property of the material under inves-
tigation [10]. For effective baggage screening, this technique is frequently 
coupled with CT to visualize the object in question. 

7.2.8  Hyperspectral X-Ray Radiography

While the XRD technique is very powerful in material identification, it places 
hard demands on the detector technology used. While they can be met with 
Ge, CdTe, and CZT materials to provide the required spectral response, a 

XRD 3500: arrangement of components
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FIGURE 7.4
XRD 3500 architecture and principle of operation (http://www.morpho.com).

http://www.morpho.com


165Semiconductor Detector Readout ASICs for Baggage Scanning Applications

simpler technique is highly desirable to reduce equipment costs. Although 
high-purity Ge detectors provide the best energy resolution, the stopping 
power of Ge is rather low and these detectors require cooling, typically at 
liquid nitrogen temperatures (77 K).

It has been shown very recently that traditional high-energy x-ray systems 
can capture scattered x-rays to deliver 3D images with structural or chemical 
information in each voxel [12]. This type of imaging can be used to sepa-
rate and identify chemical species in bulk objects with no special sample 
preparation. Defining hyperspectral technology precisely is difficult as it is 
a relatively new concept that, at a minimum, should contain 100 energy bins. 
In addition, the hyperspectral technology takes advantage of measurement 
orthogonality.

The capability of hyperspectral imaging has been demonstrated by exam-
ining an electronic device where we can clearly distinguish the atomic 
composition of the circuit board components in both fluorescence and trans-
mission geometries. Researchers not only were able to obtain attenuation 
contrast but also were able to image chemical variations in the object, poten-
tially opening up a very wide range of applications from security to medical 
diagnostics [13]. The possibility of this technique being introduced to com-
mercial applications does exist but has not been shown yet.

7.3  Introduction to Readout ASICs

7.3.1  ASIC Technology

Semiconductor pixelated detectors need to have a high level of segmented 
multichannel readout.  Several decades ago, the only way to achieve this was 
via massive fan-out schemes to route signals to discrete low-density elec-
tronics. At present, CMOS technology is used to build very dense low power 
electronics with many channels, which can be bonded directly or indirectly 
(through a common carrier PCB) to the detector. 

There are different requirements for the CMOS technology used for the 
analog front-end signal processing, as opposed to that for the digital signal 
processing. For the analog part of the electronics, there is a requirement for 
a robust technology that has low electronic noise and high dynamic range 
that typically requires large power supply voltages. Digital signal process-
ing, in turn, requires very high speed and high density that is more compat-
ible with the more modern low-voltage supply, deep submicron processes.

There seems to be a technology optimum at around 0.35 to 0.18 µm mini-
mum feature size for the analogue requirements. The large feature size lim-
its the complexity of circuitry that can be integrated in a pixel, but even at 
0.35 µm it is possible to place a million transistors on a reasonable size silicon 
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die.  In comparison, the digital signal processing can benefit from the rapid 
development of deep submicron processes. Some selected research develop-
ments now take place using 90 or 65 nm processing nodes.  These technolo-
gies are well suited to high-speed ADC architectures and to very fast data 
manipulation for data sparcification and compression. The deep submicron 
technologies have their own limitations in terms of gate oxide thickness, 
noise, and cost. 

7.3.2  ASIC Attachment

Semiconductor pixel detectors require a connection from the pads on the 
detector material to the bond pads on the ASICs. In some cases, the pixel 
pitch on the readout ASIC is the same as the detector pixel pitch. It is also 
possible to fan out the connections on the detector with multilevel metal 
routing on the detector or with the use of the interposer board. This fanning 
out routing has to be done very carefully as there is a large danger for signal 
crosstalk. With integrating readout and synchronous input signals, where 
the signal is totally removed from the detector, this might not be a problem, 
but transients can still upset thresholds in these systems.

The pitch of x-ray imaging systems currently ranges from about 100 µm to 
1 mm. For small pixel pitches, bump bonding is used to connect the detector 
pixels to the ASICs. There are many different technologies to do this depend-
ing on the requirements of the detectors and environmental constraints.

The industry-standard area bump-bonding method is to deposit solder 
onto under-bump metallization on the pads of the detector and ASIC, and 
then to align the two and heat them to reflow the solder. Various solders 
are used, including lead–tin, bismuth–tin, indium alloys, and silver alloys, 
depending on the temperature to reflow and the operating temperature 
required. Typically these materials require 240°C to 140°C to reflow. Indium 
is used either in a lower-temperature reflow process or straight compression 
bonding and gives good results but cannot be used if high operating tem-
peratures will ever be experienced. 

7.3.3  ASICs for Spectroscopy

CZT detectors typically operate in a single photon detection mode where an 
electric charge generated by one photon needs to be collected by the readout 
electronics. As the amount of generated charge is small (about 5 fC for a 
122 keV photon), very sensitive analog circuitry is required to amplify that 
charge. In spectroscopic applications, the amount of charge, which directly 
corresponds to the photon energy, needs to be precisely determined. In 
photon-counting applications, only binary (or multibinary) decisions are 
required, but the count rate might be very high creating its related challenges. 
The purpose of this section is to explain some of the design considerations 
that are important when building semiconductor readout electronics system.
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7.3.3.1  Analog Front End

Analog signal processing can be divided into the following steps:

• Amplification. The input charge signal is amplified and converted to 
a voltage signal using a charge sensitive amplifier (CSA). A main 
characteristic of the amplification stage is equivalent noise charge 
(ENC) which is required to be as low as possible in order  to not 
degrade intrinsic detector energy resolution. Another important 
consideration for the CSA operation is a dark current compensation 
mechanism. A solution that accommodates continuous compensa-
tion for dark currents up to several nAs levels while maintaining 
low ENC is desired.

• Signal shaping. The time response of the system is tailored to opti-
mize the measurement of signal magnitude or time and the rate of 
signal detection. The output of the signal chain is a pulse where the 
area is proportional to the original signal charge, i.e., the energy 
deposited in the detector. The pulse shaper transforms a narrow 
detector current pulse to broader pulse (to reduce electronic noise), 
and with a gradually rounded maximum at the peaking time to 
facilitate measurement of the amplitude. A solution that provides 
effective signal shaping while maximizing the channel count rate 
needs to be applied.

• Pulse detection. The input pulse, broadened by the shaping process, 
needs to be detected against a setup threshold value. The thresh-
old level is a critical parameter that determines whether the event 
is recognized as a true event or false reading caused by noise. As a 
result, the threshold value is typically adjustable both globally and 
at the pixel level. The peak detection value determines energy level 
information. A solution that prevents temperature drift of the peak 
detector (PD) needs to be used.

• Channel multiplexing. In the case of ASIC spectroscopy, all parallel 
channels of the channel readout ASIC need to have their signals 
multiplexed at the output before being sent out to an external analog 
to digital converter (ADC). The key requirement to channel multi-
plexing and signal shaping is a maximum channel count rate deter-
mined by the given application.  

7.3.3.2  Charge Sensitive Amplifier

CdTe and CZT detectors typically operate in a single photon detection mode 
where an electric charge generated by one photon needs to be collected by the 
readout electronics. As the amount of generated charge is small (about 1 fC 
for a 20 keV photon), very sensitive analog circuitry is required to amplify 
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that charge. To precisely read the amount of charge that directly corresponds 
to the photon energy, further analog signal processing is required. The pur-
pose of this section is to explain some of the design considerations that are 
important when building a CZT readout electronics system.

The current signal induced in the sensing electrode can be integrated in 
the pixel capacitance and read out with a high-input impedance stage, which 
amplifies the resulting voltage at the pixel node, or it can be read out directly 
with a low-input impedance stage, which amplifies the charge Q and keeps 
the pixel node at a virtual ground, such as a charge amplifier. The latter usu-
ally is the preferred choice since, among its other advantages, it stabilizes the 
sensing electrode by keeping its voltage constant during the measurement 
and/or the readout.

In both cases, the low-noise amplification is required to reduce the noise 
contribution from the processing electronics (such as the shaper, PD, and 
ADC) to negligible amounts; good design practice dictates maximizing this 
amplification while avoiding overload of subsequent stages. Also, in both 
cases, low-noise amplification would provide either a charge-to-voltage con-
version (e.g., source follower, charge amplifier) or a direct charge-to-charge 
(or current-to-current) amplification (e.g., charge amplifier with compensa-
tion, current amplifier). Depending upon this choice, the shaper would be 
designed to accept a voltage or a current, respectively, as its input signal.

In a properly designed low-noise amplifier, the noise is dominated by pro-
cesses in the input transistor. Assuming that CMOS technology is employed 
in the design, the input transistor is referred to as the “input MOSFET,” 
although the design techniques can easily be extended to other types of 
transistors, such as the JFET, the bipolar transistor, or the heterojunction 
transistor. The design phase, which consists of sizing the input MOSFET for 
maximum resolution, is called “input MOSFET optimization” and has been 
studied extensively in the literature.

7.3.3.3  Equivalent Noise Charge

ENC expresses an amount of noise that appears at the chip input in the 
absence of a useful input signal and is a key chip parameter that affects the 
energy resolution of the system. Following the standard approach, the total 
ENC can be divided into three independent components: the white thermal 
noise associated with the input transistor of the CSA (ENCth), the flicker noise 
associated with the input transistor of the CSA (ENC1/f), and the noise associ-
ated with the detector dark leakage current (ENCdark).  Noise arising in other 
components connected to the ASIC input node, such as the bias resistor, is 
generally made negligible in a properly designed system. For a first-order 
shaper, the ENC components can be approximately expressed as

 
ENC / /th peak m tot

2 28 3= ( )( ) * *kT T g C
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where gm is the transconductance of the CSA input transistor, Ctot is the total 
capacitance at the input of the CSA, Tpeak is the shaper peaking time, Kf  is 
the CSA input transistor flicker noise constant, W and L are input transis-
tor width and length, respectively, and Idark is the detector leakage current 
given by (3).  Note that Ctot is the sum of the detector capacitance Cdet, the 
gate–source and gate–drain capacitances of the input transistor Cinp, and any 
other feedback or parasitic capacitance at the CSA input originating from the 
chip package, ESD diodes, and PCB traces. Based on experience with ASIC 
design and radiation detection module manufacturing, we have assumed 
Cinp to be fractions of pF while the remaining Ctot components to be about 
1–2 pF. Clearly, particular values are strongly dependent on the chosen tech-
nology for ASIC design and packaging as well as on the chosen connectiv-
ity scheme between the CZT detector and the chip. It can be easily shown 
that the optimum peaking time Topt is given by the condition where ENCth is 
equal to ENCdark leading to the following expression:

 T kT C g qIopt tot m dark/2 24 3= ( )

ENC is typically measured in the lab by measuring the output noise and 
referring it back to the input knowing the overall gain of the system. It is 
also possible to measure channel performance using the scope. By acquir-
ing the channel shaper output signal on the oscilloscope at 1 MHz sam-
pling frequency (for example, 5 ms observed time on 5000 points), a fast 
Fourier transform (FFT) can be applied to the acquired data and the result-
ing spectrum calculated for each frequency. The noise expressed in mV 
was calculated as the standard deviation with respect to the shaper output 
average value, and expressed as  the equivalent noise in terms of electrons 
(by considering the known nominal gain of the data channel, typically 
about in the order of hundreds of mV per fC of the input charge). The result 
of these calculations is an ENC value expressed in number of electrons, 
typically in the range of hundreds of electrons, depending on what elec-
tronics are used, how high the count rate is, and the loading capacitance at 
the detector input.
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7.3.3.4  Signal Shaping 

The low-noise amplifier is typically followed by a filter, frequently referred 
to as the shaper, responding to an event with a pulse of defined shape and 
finite duration (“width”) that depends on the time constants and the number 
of poles in the transfer function. The shaper’s purpose is twofold:  first, it lim-
its the bandwidth to maximize the signal-to-noise ratio (SNR); and second, 
it restricts the pulse width in view of processing the next event. Extensive 
calculations have been made to optimize the shape, which depends on the 
spectral densities of the noise and system constraints (e.g., available power 
and count rate). 

Optimal shapers are difficult to realize, but they can be approximated, 
with results within a few percent from the optimal, either with analog or 
digital processors, the latter requiring analog-to-digital conversion of the 
charge amplifier signal (anti-aliasing filter may be needed). In the analog 
domain, the shaper can be realized using time-variant solutions that limit 
the pulse width by a switch-controlled return to baseline, or via time-
invariant solutions that restrict the pulse width using a suitable configura-
tion of poles. The latter solution is discussed here as it minimizes digital 
activity in the front-end channels.

In a front-end channel, the time-invariant shaper responds to an event 
with an analog pulse, the peak amplitude of which is proportional to the 
event charge, Q. The pulse width, or its time to return to baseline after the 
peak, depends on the bandwidth (i.e., the time constants) and the configura-
tion of poles. The most popular unipolar time-invariant shapers are realized 
either using several coincident real poles or with a specific combination of 
real and complex-conjugate poles. The number of poles, n, defines the order 
of the shaper. Designers sometimes prefer to adopt bipolar shapers, attained 
by applying a differentiation to the unipolar shapers (the order of the shaper 
now is n-1). Bipolar shapers can be advantageous for high-rate applications, 
but at expenses of a worse SNR.

In a typical readout system, the shaping time varies from fraction of a 
microsecond up to several microseconds. The shaping time is defined as the 
time equivalent of the standard deviation of the Gaussian output pulse. In 
the laboratory, it is the full width of the pulse at half of its maximum value 
(FWHM) that is typically being measured. The FWHM value is greater than 
the shaping time by a factor of 2.35. 

The DC component of the shaper from which the signal pulse departs is 
referred to as the output baseline. Since most extractors process the pulses’ 
absolute amplitude, which reflects the superposition of the baseline and the 
signal, it is important to properly reference and stabilize the output base-
line. Nonstabilized baselines may fluctuate for several reasons, like changes 
in temperature, pixel leakage current, power supply, low-frequency noise, 
and the instantaneous rate of the events. Nonreferenced baselines also can 
severely limit the dynamic and/or the linearity of the front-end electronics, 
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as in high-gain shapers where the output baseline could settle close to one of 
the two rails, depending on the offsets in the first stages. In multiple front-
end channels sharing the same discrimination levels, the dispersion in the 
output baselines can limit the efficiency of some channels.

7.3.3.5  Peak Detection

PD is one of the critical blocks in the radiation signal detection system as 
accurate photon energy is determined by the detected peak amplitude. 
Standard PDs may be sampled or asynchronous solutions. Sampled PDs are 
more precise but suffer from high-circuit complexity and high-power dis-
sipation. Asynchronous PDs have simpler structures but suffer from lower 
output precision. 

7.3.4  ASICs for Photon Counting

One of the major advantages of photon-counting detectors is electronics 
noise rejection. Well-designed photon-counting detectors allow for ASIC 
electronics thresholds high enough to reject noise pulses while still counting 
useful signals. Therefore, quantum limited operation of the photon-counting 
detector can be achieved as image noise is determined by only statistical 
variations of x-ray photons. On the other hand, energy integrating detectors 
suffer from electronics noise, which is mixed with useful photon signals, and 
separating it from statistical noise is not possible. Electronics noise rejection 
is important because its magnitude for currently used digital x-ray detectors 
is not negligible. 

After converting the CZT generated charge to voltage by the CSA amplifier 
and subsequent shaping by the shaping amplifier, the signal, given enough 
gain in the system, is ready for digitization. Typically, the signal is compared 
against user selected threshold voltage (discriminator box in Figure 7.5) to 
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Shaper Quantizer
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Reset

FIGURE 7.5
Detector readout signal chain.
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produce 1-bit trigger signal indicating detection of the pulse. In parallel, 
the value of the shaped signal is sent to an ADC (or time over threshold 
[ToT] processor) with n-bit accuracy. The conversion resolution n is typically 
between 8 and 16 bits, depending on the system accuracy, noise levels, and 
degree of signal precision achieved.

One important consideration in the practical system is CSA reset. As the 
feedback capacitor Cf is charged by the input signal, there must be some 
means of discharging this capacitor in order for the CSA to be ready for 
the next signal. This circuitry is schematically shown as the reset block in 
Figure 7.5.

There are two possible implementations for the reset block: digital and 
analog. The digital one involves using a switch that will discharge the feed-
back capacitor quickly. Unfortunately, this process typically creates too 
much disturbance for the sensitive CSA. The analog solution involves using 
a resistor (or MOSFET operating in the triode region) and provides contin-
uous discharging during the entire process. The discharge cannot be too 
slow (in which case the capacitor will not be fully discharged before the next 
event) or too fast (as that will affect signal formation). While the CZT readout 
scheme shown in Figure 7.5 is typical, let us point out that it is possible to 
directly sample the anode (and cathode) signals without producing any trig-
ger signal to obtain timing and amplitude information.

On a final note, let us point out that while the principle of CSA signal 
amplification, pulse shaping, and ADC conversions outlined above are fairly 
simple, practical implementations can be very challenging due to the very 
small input signals involved (below 1 mV). One has to worry about system 
noise, power supply decoupling, ESD protection, EMI radiation, and op-amp 
stability issues. 

A typical photon-counting ASIC implementation contains hundreds of 
channels frequently implemented with multiple energy bins. One of the 
early 128-channel ASICs is shown in Figure 7.6. A clear advantage of the 
photon-counting detectors over the integrating detectors is the ability to per-
form at higher SNR at low photon counts.

7.3.5  Photon Counting vs. Spectroscopy

There are two ways of signal processing for baggage scanning with energy 
sensitive semiconductor detectors: photon counting and spectroscopy. While 
a precise difference between the two is hard to establish as all analog signals 
eventually become digital at some point in the readout system, we would 
like to suggest the following practical definition. Photon counting relies on 
energy binning, with the term “binning” implying the use of comparators 
inside the ASIC chip. Spectroscopy, in turn, preserves the analog nature of 
the signal representing photon energy and uses ADC after the ASIC signal 
processing has been accomplished.
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As a result of this architectural change, photon-counting systems can 
achieve a very high count rate while sacrificing energy resolution (ER), while 
spectroscopic systems can have very good noise properties but face limi-
tations with a maximum count rate. To achieve specific design objectives, 
either count rate of the spectroscopic system is maximized or energy resolu-
tion of the photon-counting systems is maximized.

7.4  Examples of Readout ASICs

There are literally hundreds of readout ASICs that have been published in 
the literature. This section summarizes the design and performance charac-
teristics of three photon counting and three spectroscopic devices.

7.4.1  Photon-Counting ASICs

Fast readout electronic circuits have been developed to reach count rates 
of several million counts per second [15–19]. These systems provide coarse 
energy resolution given by a limited number of discriminators and counters. 
This section provides some information about the most important photon-
counting devices.
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FIGURE 7.6
Block diagram of 128-channel photon-counting ASIC.
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7.4.1.1  TIMEPIX

TIMEPIX ASIC is a CZT pixel detector developed in the framework of the 
MEDIPIX2 collaboration [22]. The pixel matrix consists of 256 × 256 pixels with 
a pitch of 55 µm, which gives a sensitive area of about 14 × 14 mm2. TIMEPIX is 
designed in a 0.25 µm CMOS process and has about 500 transistors per pixel.

The chip has one threshold and can be operated in photon counting, ToT, 
or time of arrival (ToA) modes. The principles of the different operating 
modes are described in detail in the literature [22]. 

In the photon-counting mode, the counter is incremented once for each 
pulse that is over the threshold, while for the ToT mode, the counter is incre-
mented as long as the pulse is over the threshold.  In the ToA mode, the pixel 
starts to count when the signal crosses the threshold, and keeps counting 
until the shutter is closed.

7.4.1.2  MEDIPIX-3

While TIMEPIX is a general-purpose chip, the MEDIPIX-3 is aimed specifi-
cally at x-ray imaging [22]. It can be configured with up to eight thresholds 
per pixel and features analog charge summing over dynamically allocated 
2  × 2 pixel clusters. The intrinsic pixel pitch of the ASIC is 55 µm as in 
TIMEPIX. Silicon die can be bump-bonded at this pitch (fine pitch mode), 
and the chip can be run with either four thresholds per pixel in the single 
pixel mode or with two thresholds per pixel in the charge summing mode. 
Optionally, the chip can be bump-bonded with a 110 µm pitch, combining 
counters and thresholds from four pixels. Then operation is possible in the 
single pixel mode with eight thresholds per pixel or in the charge summing 
mode having four thresholds and summing charge of a 220 × 220 µm2 area.

Being a very versatile and configurable chip, there is also a possibility to 
utilize the two counters per pixel and run in the continuous read/write mode 
where one counter counts while the other one is being read out. This elimi-
nates the readout dead time but comes at a cost of losing one threshold, since 
both counters need to be used for the same threshold. Finally, the charge 
summing mode is a very important feature to combat contrast degradation 
by charge sharing in semiconductor detectors with small pixels.

7.4.1.3  ChromAIX

A proprietary multi-energy resolving ASIC called ChromAIX has been 
designed to support studying spectral CT applications. In order to enable 
K-edge imaging, at least three spectrally distinct measurements are neces-
sary; for a photon-counting detector, the simplest choice is to have at least the 
same number of different energy windows. With more energy windows, the 
spectrum of incident x-ray photons is sampled more accurately, thus improv-
ing the separation capabilities. 
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The ChromAIX ASIC accommodates a sufficient number of discriminators 
to enable K-edge imaging applications. Postprocessing allows separating the 
photo effect, Compton effect, and one or possibly two contrast agents with their 
corresponding quantification. The ChromAIX ASIC is a pixelated integrated 
circuit that has been devised for direct flip-chip connection to a direct convert-
ing crystal like CZT. The design target in terms of observed count rate perfor-
mance is 10 Mcps/pixel, which corresponds to approximately 27.2 MHz/pixel 
periodic pulses, assuming a paralyzable dead-time model. Although the pixel 
area in CT is typically about 1 mm², both the ASIC and direct converter feature 
significantly smaller pixel, or sub-pixel. In this way, significantly higher rates 
can be achieved at an equivalent CT pixel size, while further improving the 
spectral response of the detector via exploiting the so-called small-pixel effect. 
The subpixel should not be made too small, since charge sharing affects, and 
then starts to deteriorate, the spectral performance. Very small pixels would 
need countermeasures as implemented in MEDIPIX-3, the effectiveness of 
which at higher rates remains doubtful due to charge-sharing effects. 

The ChromAIX ASIC consists of a CSA and a pulse shaper stage, as any 
other photon-counting device. The CSA integrates the fast transient cur-
rent pulses generated by the direct converter, providing a voltage step-like 
function with a long exponential decay time. The shaper stage represents 
a band-pass filter that transforms the aforementioned step-like function 
into voltage pulses of a defined height. The height of such pulses is directly 
proportional to the charge of the incoming x-ray photon. A number of dis-
criminator stages are then used to compare a predefined value (i.e., energy 
threshold) with the height of the produced pulse. When the amplitude of 
the pulse exceeds the threshold of any given discriminator, the associated 
counter will increment its value by one count. 

In order to achieve 10 Mcps observed Poisson rates, which would typically 
correspond to incoming rates exceeding 27 Mcps, a very high bandwidth is 
required. The two-stage approach using a CSA and a shaper allows achiev-
ing such high rates while relaxing the specification of its components. The 
design specification in terms of noise is 400 e-, which corresponds to approxi-
mately 4.7 keV FWHM. Simulations of the analogue front end have been car-
ried out to evaluate the noise performance of the channel. According to these 
simulations, the complete analogue front-end electronic noise (CSA, shaper, 
and discriminator input stage) amounts to approximately 2.51 mVRMS, which 
in terms of energy resolution corresponds to approximately 4.0 keV FWHM 
for a given input equivalent capacitance. 

7.4.2  Spectroscopic ASICs

7.4.2.1  IDEF-X

IDeF-X HD is the last generation of low-noise radiation-hard front-end ASICs 
designed by CEA/Leti for spectroscopy with CZT detectors [20,21]. The chip, 
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as shown in Figure 7.7, includes 32 analog channels to convert the impinging 
charge into an amplified pulse-shaped signal, and a common part for slow 
control and readout communication with a controller. 

The first stage of the analog channel is a charge sensitive preamplifier 
(CSA) based on a folded cascode amplifier with an inverter input amplifier. 
It integrates the incoming charge on a feedback capacitor and converts it 
into voltage; the feedback capacitor is discharged by a continuous reset sys-
tem realized with a PMOS transistor. The increase in drain current in this 
transistor during the reset phase is responsible for a nonstationary noise; to 
reduce the impact of this noise on the ENC, a so-called nonstationary noise 
suppressor was implemented for the first time in this chip version using a 
low-pass filter between the CSA output and the source of the reset transistor 
to delay this noise. 

The second stage is a variable gain stage to select the input dynamic range 
from 10 fC (250 keV) to 40 fC (1 MeV). The third stage is a pole zero cancel-
lation (PZ) implemented to avoid long-duration undershoots at the output 
and to perform a first integration. The next stage of the analog channel is 
a second-order low-pass filter (RC²) with variable shaping time. To mini-
mize the influence of the leakage current on the signal baseline, a so-called 
baseline holder (BLH) was implemented by inserting a low-pass filter in the 
feedback loop between the output of the RC2 filter and the input of the PZ 
stage. The DC level at the output is stabilized for leakage current up to 7 nA 
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per channel. The output of each analog channel feeds a discriminator and a 
stretcher. The discriminator compares the amplitude with an in-pixel refer-
ence low-level threshold to detect events.  The stretcher consists of a PD and 
a storage capacitor to sample and hold the amplitude of the signal, which is 
proportional to the integrated charge and hence to the incident energy. In 
addition, each channel can be switched off by slow control programming to 
reduce the total power consumption of the ASIC when using only few chan-
nels of the whole chip.

The slow control interface was designed to minimize the number of signals 
and to get the possibility to connect together up to eight ASICs and address 
them individually. This optimization has allowed reducing the electrical 
interface from 49 pins in Caliste 256 to 16 pins in Caliste-HD for the same 
number of channels and using low-voltage differential signals (LVDS). When 
an event is detected by at least one channel, a global trigger signal (TRIG) 
is sent out of the chip. The controller starts a readout communication with 
three digital signals (DIN, STROBE, and DOUT) to get the address of the hit 
ASIC and then the hit channels. Then the amplitudes stored in the PDs of the 
hit channels are multiplexed and output using a differential output buffer 
(AOUT). The whole readout sequence lasts between 5 and 20 µs, according to 
the set delays and clock frequencies and the number of channels to read out. 

7.4.2.2  VAS UM/TAT4

The VAS UM/TAT4 ASIC chip is used to read out both the amplitude of 
charge induction and the electron drift time independently for each anode 
pixel [24]. The ASIC has 128 channels, each with a charge-sensitive preamp 
and two CR-RC unipolar shapers with different shaping times. The slow 
shaper has 1 µs peaking time and is coupled to a peak-hold stage to record 
pulse amplitude. The fast shaper has a 100 ns shaping time and is coupled to 
simple level discriminators for timing pickoff.

Of the 128 channels, 121 are connected to the pixels, 1 is connected to the 
grid, and 1 is connected to the cathode. Compared to the anodes, the polarity 
of the signals is reversed for the cathode and the grid. The peak-hold prop-
erties, signal shaping, ASIC noise, and triggering procedures are included 
in the ASIC readout system model. The fast shaper can trigger off pulses as 
small as 30 keV for the anode and 50 keV for the cathode. Only the pixels 
with slow-shaped signals greater than a noise discrimination threshold of 
25 keV are typically used in operation.

VAS UM/TAT4 is particularly well suited for 3D imaging and detection 
using thick CZT detectors (>10 mm) with high-energy photons (>1 MeV). 3D 
position-sensing techniques enable multiple-pixel events of pixelated CZT 
detectors to be used for 4π Compton imaging. Multiple-pixel events occur by 
either multiple gamma-ray interactions or charge sharing from a single elec-
tron cloud between adjacent pixels. To perform successful Compton imag-
ing, one has to correct for charge sharing. There is a large research effort 
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at the University of Michigan under the direction of Professor Zhing He to 
resolve these complicated signal processing issues and to reconstruct the tra-
jectory of incoming photons for dirty bomb detection.

7.4.2.3  HEXITEC

HEXITEC was a collaborative project between the Universities of Manchester, 
Durham, Surrey, Birkbeck, and The Science and Technology Facilities Council 
(STFC). The objective of the program was to develop a new range of detectors 
such as CZT for high-energy x-ray imaging applications. The project has been 
funded by EPSRC on behalf of RCUK under the Basic Technology Program.

The HEXITEC ASIC consists of an 80 × 80 pixel array on a pitch of 0.25 mm 
[23]. Each pixel contains a 52 μm bond pad that can be gold stud bonded 
to a CZT detector. Figure 7.8 shows a block diagram of the electronics con-
tained in each HEXITEC ASIC pixel. The charge is read from each of the CZT 
detector pixels using a charge amplifier, which has a selectable range and a 
feedback circuit that compensates for detector leakage currents up to 50 pA.

The output from each charge amplifier is filtered by a 2 µs peaking circuit 
comprising a CR–RC shaper followed by a second-order low-pass filter, as 
schematically shown in Figure 7.8. A peak hold circuit maintains the voltage 
at peak of the shaped signal until it can be read out. Three track-and-hold 
buffers are used to sample the shaper and peak hold voltages sequentially 
prior to the pixel being read.
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The HEXITEC is read out using a rolling shutter technique. A row select 
register is used to select the row that is to be read out. The data from each 
pixel become available on all column outputs at the same time, and at this 
point, the peak hold circuits in that row can be reset to accept new data. The 
data being held on the column output are read out through a column mul-
tiplexer. The column readout rate is up to 25 MHz, and the total frame rate 
depends on the number of pixels being read out. The main limitation of the 
HEXITEC is a maximum count rate due to 10 kHz frame readout scheme.

7.5  Operational Issues

7.5.1  Threshold Equalization

Before calibration of a CZT pixel detector, the chip has to be equalized in 
order to minimize the threshold dispersion between pixels. This require-
ment results from the fact that the threshold that the pixel sees is applied 
globally, but the offset level of the pixel can be slightly different due to pro-
cess variations affecting the baseline of the preamplifier.

The equalization is performed with a threshold adjustment DAC in each 
pixel. The resolution of the adjustment DAC is usually in the range of four 
bits, depending on particular ASIC implementation. The standard way to 
calculate the adjustment setting for each pixel is by scanning the threshold 
and finding the edge of the noise, then aligning the noise edges. This adjusts 
correctly for the offset level of the pixel, but gain variations can still deterio-
rate the energy resolution at a given energy. To correct for the gain mismatch, 
either test pulses or monochromatic x-ray radiation has to be used for the 
equalization. Equalizing at the energy of interest instead of the zero level 
might be also preferred.

7.5.2  Energy Calibration

Depending on the ASIC architecture, there are two types of energy calibra-
tion that need to be done: calibration of the threshold and calibration of the 
ToT response (if applicable).  For photon-counting chips as MEDIPIX-3, the 
only calibration required is the one of the threshold, while in ToT ASICs, 
such as TIMEPIX, the ToT response has to be calibrated as well. Virtually all 
spectroscopic ASICs, including HEXITEC, need to undergo energy calibra-
tion procedures.

To calibrate the threshold, we need monochromatic photons or at least 
radiation with a pronounced peak. These can be obtained from radioactive 
sources, by x-ray fluorescence, or from synchrotron radiation like Am241 
and/or Co57 point sources. To find the corresponding energy for a certain 
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threshold, the threshold is scanned over the range of the peak obtaining an 
integrated spectrum. The data are then either directly fitted with an error or 
sigmoid function or first differentiated and then fitted with a Gaussian func-
tion. From this fit, the peak position and energy resolution can be extracted. 
Repeating the procedure for multiple peaks, the result can then be fitted with 
a linear function, and the relation between threshold setting in DAC steps or 
mV and deposited energy in the detector is found. 

7.5.3  Charge Sharing Corrections

When the pixel size is starting to approach the size of the charge cloud, the 
input signal is subjected to charge sharing. Charge sharing creates a charac-
teristic low-energy tail and leads to a reduced contrast and distorted spectral 
information. To counteract this problem, there are two possibilities: either to 
use larger pixels (reduced spatial resolution) or to implement charge sum-
ming on a photon by photon basis.

For lower rates and with detectors that stores the energy information in 
each pixel either using ToT as TIMEPIX or a peak-and-hold circuit and an 
ADC as HEXITEC, the charge summing can be done offline. However, this 
requires that you do not have a second hit in the same pixel before you read 
the first one out. Using this approach, you also lose charge that is below the 
threshold. 

Another approach is to sum the charge in the detector as implemented 
in MEDIPIX-3, where the analog charge is summed in a 2 × 2 cluster before 
being compared to the threshold. The advantage of this approach is that it 
can handle much higher interaction rates and that even charge below the 
threshold is summed as long as one pixel is triggered. However, since this 
correction has to be implemented in the ASIC architecture, this complicates 
the chip design and is less flexible.

7.5.4  Pileup Effects

Given that the processing of each photon takes time, there will be problems 
with pileup effects at high count rates. The pileup happens when a second 
photon arrives in the same pixel before the first one is processed. Depending 
on the system architecture, the second photon could either be lost or added 
to the signal of the first photon. The result will be a deviation from linear 
behavior for the count rate. This deviation can be corrected for up to a cer-
tain limit in photon-counting devices, but more problematic are the spectral 
distortions due to pileup that cannot be corrected for. For this reason, the 
operation of the HEXITEC, or any other spectroscopic ASIC, is limited to the 
maximum count rate that is not causing any pileup effects.

Different detectors will have different responses, and it is important that 
the detector is characterized and suitable for the flux in a specific application. 
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Since the flux is measured per area, smaller pixels offer an advantage leading 
to a smaller number of photons per second per pixel.

7.6  Conclusions

Key ASIC challenges are present in spectroscopic and photon-counting sys-
tems due to high flux and pileup that affect both the count rate linearity and 
the spectral response. One way to counteract that problem is to use smaller 
pixels, but smaller pixels will lead to more charge sharing. In this respect, the 
various chips offer an interesting combination of relatively small pixels and 
still very good energy resolution. 
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8.1  Introduction

In the last decade, x-ray imaging has undergone enormous technological prog-
ress. The imaging technique previously known mostly as a medical diagnostic 
tool has expanded to a wide range of industrial and research fields. Thanks 
to the rapid development of compact x-ray sources and detection technolo-
gies, table-top, or at least laboratory-scale, x-ray inspection systems providing 
spatial resolution at the level of tens of microns or better have become widely 
available and affordable. The market nowadays provides constantly increas-
ing numbers of micro-CT systems designed for different purposes.

Although photon counting detector (PCD) technology was originally 
developed for particle tracking and for use in large research facilities for 
high-energy physics, it has also proved its potential if used as an imaging 
camera. Despite the fact that PCDs can offer unique properties important for 
imaging applications, they are still not widely used in this field and remain 
mostly in laboratory systems.

This chapter overviews applications of PCDs in the field of high-resolution 
imaging using ionizing radiation in lab-scale systems. The most common appli-
cation is using the PCD as a detector for high-resolution x-ray radiography and 
tomography. Both mentioned imaging techniques are the main subject of this 
chapter. Nevertheless, PCD technology has found its use even in other imaging 
modalities, which will be mentioned as well. The chapter is divided into sev-
eral parts. First of all, the technology of PCDs is briefly described and available 
PCDs are introduced. Furthermore, the reader will find basic information about 
the principles of x-ray radiography and tomography and a summary of state-of-
the-art micro-CT system construction and technology. Important parameters 
of detectors, radiation sources, and image quality evaluation criteria will be 
discussed. Finally, applications of PCD technology in different fields of science 
will be addressed. Conclusions summarize the content of the chapter and bring 
the author’s opinion of PCD technology perspectives in the near future.

The author of this chapter has a master’s degree from biomedical engineer-
ing. His institute, the Institute of Experimental and Applied Physics, Czech 
Technical University in Prague (IEAP)-is one of the contributing facilities to 
the development of Medipix-type detectors. As a member of the Department 
of Applied Physics and Technology, he leads a research team focused on appli-
cations of PCDs for imaging in the field of natural sciences. Since the author’s 
expertise is in the biomedical field, it is also emphasized in this chapter.

8.2  Photon Counting Semiconductor Detectors

Photon counting (or single particle counting) detectors are a CMOS-based 
technology that can be used for detection of ionizing radiation. A characteristic 
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feature of all PCDs is the integration of electronics in each pixel. The device 
works with an adjustable energy threshold, since the electronic part of 
each individual pixel contains a pre-amplifier, comparator, and counter. 
The charge deposited and collected in the semiconductor sensor is ampli-
fied, compared to a custom-adjusted threshold, and if the threshold level 
is exceeded, the event is digitally counted. Occurrence of dark current in 
the detected signal is avoided thanks to the adjustable threshold. Therefore, 
PCDs operate in a noise-free event-by-event counting mode and are capable 
of achieving virtually unlimited dynamic range. The importance of indi-
vidual PCD properties, making them a powerful x-ray imaging detection 
technology, is discussed in the third section of this chapter. In the follow-
ing subsections, a description of PCD technology is provided and available 
PCDs are introduced.

8.2.1  Anatomy of PCDs

PCDs are built using two different processing technologies. Either mono-
lithic or hybrid pixel detectors can be produced. In the case of monolithic 
devices, the whole detector–sensor and readout electronics are integrated 
into the same semiconductor substrate (see Figure 8.1, left). The monolithic 
approach is advantageous, e.g., if an extremely thin detector is required. 
On the other hand, the sensor/readout integration brings limitations as 
well. Obviously, the sensor material must be the same as the readout part. 
Therefore, the sensor material of monolithic PCDs is restricted to silicon 
only. A representative of monolithic PCDs is the macropixel detector based 
on DEPFET technology (depleted P-channel field effect transistor) developed 
in the MPI Semiconductor Laboratory in Germany (Zhang et al. 2008).

Hybrid pixel detectors are assembled from an independent sensor layer and 
readout chip. Both parts are interconnected using so-called bump-bonding 
technology (use of solder microballs to conductively connect matching 

N-diffusionN-diffusion
Detector substrate

P-implant P-implant P-implant

Electronics
Electronics

Bump-bonde
Electronics substrate

P-substrate
N-well N-well N-well

P-collection electrode

FIGURE 8.1
Comparison of construction of a monolithic PCD (left) and a hybrid pixel detector (right). 
Monolithic construction allows for the construction of extremely thin assemblies; on the other 
hand, the sensor material is restricted to silicon only. In the case of hybrid pixel construc-
tion, a variety of different sensor materials can be used. (From M. Platkevic, Signal Processing 
and Data Read-Out from Position Sensitive Pixel Detectors. PhD Thesis, Czech Technical 
University in Prague, 2014.)
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electrode patterns; see Figure 8.1, right). Hybrid pixel construction allows for 
the use of a variety of sensor materials. Although silicon is still the most widely 
used, several alternative sensor materials are under development and testing 
(GaAs, CdTe, CdZnTe, and others). The aim of these efforts is to improve quan-
tum efficiency of the sensor of the semiconductor detector to higher photon 
energies. The rest of this chapter is dedicated purely to hybrid pixel PCDs.

8.2.2  Sensor Materials Utilized for PCDs

The most frequently used sensor material is silicon. Generally speaking, 
silicon is the building material of all electronic components worldwide. 
Obviously, growing high-purity silicon crystals as well as fabricating and 
processing wafers is at a very high level. As a sensor material, silicon is, there-
fore, easily accessible and provided at the highest quality. On the other hand, 
with sensor thickness of typically 100–1000 μm, the detection efficiency of 
silicon sensors drops rapidly for energies higher than approximately 20 keV. 
Considering x-ray imaging, PCDs with silicon sensors are not suitable for the 
imaging of large objects or objects composed of highly attenuating materials.

Options to overcome the mentioned limitation of silicon as the sensor mate-
rial are being intensively investigated. Currently, several alternative semicon-
ductor or semi-insulating sensor materials are available. All of them contain 
high-Z elements (GaAs, CdTe, CdZnTe) and make PCDs suitable for detecting 
photons up to 100 keV. The calculated detection efficiency of a 1000 μm CdTe 
sensor for 100 keV photons is approximately 56%. This improvement of sensor 
efficiency has opened a wide range of new applications—mostly in the field 
of material science and engineering. Particular applications are described in 
the dedicated section of this chapter. Unfortunately, regular use of the men-
tioned high-Z sensor materials is not very common because, besides their 
great detection efficiency, there are drawbacks compared to silicon, as well. 
Sensor inhomogeneity and temporal and temperature instability of sensor 
are the major issues to be solved in the case of high-Z semiconductive sensor 
materials. Characterization and improvements of these materials for use as 
PCD sensors are subjects of a number of recent scientific publications.

8.2.3  Hybrid Pixel PCDs Available for High-Resolution Imaging

As hybrid pixel technology became more widely used, several different PCD 
families have been developed. Some of them are now commercially available 
for imaging applications. The next sections provide basic information about 
currently available PCDs suitable for x-ray microradiography and micro-CT.

8.2.3.1  Medipix

The Medipix Collaboration founded at CERN has already developed three 
generations of PCDs (Medipix1, Medipix2/Timepix, and Medipix3/Timepix3). 
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The Medipix1 chip was an array of 64 × 64 pixels with 170 μm pitch. It was 
introduced in 1997 (Bisogni et al. 1998). Currently, the most widely used 
Medipix-type detectors for high-resolution imaging are based on Medipix2 
and Timepix technology (Llopart et al 2007). The basic chip assembly provides 
an array of 256 × 256 pixels with a 55 μm pixel pitch. The sensitive area of a sin-
gle chip is approximately 1.4 × 1.4 cm2. Since Medipix2 development, the pixel 
size and chip layout have not changed. Except for the electronics described at 
the beginning of this chapter, the Timepix chip pixels also have an integrated 
timer. The timer allows the detector to directly measure the energy deposited 
at each pixel. The per-pixel fully spectroscopic response makes the Timepix 
detector suitable for energy-sensitive x-ray imaging. Energy-sensitive radiog-
raphy can be acquired with the Medipix3 detector as well. However, in the 
case of Medipix3, the response is not truly spectroscopic as a system of several 
thresholds is only used.

Medipix3 can be operated either with 55 μm pixels with two thresholds 
in each pixel or so-called superpixel mode with 110 μm pixels and eight 
thresholds per pixel. Furthermore, the charge sharing effect between adja-
cent pixels is compensated by dedicated processes at the pixel level (Gimez 
et al. 2011). The latest generation, Timepix3, brings back the fully spectro-
scopic response and, furthermore, it detects time of arrival of each individ-
ual particle with a nanosecond precision together with the hit position and 
energy. Despite the high pixel granularity, the applicability of Medipix-
type detectors was limited due to the small area of a single detector chip. 
Several attempts have been made to increase the field of view (FOV) of 
Medipix detectors. The first step in the way was the Timepix Quad detec-
tor configuration, utilizing a common sensor and an array of 2 × 2 Timepix 
readout chips increasing the sensitive area to 2.8 × 2.8 sq. cm (512 × 512  pixels). 
A similar solution is the Hexa configuration built of the array of 3 × 2 Timepix 
chips  (Zuber et al. 2014) or LAMBDA with the array of N × 2 chips (Pennicard 
et al. 2011). The maximal size of all mentioned configurations is limited 
by the size of the common sensor layer since it can only be fabricated in 
limited dimensions. A significant step forward had come with the devel-
opment of three-side buttable edgeless sensors that enabled the modular 
assembling of larger detector arrays from individual detector assemblies—
WidePIX technology. Two different WidePIX assemblies as well as a Quad 
detector are shown in the first row of Figure 8.2. The technology was devel-
oped at IEAP and now is offered by Advacam Company (Advacam, Prague. 
http://advacam.com/.). The largest WidePIX detector ever built was assem-
bled from 100 individual Timepix chips precisely aligned to a squared array. 
The size of the detector is larger than 14 × 14 sq. cm and contains a matrix of 
2560 × 2560 pixels (Jakubek et al. 2014). As the construction of WidePIX detec-
tors is modular, numerous different sizes and shapes can be built. Currently, 
WidePIX detectors are the only PCD technology enabling the assembly of 
PCD modules into a 2D array without significant insensitive areas between 
individual tiles.

http://advacam.com
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8.2.3.2  PILATUS, EIGER

Other widely known hybrid PCDs are PILATUS and EIGER, both developed 
by the PSI-SLS group, Switzerland (Dectris, Baden-Daettwil. https://www 
.dectris.com/). Both detectors are offered by the DECTRIS Company. Their 
development has been aimed for use at synchrotron sources, but they 
are suitable for laboratory-scale x-ray imaging as well. A series of detec-
tors has been designed directly for laboratory and industrial use. The 
laboratory series of PILATUS detectors is shown in the second row of Figure 
8.2. While PILATUS, the older generation, uses 172 μm pixels, its successor, 
EIGER, has a pixel pitch of 75 μm. A basic readout chip composes of an array 
of 256 × 256 pixels. Chips are typically bump-bonded to a common semicon-
ductor sensor in a 2 × 4 layout producing a detector with sensitive area of about 
40 × 80 mm (512 × 1024 pixels). Since such modules provide continuous sen-
sitive area, they are suitable for x-ray radiography. Detector modules are fur-
ther assembled into larger arrays to increase the sensitive area. In the case of 
PILATUS and EIGER, assembling detector modules into larger arrays brings 

Timepix Quad detector
(left), WidePIX4×5 (middle)
and WidePIX10×10 (right);
sensitive area 28 × 28,
70 × 56 and 143 × 143 mm,
respectively

PILATUS detector in
several available versions
providing sensor area from
84 × 34 up to 179 × 169 mm

Disassembled PiXirad-8
providing a sensitive area
250 × 25 mm (left) and
PiXirad-2 module with
a sensitive area 62 × 25 mm
(right)

FIGURE 8.2
Examples of different types of hybrid pixel PCDs available for high-resolution imaging. From 
top to bottom: Timepix (Courtesy of IEAP and Advacam.), Pilatus (Courtesy of DECTRIS Ltd.), 
and PiXirad (Courtesy of PiXirad IC s.r.l.).

https://www.dectris.com
https://www.dectris.com
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a drawback in insensitive gaps between modules. Therefore, the dominant 
field of use of these large area detectors is in diffraction measurements, i.e., 
in crystallography at synchrotron facilities.

8.2.3.3  PiXirad

An interesting sensor solution is provided by PiXirad PCDs manufactured 
by Pixirad Imaging Counters s.r.l. (“PiXirad Imaging Counters Website” 
2017, http://www.pixirad.com/). Unlike the other PCD technologies, PiXirad 
uses hexagonal pixels with 60 μm pixel pitch (Delogu et al. 2016). Thanks to 
this unusual pixel arrangement, an almost isotropic spatial resolution in all 
directions is achieved, while in the case of a square pixel grid, the resolution 
in the diagonal direction is obviously decreased. A basic PiXirad assembly is 
composed of an array of 512 × 476 pixels. Each pixel has two independently 
adjustable thresholds enabling dual energy imaging. As PiXirad sensors are 
two-side buttable, the sensitive area can be increased by assembling several 
basic units into a row. The largest available PiXirad detector built this way is 
PiXirad-8 providing sensitive area of 250 × 25 mm2 (4096 × 476 pixels, shown 
in the bottom row of Figure 8.2). The dead gap between neighboring mod-
ules is equivalent to two pixel columns. The successor of PiXirad detectors 
is also already available. The latest generation of PCD developed by Pixirad 
Imaging Counters s.r.l. is PIXIE III (Bellazzini et al. 2015). Compared to previ-
ous versions, the PIXIE III readout chip uses a square pixel grid with 62 μm 
pixel pitch and again two energy thresholds in each pixel. The basic assem-
bly provides an array of 512 × 402 pixels. Like Medipix3, PIXIE III addresses 
the issue of charge sharing and uses processes to avoid these effects and 
maintain the highest spatial and energetic resolution.

8.2.3.4  XPAD

The European Synchrotron Radiation Facility (ESRF) successfully developed 
another PCD dedicated to imaging in material science called XPAD (Basolo 
et al. 2005; Delpierre et al. 2007a; XPAD Pixel Detector). The latest generation 
is XPAD3 (Pangaud et al. 2007; Berar et al. 2009). The XPAD3 chip consists 
of an array of 120 × 80 pixels with 130 μm pixel pitch. Up to eight chips 
can be aligned together to produce a detector module. Further, up to eight 
modules can then be assembled together; however, gaps between modules 
are inevitable. The largest available detector based on XPAD3 technology 
provides sensitive area 150 × 150 mm. The older version, XPAD2, provides a 
chip with an array of 24 × 25 pixels with 330 μm pixels. Although XPAD tech-
nology was, similarly as PILATUS and EIGER, originally developed for use 
at synchrotron facilities, XPAD technology has found its applications even in 
laboratory-scale x-ray imaging systems.

http://www.pixirad.com
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8.3  High-Resolution X-Ray Imaging Principles 
and Device Construction

PCDs are used mostly for x-ray microradiography and micro-CT, but sev-
eral different applications are under development (i.e., SPECT imaging and 
use in multimodal imaging systems or x-ray fluorescence imaging). X-ray 
transmission radiography is an imaging technique based on irradiation of an 
investigated object by an x-ray photon beam and detection of the transmit-
ted beam intensity behind the object by a proper imaging unit. In this way, 
a radiographic projection of the object containing information of its inner 
structures is recorded.

The following section describes basic important parameters affecting 
radiographic data quality and construction of radiographic systems. Further, 
the state-of-the-art detection technologies conventionally used in the field of 
high-resolution x-ray imaging are briefly mentioned, and key PCD proper-
ties important for imaging are discussed.

8.3.1  Computed Tomography

Microtomography (or micro-CT) is an advanced radiographic approach. It 
provides 3D information about inner structures of an investigated object. 
During data acquisition, a large set of 2D projections (typically from hun-
dreds to thousands) is captured under different angles. The obtained 2D 
projections are then used as an input for dedicated mathematical algorithms 
that perform the tomographic reconstruction—the process of creating a 
model of the scanned object by back-projecting the acquired 2D projection 
into a 3D space. The obtained voxel-based 3D model of the scanned object 
provides a number of possibilities for further analysis of the data compared 
to a simple 2D radiographic projection.

8.3.2  Construction of Micro-CT Systems

The construction of micro-CT systems usually follows the same pattern—the 
radiation source and detector unit are mounted steadily, and a multiaxial 
sample positioning stage is situated between them. Typically, the sample 
rotates around a vertical axis during the scan. The described construction 
has very adaptable geometry and provides maximal stability and preci-
sion as the heavy-weight components are immobile during a measurement. 
Nevertheless, such design is not suitable for all applications. For example, 
in the field of biomedical or preclinical research, rotation of the sample is 
inconvenient. Micro-CT systems dedicated to small animal imaging, there-
fore, use construction derived from human-scale medical CT systems. The 
sample—e.g., a living animal—is placed steadily on a horizontal bed, and 
the source and the detector are mounted on a gantry system rotating around 
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the sample during data acquisition. Micro-CT systems constructed with a 
rotating gantry generally provide lower resolution, but they are still irre-
placeable since they allow small animals to be scanned in a natural position 
and maximal stability of the sample is maintained this way.

8.3.3  Detector Technologies Conventionally Used 
for High-Resolution X-Ray Imaging

Currently, the most common x-ray imaging digital sensors are based on a 
combination of a scintillation crystal, converting incoming x-ray photons to 
visible light, with several different types of readout electronics.

Systems dedicated for the imaging of volumes smaller than a few cubic 
centimeters usually utilize CCD-based x-ray detectors. Such x-ray cameras 
provide extremely high pixel granularity. The pixel size of such devices is 
often smaller than 10 μm. Together with micro- or nanofocus x-ray sources, 
CCD x-ray detectors are suitable for imaging with an extremely high reso-
lution. To avoid undesirable diffusion of the light within the scintillation 
sensor leading to degradation of spatial resolution, the scintillation sensor 
must be kept very thin—typically tens of micrometers. For this reason, these 
detectors are not, similarly to PCD with silicon sensors, very suitable for 
imaging using hard radiation.

In the case of systems designed for scanning large objects, where the use of 
highly penetrating radiation is necessary, or if scan time is a crucial param-
eter, a flat-panel detector is typically used. As flat-panel detectors are based 
on CMOS technology, they provide very fast data readout. Further, they 
provide a large FOV, pixel size usually in tens or hundreds of microns, and 
high detection efficiency for hard radiation. It is widely used in industry or 
even in medical radiographic systems. Shared limitations of all conventional 
scintillation-based x-ray imaging cameras are the occurrence of the dark cur-
rent decreasing the signal-to-noise ratio of the data and the diffusion of the 
light within the sensor causing image blur. Both mentioned drawbacks are 
avoided in the case of a PCD.

8.3.4  Spatial Resolution and Contrast of Radiographic Data

The state-of-the-art laboratory x-ray imaging systems today are capable of 
visualizing a sample even with submicron spatial resolution. People fre-
quently ask how it is possible to achieve resolution of a few microns or less if 
detector pixel size is typically tens of microns. The answer to this question is 
hidden behind the way a radiographic projection is formed. The spatial reso-
lution of an x-ray imaging system not only depends on detector pixel size but 
also is strongly influenced by properties of the x-ray source and depends on 
imaging geometry. Typically, laboratory high-resolution x-ray imaging sys-
tems use magnifying projection geometry—a radiation source with a point-
like focal spot produces a divergent photon beam (also called a cone beam) 
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that enables the magnification of an object projection by a factor of M = FDD/
FOD, where FDD is the focal-spot-to-detector-distance and FOD is the focal-
spot-to-object-distance (see Figure 8.3, left).

This way, as the object projection on the detector is enlarged, the sampling 
by detector pixels becomes effectively finer. Under such conditions, the term 
effective pixel size (EPS) is commonly used. EPS is a ratio of the detector’s 
actual pixel size and magnification factor M. EPS actually characterizes the 
sampling density of the imaged object. Furthermore, to maintain projection 
sharpness, it is necessary to minimize the focal spot size of the x-ray source 
as with higher M the penumbra effect, image blur caused by radiation source 
spot dimensions, becomes significant. The penumbra effect is demonstrated in 
the right part of Figure 8.3 at an example of two x-ray tubes with different spot 
dimensions. Therefore, the quality of an x-ray tube is just as important as the 
detector unit for high-resolution approaches. X-ray sources designed for high-
resolution imaging are usually called microfocused (with focal spot smaller 
than approximately 15 μm) or nanofocused (focal spot smaller than 1 μm).

Beside spatial resolution, crucial parameters of radiographic projection 
quality are contrast and occurrence of noise in the data. In the case of radi-
ography, both contrast and noise are simultaneously described by the con-
trast-to-noise ratio (CNR). The CNR basically describes the detectability of 
certain regions of interest within the data based on its contrast and actual 
noise level. While the contrast of the radiographic image mainly depends 
on elemental composition of the sample and on the used x-ray spectrum, 
there are several different sources of noise. The most significant is the dark 
current—a signal integrated by the detector regardless of whether it is irradi-
ated or not. Therefore, avoiding the dark current significantly improves the 
data quality.

Source

Object

Detector

Source

Object

Detector

Small FOD Large FOD

FDD

High magnification Low magnification Microfocus system Nanofocus system

FIGURE 8.3
Scheme showing basic principles of radiographic imaging using divergent (cone) beam. The 
magnifying effect (left) allows achieving high resolution of the obtained data; however, the 
maximal resolution is limited by penumbra effect caused by source spot size (right). (Courtesy 
of GE Inspection Technologies, “Solder Joint Inspection and Analysis,” 2011.)
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8.3.5  PCD Features Important for Imaging

Although PCD technology today is not widely used for high-resolution x-ray 
imaging, it has several unique features that make PCDs powerful tools for imag-
ing applications. The previously mentioned adjustable energy threshold, which 
is a characteristic property of all PCDs, allows dark-current-free data acquisition. 
As was stated in the previous section, avoiding image noise sources significantly 
improves the data quality. Only quantum noise obeying Poisson distribution is 
present in the case of PCD technology. Under such circumstances, the CNR of 
acquired data is limited only by the number of detected photons.

Despite the fact that contrast is given mainly by the composition of the sample 
and beam spectrum, it can be partially influenced by the mechanism of detected 
signal processing. The signal produced in a scintillation crystal is dependent on 
deposited energy. Highly energetic photons produce a stronger signal; therefore, 
their contribution to image formation is stronger compared to low-energy pho-
tons. In the case of a PCD, each photon—regardless of its energy—is handled 
as an equal event. Considering that low energies provide higher contrast, PCD 
technology should, thanks to equal weighing of all photon energies, achieve 
higher contrast of radiographic projection with a given x-ray spectrum. Thanks 
to features described in the two previous paragraphs, PCD technology is espe-
cially suitable for the imaging of samples with low intrinsic contrast.

As the current generation of PCDs provides two or more adjustable energy 
thresholds in many cases, PCDs are suitable for dual-energy x-ray imaging or 
even imaging with several energy bins within a single acquisition. Energy-
sensitive imaging brings new opportunities to the field of x-ray imaging. As 
attenuation coefficients are characteristic for various materials and also energy-
dependent, energy-sensitive x-ray radiography and CT can provide valuable 
information on the material composition of the imaged object. In the case of the 
Timepix detector, fully spectral response in each pixel is achievable. For imag-
ing purposes, such capability can be used, i.e., for imaging using x-ray fluores-
cence, where photons of characteristic energies are emitted from the sample.

8.4  Biomedical Applications

In the biomedical field, PCDs are applied at preclinical imaging, where small 
animals (mice, rats, rabbits, etc.) are used as a model for the human body. 
Successful visualization of inner structures of small animals in fine detail is 
an important diagnostic tool for cancer treatment research, genomics, devel-
opmental biology, and many others. The most common application is using 
PCD as an imager in a micro-CT scanner. However, there are also different 
approaches like a PCD-based SPECT scanner or using PCDs in multimodal 
imaging systems (PET-CT, SPECT-MRI).
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Key features in this case are noiseless counting (especially if visualiza-
tion of soft tissue structures is required) and the energy sensitive response 
enabling acquisition of so-called color radiography/tomography.

Considerable efforts in the application of PCD technology for high-resolution 
imaging in biomedicine are carried out at IEAP, where the author of this chap-
ter works and carries out research in this field. IEAP, as a member of Medipix 
collaboration, has been contributing to the field of high-resolution x-ray imag-
ing since the Medipix technology was introduced. Before the development of 
WidePIX technology, Medipix detectors provided a very limited FOV; therefore, 
the first publications focused on biological samples were dedicated to the imag-
ing of insects or other small biological objects. The emphasis was put on the 
imaging of low absorption contrast objects, in vivo imaging of insects (Dammer 
et al. 2009), phase-contrast enhanced x-ray imaging (Jakubek et al. 2007), or 
energy sensitive radiography with Timepix (Dammer et al. 2011). An approach 
using the Timepix detector for x-ray phase-contrast imaging with a single grat-
ing was very promising—a novel experimental way of phase-contrast radiog-
raphy acquisition that significantly reduces the radiation dose and necessary 
acquisition time compared to double-grating methods (Krejci et al. 2011).

Research in the biomedical field at IEAP currently runs in collaboration 
with the Third Faculty of Medicine, Charles University (FM UK) and the 
Faculty of Biomedical Engineering CTU in Prague (FBME).  The micro-CT 
laboratory of IEAP is equipped with three different micro-CT systems of 
its own construction using Timepix detector technology. Two of them are 
designed for scanning with high magnification factors and provide a spatial 
resolution of approximately 5 and 1 μm, respectively. To provide sufficient 
FOV for wide range of applications, both systems are equipped with WidePIX 
detectors with silicon sensors (currently WidePIX10×5 providing a fully sensi-
tive area of approximately 140 × 70 mm and WidePIX5×4 with sensitive area 
of 70 × 56 mm). The third micro-CT system is dedicated to small animal 
imaging purposes. It is based on MARS-CT system (detailed description in 
the section dedicated to in vivo imaging) construction with additional modi-
fication performed at IEAP (Dudak et al. 2015). The modified system situated 
at joint laboratory of IEAP, FM UK, and FBME is equipped with Timepix 
Quad detector and minifocus x-ray tube with 35 μm spot size. Compared to 
the original design, it provides better spatial resolution thanks to the smaller 
focal spot, and it is capable of fully spectroscopic measurements.

In 2012, IEAP was awarded by honorable mention the 2012 International 
Science & Engineering Visualization Challenge for a contribution “X-ray 
micro-radiography and microscopy of seeds” (Sykora et al. 2013). Recent 
research is focused on utilizing noiseless photon counting to achieve suf-
ficient contrast of soft biologic tissue even without the application of dedi-
cated high-Z contrast agents (Dudak et al. 2016). Results of such research can 
be seen in Figures 8.4 and 8.5. While Figure 8.4 shows CT reconstruction of 
a PlastiMouseTM phantom scanned with an EPS of about 20 μm, Figure 8.5 
demonstrates results of a CT-scan of an ex vivo ethanol-preserved mouse 
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FIGURE 8.5
CT reconstruction of an ex vivo ethanol-preserved mouse heart scanned using a micro-CT 
setup equipped with WidePIX10×5 PCD and Hamamatsu microfocus x-ray tube; volume ren-
dering presented in false colors system (left) and four selected transversal slices (a–d). The 
phantom was scanned at IEAP with about 7.2 μm EPS. (From Dudak, J. et al., Scientific Reports 
6:30385, 2016.)

10 mm

FIGURE 8.4
Frontal (top) and sagittal (lower) slices of a CT reconstruction of a PlastiMouseTM mouse phan-
tom. The phantom was scanned at IEAP with approximately 20 μm EPS using a micro-CT 
setup equipped with a WidePIX10×5 PCD and Hamamatsu microfocus x-ray tube. Along with 
the skeletal system, even soft tissue structures are visualized in high contrast and detail.
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heart scanned with EPS 7.2 μm. In the case of ex vivo scans, higher resolution 
and overall higher data quality can be achieved compared to in vivo mea-
surements, as scan time and the delivered dose are no longer key parame-
ters. In the future—with continuous technology development—ex vivo x-ray 
imaging of soft biologic tissue may become one of the complementary tools 
to conventional tissue histology.

8.4.1  In Vivo X-Ray Imaging

The first commercially available micro-CT system based on PCD dedicated 
for biomedical imaging is MARS-CT (Medipix All Resolution System) devel-
oped by the University of Canterbury, New Zealand (Zainon et al. 2010; Walsh 
et al. 2011). Since MARS-CT used the Medipix3 chip in Quad configuration, 
it has also been the first available spectral x-ray scanner using PCD technol-
ogy. In the so-called spectroscopic mode, the detector provides an array of 
256 × 256 pixels with 110 μm pixel pitch. The gantry construction allows for 
the adjustment of the magnification factor within the range of approximately 
1.2–2. The FOV of a Quad sensor is, therefore, about 14–23 mm. Nevertheless, 
the detector position is also adjustable, and the FOV can be effectively wid-
ened up to 100 mm. Obviously, the scanning of several projections with dif-
ferent detector positions is necessary in each angular position of the gantry. 
The MARS-CT system was successfully tested using both phantom objects 
and real biomedical samples. Today, MARS-CT exploits the capability of the 
Medipix3 detector to acquire data in several energy bins, and it is being used 
for preclinical research (Aamir et al. 2014; Rajendran et al. 2017).

Another CT system dedicated to small animal imaging utilizing PCD tech-
nology was developed in France as a cooperative project of four research facili-
ties. The system is called PIXSCAN and it is based on the use of the XPAD3 
detector (Delpierre et al. 2007b). The first prototype was built with an XPAD2 
detector module composed of eight one-by-eight detector modules (total area 
of 68 × 65 mm). Gaps between individual chips, unfortunately, could not be 
avoided as each sensor is surrounded by a guard ring. Since the sample holder 
is positioned in the center between the source and the detector, the EPS of 
obtained projections is 165 μm. The construction of the prototype is unusual, as 
the sample is mounted to a rotation stage. Conventional CT systems dedicated 
to small animal imaging use a rotating gantry to maintain natural and stable 
position of the sample. In the case of PIXSCAN, the sample—a mouse—is hung 
along a vertical carbon axis mounted to the rotation stage. Despite the unusual 
construction, the PIXSCAN system has been used for noninvasive in vivo visu-
alization of the development of lung cancer in mice (Debarbieux et al. 2010).

8.4.2  Multimodal Imaging Systems

Multimodal imaging systems have been grabbing increased attention in 
biomedical and preclinical research as they simultaneously provide both 
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anatomical and functional information. Several attempts utilizing PCDs in 
multimodal imaging systems have been made. XPAD technology was used 
for the design and development of a hybrid PET/CT system (Khodaverdi 
et al. 2007; Nicol et al. 2009; Hamonet et al. 2015). A CT unit based on XPAD3 
was combined with modified ClearPET–positron emission tomography sys-
tem for scanning small animals developed by the Crystal Clear Collaboration 
(Ziemons et al. 2005). The system uses a partial ring of PET detectors shielded 
against the scattered x-radiation and an x-ray CT unit sharing the same FOV. 
The installed XPAD3 detector consists of an array of 560 × 960 pixels with 
130 μm pixel pitch. In contrast to the PIXSCAN, the hybrid PET/CT system 
was designed with a rotating gantry construction, which is much more con-
venient for in vivo measurements.

As was stated in the first paragraph of the application section, PCD technol-
ogy is also used for different imaging applications than x-ray radiography. A 
prototype of a magnetic resonance imaging (MRI) compatible single photon 
emission computed tomography (SPECT) unit utilizing PCD was developed 
and built at IEAP (see left part of Figure 8.6; Zajicek et al. 2013). In contrast 
to various common multimodal combinations (i.e., PET/CT, SPECT/ CT), the 
design of a multimodal imaging system containing an MRI unit is a much 
more complicated task due to the presence of an intensive magnetic field 
(approximately 5–18 Tesla in the small animal scanners). Conventional 
SPECT detectors with scintillation crystals and photomultipliers are not 
capable of working in such magnetic fields. Moreover, the collimators used 

SPECT setup Tungsten
collimator

RF coil Timepix chips with
CdTe sensors

FIGURE 8.6
Prototype of an MRI-compatible SPECT module based on Timepix detection technology devel-
oped at IEAP (left). The SPECT unit inserted in the Bruker BioSpec 47/20 MR animal scanner 
gantry (right). (Courtesy of Jiří Zajíček, IEAP.)
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for SPECT measurements are normally fabricated from conductive materials 
and that would cause disturbances of MRI signals.

The SPECT unit for the MRI-SPECT system developed at IEAP is built 
of plastic components holding a set of Timepix detectors with 1 mm thick 
CdTe sensors equipped with MRI-compatible collimators fabricated from 
tungsten and an integrated radiofrequency (RF) coil. The whole SPECT unit 
was designed to be compatible with the Bruker BioSpec 47/20 MR animal 
scanner. During the testing it was found that the high-power RF pulses of 
the MRI system influence the electronics of the Timepix readout system. 
Also DC power sources and frequencies used in Timepix readout electron-
ics interfere with resonance frequencies sensed by the MRI system disturb-
ing the reception of the MRI signal. Therefore, it has not yet been possible 
to perform simultaneous MRI and SPECT measurements. The functionality 
of the designed prototype has been successfully tested by consecutive mea-
surements using phantom objects and is now in further development with 
optimization aimed mostly to avoid mutual interferences of both MRI and 
SPECT units in the multimodal imaging system.

8.5  Material Sciences

Fast data readout and especially energy discrimination capability of PCD 
open wide application fields in material engineering and industry. In these 
fields, the use of novel sensor materials (CdTe, CdZnTe, GaAs) for PCDs is 
extremely favorable, as the use of higher photon energies is frequently nec-
essary, e.g., 1 mm CdTe sensor provides high quantum efficiency for pho-
tons up to 100 keV. Such properties open new possibilities as high-energetic 
and penetrating radiation can be used for scanning. In the field of material 
engineering, x-ray micro-CT has become a popular tool used for inspection 
of composite materials. Composites are used, i.e., in the aeronautic indus-
try as extremely lightweight and strong components can be built by com-
bination of several materials into a composite. Micro-CT techniques can 
help with the evaluation of production quality as any inner imperfections 
can be easily visualized. Further, energy sensitive imaging is very helpful 
in this field, as it enables material decomposition of investigated objects 
(Pichotka et al. 2015).

Nevertheless, even in the field of material sciences, the capability to 
obtain enormously high CNR is still of high importance. Interesting results 
on the edge between biomedicine and material engineering achieved 
using high-resolution x-ray imaging with PCDs have come from the 
Centre of Excellence Telč (CET), Czech Republic, where the largest ever 
built Timepix detector (WidePIX10×10 consisting of 100 individual Timepix 
chips) is operated. Results of research focused on x-ray microtomography 
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of biocompatible bone scaffolds fabricated from nanoparticulate bioactive 
glass reinforced gelan-gum (GG-BAG) have been carried out (Kumpová et al. 
2016). Since GG-BAG is a material with very low x-ray absorption, PCD 
technology seems to be an ideal tool for achieving sufficient contrast dur-
ing the CT scan. Results of the research show that PCD technology gains 
three times better detail detectability than flat-panel detectors and, there-
fore, provides much more precise information about the inner structure of 
biocompatible bone scaffolds.

8.6  Cultural Heritage

In the field of cultural heritage, x-ray radiography is an extremely valuable 
tool for the inspection of historical artifacts or artworks. Since these objects 
are usually very rare, only noninvasive investigation methods are allowed. 
X-ray radiographic methods are, therefore, ideal techniques to obtain valu-
able information about their internal structures. Knowledge about internal 
structures of pieces of art helps restorers to reveal, e.g., repaints, previous 
restoration interventions, inner damages, etc. Frequently, radiographic mea-
surements of pieces of art are performed on medical or industrial radio-
graphic and CT systems since there have not been any imaging systems 
available dedicated directly to imaging of cultural heritage artifacts. In many 
cases, the results are not satisfactory, as these systems are optimized for dif-
ferent types of objects.

The use of a large area PCD offers all required properties—large FOV, 
high contrast, and high resolution. Proof of concept measurements had 
been carried out at IEAP and CET using their high-resolution x-ray 
imaging setups (Zemlicka et al. 2014). Later, two x-ray imaging systems 
dedicated to high-resolution x-ray radiography of painted artwork were 
designed and built at IEAP in cooperation with the Academic Materials 
Research Laboratory of Painted Artworks (ALMA) of the Academy of Fine 
Arts in Prague (AFA). Both setups provide a FOV of up to 100 × 100 cm. 
One of them is meant to be stable and is situated in a shielded cabinet 
at ALMA. The second has a modular portable construction and is dedi-
cated for measurements in situ because, in some cases, paintings cannot 
be transferred to the laboratory. Figure 8.7 shows the scanner operated at 
ALMA (top right) and a high-resolution radiography of a technological 
copy of seventeenth century Flemish painting with partially overpainted 
original motive (Zemlicka 2016). The radiographic projection presented in 
the bottom row of Figure 8.7 restores the information from hidden layers 
of overpainted parts of the artwork. The obtained image consists of an 
array of 10942 × 8358 pixels (approximately 91.45 megapixels) with spatial 
resolution of about 50 μm.
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FIGURE 8.7
Scanning of a painting in the shielded cabinet dedicated to x-ray imaging of painted art oper-
ated at ALMA, AFA Prague  (top left). (Photo courtesy of J. Hradilova.) Technological copy 
of seventeenth century painting with partial overpainting designed and created in ALMA, 
AFA Prague (top right). High-resolution x-ray radiography of the technological copy (bottom). 
(Courtesy of J. Hradilova, ALMA, AFA Prague; and J. Zemlicka, X-ray radiography/tomography 
combined with x-ray fluorescence spectroscopy for position sensitive elemental analysis of 
studied objects,” PhD Thesis, Czech Technical University in Prague, 2016.)
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8.7  Nanoscale Imaging

Besides a number of widely tested micro-CT systems, PCD technology has 
also been used in the development of x-ray imaging devices with spatial res-
olution deeply below the 1 μm level. German company Fraunhofer IIS and 
Technology has been working on the development of a laboratory-scale x-ray 
microscope and two different nano-CT x-ray imaging systems. All devel-
oped devices provide a spatial resolution at a level of 150 nm. As the sources 
with an extremely small focal spot provide low photon flux, all developed 
systems have been equipped with PCDs as PCD technology is, thanks to the 
noiseless operation, a perfect solution for data acquisition with long expo-
sure times.

The first attempt was an x-ray microscope (Nachtrab et al. 2011). The nano-
focused source was built using an electron gun with electron optics from a 
microprobe analyzer and a thin transmission tungsten target. According to a 
simulation using a 0.1 μm thick target, focal spot at a level of 50 nm had been 
expected; however, the experimentally achieved value was 154 nm. The x-ray 
microscope was equipped with a Medipix2 MXR in Quad configuration. The 
system was designed to be able to scan samples with magnification factors 
up to 1000 and to provide an EPS of 55 nm.

The next two approaches have been aimed at bringing a CT-system with 
submicron resolution and a large FOV. As a large FOV is required, magnify-
ing geometry is again used instead of x-ray optics. The NanoXCT is equipped 
with a commercially available nanofocus x-ray tube with a 100 nm focal spot 
(Nachtrab et al. 2015). It was designed with a modular detector composed of 
four Timepix Hexa assemblies. The full detector, therefore, provides a sensi-
tive area approximately 170 × 28 mm (3072 × 512 pixels). The FOV is adjustable 
within the range from 0.15 to 16 mm (from 50 nm to 5.5 μm effective pixel size).

Later, another nano-CT setup had been introduced (Stock et al. 2016). Since 
it was designed for 3D characterization of metal structures, a Pixirad PCD 
with a CdTe sensor was used. The sensor area is 61.8 × 25 mm (1024 × 476 pix-
els). Similar to the x-ray microscope, it is based on use of an electron gun as 
the source of electrons. As a target, tungsten film or a tungsten needle with 
fine-etched tip is used. Both target and sample are placed in a vacuum cham-
ber while the detector is outside the vacuum behind a thin beryllium window 
(see the scheme in the top left corner of Figure 8.8). The top right and lower 
row of Figure 8.8 present the results obtained using the nano-CT system 
(“Nano CT of an Alloy”). Results of tomographic reconstruction revealing 
the crystal structure of an AlCu21 (mass%) outperform conventional micro-
focus systems by means of spatial resolution. Thanks to an enormously high 
resolution, three different metal phases are clearly distinguishable within the 
sample. The measurement was taken with a 150 nm voxel size and 450 nm 
spatial resolution (FWHM of the PSF). The dataset consisted of 600 projec-
tions with 15 min acquisition time per single projection. As a tungsten film 
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was used as the target in this case, the spatial resolution could be further 
improved by using the tungsten needle instead.

As has already been mentioned earlier, the inevitable drawback of a source 
with extremely small focal spot is very low beam intensity. In the case of pre-
sented imaging systems, the photon flux is just tens of counts in each pixel per 
second. That leads to very long acquisition times compared to common micro-
resolution systems. To achieve sufficient CNR, acquisition time from minutes 
up to tens of minutes is necessary. PCD technology is especially usable for such 
applications as the detected signal is not negatively affected by dark current and 
other noise sources. Regardless of the extremely long scan times, all presented 
devices achieve extreme spatial resolution compared to widely available x-ray 
micro-CT systems. Currently, such devices are perfectly suitable for material sci-
ence objects, since the samples in this field are typically stable in time and can be 
prepared in proper size and shape suitable for a nano-CT scan.

Vacuum chamber
X-ray detector

Beryllium window X-ray beam

Electron beam

Object Target

Manipulator

25 µm

FIGURE 8.8
Scheme of the nano-CT scanner (top left) and reconstruction of a sample of AlCu21 (mass%) 
alloy—selected slice from the reconstructed dataset (top right) and volume rendering of seg-
mented data (bottom row). Colors of the segmented data represent the α-aluminum phase 
(gray), aluminum in eutectic (blue), and Al2Cu intermetallic phase (orange). (Courtesy of 
Fraunhofer ISS and Technology, Nano CT of an Alloy.)
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8.8  Conclusions

Although PCD technology was originally developed for particle tracking 
and for use in large-scale experiments in the field of high-energy physics, 
it has proven to be a powerful tool for high-resolution x-ray imaging as 
well. The latest generation of PCDs is fully competitive with conventional 
x-ray imaging detectors by means of spatial resolution or sensitive area. 
Furthermore, PCDs feature additional unique properties making them espe-
cially suitable for some applications—namely, x-ray imaging of low contrast 
objects, scanning with low beam intensity, or energy sensitive radiography 
and tomography. A number of built and experimentally tested x-ray imaging 
systems show that PCDs fulfill requirements for in vivo biomedical imaging, 
where the crucial parameters are scan time and delivered dose, as well as for 
imaging with resolution deeply below 1 μm. Since PCD technology is very 
versatile, it has also been successfully used for other imaging modalities like 
single photon emission tomography.

Further research and development of PCD technology is still being car-
ried out. An intensively investigated question is the substitution of silicon 
sensors, still being the first and most common choice, by sensor materials 
consisting of high-Z elements to improve quantum efficiency for higher pho-
ton energies. On the other hand, the production of CdTe or GaAs sensors 
is nowadays complicated compared to silicon, and even their stability and 
response uniformity is still worse than that of a silicon monocrystal. The 
compensation of undesirable behavior of these new sensor materials is being 
intensively investigated.

Currently PCDs achieve great results in the field of biomedical and pre-
clinical research where a virtually unlimited dynamic range and single 
photon counting helps to improve the CNR within radiographic projections. 
Energy sensitivity enables recognizing different materials within a complex 
object and performing material decomposition. It is possible to clearly iden-
tify different types of soft tissue, calcified structures, recognize specific con-
trast agents in the biological sample, etc. Energy sensitive x-ray imaging is 
extremely useful even for material scientists since a number of various com-
posite materials are being developed for use in the industry, and 3D analyses 
of their inner structures are highly demanded.

Although PCDs used to be purely experimental technology a few years 
ago, recent development has resulted in an establishment of several com-
panies offering various PCD-based detectors as commercial products 
and, moreover, a complete Medipix3-based micro-CT system has become 
available as well. The unique properties of PCD technology have been 
proven as advantageous and are in demand in application field. As con-
tinual research and development constantly improves parameters of 
PCDs, further expansion in the field of imaging can be expected in the 
future.
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9.1  Introduction

Conebeam CT (CBCT) is an imaging technique that employs a divergent 
x-ray source and usually a large-area flat-panel detector to form a cone-
shaped exposure to the imaged object. Such a configuration guarantees the 
volume coverage of one large object and achieves the volumetric imaging 
within one single scan. The first CBCT scanner entered the market in 1996 
as the dental scanner by NewTom Corp. Subsequently, CBCT was extended 
to multiple clinical applications, including implantology, orthopedics, inter-
ventional radiology, and radiation oncology.

In the past two decades, continuous efforts have been devoted to improv-
ing the image quality of CBCT and reducing the imaging dose used. As 
one of the major issues seen in the development of CBCT, low-frequency 
shading artifacts are commonly observed in CT images and give rise to 
inaccurate CT numbers and spatial non-uniformity. These artifacts may 
lead to degraded image quality, which hinders the clinical application of 
CBCTs from image guidance and diagnosis. Shading artifacts are the con-
tradiction between ideal reconstruction assumptions and realistic physi-
cal complications in the CT imaging process. These physical complications 
include scatter contamination (Siewerdsen et al., 2006), beam-hardening 
effect (Hsieh et al., 2000), photon starvation (Mori et al., 2013), detector lags 
(Tanaka et al., 2010), etc.

Among all these complications, scatter contamination, beam hardening, and 
photon starvation effects are the major error sources (Grimmer and Kachelriess, 
2011). As the number of scatter photons increases significantly with the enlarged 
illuminated volume, scatter contamination becomes more severe in the CT 
images acquired with large cone-angle geometry. For example, on-board CBCTs 
using large-area flat-panel detector (e.g., 40 × 30 cm2) is widely utilized in image-
guided radiation therapy (IGRT) for patient setup. The z-axis extent of CBCT 
images is over 15 cm and image quality is greatly degraded by high scatter-to-
primary ratio (SPR). Without scatter correction, the SPR was reported to reach 
approximately 2 on a midsize volume, and the CT number error was as high as 
300 HU around the pelvis region (Niu et al., 2010). The beam-hardening effect 
also leads to low-frequency shading artifacts, especially in the area composed 
of the same or comparable material due to the nonlinear attenuation of x-ray 
beam penetrating the object (Hsieh et al., 2000). Low-dose CT imaging using low 
tube current and/or low kVp protocols will suffer from photon starvation when 
dense areas (e.g., bony structure) are scanned (Mori et al., 2013).

Accumulated imaging dose is another concern for the clinical use of CBCT. 
For example, low-dose imaging techniques can substantially facilitate the 
use of on-board CBCT imaging in IGRT for treatment guidance, as the accu-
mulative imaging dose during the radiation treatment course of 4–6 weeks 
may reach an unacceptable level of 100–300 cGy using a conventional recon-
struction method (Niu and Zhu, 2012). Thus, the algorithms integrating the 
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imaging physics and prior information of the CT image into the reconstruc-
tion are currently under investigation in low-dose CBCT imaging.

In this chapter, CBCT equipment and imaging schemes for medical appli-
cation were reviewed. This chapter was focused on the hardware structure, 
relevant reconstruction algorithms, and the related improvement methods 
in image quality.

9.2  Hardware Implementation of a Table-Top CBCT System

The structure of a CBCT scanner usually includes an x-ray tube and a gen-
erator, a flat-panel detector, and the mechanics and electronic control system 
as shown in Figure 9.1. For simplicity of mechanical design, a table-top CBCT 
for lab use applies rotational stage instead of complicated mechanical gantry 

(a) (b)

Flat-panel
detector

Rotation
stage

X-ray tube

Mechanical
support

FIGURE 9.2
Table-top CBCT scanner installed in the medical imaging lab at Zhejiang University: 
(a) mechanical drawing; (b) photograph.

X-ray tube Object Flat-panel detector

FIGURE 9.1
Illustration of the CBCT system.
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as shown in Figure 9.2. During the scan, the x-ray tube and the flat-panel 
detector keep stationary while the stage is rotating to acquire the incident 
photons from different angles.

Parameters of an x-ray tube, including tube voltage, tube current, expo-
sure mode, and exposure time, are controlled by the console of the high-
voltage generator. In the scan process, the x-ray tube generates large amounts 
of x-ray photons. After the attenuation of the object, the remaining photons 
are detected by the flat-panel detector and converted into electrical signals. 
Each pixel in the detector accumulates the total energy of x-ray photons pen-
etrating the object and deposited into the pixel. Intensity distribution on 
the detector is, hereafter, referred to as projection. Projections from differ-
ent x-ray incident angles are required to generate high-quality CT images 
according to the CT reconstruction theory. As such, the object is rotated by 
the stage, and sequential projection data are acquired in the table-top CBCT 
setting. Once sufficient projections are measured, the data are transferred 
into the computer for image reconstruction.

Due to the high volume of projection data acquired, the computer in the 
reconstruction is usually equipped with high-performance graphics pro-
cessing unit (GPU) to improve the computation speed. To achieve more flex-
ibility, the system allows linear movements of the x-ray tube to adjust its 
location with respect to the isocenter of the CBCT system. The position of 
the flat-panel detector is more flexible and is adjustable in three dimensions. 
Stepper motor can be operated in the motion control system with its easy 
operation and satisfactory spatial resolution accuracy. The instructions of the 
motion control are sent via serial port to tune the rotation speed of the stage, 
and the positions of the detector and x-ray tube. The major components of a 
typical table-top CBCT scanner are described as follows.

9.2.1  X-Ray Tube

The x-ray tube is used to generate x-ray photons for CT imaging. In the afore-
mentioned table-top CBCT scanner, an x-ray tube with rotating anode and a 
14° tungsten rhenium molybdenum graphite target was used. Two focal spots 
with the dimensions of 0.4/0.8 mm are available. The maximum input DC volt-
age is 150 kV and the maximum heat capacity is 450 kJ (equivalent to 600 kHU). 
The tube can be operated in two modes: pulsed or continuous exposure mode. 
In the pulsed mode, the x-ray tube produces x-ray photons within the pulse 
time interval to minimize the radiation dose. The pulse length and scan time 
can be appropriately adjusted dependent on the object size and weight.

The tube is powered by a high-voltage generator, which is triggered by the 
signals from the flat-panel detector to achieve synchronous exposure. The 
high voltage is applied to the anode and cathode of the x-ray tube through 
high-voltage cables. The current in the x-ray tube is limited by the damping 
resistance. The filament controller provides a variable voltage to the large 
and small filaments of the x-ray tube to produce a variable filament current 
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to adjust the tube current and dose. The controller provides a variable three-
phase drive voltage for the motor of the x-ray tube to control acceleration and 
deceleration of the rotary anode.

In addition to the filament of the x-ray tube, a focus position control coil 
controls the position of the focus in accordance with the selected exposure 
mode during the scan. The cooling of the x-ray tube is accomplished by an 
“oil-gas” cooling device called heat exchanger. In this device, the oil pump 
circulates the insulating cooling oil between the x-ray tube and the heat 
exchanger. The heat is taken out of the tube and dissipates into the surround-
ing environment. The tube is also equipped with a sensor to measure the 
real-time temperature of the tube to invoke an alarm when the temperature 
or the cooling oil pressure is too high. A diagram of the x-ray tube is shown 
in Figure 9.3.

9.2.2  High-Voltage Generator

The purpose of the generator is to supply DC high voltage for the x-ray tube. 
The generator applied in the system can generate a maximum voltage of 
150 kV. As shown in Figure 9.4, high-voltage generators consist of three major 

W-Re

2000 W
162,000 HU/min

C
Mo 450 KJ

600 KHU

FIGURE 9.3
Structure of the x-ray tube. (Courtesy of Varian Medical System Inc., 2007.)
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components: DC circuit, main inverter, and high-voltage transformer. The 
DC circuit converts the three-phase 380 V, 50 Hz AC voltage to DC voltage 
by a thyristor rectifier and filter. The DC circuit controller generates corre-
sponding excitation pulses to control the level of the DC voltage by control-
ling the silicon controlled rectifier (SCR) conduction angle and conduction 
time. The inverter converts the DC voltage into a high-frequency alternating 
current through the thyristor bridge circuit and transports the alternating 
current to the primary of the high-voltage transformer. The SCR excitation 
pulse frequency is usually 10–20 kHz.

The high-voltage transformer mainly consists of the step-up transformer, 
high-voltage rectifier circuit, and high-voltage sampling circuit. The step-up 
transformer and the high-voltage rectifier circuit convert the high-frequency 
alternating current from the inverter into high voltage. The high-voltage 
sampling circuit samples the actual tube voltage and tube current, and then 
feeds back to the high-voltage controller. Thus, the voltage and current can 
be kept at a constant level to maintain the desired x-ray flux output.

9.2.3  Flat-Panel Detector

The detector used in the table-top system works with the radiation energy 
ranging from 40 to 160 keV and electronics housed in one package of 409.6 × 
409.6 mm2 sensitive area. The flat-panel detector captures more optical 
photons from the scintillator compared with the conventional technique, 
including the reducing lenses. The electronics are placed at the periphery 
of the sensor to avoid the direct exposure of the x-ray beam. This design 
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sampling
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FIGURE 9.4
Block diagram of the high-voltage generator.
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also increases the durability of this device in the MV source application. As 
shown in Figure 9.5, the sensors are fabricated using thin-film technology 
and placed on a single panel due to their small physical size. The sensors 
work in a similar way to the conventional photodiode array. Each pixel in 
the array consists of a light-sensing photodiode and a switching thin-film 
transistor (TFT) in the same electronic circuit (Perkin Elmer Inc., 2014).

The incident x-rays are converted by the scintillator material into visible 
light. The amorphous silicon photodiode is sensitive to visible light with sen-
sitivity similar to human vision. The charge carriers are stored in the capac-
ity of the photodiode. By turning on the gate of the TFT line in the matrix, 
the charges of all the columns are transferred in parallel to the signal output 
(Perkin Elmer Inc, 2014). All of the signals in the column are amplified in a 
customized readout multiplexer for further processing.

As shown in Figure 9.5, charge amplifiers for readout and row drivers 
for addressing the rows are placed at the boundary of the sensors. The 
readout circuit is connected to the A/D conversion component, which con-
verts analog signals into digital ones. The digital signals are then pro-
cessed in the control unit where sophisticated field-programmable gate 
array (FPGA) is applied to minimize the noise. The converted digital sig-
nals are then transferred to the computer for signal processing and image 
reconstruction.

9.2.4  Mechanics and Electronic Control System

For the simplicity of scan, the table-top CBCT for lab use applies compact 
rotation stage instead of large gantry. The stage is movable in vertical posi-
tion to adjust the height of object position. For the rotation, the stage is driven 
by a turbine-shaft structure. The structure allows the stage to maintain a 
stable rotational speed. The positions of the x-ray tube and flat-panel detector 
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FIGURE 9.5
Structure of the flat-panel detector: (a) electronic arrangement (Courtesy of Perkin Elmer Inc., 
2014.); (b) layout of the detector.
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are also movable. The x-ray tube is arranged on a guide rail and driven by 
a stepper motor to adjust the distance between the tube and the isocenter.

The position of the flat-panel detector is more flexible with three degrees 
of freedom. For adjustment in the horizontal plane, the detector is set on a 
single-axis robot, which is accurate and precise in motion control. By manually 
adjusting the guide screw supporting the detector, the height of the detector 
can be fine-tuned to align the center of the detector, the isocenter of the table-
top system, and the focal spot of the x-ray tube.

A stepper motor is applied in the scanner as the force power for its easy 
operation and high accuracy of spatial resolution. Once a pulse is received 
(“step”), the motor rotates for a fixed amount of angle. Users can set the num-
ber of subdivisions of the step. The higher the subdivision, the higher the 
moving fraction. All stepper motors used in the table-top system are con-
trolled by a stepper motor controller and a driver. The controller sends out 
the pulse signals to the driver. The driver converts the signals into current 
with high capability to drive the stepper motor.

Additionally, an encoder can be installed on the rotation axis of the stage 
to measure the rotation direction and speed. The measured codes are sent 
into the motor controller for feedback control. The stepper motor controllers 
are connected to the host computer. The instructions of the motion control 
are sent via serial port to tune the rotation speed of the stage and the posi-
tions of the detector and x-ray tube.

9.3  Reconstruction

The methods of CT reconstruction can be generally classified into two cat-
egories: analytical and iterative techniques. Analytical methods are mainly 
based on the Fourier central slice theorem. One practical analytical method 
in CBCT imaging is the filtered back projection (FBP) algorithm and its three-
dimensional extension named the Feldkamp–Davis–Kress (FDK) algorithm, 
due to its reasonable balance between high computation efficiency and 
acceptable image quality.

Analytical methods require the completeness of measured projection data 
and thus are sensitive to the fluctuation due to non-ideal physical issues, 
including the statistical noise, incomplete projection, etc. To address the 
drawbacks of the analytical methods, iterative methods have been developed 
in the past two decades. This type of method models the reconstruction as a 
mathematical optimization problem. The physical constraints are thus read-
ily incorporated into the reconstruction. Iterative techniques have several 
categories, including the algebraic reconstruction technique (ART), com-
pressed sensing-based iterative reconstruction, statistical reconstruction, 
expectation-maximization maximum likelihood (EM-ML) algorithms, etc.
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Although iterative methods can suppress the noise and resultant artifacts, 
their applications in clinics are still under investigation mainly due to the 
nontraditional image texture from nonlinear iteration and the low computa-
tion speed.

9.3.1  Algebraic Reconstruction Techniques

ARTs have been proposed for over 40 years. The main idea of ARTs is to solve a 
linear system of equations iteratively. To understand the algorithm in an easy 
way, the diagram illustrating CT imaging is shown in Figure 9.6. For  simplicity, 
the object is assumed to have only two dimensions and divided into N × N pixels.

The image of the object is defined as a vector f with each element fj, where 
j is the index of the element in the vector. The banding with shaded lines in 
Figure 9.6 shows the x-ray passing through the object. The projection data 
obtained from the flat-panel detector are discrete. Each element in the projec-
tion vector is defined as pi, where i is its index. The mathematical relationship 
between fj and pi is defined as the forward projection model and written as
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FIGURE 9.6
Diagram of CT imaging.
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where M is the total number of the detector elements, and Nd is the number of 
object pixels (in this case, Nd = N × N). wi,j is a weighting factor to represent the 
contribution of the object pixel to the forward projection. wi,j plays an impor-
tant role in the computation efficiency and accuracy of CT reconstruction.

Many methods are proposed to calculate the weighting factor wi,j in the 
literature. Three major models were briefly introduced in this chapter. In 
the first model, the x-ray is considered to be a “fat” line passing through the 
object image (Figure 9.7). BCDFGH is the intersection region of the x-ray and 
the discrete pixel. T is the physical width of the pixel. The ratio between the 
area of BCDFGH and the area of the discrete square is applied as the weight-
ing factor:
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In the second model, as shown in Figure 9.8, the width of the x-ray beam 
is disregarded. The length of intersection line segment AB is considered as 
the weighting factor:

 w li j AB, =  (9.3)
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FIGURE 9.7
Illustration of the first model.
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FIGURE 9.8
Illustration of the second and the third model.
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The third model is a simplified version of the second one. As shown in 
Equation 9.4, the weighting factor is set to be 1 when the x-ray passes through 
the square and 0 otherwise.
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For the comparison of the reconstruction time and image quality using the 
three models, Shepp–Logan phantom is applied in the simulation and the 
normalized mean square error is used to reflect the reconstruction accuracy. 
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where xi,j, yi,j refers to the gray value of the reference image and the recon-
structed image in the ith row and the jth column, respectively. Smaller q 
indicates better image quality.

As shown in Table 9.1, the reconstruction result using the first model has 
the best image quality, while it takes the longest computation time since 
each beam intersects with many pixels and most of the intersection region is 
irregular. In the third model, the reconstruction time is greatly reduced by 
simplifying the calculation of the weighting factor, while the image quality 
is the poorest due to the inaccurate approximations of the weighting factor. The 
second model shows a good balance between computation speed and image 
quality. The length of each ray passing through each pixel can be quickly 
implemented in the computer, and the calculation burden is much lower 
than that in the first model. These properties make the second model widely 
applied in CT reconstruction.

The linear equation system is solved when the weighting factor is obtained. 
When N is small, f can be solved using the direct inversion of Equation 9.1. 
Nevertheless, N is huge in CT imaging leading to the ill-posed system matrix. 
The direct inversion is thus difficult to calculate. For example, if the size of the 

TABLE 9.1

Reconstruction Time and Quality of the Three Models

Method 1 2 3

Reconstruction time (s) 23.09 15.98 14.21
Normalized mean square error 0.7749 0.7904 1.581

Source: L. Chen, Optical Instruments, 36, 142–146, 2014.
Note: The results are evaluated using the Shepp–Logan phantom with the 

dimension of 128 × 128 pixels in the 180° rotation and a total of 180 
projections.
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CT image is 512 × 512, then N × N is 262,144. A typical scan requires 328 projec-
tions with 1,024 detector elements in each projection, which means we need to 
solve 335,872 equations with 262,144 unknown variables for a two-dimensional 
image. For the three-dimensional reconstruction, the number of data set will 
be 200 times larger and the direct solution to Equation 9.1 is almost impossible.

Under this condition, the Kaczmarz method is proposed to solve the ill-
posed system matrix. To explain this algorithm, Equation 9.1 is rewritten in 
an expanded form as
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In Equation 9.5, the image is described as the form of f f f fNd1 2 3, , …( ) . The 
image is considered as a single point in an Nd-dimensional space, and each 
equation represents a hyperplane in this space. The intersection point of all 
the hyperplanes is thus the solution of the equations as shown in Figure 9.9. To 
simplify the question, two equations are considered as an example in
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FIGURE 9.9
Diagram of Kaczmarz method.
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As shown in Figure 9.9, two straight lines represent the two equations in 
Equation 9.6. Finding the solution starts with an initial guess, denoted by 
f (0), which in most cases is assigned by zero value. The initial guess will be 
projected onto the line represented by the first equation, and the correspond-
ing point is chosen to be the next starting point. Projecting this new point 
to another line will generate the third point. Tanabe (1971) proved that if 
a unique solution exists, the iterations will always converge to that point. 
These steps are continued until the convergence is achieved (Tanabe, 1971). 
In practice, there exists a positive integer K for a given small positive num-
ber ε, such that f fj

K
j

K
d

( ) ( ) , , ,− < = …−1 1 2 3ε ( )j N , when i > k. Here ε is given 
according to the required accuracy.

A mathematical expression is used to show this process:
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where w w w wi i i iNd
= …( ), ,1 2 . To make the equation more concise, we rewrite 

Equation 9.7 as
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The error between two adjacent iterations is written as
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We assume that the weighting factor is 1 if the x-ray passes through the 

pixel, and 0 otherwise. Thus, w Nik

k

N
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d
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∑ = . Ni is the number of pixels passed 

through by the ray. And the form of Equation 9.10 can be written in a simpli-
fied way as
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Then we have the steps of the iterative algorithm:

 1. Give the initial guess to the image to be reconstructed:

 f f j Nj j d= = …  , , ,( )( )0 1 2 3

 2. Calculate the estimated value of the ith forward projection:
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 3. Calculate the error:
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 where Ni is the total number of pixels (voxels) passed through by the 
ith x-ray.

 4. Correct for the jth pixel (voxel):

 f f fj j ij= +  ( )0 ∆

 5. Substitute the corrected value fj into the next equation and repeat 
steps 2–5 until all incident beams are calculated.

 6. Apply the corrected result of last iteration as the initial guess of the 
next iteration. Repeat the iteration till the stopping criteria men-
tioned above are achieved.

As shown in Figure 9.10, a common situation in image reconstruction is 
that of an inconsistent system with measurement noise. That is, the num-
ber of projections M is greater than the number of pixels Nd (M > Nd), and p1, 
p2, p3 … pm are distorted by noise. Then the solution does not converge to a 
unique point and may oscillate in the neighborhood of the intersections of 
the hyperplanes (Kak and Slaney, 2001).

When the number of projections is smaller than that of pixels (M > Nd), an 
infinite number of solutions are possible. In this case, Tanabe (1971) has rigor-
ously proven that the iterative approach described above converges to a solu-
tion named as ′fs , such that f fs

( )0 − ′  is minimized. The regularization-based 
iterative reconstruction method is proposed to solve the ill-posed problem, 
and compressed sensing (CS) technique is applied in the regularization.
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9.3.2  Compressed Sensing-Based Iterative Reconstruction Algorithm

CS is an advanced sampling theory that is capable of keeping a good image 
quality while reducing the data acquisition by 90%. Therefore, it benefits 
those clinical applications where radiation dose is a big concern.

The CS technique takes advantage of the sparsity of signal to recover the 
signal in a small number of observations precisely. The properties of CS 
technique provide a new way to the CT reconstruction with incomplete pro-
jection data as a result of the sparsity of the CT image. CS-based iterative 
reconstruction method has good performance in coping with the situation 
where the projection data are heavily undersampled and highly noisy. Many 
methods used for CT imaging are based on a CS technique such as acceler-
ated barrier optimization CS (ABOCS), alternating direction total variation 
minimization (ADTVM), adaptive steepest descent projection onto convex 
sets (ASD-POCS), and prior image constrained CS (PICCS). In this section, 
we mainly depict an advanced iterative reconstruction method with an opti-
mization framework of ABOCS.

A CT image can be sparsified through the derivative operation for the rea-
son of piecewise constant properties of the image. Total variation (TV, i.e., the 
L1 norm of the first-order derivative) is usually chosen as the objective to be 
minimized in iterative reconstruction. The image can be obtained by solving 
the mathematical optimization problem as follows:
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This is a nonlinear problem constrained by the data fidelity and image 
nonnegativity. 



f  represents the vectorized image to be reconstructed. M is 
the forward projection matrix. And b is the line integral measurement, which 
can be obtained by the logarithmic operation on the projection. Mf



− b2
2  

indicates the L2 norm of data fidelity term Mf


− b. 


f TV means the TV term 
of the image and is defined as the L1 norm of the spatial gradient image. 
The parameter ε can be explained as the difference between the predicted 
projection and the raw projection. Many factors lead to the projection errors. 
If errors caused by scatter and beam-hardening effects are corrected, the pro-
jection errors left are mostly from Poisson statistics of the incident photons. 
The error ε can thus be estimated from the projections.

In ABOCS, Equation 9.12 can be rewritten as a new form using a logarith-
mic barrier method:
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This equation is convex and can be solved using a gradient-based method. 
Equation 9.13 is actually equivalent to an optimization problem that con-
tains data fidelity with an automatically tuned penalty weight and TV term. 
ABOCS needs a little longer time than the conventional least-square form 
method where the penalty is fixed. Despite this, it provides convenience to 
the practice to using consistent algorithm parameters.

A first-order Nesterov algorithm is used to solve this equation since it 
has monotonic convergence at the optimal rate among all the first-order 
approaches when the objective function has a Lipschitz continuous gradient 
(Nesterov, 1983). It is difficult to use the Nesterov algorithm directly since the 
Lipschitz constant (L) and the strong convex constants (σ) required by this 
method are difficult to compute. To solve this problem, the unknown param-
eter Nesterov (UPN) method is employed. The L value is estimated by apply-
ing a backtracking line search and σ is adjusted using a heuristic formula 
with each Nesterov iteration (Jensen et al., 2011). The backtracking strategy 
estimates the Lipschitz constant by iteratively increasing the estimate until 
the continuity of the objective function is satisfied. The decremental σ value 
is chosen when it satisfies the convexity condition of the objective function 
at each iteration.

Another difficulty to using the Nesterov algorithm directly is that the 
logarithmic term in the objective in Equation 9.13 is not differentiable at the 
location where 0 5 2

2. *Mf b


− = ε. To solve this issue, the objective function is 
modified around and outside the singular point without affecting the solu-
tion of the optimization framework. As shown in Figure 9.11, a linear func-
tion (dashed line) with a large and finite positive slope is used to replace the 
segment of the logarithmic function (solid line) that has infinite values.
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The modified logarithmic term is thus written as
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 and Δ is a user-defined parameter that controls the slope 

of the linear function.
The resultant objective function becomes
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and the optimization problem (Equation 9.13) is rewritten as

 f* min F(f) s.t., f
�� � �

= ≥arg 0  (9.16)

Equation 9.16 is then solved using the modified Nesterov algorithm.
Figure 9.12 shows the reconstruction results of the Catphan©600 phantom. 

With 60 projection views (about 17% of the total 362 projections from a short 
scan), the FBP reconstruction has severe view-aliasing artifacts, and the 
relative reconstruction error (RRE) compared with the full-view reconstruc-
tion is about 15% (Figure 9.12a and b). The ABOCS reconstruction using the 
modified Nesterov algorithm achieves a comparable full-view image quality 
(Figure 9.12c) as that of FBP, and effectively suppresses the view-aliasing arti-
facts when the projection views are reduced to 60 (Figure 9.12d).

Fdata

–log(ε – u) T
u/∆ – c

O ε – 1 ε – ∆ε u   0.5·||Mf – b||2

FIGURE 9.11
Illustration of the modified logarithmic term. (From T. Niu et al., Phys. Med. Biol. 59, 1801–1814, 
2014.)
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9.4  Scatter/Shading Correction in CBCT

In CBCT, shading artifacts of dominantly low-frequency components are 
mainly caused by scatter contamination, uncorrected beam-hardening 
effects, and other nonlinearity conditions. These artifacts in CBCT will lead 
to inaccurate CT numbers, contrast loss, and spatial non-uniformity, which 
hamper the advanced clinical applications of CBCT. As the major factor of 
shading artifacts, scatter contamination has drawn a lot of attention. In this 
section, we briefly introduced several scatter correction algorithms.

The low-frequency errors are extracted using image processing techniques 
either in the image or projection domain. These methods are mainly based 
on prior knowledge or strong assumptions with generality. For instance, 
Brunner et al. (2011) proposed a prior constrained scatter correction method 
assuming a CT image consists of a series of weighted basis images. Li et al. 
(2011) proposed an image-domain correction algorithm based on the piece-
wise constant property of CT images. Here, the work of Niu et al. (2010) on 
scatter correction is taken as an instance for prior knowledge-based method.

Owing to its small inherent scatter signals and accurate detectors, diag-
nostic multidetector CT (MDCT) is widely applied in radiation treatment as 

(a) FBP, N = 362 (b) FBP, N = 60

(c) UPN, N = 362 (d) UPN, N = 60

FIGURE 9.12
Reconstructed Catphan©600 images in a 200° short-scan mode: (a) FBP: using 362 views; 
(b) FBP: using 60 views; (c) ABOCS: using 362 views; and (d) ABOCS: using 60 views. Window 
level: [-600 400] HU. (From T. Niu et al., Phys. Med. Biol. 59, 1801–1814, 2014.)
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planning CT (pCT). In Niu’s work, the pCT images are used as “free” prior 
information to correct for the shading artifacts in CBCT (Niu et al., 2012). As 
shown in Figure 9.13, the method can be roughly divided into three steps. 
The first-pass CBCT images are reconstructed from the raw projections with-
out correction. Then, the pCT images of the same patient are calibrated to 
translate the CT numbers to linear attenuation coefficients. In the third step, 
after the deformable registration between the calibrated pCT and the cor-
rected CBCT, the deformed pCT can be filled with gas pockets optionally to 
match the geometry of gas pockets in CBCT images better. Then segmented 
couch from the corrected CBCT image is added into the pCT image, which 
is also optional. After the preparation, the correction for artifacts in CBCT 
can be implemented using the pCT-based correction algorithm. The iteration 
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of the pCT-based correction method is repeated till the estimated projection 
error converges to a stable value.

As shown in Figure 9.14, the raw projections are first reconstructed to 
CBCT images. Then the calibrated pCT images, where the affine function 
is used as calibration formula, are spatially registered to the CBCT images. 
The simulated projections are obtained via the forward projection of the reg-
istered pCT data. The subtraction of the simulated projection from the raw 
projection with the same projection angle contains the main low-frequency 
scatter signals and primary signal differences between the pCT and the 
CBCT scans.

Due to the registration errors from deformation, these primary signal dif-
ferences are mostly high frequency. Thus, the scatter signals can be readily 
estimated from these blended components by low-pass filtering or smoothing. 
Finally, the estimated scatter is subtracted from the raw CBCT projections 
and scatter-corrected CBCT images are reconstructed. Note that, as a post-
processing method, the proposed algorithm cannot estimate high-frequency 
statistical errors in the projections, and the scatter noise is, consequently, left 
in the corrected images.
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The performance of the proposed pCT-based method is determined by the 
smoothing step of generating the estimated scatter. In principle, the small 
low-contrast discrepancy cannot be carried over at the process of registration 
and filtering. Thus, the implementation of the scatter correction can be effec-
tive as long as the high-contrast objects are well matched between the pCT 
and the CBCT images. The proposed correction method aims at not only 
scatter contamination but also the low-frequency components of other errors 
from beam-hardening effects, detector lag, and detector nonlinear gain.

Nevertheless, these methods are overly dependent on the prior knowledge, 
and the application is confined to certain clinical circumstances. For exam-
ple, pCT of a patient is routinely scanned for treatment planning purpose. 
The patient position is not reproducible to a high degree of accuracy from 
pCT to CBCT scans and may cause a considerable amount of motion uncer-
tainty in shading correction. More general shading correction schemes with-
out prior knowledge are proposed. For instance, Wu et al. (2015) proposed an 
iterative CT shading correction method based on the general knowledge and 
obtained satisfactory results. Without depending on prior knowledge, the 
proposed method is only assisted by general anatomical information.

Figure 9.15 shows the workflow of the proposed iterative shading correc-
tion scheme (Wu et al., 2015). Reconstructed CT image or raw projections 
are chosen as the input data. After subtraction of the ideal template image 
from the reconstructed CT image, the residual image containing various 
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error sources is generated. Via the forward projection, the noncontinuous 
and low-frequency shading artifacts in the residual image turn into low-
frequency signals with continuity in the line integral domain. Then, the 
shading errors are estimated by low-filtering the integral. By reconstruc-
tion, the compensation mask can be obtained from the estimated errors. 
The corrected image is obtained after adding the “demonstration” and the 
compensation mask. Until the variation of residual image is minimized, the 
iteration is processed.

Due to the severe shading artifacts in the CT image, tissue segmentation is 
inefficient or even impossible. Thus, an initial image with shading artifacts 
suppressing can be added into the iterative process as an option. Figure 9.16 
shows the flow diagram of the initial image generation. In this study, pelvis 
patient data using a half-fan bowtie filter are selected as an example of severe 
shading artifacts around the periphery of the image. After the reconstruction 
from the modulated flat-field projections, we can get an initial bowtie mask. 
Due to the high performance on detection and elimination of the bright cir-
cle around the periphery of this mask, Hough transform is used to eliminate 
the artifacts outside the field of view. After the combination between the raw 
CBCT image reconstructed from the raw projections and the transformed 
bowtie mask, we can get the final corrected CBCT image.

The initial image without bowtie artifacts is obtained by

 I I Minit uncorr= + α  (9.17)

where M is the bowtie mask, Iuncorr is the uncorrected CBCT image, and α is 
the scaling factor for each slice. Generally, the same tissue has comparable 
CT numbers, and a sharp peak usually exists in the histogram of a specific 
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Workflow of generating the initial image. (From P. Wu et al., Phys. Med. Biol. 60, 8437–8455, 
2015.)
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tissue. Based on the above two points, the scaling factor is formulated as a 
mathematical optimization problem to minimize the peak value of the his-
togram, and is written as

 

α α

α α

= − +( )( )
− ≤+

arg min max hist( )

s.t . (

I M

b j

uncorr

j j1 == 1 2, , ..., )n
 (9.18)

where |αj+1 − αj| ≤ b is the continuity constraint, which maintains a smooth 
transition of αj from adjacent slice. b is the smoothness upper bound, which 
is empirically set as 0.05 in the study.

Without prior knowledge from high-quality MDCT images or strong 
assumptions on the CT image, the iterative correction method preserves 
the CT anatomical information well. Thus, the structure of the CT image is 
dependably kept up without bias toward the prior information. It is practical 
and attractive as a general solution to CT shading correction. Likewise, with-
out prior knowledge of the imaged object, the scatter correction for full-fan 
volumetric CT using a stationary beam blocker achieves high scatter estima-
tion accuracy (Niu et al., 2011).

In the conventional measurement-based method, the primary signal 
loss is inevitable. It cannot be applied into the clinical application well 
without the compensation for the primary data loss. In Niu’s studies, sim-
ilar to the conventional measurement-based method, the same imaging 
geometry is employed. And the sparse x-ray beam blockers are inserted 
between the x-ray source and the object (Niu et al., 2011). In a full-fan CT 
scan, one projection line through the object may be measured multiple 
times. Without considering the noise and measurement errors, we can 
block some of these redundant rays and maintain the reconstructed CT 
image quality.

If we can allocate the areas appropriately, the blocked data can only con-
tain redundant rays. Figure 9.17 shows the geometry of the CBCT scanner 
and the blocker, which looks like a “crossing-finger” shape. Each half of the 
detector is respectively blocked in the vertical direction by horizontal strips. 
They are vertically shifted from the left to right sides circularly. Similarly, 
owing to the same half-blocking pattern, reconstruction from the blocked 
horizontal lines can also be precisely obtained. In the design of the blocker, 
for simplicity of description, two approximately redundant rays are referred 
as one conjugate ray pair, whether they are in the midplane or not.

As illustrated in Figure 9.18, the proposed reconstruction with the inser-
tion of the “crossing finger” is coherently explained. After scatter correction, 
the line integral projection images pm can be generated via interpolation on 
the blocked primary, p0. And after being reconstructed using a conventional 
half-fan reconstruction algorithm, the left and the right half-fan CT images 
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are merged together finally. Note that the final image combination formula 
can be written as

 I I w I wf l r= + −( )1  (9.19)

where If is the final merged image, Il and Ir are the left and right half-fan CT 
images, respectively, and w is an intermediate function to quantify the image 
quality of two half-fan images.
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Observably, the effective scatter correction and accurate reconstruction are 
achieved in this method. Compared to the existing methods, it enables sim-
ple and efficient scatter correction without increasing scan time or patient 
dose. Since the primary signals are considered to be approximately redun-
dant in a full scan, the image quality is preserved even with primary signal 
loss.

9.5  Clinical Applications

9.5.1  Dental Practice

Dental CBCT generates the three-dimensional (3D) images as done by con-
ventional CT. The 3D imaging capability will benefit clinicians in diagnosis, 
treatment planning, and evaluation. A literature review shows that CBCT 
has been widely utilized in oral and maxillofacial surgery, endodontics, 
implants, and orthodontics (Hadi et al., 2012).

9.5.1.1  Oral and Maxillofacial Surgery

Oral and maxillofacial surgery specializes in treating the diseases, injuries, 
and defects in the head, neck, face, jaws, and the hard and soft tissues of the 
oral and maxillofacial region.

CBCT imaging plays an important role in oral and maxillofacial surgery. In 
the past, Same-Lingual Opposite-Buccal Rule (SLOB Rule) was used to deter-
mine the location of a known or unknown object on intraoral radiographs 
by comparing two periapical radiographs taken from different directions. 
3D images are more precise in the determination of not only the exact loca-
tion and the extent of jaw pathologies but also the relationship of these teeth 
to vital structures. Additionally, the structural superimposition is avoided, 
which cannot be removed in panoramic images. The ability of accurate mea-
surements of facial distance makes CBCT a prevalent tool in the planning 
of orthognathic and facial orthomorphic surgeries and the evaluation of the 
outline of the lip and bony regions of the palate.

9.5.1.2  Endodontics

Endodontics encompasses the study and practice of the basic and clinical 
sciences of the biology of the normal dental pulp. In addition, endodontics 
includes the etiology, diagnosis, prevention, and treatment of diseases and 
injuries of the dental pulp along with associated periradicular conditions.

CBCT imaging is a practical tool in detecting periapical lesions and view-
ing root fractures because of its high spatial resolution. The 3D scanning 
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of a tooth allows for accurately measuring the depth of dentin fracture. 
Moreover, CBCT is also used presurgically to determine the proximity of 
a tooth to adjacent vital structures, execute precise measurement, and iden-
tify the anatomy of the area. When applied in diagnosing periapical lesions, 
CBCT imaging also has the ability of early detection of inflammatory root 
resorption that is almost impossible in conventional 2D radiographs.

9.5.1.3  Implant Dentistry

A dental implant is a surgical component that interfaces with the bone of the 
jaw or skull to support a dental prosthesis such as a crown, bridge, denture, 
or facial prosthesis, or to act as an orthodontic anchor.

CBCT images offer invaluable information when it comes to the assessment 
of implant dentistry. The 3D images are beneficial in developing treatment 
planning and preventing adjacent vital structures from superfluous damage. 
The proposed implant will also be the optimal selection in height and width 
due to the capacity of CBCT in quantifying the shape of the alveolus and mea-
suring the accurate implant location. The fact that the dentists have a better 3D 
visualization than 2D radiography is very beneficial. As a result, the percent-
age of accidents in the implant surgery is significantly reduced. In addition, 
CBCT imaging also plays a role in postsurgical evaluations of bone grafts.

9.5.1.4  Orthodontics

Orthodontics deals primarily with the diagnosis, prevention, and correction 
of malpositioned teeth and the jaws.

CBCT imaging is the best instrument for evaluating airway function as 
a result of the causal relationship between airway disorders and malocclu-
sion generating the adenoid facies. The CBCT images can also be applied to 
view the soft tissue and detect the vital structures adjacent to the impacted 
teeth, which may interfere with the orthodontic movement. Furthermore, 3D 
images help dentists to visualize from different angles or directions, some 
that cannot be available in panoramic or 2D radiography included. CBCT 
images are self-corrected for magnification, producing orthogonal images 
with a practical 1:1 measuring ratio (Hadi et al., 2012).

9.5.2  Radiation Therapy

Radiation therapy is a local treatment method that is designed to treat the 
defined tumor and spare the surrounding normal tissue from receiving the 
doses above specified dose tolerances. IGRT is the process of frequent 2D or 
3D imaging to improve the radiation dose distribution to the tumor during 
the radiation treatment procedure.

It is a fact that structures may change in size, shape, and position, as well 
as the patient may react involuntarily to radiation therapy in the treatment 
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procedure. Hence, obtaining the anatomical and positional information of 
patient online during the treatment is extremely vital.

In the past, patients were positioned by the skin marks determined at treat-
ment planning. The accuracy of the position was guaranteed by comparing 
a secondary exposure projection image with the digital reconstructed radi-
ography (DRR) generated from the planning CT images. Nowadays, patient 
positioning and error correction are more reliable in the IGRT session using 
CBCT. The CBCT scanner is integrated into the accelerator. A patient is ini-
tially positioned by skin marks with laser beams. Then CBCT images are 
acquired and compared with the planning CT. The images are imported 
into the planning system to update the treatment planning and to reposition 
the patient. Finally, the plan will be transferred to the treatment unit and 
translated to numerous different dimensions or locations in the treatment 
process. The difference between the portal images and the planning CT will 
be acquired and results in a correction using the 2D or 3D alignment. As a 
result, the 3D alignment is more accurate in patient positioning and pro-
vides the benefit of couch rotation, which cannot be implemented in the 2D 
alignment. In addition, CBCT imaging obtains the anatomical and positional 
information of the tumor and corrects for the errors online during the treat-
ment procedure.

In the future, progress in computer technologies will enhance the effi-
ciency of reconstruction algorithms and image processing. The advances in 
CBCT image quality and reduction in imaging dose will benefit the clini-
cians and patients respectively, allowing more frequent imaging.

Digital subtraction angiography (DSA) is a fluoroscopy technique to pro-
vide excellent blood vessel visualization in a dense soft tissue environment. 
DSA images are obtained using contrast medium images subtracting the 
“pre-contrast image” or the mask image after the contrast medium has been 
injected into the blood vessels.

DSA is recognized as the “gold standard” in imaging neck and head blood 
vessels, owing to its high specificity, accuracy, and sensibility in cerebrovas-
cular disease detection. Nevertheless, conventional DSA images may attain 
unsatisfactory visualization in the cases of multiple vessels overlapping and 
improper photography angle. Furthermore, slimy vessels may be obscured, 
especially when they are adjacent to large chaotic areas. CBCT technology, 
with its 3D visualization nature and advanced postprocessing algorithm, is 
superior to 2D DSA in slimy blood vessels and complex vascular structures. 
The 3D DSA images are reconstructed from two data sets of rotational 2D 
DSA and a 3D model. The first rotation provides the subtraction mask, and 
the second is performed during the administration of contrast medium.

9.5.3  Head and Neck

CBCT imaging technology has become a preferred option in the intraopera-
tive and diagnostic applications in head and neck regions. CBCT imaging 
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obtains high spatial resolution coupled with a low dose under the background 
of the high sensitivity to radiation of the head structures. Applications in 
paranasal sinus, temporal bone, and skull base imaging have been explored.

9.5.3.1  Paranasal Sinus

Relatively low-dose features and high-quality bony structure visualization 
makes CBCT the best option for the paranasal sinuses detection. Up to now, 
very few studies were performed on the comparison of the image quality in 
paranasal sinus using CBCT and conventional multidetector CT (MDCT). 
Alspaugh et al. (2007) directly compared the spatial resolution on the para-
nasal sinuses obtained by CBCT scans and the 64-slice MDCT scans. The 
effective dose is as low as 0.17 mSv using the CBCT scanner and as high as 
0.87 mSv using the 64-slice conventional CT scanners. The 64-slice conven-
tional CT scanners had a transaxially spatial resolution of 7 lp/mm (standard 
filter) and 11 lp/cm (bone filter). The CBCT scanner had isotropic spatial reso-
lution of 12 lp/cm.

9.5.3.2  Temporal Bone

The temporal bone scan is one of the earliest targets for head and neck CBCT 
imaging. The images show a significantly higher structural visualization 
compared with MDCT, especially for fine and tiny structures, such as the 
ossicular chain, bony labyrinth of the inner ear, internal cochlear anatomy, 
and the facial nerve.

In addition to the high resolution, CBCT images present superiority in 
the evaluations of middle and inner ear implants. A reduction in metal 
artifacts is practical compared with conventional CT images. As a result, 
the combination of high spatial resolution and reduced metal artifacts in 
CBCT imaging facilitate the postsurgical evaluation of reconstructed mid-
dle and inner ears. However, with the poor soft-tissue contrast resolution, 
CBCT imaging in general diagnostic imaging of the temporal bone is still 
hampered.

9.5.3.3  Skull Base

Bony structures and neurovascular anatomy structures of the skull base are 
extremely subtle and complex, leading to unsatisfactory visualization of con-
ventional CT images. The CBCT imaging becomes an attractive option in 
skull base detection due to the characteristic high spatial resolution of CBCT 
images.

Due to the inferior soft-tissue contrast resolution in CBCT imaging, the 
existing practice in oncologic imaging of the skull base relies on MDCT 
and MR imaging for their osseous and soft-tissue definitions. There are still 
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several clinical groups working to explore the potential use of CBCT during 
surgeries in the skull base.

9.5.4  C-arm CBCT Imaging to Intracranial Hemorrhage

Intracranial hemorrhage (ICH) is a serious medical emergency, since the 
buildup of blood in the skull may bring a sharp increase in intracranial pres-
sure. The increased pressure will crush delicate brain tissue or limit its blood 
supply. As a result, ICH is closely related to a number of severe neurological 
diseases and injuries.

Conventional CT imaging is an effective tool in detection, diagnosis, and 
monitoring of ICH, coupled with advantages of high speed and sensitivity to 
intracranial bleed. Considering the serious emergency of ICH, patient trans-
portation between a sickroom to a scanner suite is associated with terribly 
high mortality. Mobile C-arm cone-beam CT offers an ideal solution to this 
problem for its mobility and convenience. It has the capability of 2D radio-
graphic as well as 3D CBCT imaging and compatibility with the environ-
ment. Nevertheless, imaging performance of the current status cannot suit 
for diagnostic request satisfactorily. When used in IGRT, CBCT image qual-
ity is credited for positioning and correcting error tasks. As for skull and soft 
tissue imaging, the contrast and the spatial resolution are not sufficient for 
diagnosis. In recent years, numerous works have developed in promoting 
the CBCT imaging quality, including the scanner and detector designs, the 
reconstruction and artifact correction algorithms, etc. Jennifer et al. (2016) 
used high-resolution FBP reconstruction and artifact correction for scatter, 
beam hardening, and image lag. In reality, the quality of their images is 
improved to a large extent, including an excellent delineation of bone feature 
and a high contrast-to-noise ratio.
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10
Cadmium (Zinc) Telluride 2D/3D 
Spectrometers for Scattering Polarimetry

Rui Miguel Curado da Silva, Ezio Caroli, 
Stefano del Sordo, and Jorge M. Maia

10.1  Introduction

The semiconductor detectors technology has dramatically changed the 
broad field of x- and γ-rays spectroscopy and imaging. Semiconductor detec-
tors, originally developed for particle physics applications, are now widely 
used for x/γ-rays spectroscopy and imaging in a large variety of fields, 
among which, for example, x-ray fluorescence, γ-ray monitoring and local-
ization, noninvasive inspection and analysis, astronomy, and diagnostic 
medicine. The success of semiconductor detectors is due to several unique 
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characteristics as the excellent energy resolution, the high detection effi-
ciency, and the possibility of development of compact and highly segmented 
detection systems (i.e., spectroscopic imager). Among the semiconductor 
devices, silicon (Si) detectors are the key detectors in the soft x-ray band 
(<15 keV). Si-PIN diode detectors (Pantazis et al. 2010) and silicon drift detec-
tors (SDDs; Lechner et al. 2004), operated with moderate cooling using small 
Peltier cells, show excellent spectroscopic performance and good detection 
efficiency below 15 keV. On the other side, germanium (Ge) detectors are 
unsurpassed for high-resolution spectroscopy in the hard x-ray energy band 
(>15 keV) and will continue to be the first choice for laboratory-based high-
performance spectrometers system (Eberth and Simpson 2006).

However, in the last decades, there has been an increasing demand for 
the development of room-temperature detectors with compact structure 
having the portability and convenience of a scintillator, but with a signifi-
cant improvement in energy resolution and/or spatial resolution. To fulfill 
these requirements, numerous high-Z and wide bandgap compound semi-
conductors have been exploited (Owens and Peacock 2004; Sellin 2003). As 
demonstrated by the impressive increase in the scientific literature and 
technological development, cadmium telluride (CdTe) and cadmium zinc 
telluride (CZT) based devices are today dominating the room-temperature 
semiconductor applications scenario, being widely used for the development 
of x/γ-ray instrumentation (Lebrun et al. 2003; Lee et al. 2010; Ogawa and 
Muraishi 2010) in different application fields.

In particular, applications that require imaging capabilities with high spa-
tial resolution possibly coupled with good spectroscopic performance (at 
room temperature) are certainly the field in which CdTe/CZT sensors tech-
nology can exploit all its potential and advantages. In fact, the possibility 
to easily segment the charge collecting electrodes into strips and/or arrays, 
as well as to assemble mosaics of even small sensitive units (i.e., crystals), 
allow one to obtain devices with excellent bi-dimensional spatial resolution 
(down to tens of microns). According to the type of readout electronics, these 
devices allow the accurate measure of the energy released by the interaction 
of photons within the material (Limousin et al. 2011; Watanabe et al. 2009; see 
also other chapters in this book).

One quite new and challenging application field for CdTe/CZT spectro-
imagers is x- and γ-rays polarimetry. This type of measurement is becoming 
increasingly important in high-energy astrophysics. Until now, polarimetry 
in high-energy astrophysics has been an almost unexplored field due to the 
inherent difficulty of the measurement and also to the complexity of the 
required detection, electronic, and signal processing systems, since celestial 
x/γ-ray sources are only observable from space. To date, x- and γ-ray cosmic 
source emissions have been studied exclusively through traditional spectral 
and timing analysis, and imaging of the measured fluxes.

Polarization measurements will increase the number of observational 
parameters of the same x/γ-ray source by two: the polarization angle and 
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the level of linear polarization. These additional parameters should allow a 
better discrimination between different emission models characterizing the 
same object. Polarimetric observations can provide fundamental informa-
tion about the geometry, the magnetic field, and the active emission mecha-
nisms of cosmic-ray sources, helping to solve several hot scientific issues. 
For these reasons, the high-energy polarimetric capability is currently recog-
nized as an essential requirement for the next generation of space telescopes.

In the range 10–1000 keV, effective polarization measurements can be 
performed by using the properties of Compton scattering for polarized 
photons. A spectroscopic imager made of CZT/CdTe offers a suitable and 
high-performance solution to build a scattering polarimeter (Caroli et al. 
2000). Furthermore, this solution offers the capability to perform polariza-
tion measurements simultaneously with those of spectroscopy, imaging, and 
timing. This represents a major advantage for new space instruments, both 
for the optimization of payload and inflight resources utilization and for the 
scientific return, because the various observational parameters on the same 
source can be correlated without problems due to the time variability of the 
sources itself and/or background.

The chapter is divided into two main parts. The first part, comprising 
Sections 10.2 and 10.3, gives a summary of room-temperature semiconduc-
tor principle and CZT/CdTe development for the realization of detectors for 
x- and γ-rays suitable for building two- and three-dimensional spectroscopic 
imagers (Caroli and Del Sordo 2015). The second part is dedicated to address-
ing a very hot and challenging topic: the use of CdTe/CZT spectroscopic 
imagers as scattering polarimeters for high-energy astrophysics applications 
and is mainly based on the results obtained by the authors and colleagues 
both by experiments and by Monte Carlo simulations.

10.2  X- and γ-Rays Spectroscopy with CZT/CdTe Sensors

The typical operation of semiconductor detectors is based on collection of 
the charges, created by photon interactions, through the application of an 
external electric field. The energy range of interest mainly influences the 
choice of the best semiconductor material for a radiation detector. Among 
the various interaction mechanisms of x- and γ-rays with matter, three 
play an important role in radiation measurements: photoelectric absorp-
tion, Compton scattering, and pair production (Leo 1994). In photoelectric 
absorption, the photon transfers all its energy to an atomic electron, while 
a photon interacting through Compton process transfers only a fraction of 
its energy to an outer electron, producing a hot electron and a degraded 
photon. In pair production, a photon with energy above a threshold energy 
of 1.02 MeV interacts within the Coulomb field of the nucleus, producing an 
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electron–positron pair. Neglecting the escape of characteristic x-rays from 
the detector volume (the so-called escape fluorescent lines), only the pho-
toelectric effect results in the total absorption of the incident energy and 
thus gives the correct information on the impinging photon energy. The 
interaction cross sections are highly dependent on the atomic number. In 
photoelectric absorption, it varies as Z4–5, Z for Compton scattering and Z2 
for pair production.

10.2.1  CdTe/CZT as X- and γ-Rays Spectrometer

An optimum spectroscopic detector must favor photoelectric interactions, 
and so semiconductor materials with a high atomic number are preferred. 
Figure 10.1a shows the linear attenuation coefficients, calculated by using 
tabulated interaction cross-section values (Berger et al. 2010), for photo-
electric absorption and Compton scattering of Si, CdTe, HgI2, NaI, and 
BGO; NaI and BGO are solid scintillator materials typically used in radia-
tion measurements. As shown in Figure 10.1a, photoelectric absorption is 
the main process up to about 200 keV for CdTe. The efficiency for CdTe 
detectors versus detector thickness for various typical photon energies is 
reported in Figure 10.1b. A 10 mm thick CdTe detector ensures good pho-
toelectric efficiency at 140 keV (>95%), while a 1 mm thick CdTe detector is 
characterized by a photoelectric efficiency of 100% at 40 keV. It is impor-
tant to note for the scope of this chapter that for all high-Z semiconductors, 
the Compton cross section becomes comparable with the photoelectric one 
over 200 keV.

Semiconductor detectors for x- and γ-rays spectroscopy behave as solid-
state ionization chambers operated in pulse mode. The simplest configu-
ration is a planar detector, i.e., a slab of a semiconductor material with 
metal electrodes on the opposite faces of the semiconductor (Figure 10.2a). 
Photon interactions produce electron–hole pairs in the semiconductor vol-
ume through the above-discussed interactions. The interaction is a two-
step process where the electrons created in the photoelectric or Compton 
process lose their energy through electron–hole pair production. The num-
ber of electron–hole pairs is proportional to the released photon energy. 
If E is the released photon energy, the number of electron–hole pairs N is 
equal to E/w, where w is the average energy for pair creation. The gener-
ated charge cloud is Q0 = eE/w. The electrons and holes move toward the 
opposite electrodes, anode, and cathode for electrons and holes, respec-
tively (Figure 10.2a).

The movement of the electrons and holes causes variation ΔQ of induced 
charge on the electrodes. It is possible to calculate the induced charge ΔQ 
by the Shockley–Ramo theorem (Cavalleri et al. 1997; He 2001), which makes 
use of the concept of a weighting potential defined as the potential that 
would exist in the detector with the collecting electrode held at unit poten-
tial, while holding all other electrodes at zero potential. According to the 
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Shockley–Ramo theorem, the induced charge by a carrier q, moving from xi 
to xf, is

 ∆Q q x xf i= − −[ ( ) ( )]ϕ ϕ  (10.1)

where φ(x) is the weighting potential at position x. The analytical solution of 
the Laplace equation inside the detector enables calculating the weighting 
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potential (Eskin et al. 1999). In a semiconductor, the total induced charge 
is given by the sum of the induced charges due both to the electrons and 
holes.

Charge trapping and recombination are typical effects in compound semi-
conductors and may prevent full charge collection. For a planar detector, 
having a uniform electric field, neglecting charge detrapping, the charge col-
lection efficiency (CCE), i.e., the induced charge normalized to the generated 
charge (Figure 10.2c), can be evaluated by the Hecht equation (Hecht 1932) 
and derived models (Zanichelli et al. 2013) and is strongly dependent on the 
photon interaction position. This dependence coupled with the random dis-
tribution of photon interaction points inside the sensitive volume increases 
the fluctuations on the induced charge and produces peak broadening in the 
energy spectrum as well as the characteristic low tail asymmetry in the full 
energy peak shape observed in planar CdTe/CZT sensors.

The charge transport properties of a semiconductor, expressed by mobility-
lifetime products for holes and electrons (μhτh and μeτe), are key parameters 
in the development of radiation detectors. Poor mobility-lifetime products 
result in short mean drift length λ, and therefore small λ/L ratios, which 
limit the maximum thickness and energy range of the detectors. Compound 
semiconductors, generally, are characterized by poor charge transport prop-
erties due to charge trapping. Trapping centers are mainly caused by struc-
tural defects (e.g., vacancies), impurities, and irregularities (e.g., dislocations, 
inclusions). In compound (CdTe and CZT) semiconductors, μeτe is typically 
of the order of 10−5–10−3 cm2/V, while μhτh is usually much worse with values 
around 10−6–10−4 cm2/V. Therefore, the corresponding mean drift lengths of 
electrons and holes are 0.2–20 mm and 0.02–2 mm, respectively, for typical 
applied electric fields of 2000 V/cm (Sato et al. 2002).

The charge collection efficiency is a crucial property of a radiation detec-
tor and affects the spectroscopic performances and in particular the energy 
resolution. High charge collection efficiency ensures good energy resolu-
tion, which also depends on the statistics of the charge generation and on 
the noise of the readout electronics. Three contributions mainly affect the 
energy resolution (FWHM) of a radiation detector:

 ∆ ∆ ∆E F E w E Eel coll= ⋅ ⋅ + +( . ) ( )2 355 2 2 2  (10.2)

The first contribution is the noise due to the statistics of the charge carrier 
generation, where F represents the Fano factor. In semiconductors, F is much 
smaller than unity (0.06–0.14) (Devanathan et al. 2006). The second contri-
bution is the electronic noise, which is generally measured directly using a 
precision pulser, while the third term takes into account the contribution of 
the charge collection process. Different semi-empirical relations have been 
proposed for the charge collection contribution evaluation of different detec-
tors (Kozorezov et al. 2005).
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Figure 10.3 shows the typical spectroscopic system based on a semiconduc-
tor detector. The detector signals are read out by a charge sensitive preampli-
fier (CSP) and then shaped by a linear amplifier. A multichannel analyzer 
(MCA), which samples and records the shaped signals, finally acquires and 
records the deposited energy spectrum.

As will be pointed out later, poor holes transport properties of CdTe 
and CdZnTe materials are a critical issue in the development of x- and 
γ-rays detectors. Hole trapping reduces the charge collection efficiency of 
the detectors and produces asymmetry and a long tail in the photopeaks 
in the measured spectra (holes tailing). In order to minimize this effect, 
several methods have been used. Some techniques concern the particular 
irradiation configuration of the detectors (Figure 10.4a). Planar parallel field 
(PPF) is the classical configuration used in overall planar device. In this 
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FIGURE 10.3
Block diagram of a standard spectroscopic detection system for x- and γ-rays.
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(b) Ratio between PTF and PPF efficiency for impinging photon energies from 50 to 1000 keV 
assuming the PTF thickness equal to 10 mm and the distance between electrodes (i.e., the PPF 
absorption thickness) 2.5 mm.
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configuration, the irradiation of the detector is through the cathode elec-
trode, thus minimizing the hole trapping probability. In an alternative con-
figuration, denoted as planar transverse field (PTF) (Casali et al. 1992), the 
irradiation direction is orthogonal (transverse) to the electric field. In this 
irradiation condition, different detector thicknesses can be chosen to fit 
the detection efficiency required, without modifying the interelectrodes 
distance and then the charge collection properties of the detectors. This 
technique is particularly useful in developing detectors with high detec-
tion efficiency in the γ-ray energy range. In Figure 10.4b, the ratio is plotted 
between the efficiency achievable by a CdTe spectrometers with lateral sides 
of 10 mm and a distance between electrodes of 2.5 mm (Caroli et al. 2008). 
This plot shows that the PTF irradiation configuration starts to be conve-
nient in terms of detection efficiency above 200 keV.

10.2.2  Spectroscopic Performance Improvement Techniques

To compensate for the trapping effects in CdTe/CZT semiconductor detec-
tors, and therefore to improve their spectroscopic performance and increase 
their full energy efficiency, different methods have been proposed. The most 
used methods rely on the possibility of avoiding the contribution of holes on 
the formation of the charge signal and therefore using the CZT/CdTe detec-
tor as single charge sensing devices. In this configuration, only electrons are 
collected and, because their mobility-lifetime product, the effect of trapping 
is limited and can be even more efficiently compensated by using simple 
signal manipulation. There are several techniques to realize single charge 
carrier (namely electrons) sensing CdTe and CdZnTe detectors (unipolar 
detectors). Some of these techniques are based on electronic methods (e.g., 
pulse rise time discrimination; Jordanov et al. 1996) and bi-parametric read-
out (Richter and Siffert 1992; Auricchio et al. 2005). While others rely on par-
ticular electrode design (e.g., Frisch-grid—McGregor et al. 1998; Bolotnikov 
et al. 2006; pixels—Barrett et al. 1995; Kuvvetli and Budtz-Jørgensens 2005; 
coplanar grids—Luke 1995; strips—Shor et al. 1999; Perillo et al. 2004; mul-
tiple electrodes—Lingren et al. 1998; Kim et al. 2004; Abbene et al. 2007). 
Figure 10.5 shows some electrode designs used for CdTe and CdZnTe unipo-
lar detectors. Within the proposed unipolar electrode configuration, particu-
larly interesting for their intrinsic imaging properties, pixels and microstrips 
sensors (Figure 10.5b, c) are also characterized by unipolar properties, when 
the ratio between charge collection distance and the pixel/strip pitch is large 
(≫1), i.e., the so-called small pixel effect.

In general, the almost unipolar characteristics of these detector configu-
rations are due to the particular shape of the weighting potential: it is low 
near the cathode and rises rapidly close to the anode. According to this char-
acteristic, the charge induced on the collecting electrode is proportional to 
the weighting potential, as stated by the Shockley–Ramo theorem, and its 
major contribution comes from the drift of charge carriers close to the anode, 
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i.e., the electrons. On the contrary, the linear shape of the weighting potential 
of a planar detector makes the induced charge sensitive to both electrons 
and holes, as discussed above.

In particular, the introduction of coplanar-grid noncollecting electrodes in 
the anode side design of sensors provides an important additional feature 
that is fundamental to realize 3D sensing spectrometers, that is, the position 
information of the radiation interactions point inside the sensitive volume 
(Luke 1995). In fact, for these electrode configurations, the induced charge 
on the planar cathode Qp increases roughly as a linear function of the dis-
tance D of γ-ray interaction location from the coplanar anodes (Qp ∝ D · E) 
because it is proportional to the drift time of electrons. On the other hand, 
the coplanar anode signal Qs is only approximately proportional to the γ-ray 
deposited energy (Qs ∝ E). Therefore, the interaction depth can be estimated 
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by reading both Qp and Qs signal amplitude for each interaction through 
their ratio (also called depth parameter): d = Qp/Qs, ∝ D (He et al. 1997).

10.3  CZT/CdTe Spectrometers with 3D Spatial Resolution

In this section, we focus on a particular type of detector based on sensi-
tive elements of CZT/CdTe, namely spectrometers with spatial resolution in 
three dimensions. These devices represent the new frontiers for applications 
in different fields that require increasing performance such as high-energy 
astrophysics, environmental radiation monitoring, medical diagnostics with 
PET, and inspections for homeland security (Vetter et al. 2007; Gu et al. 2011; 
Whal et al. 2015).

A 3D spectrometer is a detector divided into volume elements (voxels), each 
operating as an independent spectroscopic detector. The charge produced in 
each voxel by the interaction of an incoming x/γ photon is converted into a 
voltage signal proportional to the released energy. If the readout electronics 
of the detection system implements a coincidence logic, it will be possible to 
determine to some extent (depending on the voxel dimensions and the time 
coincidence window) the history of the incident photon inside the sensitive 
volume by associating the energy deposits in more voxels to the same inci-
dent photon. These capabilities are of fundamental importance for applica-
tions requiring high-detection efficiency even at high energies (>200 keV), 
i.e., in the Compton scattering regime, as well as a wide-field localization of 
the direction of incidence and a uniform spectroscopic response through-
out the sensitive volume. In fact, the possibility to reconstruct the photon 
interaction position in 3D will allow correcting from signal variations due to 
charge trapping and material non-uniformity and therefore will increase the 
sensitive volume of each detector unit without degrading the spectroscopic 
performance. A straightforward application of 3D spectro-imagers in hard 
x- and γ-rays is the realization of advanced Compton detectors that use the 
interaction position reconstruction with energy determination of each hit to 
evaluate the incoming photon direction through the Compton kinematics 
(Du et al. 2001; Mihailescu et al. 2007).

In the field of hard x-ray and soft γ-ray astrophysics (10–1000 keV), there are 
promising developments of new focusing optics operating for up to several 
hundreds of kiloelectron volts, through the use of broadband Laue lenses 
(Frontera et al. 2013; Virgilli et al. 2015) and new generation of multilayer 
mirrors (Della Monica Ferreira et al. 2013; Blozer et al. 2016). These systems 
make it possible to drastically improve the sensitivity of a new generation of 
high-energy space telescopes at levels far higher (i.e., 100 times) than current 
instrumentation. To obtain the maximum return from this type of optics 
up to megaelectron volts, focal plane detectors with high performance are 
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required. These detectors should guarantee at the same time high efficiency 
(>80%, at least) even at higher energies, fine spectroscopic resolution (1% at 
500 keV), and also accurate localization (0.1–1 mm) of the interaction point 
of the photons used for the correct attribution of their direction of origin in 
the sky.

In fact, we should point out that the 3D spectro-imager represents a prom-
ising way to realize highly efficient scattering polarimeters. This capabil-
ity can finally open the hard x- and γ-rays polarimetry windows to space 
astronomy, making the measurement of the polarization of cosmic sources 
a standard observational mode, as it is now for imaging, spectroscopy, and 
timing, in the next generation of high-energy space telescopes.

The realization of 3D spectrometers by a mosaic of single CdTe/CZT crys-
tals is not as easy as the case of bi-dimensional (2D) imagers. These diffi-
culties are mainly due both to the small dimension of each sensitive unit 
necessary to guarantee the required spatial resolution and to the packag-
ing of such 3D sensor units, requiring an independent spectroscopic readout 
electronics chain. A solution is the realization of a stack of 2D spectroscopic 
imagers (Watanabe et al. 2002; Judson et al. 2011). This configuration, while 
very appealing for large area detectors, has several drawbacks for applica-
tions requiring fine (<0.5 mm) spatial resolution in 3D and compactness (as 
focal plane detectors). Indeed, the distance between each 2D layer of the 
stack limits the accuracy and the sampling of the third spatial coordinate. 
Furthermore, passive materials normally required for mechanical support 
of each detection layer could introduce large amount of unwanted scatter.

To solve this kind of problem, in the last 10–15 years, several groups have 
focused their activity on the development of sensor units based on high-volume 
(1–10 cm3) single crystals of CZT/CdTe capable of intrinsically operating as 
3D spectrometers. The main target of these developments is to fulfill the 
requirements for a given application with only one high-performance sen-
sor, and/or to make more efficient and easy the realization of 3D detectors 
based on matrices of these basic units. The main benefits of such approaches 
run from limitation of readout channel numbers to achieve the required spa-
tial resolution to packing optimization with reduction of passive material 
between sensitive volumes. The adopted electrode configurations play a key 
role in these developments. As already seen in the previous section, various 
electrode configurations have been proposed and studied to improve both 
the spectroscopic performance and the uniformity of response of CZT/CdTe 
detectors. In fact, these electrode configurations, with the implementation 
of appropriate logical reading of the signals, make the sensors intrinsically 
able to determine the position of interaction of the photon in the direction of 
the collected charge (depth sensing) and therefore are particularly suited to 
the realization of 3D monolithic spectrometers without requiring a drastic 
increase in the electronics readout chains.

In the following sections, we describe, as examples, a couple of configura-
tions currently proposed and under development for the realization of 3D 
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spectrometers based on single large volume crystals of CdTe/CZT. Within 
other undergoing developments (Cui et al. 2008; Bale and Szeles 2006; Owens 
et al. 2006; Dish et al. 2010; Macri et al. 2002, 2003; Luke 2000; Matteson et al. 
2003), we report only on these two configurations which are intrinsically 
capable to fulfill requirements for fine spatial resolution in all three dimen-
sions coupled with high and uniform spectroscopic response.

10.3.1  Pixel Spectrometers with Coplanar Guard Grid

By combining a pixelated anode array, already providing good energy 
resolution because of the small pixel effect introduced in Section 10.2.2, 
and an interaction depth sensing technique for electron trapping correc-
tions, it is possible to build CdZnTe γ-ray spectrometers with intrinsic 3D 
position sensing capability over a quite large volume (1–3 cm3) of bulk 
crystals (He et al. 1999).

The first prototype was based on a 10 × 10 × 10 cm3 CZT crystal with an 11 × 
11 pixel anode array and a single cathode electrode on the opposite surface 
(Stahle et al. 1997). The 2D sensing of γ-ray interactions is provided by the 
pixel (x, y) anode where electrons are collected. Instead of using an array of 
simple square pixel anodes, each collecting anode is surrounded by a com-
mon noncollecting grid (Figure 10.6a, b). The pixel pitch had a dimension 
of 0.7 × 0.7 mm2, with a collecting anode of 0.2 × 0.2 mm2 at the center sur-
rounded by a common noncollecting grid with a width of 0.1 mm. Since the 
noncollecting grid is biased at lower potential relative to that of the collect-
ing anodes, electrons are forced toward the collecting pixel anodes. Even 
more important, the dimension of the pixel anode is small with respect to the 
anode–cathode distance and smaller than the geometrical pixel dimension 
enhancing the small pixel effect and minimizing any induced signal from 
the holes movement. To guarantee a good electron collection, the bias voltage 
between anodes and the planar cathode is in the 1.5–2 kV range, while the 
voltage difference between anodes and the noncollecting common grid is 
typically of few tens of volt (30–50 V).

The ratio between the cathode and the anode signals allow determin-
ing the γ-ray interaction depth between the two electrodes planes. With a 
simple coincidence logic between cathode and anode signals, this technique 
can provide the depth (z) of the photon interaction for single-site events, and 
only the centroid depth for multiple-site interactions (e.g., Compton scattered 
events). The identification of individual hit depths for multiple-site events 
requires the readout, through a charge sensitive preamplifier, of the signals 
from the noncollecting grid. When electrons generated by an energy deposit 
are detected toward the collecting pixel anode near the anode surface, a neg-
ative pulse is induced on the noncollecting grid as shown in Figure 10.6c. 
This signal is differentiated, generating positive pulses corresponding to 
the slope inversion points of the noncollecting grid signal. Finally, a thresh-
old circuit uses the differential output to provide a logic pulse when it is 
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above a defined threshold (Li et al. 1999). These logic pulses provide start 
and stop signals to a time-to-amplitude converter (TAC) that measure the 
electrons drifting time intervals.

By combining the centroid depth, pulse amplitudes from each pixel anode, 
and the depth interval between energy deposits derived from the mea-
sure of electrons drifting time, it is possible to obtain the depth of each hit 
(Figure 10.7a). Although the differential circuit could identify multiple hits 
of the same incoming photon, the TAC limits the number of interactions to 
two. Therefore, the original system was able to provide interaction depths 
for only single- and two-site (double) events. Events having more than two 
interactions can be identified using the number of triggered anode pixels, 
but only the centroid interaction depth can be obtained. While the single 
event low-energy threshold was small (~10 keV), the threshold for double 
events results is relatively high, because their detection depends on the non-
collecting grid signal threshold being in the first measurements ~100 keV. 
The reconstructed interaction depth accuracy using this technique becomes 
worse with decreasing energy (Li et al. 2000) and is ~0.25 mm for single 
events and ~0.4 mm for double ones at 662 keV.

Since the first realization, the same groups have made several improve-
ments on both the CZT sensor configuration and the readout and processing 
electronics allowing to increase, in particular, the sensitive volume of each 
CZT device up to 6 cm3 (i.e., 2 × 2 × 1.5 cm3) (Zhang et al. 2004, 2012). This sen-
sor can achieve very impressive spectroscopic performance (Figure 10.7b) 
for all the event types for energy up to several megaelectron volts. One of 
the main problems operating in this energy regime (>500 keV) is represented 
by the dimension of the electron cloud, generated at each photon interaction 
point, that becomes larger than the pixel lateral size (>1 mm) as the energy 
deposit increases (Figure 10.7c). This effect tends to degrade the spatial reso-
lution because transient signals are collected by several anode pixels around 
the central one (charge sharing) and, in the direction of charge collection, 
increase the depth reconstruction accuracy. The geometrical spatial resolu-
tion in the anode plane of the 6 cm3 sensor was only 1.8 mm. However, with a 
custom-designed digital readout scheme, handling the charge shared signals 
out from the eight neighboring pixels of the triggered one, it has been dem-
onstrated that a Δx of 0.23–0.33 (FWHM) mm can be achieved for 662 keV 
single interaction (Zhu et al. 2011).

10.3.2  PTF Microstrip with Drift Configuration

Another way to build 3D spectroscopic sensors relies on the use of CZT 
crystals in the PTF configuration. The drawback of the PTF irradiating 
geometry is that all the positions between the collecting electrodes are 
uniformly hit by impinging photons leading to a stronger effect of the dif-
ference in charge collection efficiency and then in the spectroscopic perfor-
mance with respect to the standard irradiation configuration through the 
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cathode (PPF). Therefore, worst spectroscopic performances are expected in 
PTF with respect to standard PPF irradiation configuration (Auricchio et al. 
1999). To recover this spectroscopic degradation and to improve the CZT 
sensitive unit performance, an array of microstrips in a drift configuration 
can be used instead of a simple planar anode (Figure 10.8): the anode surface 
is made of a thin collecting anode strip surrounded by guard strips that are 
biased at decreasing voltages. This anode configuration (Gostilo et al. 2002) 
allows the detector to become almost a single charge carrier device. This 
avoids the degradation of the spectroscopic response by the charge loss due 
to the holes trapping and provides a more uniform spectroscopic response 
(i.e., independent from the distance of the interaction from the collecting 
electrodes; Caroli et al. 2010). The spectroscopic resolution of this type of 
sensor ranges from 6% at 60 keV down to 1.2% at 662 keV, without any cor-
rection for the interaction depth. In fact, similarly to the previous configura-
tion presented above, it will be possible to perform a compensation of the 
collected charge signals using the photon interaction position in between 
the metalized surfaces that can be inferred by the ratio between the cathode 
and the anode strip signals (Kuvvetli et al. 2010a).

The achievable spatial resolution in this direction is a function of energy, 
depending on the dimension of the charge-generated cloud. The measure-
ments have given (Kuvvetli et al. 2010b) a value around 0.2 mm (FWHM) 
up to 500 keV. Further segmentation of a cathode into an array of metallic 
strips, in the direction orthogonal to the anode ones, can provide the third 
hits coordinate, i.e., the 3D sensitivity for the photon interaction position 
(Figure 10.8c). Of course, with the described configuration, the spatial resolu-
tion along the anode surface is defined geometrically by the collecting anode 
and cathode strip pitch.

Both anode and cathode strips are read out by standard spectroscopic 
electronics chains, and therefore, the segmentation of cathode and anode 
surfaces will set the number of readout channels. In fact, ongoing develop-
ments on this sensor configuration are demonstrating that with a readout 
logic able to weight the signal between strips, the achievable spatial resolu-
tion along the anode and the cathode strip sets can result finer than the geo-
metrical one. For a CZT sensor, in which the cathode is segmented in 2 mm 
pitch strips, the final spatial resolution can be as low as 0.6 mm (FWHM, 
up to 600 keV) weighing the cathode strips signals. In fact, along the anodic 
strips set, the effective resolution can be further improved to a small frac-
tion (1/5–1/10) of the geometrical pitch between collecting strips by imple-
menting an appropriate readout of the drift strips signal similar to the one 
suggested by Luke et al. (2000) for 3D coplanar grid detectors (Kuvvetly 
et al. 2014). This expectation has been confirmed by recent tests on a sensor 
implementing the PTF drift strip configuration on a 20 × 20 × 5 mm3 single 
CZT spectroscopic crystal made at the ESRF (Grenoble) with a fine (50 μm) 
high-flux collimated monochromatic beam (Figure 10.9). The CZT sensor is 
characterized by an anode and a cathode pitch of 1.6 and 2 mm, respectively. 
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Using the mentioned technique of drift strips readout and signal weighing, 
the beam tests have demonstrated very good performance, both in spectros-
copy (e.g., 1.4% FWHM @ 400 keV) and in 3D position reconstruction, achiev-
ing in all the three directions spatial resolution (FWHM) at a submillimeter 
level (Δx = 0.15 mm, Δy = 0.26 mm, Δz = 0.65 mm).

Because of the use of the PTF configuration, the dimensions of the 3D 
sensor unit can reach up to 20–30 mm in the lateral sizes and up to 5 mm 
as charge collecting distance, allowing one to limit the high-bias voltage 
required to have a high charge collection efficiency to values below 500 V.

While the electrical field intensity between the cathode and the anode is typi-
cally 100 V/mm, the drift strips, to be effective in shaping the charge collection 
electric field and to minimize dead volume, is biased at decreasing relative volt-
age with respect to the cathode strips of ΔV = 20–30 V. These values depend, in 
particular, on the thickness (distance between cathode and anode surfaces) of 
the sensor tile and the best bias voltage scheme needs to be optimized. Using 
such PTF CZT drift strip sensor units (Auricchio et al. 2012), large-volume 3D 
spectrometers can be built by packaging several units as shown in Figure 10.10, 
in which CZT 3D sensors are bonded on thin high resistivity support layers 
(e.g., Al2O3) forming linear modules that provide the electrical interface both for 
readout electronics and bias circuits.

A PTF drift strip sensor unit, like the one discussed above, has the great 
advantage, with respect to pixel spectrometers with coplanar guard grid imple-
mentation, represented by the few readout channels (~30) required to obtain a 
sensor segmentation equivalent to ~8 × 104 “virtual” voxels in a sensitive volume 
of 2 cm3. This characteristic is quite important, in particular, for applications 
with limited power resources, like space astronomy, and opens the possibility to 
implement efficiently new readout systems based on the use of fast digitizers to 
record the original charge sensitive preamplifier (Abbene et al. 2015).

(c)(a)           (b)

FIGURE 10.10
(a) Drift strip CZT sensor (18 × 8 × 2.5 mm3): (top) anode side with 64 (0.15 mm wide) strips 
set; (bottom) cathode side with 4 (2 mm wide) strips set. (b) Linear module prototype seen 
from anode side: this constitutes the basic element for building a large-volume 3D sensor. 
(c) Suitable packaging scheme of eight linear modules, each supporting two CZT drift 3D sen-
sors of 20 × 20 × 5 mm3 to obtain a spectroscopic imager of 32 cm3 sensitive volume.
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10.4  CZT/CdTe Spectro-Imagers for Compton 
Polarimetry in Astrophysics

High-energy polarized emissions are expected in a wide variety of gamma-
ray sources such as pulsars, solar flares, active galactic nuclei, galactic black 
holes, and gamma-ray bursts (Lei et al. 1997; Bellazzini et al. 2010; McConnell 
et al. 2009), but polarimetry in this energy regime is still a completely unex-
plored field mainly due to two facts. In the first place, the expected polarized 
hard x/γ-rays flux from cosmic sources is, in general, only a small percent-
age of the already low incoming flux (a few to 10–20%), and only in a few 
cases can represent a large fraction of it (>40%), requiring very high sen-
sitivity instruments to be detected. Second, x/γ-ray polarimetric measure-
ments require the implementation of the complex of detection, electronic, 
and signal processing systems, onboard to high-altitude balloon or satellite 
missions in space. Therefore, until a few years ago, no dedicated hard x/γ-
ray polarimetric missions have been launched into space, and x- and γ-ray 
source emissions have been studied almost exclusively through spectral and 
timing analysis of the measured fluxes and by using imaging techniques. 
On the other hand, polarization measurements will increase the number of 
observational parameters of a γ-ray source by two: the polarization angle and 
the level of linear polarization. These additional parameters should allow a 
better discrimination between different emission models characterizing the 
same object. Polarimetric observations can provide important information 
about the geometry, the magnetic field, the composition, and the emission 
mechanisms. In the soft γ-ray domain (0.1–1 MeV), only a few polarimetric 
measurements were performed by the SPI and IBIS instruments onboard the 
INTEGRAL (INTErnational Gamma-Ray Astrophysics Laboratory) mission 
(Winkler et al. 2003; Ubertini et al. 2003), on the Crab Pulsar, on the galactic 
black-hole Cygnus X-1, and on some high flux gamma-ray bursts (Dean et al. 
2008; Forot et al. 2008; Laurent et al. 2011; Götz et al. 2009).

Today, the importance of high-energy polarimetry is largely recognized, 
and several research groups are involved in the development of dedicated 
instruments (Kole et al. 2016; Chauvin et al. 2016; Kislat et al. 2017). In any 
case, the next generation of space telescopes should certainly provide polari-
metric observations, contemporaneously with spectroscopy, timing, and 
imaging. These multipurpose instrument types were proposed in recent 
high-energy (100 keV–1 GeV) space mission concepts submitted to ESA 
Cosmic Vision calls where our groups were proposal partners, such as the 
Gamma-Ray Imager (GRI), DUAL, and e-ASTROGAM (Knödlseder et al. 
2007; von Ballmoos et al. 2010; Tatischeff et al. 2016). In the framework of 
these space mission proposals, different configuration detection planes suit-
able to high-energy polarimetry are under study and development.

A pixel/voxel detector inherently offers the possibility to operate as a scat-
tering (Compton) polarimeter if equipped with a readout logic that allows 
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manage events with two (double events) or more (multiple events) interac-
tions in coincidence (Figure 10.11a). Furthermore, a polarimeter based on a 
pixel/voxel detector permits an optimal use of the entire sensitive volume, 
since each element operates in the same time as a scatterer and as an absorber 
one. Another important advantage for the use of segmented detectors, such 
as 2D/3D spectro-imager as a Compton polarimeter, is to allow the use of 
the same detector to make contemporary spectroscopy, timing, and imaging 
measurements. This capability allows overcoming problems linked to the 
inherent time variability of both cosmic sources flux and instrumental back-
ground, making it possible to directly correlate the various types of mea-
surement for the same observation.

The choice of CZT/CdTe spectroscopic imager as a scattering polarimeter, 
mainly to optimize the detection efficiency, for the high Z of the material, 
and simultaneously ensure good spectroscopic performance and high spa-
tial resolution (2D or 3D), obviously implies a limitation on the low-energy 
threshold useful for polarimetric measurement. As in these materials, the 
Compton cross section becomes significant only above 100 keV; by equating 
the photoelectric one approximately at 200 keV, CZT/CdTe spectro-imagers 
can work efficiently as scattering polarimeters above 100 keV and depending 
on the thickness up to energies of a few megaelectron volts.

10.4.1  Compton (or Scattering) Polarimetry Principle

The polarimetric performance of a high-energy detection plane is deter-
mined by the fundamental concepts associated with polarized Compton 
interactions and by its design. The Compton scattering of a polarized photon 
beam generates non-uniformity in the azimuthal angular distribution of the 
scattered photons. The scattered photon’s angular direction depends on its 
initial polarization angle. If the scattered photon goes through a new inter-
action inside the detector, the statistical distribution of the photon’s angular 
directions defined by the two interactions (double event) provides a modula-
tion curve from which the degree and polarization direction of the incident 
beam can be derived. The angular distribution of the scattered photons is 
given by the Klein–Nishina differential cross section for linearly polarized 
photons:
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where r0 is the classical electron radius, E and E’ are, respectively, the energies 
of the incoming and outgoing photons, θ is the angle of the scattered photons, 
and ϕ is the angle between the scattering plane (defined by the incoming and 
outgoing photon directions) and the incident polarization plane (defined by 
the polarization direction and the direction of the incoming photon). As can 
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be seen from Equation 10.3, after fixing all the other parameters, the scat-
tering probability varies with the azimuthal angle ϕ and its maximum and 
minimum arises for orthogonal directions (Figure 10.11b). For ϕ = 0°, the cross 
section reaches a minimum and for ϕ = 90°, the cross section reaches a maxi-
mum. However, this relative difference reaches a maximum for a scattering 
angle θM, dependent on the incident photon energy (Lei et al. 1997). For hard 
x/γ-rays (0.1−1 MeV), the θM value is 90° at 100 keV slowly decreasing down to 
~75° at 1 MeV (Figure 10.11c). Note that E and E’ are related through

 

′ =
+ −

E
E E

m c

1

1 1
0

2
( cos )θ

 (10.4)

where c is the speed of light in free space, and mo is the electron rest mass.
The modulation factor, Q100, of double-event distribution generated by a 

100% polarized beam provides the evaluation of the polarimetric perfor-
mance of an instrument. For the case of a planar pixelated detector, Q100 
can be calculated from the modulation curve resulting from a double-event 
angular distribution around a central irradiated pixel:

 
Q

N N

N N100 =
−
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⊥





 (10.5)

where N∥ and N⊥ are the double events integrated over two orthogonal direc-
tions defined on the detector plane along the maxima and minima of the 
modulation curve (Suffert et al. 1959).

For a given polarimeter, another parameter is of fundamental importance 
to quantify its final performance, once implemented in a particular instru-
ment: the minimum detectable polarization (i.e., MDP). MDP indicates when 
one may be confident that polarization is detected, i.e., that the source is not 
unpolarized. The expected MDP should be significantly smaller than the 
degree of polarization to be measured. For a space polarimeter in a back-
ground noise environment, the following relation estimates the MDP at 99% 
(3σ significance) confidence level (Weisskopf et al. 2009):
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 (10.6)

where Q100 is the modulation factor for a 100% polarized source, ε is the double-
event detection efficiency, A is the polarimeter detection area in cm2, SF is the 
source flux (photons s−1 cm−2), B is the background count rate (counts/s), and 
ΔT is the observation time in seconds.
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10.4.2  Polarimetry Modulation in CdTe/CZT Pixel Spectrometers

To optimize the polarimetric performances of future high-energy space pro-
posals, a series of experiments based on CZT/CdTe pixel detector prototypes 
were carried out at the European Synchrotron Radiation Facility (ESRF), 
where a ~99% polarized gamma-ray beam is available (Curado da Silva et al. 
2004, 2008, 2011, 2012; Caroli et al. 2009; Antier et al. 2015). The main purpose 
of these experiments, denominated as POLCA (POlarimtery with Cadmium 
Telluride Arrays) series, was to assess the performance of a CZT/CdTe focal 
plane as a polarimeter up to 750 keV. Monte Carlo simulations were also per-
formed, implementing in the code the same CZT/CdTe detector prototype 
design irradiated under analogous conditions. The Monte Carlo simulation 
code was based on the GEANT4 (GEometry ANd Tracking, Allison et al. 
2016) a very suitable and efficient tool. The simulation code implemented 
two main functions: (a) the modules implementing the physics of the electro-
magnetic interactions of polarized photons, in particular, for the Compton 
scattering; and (b) the detection system with the definition of the beam char-
acteristics, the detection plane design (geometry and material), and the read-
out logic.

The POLCA experimental system was composed of four functional sub-
systems: the synchrotron beamline optical system, the CdZnTe detection 
system (Figure 10.12), the shaping and coincidence electronic system, and the 
control and data acquisition workstation.

10.4.2.1  Synchrotron Beamline Optical System

The ID 15A beamline optical system allows tuning the energy of the mono-
chromatic photon beam between 100 keV and up to 1 MeV, with a beam spot 

(a) (b)

FIGURE 10.12
(a) Setup inside the experimental hutch of the ID15A beamline at the ESRF. The large ring 
provides the rotation around directions parallel to the beam axis. (b) In its center, the CZT 
pixelized prototype detector system is visible with its readout cables.
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of about 500 μm in diameter and a linearly polarized component at the beam 
center higher than 99% (ESRF 2017).

10.4.2.2  CdZnTe Detection System

Several types of CZT/CdTe detectors (Eurorad, IMARAD, and ACRORAD) 
were tested under POLCA experiments. Herein, we concentrate on the 
results obtained with the most tested model during these experiments: the 
IMARAD detector. This polarimeter prototype was based on an IMARAD 
5 mm thick CZT mosaic of four units with anodes segmented to obtain a 
total of 16 × 16 pixels, each with 2.5 × 2.5 mm2 area. Due to limitations in 
our back-end electronics (only 128 channels available), only 11 × 11 pixels 
have been connected for a total sensitive area of ~8 cm2. The CZT unit 
was installed on a supporting layer that contains the readout application-
specific integrated circuit (ASIC) supplied by eV Products, Pennsylvania, 
USA (De Geronimo et al. 2003), the bias circuit, and the connectors for the 
back-end electronics (Figure 10.12b). The device sensitivity is determined 
from the energy selectable from 1.2 to 7.2 mV/keV and a peaking time vari-
able between 0.6 and 4 μs.

10.4.2.3  Shaping and Coincidence Electronic Subsystems

The signals were processed by a custom multi-parametric system con-
sisting of 128 independent channels with filters, coincidence logic, and 
analog-to-digital converter (ADC) units (Guazzoni et al. 1991). When oper-
ating in coincidence mode, all signals exceeding the lower energy thresh-
old occurring in the same coincidence time window (2 μs) are analyzed as 
generated by the same event. The typical irradiated pixel count rate was 
about 104 counts/s.

10.4.2.4  Data Acquisition Unit

This unit was based on a commercial data acquisition card PXI DAQ-6533 
provided by National Instruments connected to a personal computer and 
controlled by a LabView application. For each event, we obtained informa-
tion about the number of hits, the triggered pixels, and the energy deposited 
in each hit (Caroli et al. 2002). The recorded data are analyzed offline by an 
interactive data language (IDL 2017) s/w custom tool, which allows the selec-
tion of single, double, and multiple events (photons undergoing at least three 
interactions in the detection plane).

The CZT prototype was tested under a 500 μm diameter monochromatic 
linearly polarized beam from 150 up to 750 keV in steps of 100 keV. The 
experimental procedure adopted in order to minimize several factors that 
might introduce errors in the calculation of Q, such as the non-uniformity 
of the detection efficiency of the pixels that compose the 11 × 11 CZT matrix 
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and the misalignment of the beam with respect to the irradiated pixel center, 
consisted of four steps for each energy:

 1. The photon beam was aligned with respect to four pixels (2 × 2) by 
displacing the mechanical system until the number of events in the 
four pixels became almost uniform. This identified the centroid of 
the 2 × 2 pixels.

 2. The beam was aligned with the center of each pixel in turn, because 
our beam had a maximum spot diameter of 500 μm, and a slight 
deviation from this position could be responsible for an undesirable 
artificial asymmetric distribution due to a different mean free path 
for scattered photon in the neighboring pixels.

 3. Each of the 11 × 11 CdZnTe pixels was irradiated by the polarized 
beam by moving the detector in the x and y directions with 2.5 mm 
steps.

 4. The detector was rotated by 90° with respect to its initial position 
and the steps from 1 to 3 were repeated in order to confirm the 90° 
double-event scattering distribution symmetry.

The single events obtained in each of the directly irradiated pixels allowed 
us to determine the relative detection efficiency map of the 11 × 11 pixels. 
The data were used to perform the correction of the non-uniformities in the 
response of the CZT detector pixels. The true double-event counts Ntrue for 
each pixel becomes

 
N

N

N
Ntrue

pol

non

= max  (10.7)

where Npol is the number of double events detected (that depend on the beam 
polarization), Nnon is the number of single events of the response map obtained 
when the pixel is directly irradiated, and Nmax is the maximum value among 
all the matrix pixels Nnon (Lei et al. 1997). By applying this method to the pix-
els around the irradiated pixel, the error introduced by the non-uniformity 
of the detector matrix response is minimized, and the double-event distribu-
tions obtained allow improving the precision of the modulation Q factor of 
the CZT prototype, which is given by Equation 10.5.

Figure 10.13 shows false color maps resulting from double-event distribu-
tions generated by a 511 keV monochromatic beam with polarization angles 
of 0° and 45°. As can be seen, double events are not uniformly distributed 
around the irradiated pixel for a polarization angle of 0°. As expected from 
theory, a maximum number of Compton photons were detected in the pix-
els along the direction defined by the top–center–bottom of the matrix. 
Polarization direction is perpendicular to the maximum intensity direction, 
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represented by the major axis of the ellipse (represented only for guideline 
purposes) superposed to the double-event distribution. Auxiliary ellipse 
minor axis takes the incoming polarization direction. When the CZT matrix 
is rotated by 45°, the projection of the polarization in the detector plane is 
also rotated by the same amount. It is noticeable in Figure 10.13 that the 
direction traced by the ellipse’s major and minor axis rotates according to 
the polarization angle apparent rotation.

Figure 10.14a shows the modulation factor Q calculated for the CdZnTe 
prototype as a function of the polarized photon beam energy. These values 
were obtained after the correction for the non-uniformity in the response of 
the detector throughout its pixelated volume by using the method explained 
above where true double events are given by Equation 10.7. For comparison, 
Monte Carlo simulations were performed with a 5 mm thick CdZnTe matrix 
similar to the POLCA prototype under analogous conditions. The modulation 
factor Q values obtained from these simulations are shown in Figure 10.14.

The experimental modulation factor Q obtained is about 0.35 or higher up 
to 350 keV. It decreases to about 0.15 for 650 keV, since for higher energies 
the probability of Compton interactions occurring with a scattering angle 
θ lower than 90° is higher than in the 150–350 keV band. Lower scattering 
angles provide poorer polarization information; the optimum scattering angle 
θM is about 90° for soft γ-rays and hard x-rays. Furthermore, a lower θ also 
means that a higher fraction of Compton scattered photons escape the CdZnTe 
without interacting a second time in the crystal. The fraction of photons that 
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FIGURE 10.13
Double-event maps obtained for a 100% polarized beam at 511 keV by rotating the polarization 
by an angle φ of 0° and 45°. The 511 keV beam was directed to a CZT matrix central pixel, in 
black at the center. The dashed ellipse superposed at the center of each double-event distribu-
tion is represented to guide the visualization of polarization angle rotation over the matrix. 
Note that the major ellipse axis is oriented with the pixels along the direction where higher 
numbers of Compton photons were recorded. The minor axis is perpendicular and is aligned 
with the incoming beam polarization direction.
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cross the CdZnTe matrix without interaction also increases with the beam 
energy. As can be seen in Figure 10.14, the CdZnTe prototype performances 
obtained up to 450 keV are in good agreement with the Monte Carlo simula-
tion results performed with a GEANT4-based code. From 550 keV to higher 
energies, a secondary synchrotron beam (due to a gap in the beam collimator 
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FIGURE 10.14
(a) Q factor as a function of the energy for a 5 mm CdZnTe prototype when irradiated by a mono-
chromatic ~99% polarized photon beam. Monte Carlo simulation results obtained in similar con-
ditions are shown for comparison. The modulation generated by the non-uniformity of matrix 
pixels response is also represented (triangle). The simulated residual modulation obtained for an 
unpolarized beam in the same energy range was lower than 0.01 [8]. (b) Experimental and Monte 
Carlo double and multiple events’ relative efficiencies (double events/total detected photons and 
multiple events/total detected photons) as a function of the γ-ray beam energy.



270 Semiconductor Radiation Detectors

shield) was projected onto the CdZnTe active surface area, which introduced 
a substantial error component in the Q factor calculation. For 750 keV, the 
secondary was so dramatically close to the main beam (a few pixels) that the 
double-event distributions of the two beams overlapped, and it was not pos-
sible to perform the polarimetric analysis of our prototype.

The double and multiple events’ relative efficiencies (double events/detected 
photons and multiple events/detected photons) obtained over the experi-
ment energy range are shown in Figure 10.14b together with efficiencies 
obtained from Monte Carlo simulations. The absolute efficiency (events/
incident photons) was not determined since the auxiliary instruments of the 
ID 15 beamline were not stable and did not accurately measure the count 
rate of the photon beam. As can be seen in Figure 10.14b, up to 550 keV, the 
double-event relative efficiency increases with the energy in agreement with 
the Monte Carlo data, up to about 18%. However, from 550 keV up, experi-
mental efficiency values diverge from the Monte Carlo relative efficiencies, 
attaining about 20% for 750 keV, while Monte Carlo simulations show a slight 
diminution of the efficiency for higher energies. Since Compton scattering 
probability increases with energy, the double events detected increase up to 
550 keV, and then lower Compton scattering angles favor escape Compton 
photons that leave the CdZnTe block without undergoing a second interac-
tion, which explains why the efficiency decreases slightly as the beam energy 
is increased. The experimental divergence for higher energies is explained 
by the difficulty to exclude coincidence events generated by the simulta-
neous projection of the main and secondary beams in the detection plane 
that occurred from 550 keV up. The multiple-event efficiency increases with 
energy, since the original photon energy becomes sufficiently high in order 
to increase noticeably the probability to generate two successive Compton 
scatterings. However, comparison between Monte Carlo generated and 
experimental multiple-event relative efficiencies shows similar divergence 
to the double-event curve, confirming that simultaneous beam detection in 
the CdZnTe plane artificially increases the efficiency of events measured in 
coincidence. This problem could be solved if the distance between the detec-
tor and the beam output window is increased. Unfortunately, the rack where 
the mechanical system was mounted was already at its maximum distance 
from the beam window. Excluding this anomaly for higher energies due to 
multiple beam detection, both experimental relative efficiency results are in 
good agreement with the results obtained by the Monte Carlo simulation 
code.

10.4.3  Polarimetry Optimization of CdTe/CZT Pixel Detector

In order to optimize a CdZnTe focal plane for γ-ray polarimetry in astrophys-
ics, we tested several CZT/CdTe pixel prototypes in a series of experiments 
covering various aspects, from polarimetric performance to possible sources 
of systematic error. Several factors limit the performance of a polarimeter 
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when measurements take place under conditions that are not ideal. One of the 
most important is the angle between the polarimeter detection plane and the 
direction of the incoming polarized photons. If the direction of the incoming 
photons is not orthogonal with respect to the detector plane, the observed 
modulation of the Compton events distribution is distorted. The degrada-
tion of polarimetric measurements will be more important as the angle of 
the off-axis source increases. The optical system employed to collect photons 
will influence the direction of the incoming photons. In the case of coded 
mask telescope, the tilt angle is the same for all photons from one source, but 
when Laue lenses are used, photons are diffracted at different angles, but 
typically at less than 1° tilt angle with respect to the optical axis. The effect 
of impinging photon beam inclination on the measured polarization is also 
dependent on the pixel size, because this characteristic influences the separa-
tion of the hits in a scattered event. Therefore, it is important to determine 
the maximum tilt angle for which the real polarization modulation is only 
faintly affected. Another important factor is how the polarimetric sensitiv-
ity of the detector depends on the polarization level of beam polarization 
(i.e., the minimum percentage of polarized photons that the detector is able 
to detect), since its configuration (mainly spatial resolution and geometry) 
might limit the capacity to recognize a weakly polarized source. Because of 
the “square” geometry of scattering elements in a typical pixel detector, sys-
tematic effects are introduced in the polarimetric modulation when the inci-
dent polarization plane angle is not parallel to one of the detector pixel sides. 
In fact, square pixels introduce a quantization effect in the distribution of the 
polarized scattered photons that limits the angular resolution of the polar-
imeter when considering pixels at different distances from that which scat-
tered the incoming photon. Herein we extend this investigation, obtaining a 
finer response to the polarization angle direction, not only testing the detec-
tor response to a wider set of angles, but also by carefully choosing angles 
that are not redundant when considering the matrix double-event distribu-
tion. The double-event spread pattern in a square pixel matrix repeats itself 
every 45° (10° is equivalent to 80°, 20° to 70°, 30° to 60°, etc.); therefore, we 
tested our polarimeter in a 0° to 45° angle range at 5°, 10°, 20°, 30°, 40°, and 45°.

Firstly, the CZT detector central pixel was irradiated by a polarized beam 
forming different inclination angles with the optical detector axis: 0°, 0.5°, 
1°, 1.5°, 2°, 3°, 4°, 5°, and 10°. These measurements at different tilt angles were 
repeated for different energies (200, 300, 400, and 511 keV) and for polariza-
tion vector directions parallel to both the detector plane axis: x and y. Then 
the modulation factor Q as a function of the inclination angle Θ was calcu-
lated from the double-event distributions obtained from each measurement.

Figure 10.15a shows the Q factors as a function of the tilt angle. Up to 2° 
tilt angle, the Q factor is not significantly affected by the beam inclination. 
However, from 3° up to 10° tilt angles, the Q factor dramatically increases 
when polarization and inclination add their effects and decreases when these 
effects partially cancel each other. These results confirm previous simulation 
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studies performed by a Monte Carlo simulation program based on GEANT4 
(Curado da Silva et al. 2003). Both experimental and simulation results show 
that during an observation period onboard a γ-ray satellite, it is essential 
that polarized sources are no more than 2° off-axis in order that polariza-
tion measurements are not affected. This study shows the importance of a 
pointing system with accuracy better than 1° for an instrument designed for 
polarimetry. This accuracy should be sufficient so that double-event distri-
butions can be read directly without further data correction methods.
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(a) The modulation factor Q as a function of the tilt angle of the ESRF 100% polarized beam for 
different energies. In these measurements, the polarization vector was parallel to the x-axis. 
(b) Measured factor Q as a function of the polarization level from 100% to 50% of a 400 keV photon 
beam. The error associated to each point was obtained by averaging the measured Q for a set of 
measurements at the same beam polarization level. These results show a good linearity of the 
polarimetric response of the used CZT pixel detector to the levels of the γ-ray beam polarization.
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Afterward, the polarimetric sensitivity of a CZT prototype, as a function of 
the polarization fraction of the incoming γ-ray beam, was tested. Tests were 
limited to one energy because of time limitations resulting from the very 
low flux at lower polarization degrees. During each measurement, a polar-
ized 400 keV monochromatic beam irradiated one of the four central pixels 
of the CZT matrix. The polarization angle was fixed in a parallel direction to 
the detector x-axis. Measurements were performed for different beam polar-
ization degrees: 100%, 80%, 65%, and 50%. The measurement live time was 
tuned to acquire, in the pixels situated near the irradiated one, a number of 
double events of the order of 104, so that a good polarimetric sensitivity could 
still be achieved.

The modulation factor Q was calculated from the double-event distribu-
tions generated by each measurement performed at different beam polar-
ization degrees. The fraction of double and multiple events recorded by the 
detector was ~20% and ~3%, respectively (Curado da Silva et al. 2004, 2008). 
Multiple events do not enter into our calculations since the data handling 
system cannot determine the order of each hit. For double events, we know 
which is the first interaction because this is coincident with the position of 
the pixel irradiated by the collimated beam. Therefore, during the analysis, 
we exclude double events that do not have at least one interaction in the tar-
get pixel, e.g., chance coincidence events due to noise and flaring pixels and/
or triple events in which the first interaction in the target pixel was under the 
low-energy threshold (~30 keV). Furthermore, because the impinging beam 
was monochromatic, we applied a further simple selection of double events 
using the energy deposited in each hit. Knowing the beam energy, we have 
selected as good double events only those in which the sum of the two inter-
actions is within a window centered at the selected beam energy within 3σ 
derived from the expected energy resolution at that energy—evaluated by 
a simple square root relation derived from calibration data with radioactive 
sources. Energy resolution (FWHM) ranged between ~8% and 7% for single 
events and between 16% and 15% for double events in the 200–400 keV band. 
Although energy resolution was relatively high, this was not a critical factor 
for polarization performance analysis in the adopted experimental setup.

Figure 10.15b shows a good linear relation between the polarization level 
of the beam and the measured factor Q. At least, down to 50%, this CZT 
prototype exhibits a good sensitivity to the beam polarization degree. The 
error associated to each point of Figure 10.15b was obtained by averaging the 
Q values for a set of measurements at the same beam polarization degree. 
Previous measurements revealed a background noise residual factor Q of 
about 0.02 (Curado da Silva et al. 2011) that would limit our polarimetric 
sensitivity in the described experimental conditions (setup and acquisition 
time and CZT pixel detector configuration) to about 12% when extrapolating 
the linear fitting.

In order to evaluate the accuracy of the polarization angle measurement 
of a planar CZT matrix prototype, additional tests were performed using 
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the ESRF ID15 beamline. A central pixel was irradiated by a 100% polar-
ized monochromatic beam at different energies (200, 300, 400, and 511 keV), 
and the support ring of the detector prototype was rotated by an azimuthal 
angle φ of 5°, 10°, 20°, 30°, 40°, and 45° (Figure 10.16a). It is relevant to choose 
a set of nonsymmetrical angles relative to 45° when testing a square pixel 
matrix; otherwise, double events generate similar distributions. As men-
tioned before, in previous experiments, other authors tested square matrices 
rotating the polarization angle only by 30° and 60° (Xu et al. 2005)—angles 
whose double-event distribution is going to spread in a symmetrical pattern 
throughout the whole array—and by 45° (Kroeger et al. 1996).

Figure 10.16b shows the measured polarization angle (φobs) as a function of 
the effective ESRF beam polarization angle (φbeam) at 200, 300, 400, and 511 keV. 
The linear fits calculated for each energy are also represented. Overall analy-
sis of these results shows a good agreement between measured polarization 
angle and the effective beam polarization angle. The error bars of most of the 
measured polarization angles lie within a few degrees.

The best agreement between φobs and φbeam was found for the set of mea-
surements performed at 300 keV. Actually, it is at approximately 300 keV that 
better polarization sensitivity is obtained (Q ~ 0.4), as shown in a previous 
study performed with the same CZT prototype and at the same beamline 
(Curado da Silva 2008). Furthermore, errors associated with polarization 
angle observations show that systematic effects due to the square pixels 
generate higher uncertainties for angles near 45°. This is an expected result, 
since for these angles, the pixels that correspond to the maximum and mini-
mum directions of the double-event distribution lie close to the diagonal of 
the detector plane axis, where the effect due to square pixels is more pro-
nounced. When square pixels or parallelepiped voxels are the only techni-
cal solutions available, another way to minimize this problem consists of 
employing pixels of shorter lateral size, improving the spatial (and angular) 
resolution of the double-event distribution, and therefore reducing the sys-
tematic effects.

In order to study the optimal pixel size of the Laue lens telescope focal 
plane, the MDP was calculated as a function of pixel lateral size dimen-
sions under the same irradiation conditions as explained before. Since the 
expected point spread function is of about 30 mm, a pixel scale of a few mil-
limeters (1–3 mm) would be enough to have a good sampling from the imag-
ing and source detection point of view. A smaller pixel scale would allow a 
better sensitivity to the polarized emission, but it means an increase in the 
focal plane complexity (a large number of channels require more complex 
electronics and more resources). Therefore, we limited our study to pixel lat-
eral dimensions between 0.5 and 2 mm. Figure 10.16c shows the factor Q and 
the MDP (for 106 s observation time) obtained for a broad band Laue lens 
in the 120 to 200 keV energy band-pass combined with a 10 mm thickness 
CdTe focal plane. Since a 32 × 32 CdTe matrix is always simulated, for lateral 
pixel sizes smaller than 1.0 mm, its volume is smaller and therefore a fraction 
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of Compton photons escape from the detection plane before having a second 
interaction, which explains why Q decreases for lateral sizes smaller than 
1.0 mm. From 1.0 mm up, this effect becomes residual and smaller lateral 
dimensions result in higher factor Q values due to a higher rate of second 
interactions occurring inside pixels further from the central pixel, which 
contributes to an improvement in the double-event distribution angular 
resolution. However, the net gain observed in the MDP for pixel dimensions 
lower than 1 mm does not compensate for the technical difficulties associ-
ated with its production. Therefore, focal plane pixel lateral dimensions of 
about 1 up to 2 mm provide a good trade-off between focal plane complexity 
and polarimetric performance. Furthermore, we point out that the improve-
ment in the MDP achievable with the smaller pixel scale might be obtained 
with less expensive background noise reduction techniques such as opti-
mizing the shielding and/or applying event selection procedures based on 
Compton kinematics.

10.5  Consideration on CZT/CdTe Spectroscopic-Imager 
Applications and Perspective for Scattering Polarimetry

The development of CZT/CdTe spectrometers with high 2D/3D spatial reso-
lution and fine spectroscopy represents a challenge to the realization of a 
new class of high-performance instruments, for hard x/γ-rays, able to fulfill 
the current and future requirements in several applications fields.

Such detectors can achieve very good detection efficiency at high energy 
(up to a few megaelectron volts; Boucher et al. 2011), without significant loss of 
spectroscopic performance and response uniformity. These characteristics, 
together with room-temperature operability, are appealing for application 
in radiation monitoring and identification (Wahl and He 2011), in industrial 
noninvasive controls, in nuclear medicine, and in hard x/γ-ray astronomy 
instrumentation.

Furthermore, 3D CZT/CdTe spectro-imagers, because of the fine spec-
troscopy (few % at 60 keV and <1% above 600 keV) and the high 3D spatial 
resolution (0.2–0.5 mm FWHM) achievable, allow operation not only in full 
energy mode but also as Compton scattering detectors if equipped with 
appropriate electronics providing a suitable coincidence logic to handle 
multihit events. These possibilities imply that these sensors are suitable 
to realize wide field detector for γ-ray sources (>100 keV) localization and 
detection both in ground and space applications (Xu et al. 2004). Evaluation 
done using a single thick 3D CZT sensor (Section 10.3.1) as a 4π Compton 
imager has demonstrated the possibility to obtain an angular resolution 
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~15° (FWHM) at 662 keV. This is really an excellent result in the small dis-
tance scale used to reconstruct the Compton events kinematics and can be 
achieved only because the good 3D and spectroscopic performance of the 
CZT proposed sensor units.

As seen in Section 10.4, the possibility operating 2D/3D CZT/CdTe spec-
trometers as Compton scattering detectors relies on the appealing opportu-
nity to use these devices for hard x/γ-rays polarimetry. Today, this type of 
measurement is recognized for its fundamental importance in high-energy 
astrophysics and is one of the most demanding requirements for next space 
mission instrumentation in this energy band (10–1000 keV). This capability 
is well described in Section 10.4 by using both the experimental results and 
Monte Carlo evaluations obtained by authors for 2D CZT/CdTe pixel detec-
tor (2D spectro-imager).

In fact, a 3D spectrometer able to handle properly scattered events in three 
dimensions over the entire sensitive volume can offer even better perfor-
mance as a scattering polarimeter. In the case of 3D spectrometer devices, 
such as described in Section 10.3, each single sensor unit could be operated 
as a Compton polarimeter (Xu et al. 2005). The quality (modulation factor) of 
a scattering polarimeter strictly depends on both spatial and spectroscopic 
resolution, because these characteristics affect the capability of Compton 
kinematics reconstruction and good event selection (Curado da Silva et al. 
2011; Antier et al. 2015).

The development of 3D CZT/CdTe spectroscopic imagers in the coming years 
represents a great opportunity for the implementation of high-performance 
detectors operated as high-efficiency scattering polarimeters. This develop-
ment can definitely open the polarimetric dimension in hard x/γ-rays astron-
omy, making polarimetry the new standard observation mode in the next 
space instrumentation. Compared to the pixel detectors, the determination 
of the 3D position of each hit in scattering events represents a great advan-
tage in the measurement of polarization as it allows a more accurate recon-
struction of the Compton kinematics and therefore a more efficient selection 
of the events to optimize the response to the polarization modulation. For 
example, a better Compton kinematics reconstruction allows implement-
ing reliable methods to recognize good events (i.e., events form the source) 
with respect to chance coincidence ones and background events, improving 
the signal-to-noise ratio of the detection. The 3D spatial resolution capa-
bility can help also to handle some typical systematics that can negatively 
affect polarization measurements, like the one introduced by incoming flux 
direction angle (Section 10.4.3). Furthermore, the possibility to select events 
within thin layers of the sensitive volume, thanks to the 3D segmentation of 
the detector (i.e. close to 90° scattering direction) improves the modulation 
factor and therefore the reliability of the polarimetric measurements (Caroli 
et al. 2015).
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