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Preface to the Second Edition

It has been four years since the publication of the first edition of this book. During
these four years optical imaging has advanced considerably. Nevertheless, when we
were asked to compile a second edition of this book the first question we asked was:
are there any topics that were missed out from the first edition? Even though there
are a fairly large number of subjects that we could potentially have considered it
was decided to extend the book by two new chapters. The first one is on the use
of diffractive optical elements in high quality objective lenses by Drs Brunner and
Dobschal from Carl Zeiss AG. It is particularly exciting to have this chapter in the
book because it is likely that diffractive elements will play an increasingly impor-
tant role in high precision optical instrumentation in the future. The second new
chapter is by Daniel Axelrod of University of Michigan on total internal reflection
fluorescence (TIRF). We believe that many readers will find the chapter from Prof.
Axelrod, who developed TIRF about 20 years ago, insightful and very interesting.

In addition to the new chapters some chapters have been revised and consider-
ably expanded. These revisions are primarily there to include the most up-to-date
material and recent advances of the field.

Special note of thanks must go to Drs Claus Ascheron and Angela Lahee of
Springer-Verlag for their encouragement and help. Most importantly, we would like
to thank all the contributors of this book and wish our readers enjoyable and prof-
itable browsing.

London and Taipei, Peter Török
June 2007 Fu-Jen Kao



Preface

The motivation to collect contributions from a wide variety of subjects in contem-
porary optics, centered around optical imaging, originates from two ideas. First, it
is easy to recognise that certain fields of contemporary optics have been develop-
ing in quite a parallel manner. Sometimes workers of the different fields discover
each other’s contributions, but mostly they do not. One of our major goals is to
show how closely these contributions are inter-related. Such an example is the de-
velopment of scanning/confocal optical microscopy and optical data storage. In the
former, imaging in the classical sense, occurs by scanning a tightly focused laser
beam over the sample. In optical data storage imaging does not occur as the aim is
to detect pits, rather than to image them. Nevertheless, the optical systems of these
two arrangements have striking resemblance and hence their governing equations
are practically the same. The second motivation of this book is to collect contribu-
tions from imaging related subjects that were not previously published in this form
or they are difficult to access. Such examples are a chapter on white light interferom-
etry, surface plasmon microscopy or the characterisation of high numerical aperture
microscope objective lenses.

We are extremely pleased that we have contributions in this book from the in-
ternational leaders of individual fields. It has been our privilege to work with these
authors and we would like to take this opportunity to thank them all.

It now remains to acknowledge those who contribution made the publication of
this book possible. First and foremost we wish to thank Miss Janey Lin and Mr Eoin
Phillips for their work on the manuscript. They spent endless hours correcting typo-
graphical errors, and putting the manuscripts into a format that was suitable for pub-
lication. We are also grateful to Mr Sebastian Rahtz who answered all our questions
regarding LATEX; without his help this book would have looked fairly different. Dr
Angela Lahee of Springer Verlag was kind enough to offer her help throughout this
project that we all but overused. We would like to acknowledge the National Science
Council of Taiwan for generous support towards the publication of this book.

The Editors hope that the Reader will derive as much joy from reading the con-
tributions in this book as we did while working on it.

London and Kaohsiung, Peter Török
January 2003 Fu-Jen Kao
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Part I

High Aperture Optical Systems and Super-Resolution



1 Exploring Living Cells and Molecular Dynamics
with Polarized Light Microscopy

S. Inoué

1.1 Introduction

Here, I would like to discuss the reasons, and methods, for using polarized light
microscopy for studying the organization, and function, of living cells. In illustrating
these points, I will be relying on some biological examples that I am particularly
familiar with, namely, those related to the events of mitosis and cell division, which
represent some of the more fundamental and critical events in the life of all living
organisms.

Now, why should we be interested in polarized light microscopy for the study of
living cells? What is special about living cells and why is polarization microscopy
particularly useful for their studies?

As biologists have learned over the last half century, the cell is highly organized
not only at the microscopically resolvable micrometer level, but also at diverse ultra-
structural levels, that is, down at nanometer levels, many times smaller than the
classical limit of resolution of the light microscope. Furthermore, the structures in
the living cells are dynamic and their molecular organizations and locations are
often changing rapidly with time.

In order to follow these dynamic events, the light microscope is the instrument
of choice so long as we can penetrate and gain the desired information at the submi-
croscopic levels. Fortunately, many structures inside living cells are organized into
local para-crystalline arrays, and show a weak but definite optical anisotropy [1,2].
The optical anisotropy, such as birefringence can be detected and measured with po-
larized light microscopy, if examined with sufficiently high sensitivity, and spatial
and temporal resolution.

What I and others have been able to do over the last half century is to im-
prove the sensitivity for detecting the optical anisotropy, especially the weak bire-
fringence retardation exhibited by structures inside functioning living cells, and to
make such detection and measurement possible at reasonably high spatial and tem-
poral resolutions. The birefringence that is detected non-invasively, in turn, signals
the events taking place at the submicroscopic, molecular, and even submolecular
levels.

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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1.2 Equipment Requirement

As the pioneer W. J. Schmidt pointed out in the 1930’s, the combined use of high
extinction polars (polarizers), strain-free optics, a Brace-Koehler compensator, and
a bright light source is indispensable for using a polarizing microscope to detect
the very low birefr+ingence retardation (BR) exhibited by many organelles in living
cells (e.g., [2]). In fact, the BR of many components of interest in the living cell
typically ranges from a few nm to a small fraction of an nm, making them detectable
only with very high extinction polarization optics [3,4].

With the small dimensions of many of the structures of interest, it is also neces-
sary to improve the extinction factor (I‖/I⊥) for microscope condenser and objective
lenses that provide high numerical aperture (NA), so that one can combine the high
sensitivity for detecting and measuring small BR with high spatial resolution. Even
using carefully selected strain-free lenses, however, the extinction factor between
crossed polars generally drops exponentially as the NA is increased, primarily due to
the differential transmittance of the parallel and perpendicular vectorial components

Fig. 1.1. Back aperture of 1.25 NA oil-immersion objective lens and matched NA condenser.
(a) between crossed polars. (b) with analyzer rotated clockwise 3 degrees. (c) with crossed
polars after rectification. (d) schematic of microscope with meniscus rectifiers. (e) orientation
of polarized light at indicated planes. From [5]
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of polarized light as the rays pass through oblique air-glass interfaces. This results
in the “Maltese cross” seen at the back aperture of the objective lens, whereby up to
several percent of the light passing between the arms of the cross escapes through
the analyzer and drastically reduces the extinction factor at high NAs (Figs. 1.1 (a),
1.1 (b)). We were able to overcome this problem and gain the required high extinc-
tion factor, as well as a uniformly extinguished back aperture of high NA lenses, by
introducing the polarization rectifier (Figs. 1.1 (c), 1.1 (d), 1.1 (e)) [5]. Rectification
also eliminates the diffraction anomaly that, in non-rectified lenses, distorts the unit
diffraction pattern (of weakly birefringent point sources) from an Airy disc to a four-
leaf clover pattern (Figs. 1.2 (a), 1.2 (b)) [6,7]. An example of the sensitivity and
resolution gained by the use of rectified high NA lenses is shown in Fig. 1.3. These
panels display the arrangement and distribution of DNA bundles in the living sperm
head of an insect, cave cricket. The images taken under three compensator settings
show, at very high optical resolution and veritable contrast, the helical arrangement
of the negatively birefringent DNA bundles, as well as the tandem packing arrange-
ment of the chromosomes. These features of living sperm structure had never before
been seen in sperm of any species by any mode of microscopy.

Fig. 1.2. Diffraction image of
pinhole observed with 1.25 NA
objective lens and condenser.
(a) after rectification. (b) in the
absence of rectifiers. Scale bar =
1.0 µm. From Inoué and Kubota,
1958 [6]

Fig. 1.3. Images of live sperm head of
cave cricket. The sperm was immersed in
dimethyl sulfoxide and observed between
crossed polars at three compensator set-
tings. From [8]
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More recently, as an extension of the LC Pol-Scope (that I will touch on a little
later), we developed another type of rectifier (Fig. 1.4). These new rectifiers reduce
the ellipticity introduced by the anti-reflection coatings on the lens surfaces in addi-
tion to the differential attenuation (di-attenuation) of the s- and p-components that
we primarily compensated for with the earlier rectifiers.

When a microscope is equipped with oppositely rotating circular polars instead
of crossed linear polars, the back aperture of non-rectified objective and condenser
lenses shows a dark center surrounded by a brighter ring (Fig. 1.5). The light from
the outer zone of the aperture arises from a combination of di-attenuation of the s-
and p-components and elliptical polarization. The elliptical polarization for modern
microscope lenses with multi-layer anti-reflection coatings tend to be considerably
larger than in earlier lenses with single MgF coatings.

Both the ellipticity and di-attenuation at high NA lens surfaces can be reduced
quite effectively by using the new universal rectifier made of computer-driven sec-
tored liquid crystal elements and λ/2 liquid-crystal element (Fig. 1.5). Figures 1.6
and 1.7 show an optical-bench-inverted polarizing microscope that we developed

Fig. 1.4. Rectifier using sectored liquid crystal. (a) schematic of optical system. (b), (c) states
of polarization at planes indicated. From [9]

Fig. 1.5. Back aperture of
40×/0.85 NA lens. (a) observed
between left and right circu-
lar polars without rectification.
(b) in presence of sectored LC-
rectifier. From [9]
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Fig. 1.6. Optical bench universal
microscope. From [10]

for our biological and optical studies (see, e.g., pp. 158–162 in [10]). In addition
to meeting the optical requirements discussed above, we prefer to use monochro-
matic green light (546 nm) from a 100 Watt mercury arc lamp. That satisfies the
need to gain high field luminance (required since the analyzer removes much of the
light) and to do so in the green spectral region, where least damage is introduced to
living cells in general, despite the high intensity of illumination that the specimen
receives. The uneven, very small image of the concentrated mercury arc is passed
through a fiber-optic light scrambler in order to gain uniform field, and uniform full
aperture, illumination [11]. (Light scramblers optimized for various microscopes are
available from Technical Video, Ltd., PO Box 693, Woods Hole, MA 02543, USA;
rknudson@tiac.net.)
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Fig. 1.7. Schematic optical path for
microscope in Fig. 1.6. From [10]

1.3 Biological Examples

Before continuing with more instrumentation issues, let me introduce some exam-
ples of dynamic biological events. The first scene shows the segregation of chro-
mosomes in a living plant cell of Haemanthus, the African blood lily (Fig. 1.8 and
video). These scenes were taken in phase contrast by A. S. Bajer and J. Mole-Bajer
in the 1950’s (for on-line video see [12]), soon after Zernike’s phase contrast micro-
scope became available commercially.

In these video copies of the time-lapsed sequences, originally captured on
16 mm movie film, phase contrast clearly brings out the structure and behavior of
the nucleolus and chromosomes, whose refractive indexes are somewhat greater
than that of the surrounding nucleoplasm and cytoplasm. We clearly see the disso-
lution of the nucleoli, the condensation, splitting, and anaphase movement of the
chromosomes, as well as the appearance of the cell plate that separates the cell
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Fig. 1.8. Mitosis and cell plate
formation in plant cell observed
with phase contrast microscopy.
After [13,14]. See also on-line
version at www.molbiolcell.org.
From [12]

between the two daughter nuclei. The machinery responsible for the alignment and
segregation of the chromosomes, and the deposition of the cell plate, were, however,
undetectable with bright field or phase contrast microscopy in the living cells. The
filaments that were reputed to be attached to the chromosomes, and those that de-
posit the cell plate, were visible only after the cells were killed with acidic fixatives
and not in healthy living cells. Such observations had led to many theories over half
a century as to how chromosomes move, including their autonomous motility. Since
it has long been known that the proper segregation of chromosomes is essential for
proper bipartitioning of hereditary factors, and errors in proper bipartitioning lead
to developmental anomalies as well as cancer and other critical diseases, the mech-
anism of mitosis has received much attention over the years.

In 1951, using a sensitive hand-built polarizing microscope (Fig. 1.9), I was
finally able to show the fibrous elements of the mitotic spindle that bring the chro-
mosomes to the cell equator and then move them apart to the two spindle poles.
In the sensitive polarizing microscope, the dynamic appearance, disappearance,
and changes of the fibers (made up of weakly birefringent parallel fibrils, now
known as microtubules) were clearly visible as they aligned the chromosomes to the
metaphase plate and then brought them to the spindle poles (Fig. 1.10 and video).
These observations on the low levels of birefringence , made directly on healthy
living cells from several species of plants and animals, finally settled a 50 year con-
troversy as to the reality of those fibers and fibrils and opened up a new era of
study on the mechanism of mitosis, chromosome and organellar transport, and the
establishment of cell polarity. In addition, the fluctuating birefringence that demon-
strated the dynamic nature of the protein filaments opened up a new concept that
those filaments (microtubules) and their subunit molecules (tubulin) were in a dy-
namic equilibrium (Fig. 1.11 and video). We showed not only that microtubule-
based structures could be assembled in the living cell reversibly by polymeriza-
tion of tubulin and then be taken apart again after finishing a particular physiolog-
ical task, but also that the microtubules could be depolymerized reversibly by cold
and hydrostatic pressure, in other words, thermodynamically review in [16]. In the
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Fig. 1.9. Universal, inverted po-
larizing microscope designed by
author in 1949. From [15]

Fig. 1.10. Mitosis and cell
plate formation in pollen
mother cell of Easter Lily
observed with sensitive po-
larizing microscope shown
in Fig. 1.9. From [19]
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Fig. 1.11. Top. Reversible disassembly of spindle fiber microtubules induced by cold. (a)
before chilling. (b) after 4 min at − 4◦C. (c)–(f): recovery at room temperature. From [19].
Bottom. Reversible assembly of spindle fiber microtubules by D2O. Scale 10 µm. From [17]

meanwhile, we posited that the self-assembling microtubules could push and posi-
tion cell organelles such as chromosomes, and by the very act of depolymerizing,
pull objects to their destinations (review in [17,18]). Such heretic notions, that we
derived by observing the birefringence changes in living cells, took many years to
be fully accepted. Eventually, however, they were proven to be sound when isolated
microtubules in media free of Ca2+ ions were disassembled reversibly by exposure
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to cold in the test tube [20,21]. In fact, chilling cell extracts to depolymerize mi-
crotubules, centrifuging to remove formed particles, and then warming the clear
supernatant to polymerize microtubules has become the standard method for sepa-
rating tubulin from other cell ingredients and for obtaining purified microtubules.
By the late 1980’s, a number of investigators have further been able to show that
single microtubules isolated or assembled outside of the living cell could remain at-
tached to and pull loads, such as chromosomes, to the microtubule anchoring point,
as the microtubule itself was made to disassemble, even in the absence of common
chemical energy sources such as ATP review in [18].

1.4 Video-Enhanced Microscopy

Returning to advances in light microscopy, one of the developments over the last
couple of decades that made it possible to shed considerably more light on molecular
behavior in living cells and functional cell extracts is video-enhanced microscopy.
Surprisingly, there turned out to be much useful information in the microscope im-
age that had been hidden and unexplored in the past but could now be brought forth
by video enhancement. For example, the next video-enhanced DIC (Nomarski) se-
quence shows, in real time, the energetic growth of the acrosomal process from
the tip of a sperm head triggered by its close approach to the egg (Fig. 1.12 and

Fig. 1.12. Growth of 65 nm diameter acrosomal process from sperm of a sea cucumber.
Video-enhanced DIC, elapsed time in seconds, scale bar = 10 µm. After [22]
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video). The growth of this thin process, which in the electron microscope mea-
sures only 65 nm in diameter, is propelled by an explosive polymerization of actin
molecules within the process, and is essential for successful fertilization in almost
all animal species. In order to bring out the features previously hidden, all that was
needed was to use a suitable video camera and circuits, to subtract away the sta-
tionary background optical noise (inhomogeneity), and to raise the image contrast
by boosting the amplifier gain [23,24]. Thus, the faint diffraction image of single
microtubules, only 25 nm wide, could now be clearly visualized with the light mi-
croscope by video-enhanced DIC. Furthermore, the gliding behavior of individual
microtubules relative to the motor proteins attached to the coverslip, as well as the
polarized growth, shortening, and distortion of the microtubules themselves, could
be followed and quantitated at video rate. Such observations have led to the dis-
covery and characterization of many new motor proteins and other molecules that
associate with microtubules and transport organelles, as well as the microtubules
themselves, in the living cell.

It should be noted in passing that, in contrast to fluorescence or dark-field mi-
croscopy, video-enhanced DIC and polarization microscopy yield rather shallow
depths of field and, therefore, opportunities for serial optical sectioning and three-
dimensional image construction even in the absence of confocal optics. Examples
are shown in the following two video sequences. The first sequence shows real-
time through-focal optical sections of live sea urchin embryo in video-enhanced
DIC [25]. The second sequence shows real-time through-focal optical sections in
video-enhanced polarization microscopy of a developing sea cucumber embryo
(S. Inoué, unpublished data).

In addition to DIC microscopy, electronic imaging and processing in many
forms are now playing important roles in confocal, fluorescence, and polarization
microscopy as well. Among some of the more recent developments in polarization
microscopy, I would like to touch on some of our own further contributions that
include: a new type of polarized light microscope called the LC Pol-Scope, the cen-
trifuge polarizing microscope, and observations of fluorescence polarization.

1.5 The LC Pol-Scope

The LC Pol-Scope was devised by Rudolf Oldenbourg in our Program at the Marine
Biological Laboratory in Woods Hole, Massachusetts, to make possible the simul-
taneous imaging of weakly birefringent objects regardless of their axis orientation,
and without the need for any mechanical adjustments of the specimen orientation or
of the polarization optical components. With conventional polarization microscopy,
the contrast of a birefringent object varies as the sin2(2× orientation angle), so that
the specimen contrast drops to zero when the optical axes of the specimen come to
lie parallel to the transmission axes of the crossed polars (polarizer and analyzer).
With the LC Pol-Scope, not only is this angle dependence eliminated, but the bright-
ness of the image is now directly proportional to the BR, rather than to sin2(BR), and
thus directly reflects, e.g., the number of unit filaments that are packed into a fiber
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Fig. 1.13. Schematic of Oldenbourg’s LC Pol-Scope. Top row: four images sent to computer.
Bottom left: retardance image. Bottom right: gray scale image of azimuth angle. From [26]

whose diameter is less than the microscope’s unit diffraction width [26]. As shown
in the schematic of the system (Fig. 1.13), the LC Pol-Scope uses two liquid crys-
tal (LC) retarders in place of a regular (mechanically adjusted) compensator, and a
circular analyzer in place of a linear polarizing analyzer. A computer calculates and
quickly displays the retardance distribution image from the four images captured by
a digital camera at preset LC voltages. The next videos (Fig. 1.14 and videos) show
examples of the dynamic retardance images. Figure 1.15 illustrates the sensitivity
of the LC Pol-Scope for measuring the retardance of submicroscopic filaments.

1.6 The Centrifuge Polarizing Microscope

When living cells suspended in a density gradient are exposed to high acceleration
in a centrifuge, the cell contents gradually stratify within the cell according to their
density differences. For example, in an invertebrate egg cell, the heavy pigment and
yolk granules sink to the bottom, while the lighter lipid granules and the nucleus
accumulate at the top. By developing a centrifuge microscope, which allows the use
of polarized light for observations of the weak cellular BR, we have been able to
observe the alignment of fine structures in living cells associated with stratification
of their organelles. As the organelles stratify, some membrane components become
regularly oriented and exhibit birefringence (Fig. 1.16 (a), 1.16 (b), and video). Sur-
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Fig. 1.14. Newt lung epithelial cell un-
dergoing mitosis, observed with the
LC Pol-Scope. See also on-line ver-
sion at www.molbiolcell.org. From
[26]

Fig. 1.15. Birefringence distribution of mi-
crotubules recorded with the LC Pol-Scope.
Insets show retardance versus distance plots
measured across single 1, 2, and 3 micro-
tubules. From [27]

prisingly, the birefringence disappears in a few seconds when the egg is activated,
e.g., by the introduction of sperm or influx of Ca2+ ions into the cell followed by
assembly of the meiotic spindle (Fig. 1.16 (c), 1.16 (d), and video). These changes
that signal an early response of the egg cell to activation, as well as the emergence of
polymerizing microtubules that generate the meiotic spindle in the centrifuged egg
fragment, are illustrated in the video taken with the centrifuge polarizing micro-
scope. This centrifuge polarizing microscope, which we developed in collaboration
with Hamamatsu Photonics and Olympus Optical, required several technical inno-
vations (Fig. 1.17). In brief, the specimen is carried in a special leak-proof chamber
with low stress-birefringence windows; the chamber, supported in the rotor mounted
on an air-spindle motor, transects the optical axes of the microscope between the ob-
jective and condenser lenses; and a frequency-doubled Nd:YAG laser fires a 6 nsec
pulse exactly as the specimen comes in alignment with the microscope axis so that
the image is frozen and stationary to better than 1.0 µm (Fig. 1.18 and video). Speck-
les that arise from the highly monochromatic, brief laser flashes are eliminated by
using multiple-length optical fibers in the illumination path, and the development
of interference patterns at or near the camera face plate is prevented by introducing
a fiber bundle plate in front of the CCD detector. Different regions of the spinning
specimen chamber are viewed by remotely driving the microscope, mounted on an
x, y, z set of sleeve bearings. The polarization optics and interference fringe-free
video camera provide a 1 nm retardance sensitivity for measuring birefringence, as
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Fig. 1.16. Parchment worm egg ob-
served in the centrifuge polarizing mi-
croscope. (a), (b) stratified cell with
oil cap, very large nucleus with pro-
truding nucleolus layered above neg-
atively birefringent membrane layers
that are oriented vertically. (c), (d) ca.
10 minutes after activation. The nu-
clear envelope and membrane bire-
fringence are gone and replaced by the
positively birefringent meiotic spin-
dle. (a), (c) with compensator slow
axis oriented vertically. (b), (d) hori-
zontally. From [28]

Fig. 1.17. Schematic of centrifuge polarizing microscope. From [29]
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Fig. 1.18. Image of MBL-NNF
test target recorded with centrifuge
polarizing microscope rotating at
17000 rpm (10500× Earth’s grav-
itational acceleration). 1 and 2 µm
rulings show to the right of the
Siemens test star. From [29]

well as capability for fluorescence (532 nm excitation) and DIC observations. The
system and chamber design are detailed in a recent article [29], together with ex-
amples of several applications in the study of living cells and related objects [30].

1.7 Polarized Fluorescence of Green Fluorescent Protein

Finally, I would like to describe some fluorescence polarization properties of green
fluorescent protein (GFP) crystals that we have been studying since last summer.
GFP is a protein extracted from the light-producing organ of a jellyfish, Aequorea
sp., and is widely used today by biologists as a sensitive fluorescent reporter [31].
GFP is a remarkably stable fluorescent protein whose gene can be expressed by
living cells together with other selected gene products without interfering with either
gene function. It is thus used for signaling the expression, location, and interaction
of a variety of proteins of interest in living cells and tissues.

Our own interest in the fluorescence of this material was awakened when we
examined the fluorescence emitted by crystals of purified native GFP under the po-
larizing microscope (Fig. 1.19). When illuminated, or examined, through a linear
polar, the crystals exhibited a maximum-to-minimum ratio of fluorescence as high
as 6:1 (Fig. 1.20 (a), 1.20 (b)). Furthermore, between a pair of polars oriented paral-
lel to each other, the maximum-to-minimum fluorescence ratio rose to an incredibly
high ratio of 30:1 (Fig. 1.20 (c)). Unexpectedly, the latter is nearly the product of
the ratios measured with a polarizer or an analyzer alone. In fact, as the specimen
is rotated on the microscope’s revolving stage, we find that the fluorescence in-
tensity follows a function that includes a cosine 4th power term (square of cosine
squared terms) [32]. We believe these observations re-awaken the utility of polar-
ized light microscopy for studying the arrangement of chromophores in a crystal or
semi-crystalline material. Furthermore, the use of parallel polars (in other words,
using both a polarizer and analyzer on a polarizing microscope, but with their axes
oriented parallel rather than perpendicular to each other) should substantially im-
prove the sensitivity for dynamically following the changes in orientation even of
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Fig. 1.19. Fluorescence anisotropy by crystals of native GFP. (a) polarizer transmission axis
oriented horizontally. (b) vertically. Scale bar = 20 µm. From [32]

Fig. 1.20. Normalized fluorescence intensity versus GFP crystal orientation. (a) with po-
larizer but no analyzer. (b) with analyzer but no polarizer. (c) with parallel polarizer and
analyzer. O: measured points; solid-line curves calculated from equations. From [32]

single fluorophores. For example, Kinosita [33] has used the orientation-dependent
changes in polarized fluorescence of attached rhodamine to demonstrate the gyra-
tion of a single actin filament (ca. 12 nm in diameter) gliding on a lawn of myosin
molecules. The increased sensitivity achieved by use of parallel polars instead of
a single polarizing element could also prove useful for following conformational
changes in portions of a single molecule tagged with appropriate fluorophores.

1.8 Concluding Remarks

In summary, while polarized light microscopy has still not been as widely used in
biology as its potential indicates, it has played some critical roles in deciphering the
molecular events underlying the enigmatic, yet vitally important, processes in living
cells such as mitosis and the dynamic organizational roles played by microtubules.
With expanded interest in biophysics and improved collaboration between optical
physicists, electrical engineers, material scientists, and biologists, we look forward
to further non-invasive explorations of living cells by polarized light microscopy,
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and to the unveiling of hidden dynamic molecular and submolecular events that
underlie the physical basis of life.
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12. S. Inoué, R. Oldenbourg: Mol. Biol. Cell. 9, 1603 (1998)
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2 Characterizing High Numerical Aperture
Microscope Objective Lenses

Rimas Juškaitis

2.1 Introduction

Testing and characterization of high quality lenses have been perfected into fine art
with the advent of lasers, phase-shifting interferometers, CCD cameras and comput-
ers. A bewildering array of techniques is described in Malacara’s classical reference
book on the subject [1]. Several of these techniques, in particular the Twyman–
Green interferometer and the star test, are applicable to testing of microscope objec-
tive lens.

Characterizing high-numerical aperture (NA) objective lenses presents unique
challenges. Many of the standard approaches, including Twyman–Green interfer-
ometry, are in fact comparative techniques. They require a reference object – an
objective or a concave reflective surface – of the same or larger numerical aperture
and of perfect (comparatively speaking) optical quality. This is problematic. Even
if two lenses of the same type are available a problem still remains of appropriating
the measured aberrations to the individual lenses. The star test, which is absolute,
hits a similar problem in that the Airy disc produced by the lens being tested is im-
possible to observe directly, and hence it has to be magnified by a lens with a similar
or better resolution, i.e. higher NA. Immersion lenses create further complications.
All tests described in this Chapter are free from these problems. They are abso-
lute and use a small point scatterer or a flat mirror to create a reference wavefront
against which the lens aberrations are checked. Together with advanced interfero-
metric techniques and processing algorithms this results in a range of techniques
suitable for routine characterization of all available microscope objective lenses.

2.1.1 Disclaimer

A few words have to be said regarding identity of the lenses used throughout this
chapter. Just as in a movie, which despite being a work of fiction uses real life people
as actors, I had to use flesh-and-blood microscope objective lenses in order to verify
the techniques and gather some “typical” data. The choice of lenses was typically
dictated by what was available in our lab at a particular moment. Inevitably these
were not necessarily the top-of-the-range and most up-to-date specimens. Being
acutely aware of how sensitive the lens manufacturers can be about publishing such
data – positive or otherwise – I feel it prudent to precede this Chapter with the
following disclaimers:

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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All characters in this chapter are entirely fictitious. Any resemblance to
a living lens is purely coincidental. Any attempts to match data published
here with real lenses and to infer any generalizations about their respective
manufacturers are to be undertaken entirely at readers’ risk.

and also:

No lenses were harmed during these experiments.

2.1.2 Objective Lens Basics

Before describing specific lens testing techniques it might be useful to repeat here
a few basic facts about microscope objective lenses in general. Modern objective
lenses are invariably designed for infinite conjugate ratio, i.e. the object of observa-
tion is placed in the front focal plane and its image is formed at infinity. In order to
obtain a real intermediate image a separate lens, called the tube lens, is used. The
focal length of this lens F (which ranges from 165 mm for Zeiss and 180 mm for
Olympus to 200 mm for Leica and Nikon) together with the magnification of the
objective M gives the focal length of the objective f = F/M.

One of the basic postulates of aberration-free lens design in that it has to obey
the Abbe’s sine condition. For a microscope objective treated as a thick lens this can
be interpreted as the fact that its front principal surface is actually a sphere of radius
f centered at the front focus. Any ray leaving the focus at an angle α to the optical
axis is intercepted by this surface at the height d = f sinα and emerges from the
back focal plane parallel to the axis at the same height, as shown in Fig. 2.1. For
immersion lenses this has to be multiplied by the refractive index of the immersion
fluid n.

Fig. 2.1. Schematic diagram of a typical high NA planapochromat objective lens. Principal
surfaces, aperture stop and marginal ray are indicated
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In most high NA objective lenses the back focal plane, also called the pupil
plane, is located inside the lens and is not therefore physically accessible. Fortu-
nately lens designers tend to put an aperture stop as close to this plane as possible,
which greatly simplifies the task of identifying the pupil plane when reimaging it
using an auxiliary lens. Any extra elements, such as phase rings in phase contrast
lenses or variable aperture iris diaphragms, will also be located in the back focal
plane.

The physical aperture of an objective lens D is related to its numerical aperture
n sinα via

D =
2Fn sinα

M
. (2.1)

Ultimately it is limited by the size of the objective thread. For a modern low mag-
nification high NA immersion lens with, say, n sinα = 1 and M = 20, D can be as
large as 20 mm. This is one of the reasons why some lens manufacturers (notably
Leica and Nikon) have now abandoned the former golden standard of RMS thread
and moved to larger thread sizes.

2.2 Point Spread Function

A perfect lens transforms a plane wave front into a converging spherical wave. Any
deviations from this ideal behaviour, if they are not too dramatic, can be described
by introducing a complex Pupil function P(ρ, θ), where ρ is the normalized radial
coordinate in the pupil plane and θ is the azimuthal angle in the same plane. Both
amplitude and phase aberrations can be present in a lens, but it is the latter that
usually play the dominant role. The amplitude aberrations are typically limited to
some apodization towards the edge of the pupil; these are discussed in more detail
in Sect. 2.5.2.

The optical field distribution produced by this (possibly aberrated) converging
wave is termed the Point Spread Function, or PSF, of the lens. This distribution
can be obtained in its most elegant form if dimensionless optical coordinates in
lateral

v =
2π
λ

n sinα
√

x2 + y2 (2.2)

and axial

u =
8π
λ

n sin2α

2
z (2.3)

directions are used. In these coordinates the intensity distribution in the PSF is in-
dependent of the NA of the lens, and the surface u = v corresponds to the edge
of the geometric shadow. The actual focal field distribution in these newly defined
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cylindrical coordinates is given by [2]:

h(u, v, ψ) = A exp

⎡⎢⎢⎢⎢⎢⎣ iu

4sin2 α
2

⎤⎥⎥⎥⎥⎥⎦
∫ 1

0

∫ 2π

0
P(ρ, θ)

× exp

{
−i

[
vρ cos(θ − ψ) +

uρ2

2

]}
ρ dρ dθ. (2.4)

The exponential term in front of the integral is nothing else than a standard phase
factor of a plane wave 2πnz/λ.

For the aberration-free case P = 1 and the integral over θ can be calculated
analytically to give 2πJ0(vρ). Equation (2.4) now simplifies to

h(u, v) = 2πA exp

⎡⎢⎢⎢⎢⎢⎣ iu

4sin2 α
2

⎤⎥⎥⎥⎥⎥⎦
∫ 1

0
exp

(
− iuρ2

2

)
J0(vρ) ρ dρ. (2.5)

This equation is readily calculated either numerically, or using Lommel functions.
The resulting intensity distributions are well know and can be found, for instance,
in [2]. Not only that, but also PSFs subjected to various aberrations have been cal-
culated countless times in the past and are instantly recognizable to most micro-
scopists. It is precisely for this reason that a relatively straightforward measurement
of the PSF can frequently provide an instant indication of what is wrong with a par-
ticular objective lens.

Equations (2.4) and (2.5) are, of course, scalar approximations. This approxima-
tion works remarkably well up to angular apertures of about 60◦. Even above these
angles the scalar approximation can be safely used as a qualitative tool. For those
few lenses that seem to be beyond the scalar approach (and for the rigorous purists)
there is always an option to use a well developed vectorial theory [3].

2.2.1 Fibre-Optic Interferometer

Requirement to measure both amplitude and phase of the PSF calls for an inter-
ferometer-based setup. The Fibre-optic interferometer, Fig. 2.2, that was eventually
chosen for the task has several important advantages. It is an almost common-path
system, which dramatically improves long-term stability. It is also a self-aligning
system: light coupled from the fibre to the lens and scattered in the focal region
is coupled back into the fibre with the same efficiency. For convenience the whole
setup is built around a single-mode fibre-optic beam splitter, the second output of
which is index-matched in order to remove the unwanted reflection. A He-Ne laser
operating at 633 nm is used as a light source. The whole setup bears cunning resem-
blance to a confocal microscope. In fact, it is a confocal microscope, or at least can
be used as such [4]! Provided that light emerging from the fibre overfills the pupil of
the objective lens the former acts as an effective pinhole ensuring spatial filtering of
the backscattered light. Thus if the object can be regarded as a point scatterer, then
the amplitude of the optical signal captured by the fibre

R ∼ h2 = |h|2 exp
[
2i arg(h)

]
, (2.6)
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Fig. 2.2. Schematic diagram of the fibre-optic interferometer based setup for measuring ob-
jective PSFs

i.e. its magnitude is equal to the intensity of PSF whereas the phase is twice the
phase of the PSF. In order to measure both these parameters light reflected back
along the fibre from the tip is used as a reference beam r. Wavefronts of both sig-
nal and reference beams are perfectly matched in a single mode fibre – this is the
beauty of fibre-optic interferometer. Furthermore, the fibre tip is dithered to intro-
duce a time-varying phase shift between the interfering beams φ(t) = φ0 cosωt. The
interference signal reaching the photodetector is now given by

I = |r+R|2 = r2 + |R|2 + 2r
[
Re(R) cos(φ0 cosωt) − Im(R) cos(φ0 cosωt)

]
, (2.7)

were r was assumed to be real for simplicity. It is now a simple matter to extract
both Re(R) and Im(R) from this signal by using lock-in detection technique. The
signal of (2.7) is multiplied by cosωt and the result is low-pass filtered to give

I1 = rJ1(φ0)Im(R), (2.8)

whereas synchronous demodulation with cos 2ωt yields

I2 = rJ0(φ0)Re(R). (2.9)

By appropriately adjusting the modulation amplitude φ0 it is easy to achieve J1(φ0) =
J2(φ0) and, by substituting (2.6), to calculate

h ∼
√

I2
1 + I2

2 exp

(
i
2

arctan
I1

I2

)
. (2.10)

Thus the goal of obtaining both the amplitude and phase of the PSF of the ob-
jective lens has been achieved. Of course, in order to obtain full 2- (2-D) or 3-
dimensional (3-D) PSF corresponding scanning of the object, the point scatterer, is
still required.
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2.2.2 PSF Measurements

In order to demonstrate the effectiveness of this method in detecting small amounts
of aberrations it was tested on an special kind of objective lens. This 60× 1.2 NA wa-
ter immersion plan-apochromat was developed for deconvolution applications and
hence was specifically designed to have a well-corrected PSF. It was also equipped
with a correction collar to compensate for cover glass thicknesses in the range 0.14–
0.21 mm. 100 nm colloidal gold beads mounted beneath a Nr 1.5 coverslip of nom-

Fig. 2.3. The amplitude and phase of the effective PSF for 60× 1.2 NA water immersion lens
with correction collar. Results for two different collar settings are shown. Image size in both
x (horizontal) and z (vertical) are 5 µm
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inal thickness 0.17 mm acted as point scatterers in this case. The coverslip was in
turn mounted on a microscope slide and a gap between them was filled with immer-
sion oil so as to eliminate reflection from the back surface of the coverslip. The size
of the bead was carefully chosen experimentally in order to maximize the signal
level without compromising the point-like behaviour. Indeed a control experiment
using 40 nm beads yielded similar results to those presented below but with a vastly
inferior signal-to-noise ratio.

In principle this apparatus is capable of producing full 3-D complex PSF data
sets. It was found however that in most cases x–z cross-sections provided sufficient
insight into the aberration properties of the lens without requiring too long acqui-
sition times. Such results are shown in Fig. 2.3 for two settings of the correction
collar. In order to emphasize the side lobe structure the magnitude of the PSF in
displayed in dB with the peak value taken to be 0 dB. It can be seen that a collar
setting of 0.165 mm gives a near-perfect form to the PSF. The axial side lobes are
symmetric with respect to the focal plane and the phase fronts away from this plane
quickly assume the expected spherical shape. On the other hand a small 10% de-
viation from the correct setting already has quite pronounced effect on the PSF in
the bottom row of Fig. 2.3. The symmetry is broken, axial extent of the PSF has in-
creased by about 30% and distinct phase singularities appeared on the phase fronts.
Everything points towards a certain amount of uncompensated spherical aberration
being present in the system. It is interesting to note that the phase map of the PSF
seems to be more sensitive to the aberrations than the magnitude. This can be used as
an early warning indicator of the trouble. It also shows the importance of measuring
both the magnitude and phase of the PSF.

Although so far the measured PSF has been described in purely qualitative terms
some useful quantitative information about the objective lens can also be extracted
from this data. One parameter that can be readily verified is the objective’s NA.
Axial extent of the PSF is more sensitive to the NA than its lateral shape. Using
the axial section of the PSF is therefore the preferred method to determine the NA.
Besides, the interference fringes present in the z-scan provide a natural calibration
scale for the distance in z. The actual measurement was obtained by finding the best
fit to the curve in Fig. 2.4. A somewhat surprising result of this exercise was that the

Fig. 2.4. Measured (dots) and calculated
(line) amplitude axial responses for the
same lens
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best fit corresponded to NA of 1.15, rather than the nominal value of 1.2. This is not
a coincidence: such discrepancies were found with other high NA objective lenses
as well. The reason for this kind of behaviour will become clear in Sect. 2.4.4.

2.3 Chromatic Aberrations

Chromatic aberrations constitute another class of aberrations that can adversely af-
fect the performance of any microscopy system. These aberrations are notoriously
difficult to overcome in high NA objective lens design. The reason, at least in part,
is relative uniformity of dispersion properties of common glasses used in objective
lenses. Ingenious solutions have been found at an expense of dramatic increase of
the number of lens elements – typically to more than a dozen in apochromats. Even
then part of the correction may need to be carried out in the elements external to the
objective.

Lateral and axial colour, as they are called by lens designers, are usually treated
as separate chromatic aberrations. The former, which manifests itself as the wave-
length-dependant magnification, is easy to spot in conventional microscopes as
colouring of the edges of high contrast objects. Lateral chromatic aberration is also
the more difficult to correct of the two. Traditionally this has been done by using
the tube lens, or even the ocular, to offset the residual lateral colour of the lens.
Some latest designs claim to have achieved full compensation within the objective
lens itself, – claims to be treated with caution. In any case the correct testing proce-
dure for the lateral colour should include at least a matched tube lens. The simplest
test would probably be to repeat the experiments described in Sect. 2.2.2 for sev-
eral wavelengths at the edge of the field of view and record the shift of the lateral
position of the point image.

In confocal microscopy, where the signal is determined by the overlap of the
effective excitation and detection PSFs, the loss of register between them should
lead to reduction of signal towards the edge of the field of view. It has to be said,
though, that in most confocal microscopes almost always only a small area around
the optical axis is used for imaging, hence this apodization is hardly ever apprecia-
ble. Axial colour on the other hand is rarely an issue in conventional microscopy,
but it can be of serious consequence for confocal microscopy, especially when large
wavelength shifts are involved, such as in multiphoton or second and third harmonic
microscopy. Mismatch in axial positions of excitation and detection PSFs can easily
lead to degradation or even complete loss of signal even in the centre of the field of
view. Below we describe a test setup which uses this sensitivity of confocal system
to characterise axial chromatic aberration of high NA objective lenses.

2.3.1 Apparatus

Ideally one could conceive an apparatus similar to that in Fig. 2.2, whereby the laser
is substituted with a broadband light source. One problem is immediately obvious:
it is very difficult to couple any significant amount of power into a single-mode fibre
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from a broadband light source, such as an arc lamp. Using multiple lasers provides
only partial (and expensive) solution. Instead it was decided to substitute the point
scatterer with a plane reflector. Scanning the reflector axially produces the confocal
signal [6]:

I =

[
sin u/2

u/2

]2

. (2.11)

The maximum signal is detected when the plane reflector lies in the focal plane. This
will change with the wavelength if chromatic aberration is present. Using mirror
instead of a bead has another advantage: the resulting signal is one-dimensional,
function of u only, and hence a dispersive element can be used to directly obtain
2-D spectral axial responses without the necessity of acquiring multiple datasets at
different wavelengths.

The resulting apparatus, depicted in Fig. 2.5 and described in more detail in [7],
is again based around a fibre-optic confocal microscope setup, but the interferometer
part is now discarded. Instead, a monochromator prism made of SF4 glass is intro-
duced to provide the spectral spread in the horizontal direction (i.e. in the image
plane). Scanning in the vertical direction was introduced by a galvo-mirror mov-
ing in synchronism with the mirror in the focal region of the objective lens. The
resulting 2-D information is captured by a cooled 16-bit slow-scan CCD (charge
coupled device) camera. A small-arc Xe lamp is used as a light source providing
approximately 0.2µW of broadband visible radiation in a single-mode fibre. This is
sufficient to produce a spectral snapshot of a lens in about 10 s.

Fig. 2.5. Experimental setup for measuring axial chromatic aberration of objective lenses



30 R. Juškaitis

2.3.2 Axial Shift

Typical results obtained by the chromatic aberration measurement apparatus are
shown in Fig. 2.6. Since the raw images are not necessarily linear either in z or λ
a form of calibration procedure in both coordinates is required. To achieve this the
arc lamp light source was temporarily replaced by a He-Ne and a multi-line Ar+

lasers. This gave enough laser lines to perform linearisation in λ. As a bonus coher-
ent laser radiation also gave rise to interference fringes in the axial response with
the reflection from the fibre tip acting as a reference beam, just as in the setup of
Sect. 2.2.1. When a usual high NA objective lens was substituted with a low NA ver-
sion these fringes covered the whole range of the z scan and could be readily used to
calibrate the axial coordinate. The traces shown in Fig. 2.6 have been normalized to
unity at each individual wavelength. The presence of longitudinal chromatic aber-
ration is clearly seen in both plots. Their shapes are characteristic for achromats in
which the longitudinal colour is corrected for two wavelengths only. It is interest-
ing also to note the change of the shape of the axial response with the wavelength.
This is noticeable for 32× 0.5 NA plan-achromat but it becomes particularly dra-
matic for 50× 0.8 NA plan-achromat, Fig. 2.6b. Clearly the latter lens suffers from
severe spherical aberration at wavelengths below 550 nm, which results in multiple
secondary maxima at one side of the main peak of the axial response.

An interesting problem is posed by the tube lens in Fig. 2.5. This lens may well
contribute to the longitudinal chromatic aberration of the microscope as a whole
and therefore it is desirable to use here a proper microscope tube lens matched to the
objective. In fact it transpired that in some cases the tube lens exhibited significantly
larger axial colour than the objective itself. This is hardly surprising: the tube lens
is typically a simple triplet and three elements are hardly enough to achieve any
sophisticated colour correction.

Fig. 2.6. Experimental results from (a) 32× 0.5 NA plan-achromat objective, displayed as 3-
D plot, and (b) 50× 0.8 NA plan-achromat in pseudo-colour representation. Note the change
in z scale
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Fig. 2.7. Wavelength dependence of the axial response maxima represented in physical (a)
and optical (b) axial coordinates. The four traces correspond to: 32× 0.5 NA plan-achromat
(dotted line), 50× 0.8 NA plan-achromat (long dashes), 100× 1.4 NA plan-apochromat (short
dashes), and the same lens stopped down to 0.7 NA (solid line)

In this experiment, however, the main task was to evaluate the properties of the
objective lens itself. A different approach was therefore adopted. The same achro-
matic doublet (Melles Griot 01 LAO 079) collimating lens was used with all objec-
tive lenses. Because the chromatic aberrations of this lens are well documented in
the company literature these effects could be easily removed from the final results
presented in Fig. 2.7. Figure 2.7b presents the same data but in a form more suited to
confocal microscopy whereby the chromatic shift is now expressed in optical units
(2.3). The half width of the axial response to a plane mirror is given by 2.78 optical
units at all wavelengths and for all NAs. This region is also shown in the figure.
The zero in the axial shift is arbitrarily set to correspond to λ = 546 nm for all the
objectives tested.

As could be expected these results show improvement in performance of apoc-
hromats over achromats. They also show that none of the tested objectives (and this
includes many more not shown in Fig. 2.7 for fear of congestion) could meet the re-
quirement of having a spectrally flat – to within the depth of field – axial behaviour
over entire visible range. This was only possible to achieve by stopping down a 1.4
NA apochromat using a built-in aperture stop – the trick to be repeated several times
again before this Chapter expires.

2.4 Pupil Function

Pupil function is the distribution of the phase and amplitude across the pupil plane
when the lens is illuminated by a perfect spherical wave from the object side. It
is related in scalar approximation to the PSF via a Fourier-like relationship (2.4).
It would appear therefore that they both carry the same information and therefore
the choice between them should be a simple matter of convenience. Reality is a bit
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more complicated than that. Calculating the Pupil function from the PSF is an ill-
posed problem and therefore very sensitive to noise. Measurements of the Pupil
function provide direct and quantitative information about the aberrations of the
lens – information that can only be inferred from the PSF measurements.

The trouble with mapping the Pupil function is that a source of a perfect spher-
ical wave is required. Such thing does not exist but, fortunately, the dipole radia-
tion approximates such wave rather well, at least as far as phase is concerned. The
approach described in this Section is based on using small side-illuminated scatter-
ers as sources of spherical waves. The actual Pupil function measurement is then
performed in a phase-shifting Mach–Zender interferometer in a rather traditional
fashion.

2.4.1 Phase-Shifting Interferometry

The experimental setup depicted in Fig. 2.8 comprised a frequency doubled
Nd+:YAG laser which illuminated a collection of 20 nm diameter gold beads de-
posited on the surface of high refractive index glass prism acting as dipole scatterers.
Because the laser light suffered total internal reflection at the surface of the prism
no direct illumination could enter the objective lens. The gold scatterers converted
the evanescent field into the radiating spherical waves which were collected by the
lens and converted into plane waves. These waves were then superimposed on a col-
limated reference wave. A 4-f lens system was then used to image the pupil plane
of the lens onto a CCD camera. A pinhole in the middle of this projection system
served to select a signal from a single scatterer. The size of this pinhole had to be
carefully controlled as not to introduce artifacts and degrade resolution in the image
of the Pupil function. A second CCD camera was employed to measure the PSF at
the same time.

One of the mirrors in the reference arm of the interferometer was mounted on
a piezo-electric drive and moved in synchronism with the CCD frame rate to produce

Fig. 2.8. Phase shifting Mach–Zehnder interferometer used for the Pupil function measure-
ments
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successive interferograms of the pupil plane shifted by 2π/3 rad

Il ∼
∣∣∣∣∣∣r + P(ρ, θ) exp

(
i
2πl
3

)∣∣∣∣∣∣
2

, l = 0, 1, 2. (2.12)

Using these three measurements the phase component of the Pupil function was then
calculated as

arg[P(ρ, θ)] = arctan

√
3(I1 − I2)

I1 + I2 − 2I0
. (2.13)

The lens together with the prism were mounted on a pivoting stage which could
rotate the whole assembly around the axis aligned to an approximate location of the
pupil plane. Thus the off-axis as well as on-axis measurements of the Pupil function
could be obtained. A set of such measurements is presented in Fig. 2.9 which clearly
demonstrates how the performance of the lens degrades towards the edge of the
field of view. Not only appreciable astigmatism and coma are introduced, but also
vignetting becomes apparent. The presence of vignetting would be very difficult to
deduce from the measurement of the PSF alone as it could be easily mistaken for
astigmatism. Not that such vignetting is necessarily an indication that something
is wrong with the lens: it can well be deliberate technique employed by the lens
designer to block off the most aberrated part of the pupil.

2.4.2 Zernike Polynomial Fit

Traditionally the phase aberrations of the Pupil functions are described quantita-
tively by expanding them using a Zernike circle polynomial set:

arg[P(ρ, θ)] =
∞∑

i=1

aiZi(ρ, θ) , (2.14)

where ai are aberration coefficients for corresponding Zernike polynomials Zi(ρ, θ).
Significant variations between different modifications of Zernike polynomials exist.
In this work a set from [9] was used. The first 22 members of this set are listed in
Table 2.1 together with their common names. This list can be further extended.
In practice, however, expansion the beyond second order spherical aberration is
not very reliable due to experimental errors and noise in the measured image of
P(ρ, θ).

The determination of the expansion coefficients ai should, in principle, be a sim-
ple procedure, given the Zernike polynomials are orthonormal. Multiplying the
measured Pupil function by a selected polynomial and integrating over the whole
pupil area should directly yield the corresponding aberration coefficient. The real
life is a bit more complicated, especially when processing the off-axis data, such
as shown in Fig. 2.9. One obstacle is vignetting: the standard Zernike set is no
longer orthonormal over a non-circular pupil. Even without vignetting the 2π phase
ambiguity poses a problem. Before the expansion procedure can be applied the
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Fig. 2.9. Typical results obtained with 40× 1.2 NA Apochromat, PSF on the left, phase maps
of corresponding pupil functions on the right. Performance both on axis, top, and at the edge
of the field of view, bottom, is shown

phase of the Pupil function has to be unwrapped – not necessarily a trivial pro-
cedure.

An entirely different expansion technique was developed to overcome these dif-
ficulties. This technique is based on simulated iterative wavefront correction rou-
tine, originally conceived to be used in adaptive optics applications together with
a diffractive optics wavefront sensor [10]. The essence of the method is that small
simulated amounts of individual Zernike aberrations are applied in turns to the
measured Pupil function. After each variation the in-focus PSF is calculated and
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Table 2.1. Orthonormal Zernike circle polynomials

i n m Zi(r, θ) Aberration term

1 1 0 1 piston

2 1 1 2r cos θ tilt

3 1 −1 2r sin θ tilt

4 2 0
√

3(2r2 − 1) defocus

5 2 2 2
√

3r2 cos 2θ astigmatism

6 2 −2 2
√

3r2 sin 2θ astigmatism

7 3 1 2
√

2(3r3 − 2r) cos θ coma

8 3 −1 2
√

2(3r3 − 2r) sin θ coma

9 3 3 2
√

2r3 cos 3θ trefoil

10 3 −3 2
√

2r3 sin 3θ trefoil

11 4 0
√

5(6r4 − 6r2 + 1) primary spherical

12 4 2
√

10(4r4 − 3r2) cos 2θ

13 4 −2
√

10(4r4 − 3r2) sin 2θ

14 4 4
√

10r4 cos 4θ

15 4 −4
√

10r4 sin 4θ

16 5 1 2
√

3(10r5 − 12r3 + 3r) cos θ

17 5 −1 2
√

3(10r5 − 12r3 + 3r) sin θ

18 5 3 2
√

3(5r5 − 4r3) cos 3θ

19 5 −3 2
√

3(5r5 − 4r3) sin 3θ

20 5 5 6
√

3r5 cos 5θ

21 5 −5 6
√

3r5 sin 5θ

22 6 0
√

7(20r6 − 30r4 + 12r2 − 1) secondary spherical

the whole process iteratively repeated until the Strehl ratio is maximized. The final
magnitudes of the Zernike terms are then taken to be (with opposite signs) the val-
ues of the Zernike expansion coefficients of the experimentally measured aberrated
Pupil function. This procedure is reasonably fast and sufficiently robust, provided
that the initial circular aperture can still be restored from the vignetted pupil.

The power of this technique is demonstrated in Fig. 2.10 where a 40× 1.2 NA
water immersion lens was investigated at three different settings of the correction
collar. As expected, adjusting the collar mainly changes the primary and secondary
spherical aberration terms. Variations in other terms are negligible. The optimum
compensation is achieved close to d = 0.15 mm setting, were small amounts of both
aberrations with opposite signs cancel each other. The usefulness of the Zernike
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Fig. 2.10. Variations in wavefront aberration function expressed via Zernike modes when
correction collar of a water immersion lens is adjusted

expansion is further demonstrated by the fact that the main residual term in this case
was the defocus, which, although not an aberration itself, could be easily mistaken
upon visual inspection of the interference pattern for a spherical aberration.

2.4.3 Restoration of a 3-D Point Spread Function

Nowhere the power of the Pupil function approach to the objective lens characteri-
zation is more apparent than in cases when full three-dimensional shape of the PSF
needs to be determined. Such need may arise, for instance, when using deconvolu-
tion techniques to process images obtained with a confocal microscope.

As is clear from (2.4) not only an in-focus PSF can be calculated from a meas-
ured Pupil function, but the same can be done for any amount of defocus, by choos-
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Fig. 2.11. Three-dimensional PSF restored from pupil function data, shown here via two
meridional sections

ing an appropriate value for the axial coordinate u. Repeating the process at reg-
ular steps in u yields a set of through-focus slices of the PSF. These can then be
used to construct a 3-D image of the PSF much in the same manner as 3-D im-
ages are obtained in a confocal microscope. Compared to the direct measurement
using a point scatterer, vis Sect. 2.2.2, advantages of this approach are clear. A sin-
gle measurement of the Pupil function is sufficient and no scanning of the bead in
three dimensions is required. Consequently, exposures per image pixel can be much
longer. As a result this method provides much improved signal-to-noise ratio in the
final rendering of the PSF allowing even faintest sidelobes to be examined.

Obviously, presenting a complete 3-D image on a flat page is always going to
be a problem but, as Fig. 2.11 shows, even just two meridional cross sections of
a 3-D PSF provide infinitely more information than a plain 2-D in-focus section
of the same PSF at the bottom of Fig. 2.9. Thus, for instance, the y − z section
clearly shows that the dominant aberration for this particular off-axis position is
coma. Comparing the two sections is also possible to note different convergence
angles for the wavefronts in two directions – a direct consequence of vignetting.

2.4.4 Empty Aperture

Testing objective lenses with highest NAs (1.4 for oil, 1.2 for water immersion) one
peculiar aberration pattern is frequently encountered. As shown in Fig. 2.12, the
lens is well corrected over up to 90-95% of the aperture radius, but after that we
see a runaway phase variation right to the edge. Speaking in Zernike terms residual
spherical aberration components of very high order are observed. Because of this
high-order it appears unlikely that the aberrations are caused by improper immersion



38 R. Juškaitis

fluid or some other trivial reasons. These would manifest themselves via low-order
spherical as well. More realistically, this is a design flaw of the lens.

The portion of the lens affected by this feature varies from few to about 10 per-
cent. For the lens in Fig. 2.12 the line delimiting the effective aperture was somewhat
arbitrarily drawn at NA=1.3. What is undeniable is that the effect is not negligible.
In all likelihood this form of aberration is the reason for the somewhat mysterious
phenomenon when a high NA lens exhibits a PSF, which is perfect in all respects ex-
cept for a somewhat reduced NA. This was the case in Sect. 2.2.2 and also described
by other researchers [11].

It is quite clear that competitive pressures push the lens designers towards the
boundary (and sometimes beyond the boundary) of the technical possibilities of the
day. Few years ago no microscope lens manufacturer could be seen without a 1.4
NA oil immersion lens when the Joneses next door were making one. The plot is
likely to be repeated with the newly emerging 1.45 NA lenses. It is also true that
a hefty premium is charged by the manufacturers for the last few tenths in the NA. It
is quite possible that in many cases this is a very expensive empty aperture, which,
although physically present, does not contribute to the resolving power of the lens.

This discussion may seem to be slightly misguided. Indeed, many people buy
high NA lenses not because of their ultimate resolution, but because of their light
gathering efficiency in fluorescence microscopy. This property is approximately pro-
portional to NA2 and therefore high NA lenses produce much brighter, higher con-
trast images. At the first glance it may seem that the aberrated edge of the pupil will
not affect this efficiency and hence buying a high NA lens, however aberrated, still
makes sense. Unfortunately, this is not true. Because the phase variation at the edge
is so rapid, the photons passing through it reach the image plane very far from the
optical axis. They do not contribute to the main peak of the diffraction spot, instead
they form distant sidelobes. In terms of real life images it means that the brightness

Fig. 2.12. Pupil function of 63 × 1.4
NA oil immersion lens with both nom-
inal (outer ring) and effective working
(inner ring) apertures indicated
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of the background, and not the image itself, is increased. Paradoxically, blocking
the outermost portion of the pupil would in this case improve the image contrast!

The last statement may well be generalized in the following way: in the end the
only sure way of obtaining a near-perfect high NA objective lens is to acquire one
with larger-than-required nominal NA and then stop it down. Incidentally, in certain
situations this may be happening even without our deliberate intervention. Consider
using an oil immersion lens on a water-based sample: no light at NA > 1.33 can
penetrate the sample anyway and hence the outer aperture of the lens is effectively
blocked.

2.5 Esoterica

In this Section a few more results obtained with the Pupil function evaluation ap-
paratus are presented. These need not necessarily be of prime concern to most mi-
croscope users but might be of interest to connoisseurs and, indeed, could provide
further insight into how modern objective lenses work.

2.5.1 Temperature Variations

Many of microscopists would recall seeing 23 ◦C on a bottle of immersion oil as
a temperature at which the refractive index is specified, typically n = 1.518 at λ =
546 nm. But how important this “standard lab temperature” is to the performance
of high NA lenses? In order to answer this question the Pupil function of a 100×
1.4 NA oil immersion lens was measured at a range of temperatures and the results
were processed to obtain the variation of the primary aberration coefficients with the
temperature.

The major factor in the degradation of the imaging qualities of the immersion
lenses with temperature is the variation of the refractive index of the immersion oil,
usually at the level of dn/dT = 3–4 × 10−4. The effect of this change is similar to
that of introducing a layer of a refractive-index-mismatched material between the
lens and the sample. The resulting aberrations are well understood, their exhaus-
tive analysis can be found in [12]. In short, spherical aberrations of various orders
will be generated; the relative weight of higher order terms rises dramatically with
the NA of the lens. This is corroborated by the experimental data in Fig. 2.13 which
show steady, almost linear variation in both primary and secondary spherical aberra-
tion terms with temperature. Less predictably the same plot also registers significant
variations in the other first order aberrations: coma, astigmatism and trefoil. Because
of their asymmetry these aberrations can not be explained by the oil refractive in-
dex changes. They are probably caused by small irregular movements of individual
elements within the objective lens itself.

Strictly speaking aberrations caused by the refractive index changes in the im-
mersion fluid should not be regarded as lens aberrations. In practice, however, the
lenses are designed for a particular set of layers of well defined thicknesses and
refractive indexes between the front of the lens and the specimen. Any change in
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Fig. 2.13. Temperature variation of
primary (�) and secondary (•) spheri-
cal aberrations as well as magnitudes
of astigmatism (�), coma (�) and tre-
foil (�). The latter three were defined
as a =

√
a2

s + a2
c , where a2

s and a2
s are

the sin and cos components of the cor-
responding aberrations

these parameters upsets the fine optical phase balance in the system and results in
aberrated PSF. This might be an argument why it makes sense to treat the immersion
medium as being a part of the objective lens. The temperature effect depends dra-
matically of the type of the immersion fluid used. Water with dn/dT ≈ 8×10−5 is far
less sensitive; dry lenses, of course, are not affected at all. Large working distance
lenses will be at a disadvantage too due to longer optical paths in the immersion
fluid.

Closer analysis of Fig. 2.13 reveals that the aberrations are indeed minimized
around 23 ◦C. where the combined primary and secondary spherical aberrations are
close to their minimum. A small but noticeable hysteresis effect was also noted
when after a few temperature cycles the aberration coefficients failed to return to
their low initial values. It is tempting to draft this effect to the explanation of the
fact that imaging properties of even the best of lenses always deteriorate with age
– although accidental straining during experiments is still likely to remain the pre-
vailing factor.

2.5.2 Apodization

So far the emphasis of this investigation was on measuring the phase aberrations.
This is justified by the fact that the phase deviations from an ideal spherical wave-
front have considerably more impact on the shape of the PSF than similar im-
perfections in amplitude. Nevertheless for completeness sake it might be interest-
ing now to have a closer look at the apodization effects occurring in high NA
lenses. Using dipole radiation as a probe offers unique advantages in this task.
This is because the angular intensity distribution of the dipole radiation is well
defined. Therefore any deviations from perfect lens behaviour should be easy to
spot.

Let’s assume that the polarization vector of a dipole situated in the focus
is aligned in x direction. Angular intensity distributions in the x-z and y-z (i.e.
meridional and equatorial) planes will be given by, respectively, Ix ∼ cos2 α and
Iy = const. Due to purely geometric reasons these distributions will change when
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light propagates to the pupil plane even if the lens is perfect. With reference to
Fig. 2.1 and to the sine condition d = n f sinα it is not too difficult to show that an
extra factor of secα is has to be introduced when going from the object to the pupil
side of the objective in order to satisfy the energy conservation law. This factor was
well known since the early days of high NA lens theory [3]. Intensity distributions
in the pupil plane therefore should therefore look like Ix ∼ cosα and Iy ∼ secα or,
with the help of sine condition:

Ix ∼ n f√
(n f )2 − d2

, Iy ∼
√

(n f )2 − d2

n f
. (2.15)

An experiment to measure these distributions was carried out on the setup of
Fig. 2.8 by simply blocking the reference beam and capturing the pupil intensity
image alone. To produce the results shown in Fig. 2.14 images of 8 individual
scatterers were acquired and averaged in the computer. Intensity distributions in
the two principal planes were then extracted. They follow the theoretical predic-
tions rather well up to about half of the pupil radius. After that apodization is ap-
parent which increases gradually reaching about 30–50% towards the edge of the
pupil.

The cause of this apodization in all likelihood are the Fresnel losses in the el-
ements of the objective lens. Broadband antireflection coatings applied to these el-
ements are less effective at higher incidence angles that the high aperture rays are
certain to encounter. Because of the nature of these losses they are likely to be very
individual for each particular type of objective lens. It is also worth noting slight
polarization dependence of the losses, which contributes to polarization effects de-
scribed in the following section.

Fig. 2.14. Apodization effects on an image of a dipole viewed at the pupil plane of a 100×
1.4 NA lens. Theoretical predictions (thin line) according to (2.15)
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2.5.3 Polarization Effects

Polarization effects encountered when imaging a dipole with a high NA lens have
been covered elsewhere [13] (For a general discussion also see Chapter 1). For the
purposes of this investigation they are interesting inasmuch as the imperfections of
the lens contribute to these effects. When an image of a small scatter is viewed be-
tween the crossed polarizers characteristic “clover leaf” pattern emerges. An image
of the pupil plane, Fig. 2.15, is particularly telling. It shows, that the only rays that
travel very close to the edge of the pupil pass through the polarizer. This happens
because the polarization of light in these four segments is slightly rotated from its
original x direction. The reason for this rotation is twofold. First of all the radiation
of a dipole is linearly polarized in the meridional plane, which can only be approxi-
mated by a uniformly polarized plane wave for small angles α. When this spherical
wavefront is straightened by the lens and projected into the pupil plane only light
propagating in x-z and y-z possess perfect x polarization, the remainder is rotated
to some degree. The degree of rotation increases dramatically with higher aperture
angles. This effect is fundamentally geometrical; its close cousin is a well know
problem of how to comb a hairy ball.

The second reason for the polarization rotation is more prosaic: Fresnel losses.
These tend to be higher for s than for p polarized light. For a beam travelling in
a plane bisecting the x-z and y-z planes overall tendency would be to rotate the
polarization towards the radial direction. Hence this effect seems to work in the op-
posite direction to that caused by the geometric factor, which favours the azimuthal
direction.

2.6 Conclusion

The range of various experimental setups and techniques dedicated to the character-
ization of the high NA objective lenses could be continued. For instance the lateral
chromatic aberration has not been considered so far. One has to be practical, how-
ever, and draw a line at some point.

From the tests described in this Chapter the measurement of the Pupil func-
tion provides the most detailed and insightful information about the capabilities of
a particular lens. In many cases two or three Pupil functions measured across the
field of view and, perhaps, tabulated in Zernike coefficient form would be more than
sufficient to predict the lens performance in most practical situations. It is disheart-
ening to think of how much wasted time, frustration and misunderstandings could
be avoided if such information were to be supplied with the objective lenses by their
manufacturers.

My overall conclusion is that the vast majority of currently designed objective
lenses perform really well. Any imperfections visible in a microscope image are
far more likely to be a result of a sloppy practice (for example tilted coverslip,
incorrect immersion fluid etc.) than a fault of the lens itself. That said, cutting-
edge designs are always going to be a problem and the very highest NA lenses
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Fig. 2.15. Polarization effects on an image of
a dipole viewed at the pupil plane

should be approached with caution. It is also worth pointing out that elements of the
microscope other than the objective lens may also be a factor in imaging quality. The
tube lens is one such element of particular concern. Having evolved little over the
last years this lens is typically just a simple triplet with too few elements to achieve
the aberration correction on par with that of an all-singing all-dancing objective
lens. This situation is further exacerbated by the advent of a new breed of low-
magnification high NA objectives with their enormous back apertures.
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3 Diffractive Optical Lenses in Imaging Systems –
High-Resolution Microscopy and Diffractive Solid
Immersion Systems

R. Brunner and H.J. Dobschal

3.1 Introduction

Mirrors and refraction based lenses are the most dominating basic design elements
of imaging optical systems. This fact can be observed over a broad spectrum of
optical instruments ranging from low-cost devices, e.g. optical pick-ups in data
storage systems, up to high-end systems, e.g. space telescopes or optics for photo-
lithography containing 30 lenses and more. In all these optical systems, the demands
on performance, volume and costs are increasing dramatically from one product
generation to the next. The search for alternative design approaches becomes more
and more important. Here, the combination of diffractive and refractive components
to form hybrid systems opens up an enormous potential to overcome the present
limitations.

Going back in history, diffractive optical elements (DOEs) started their career as
dispersive gratings and continue as the basic elements for most spectroscopic instru-
ments. Due to the lack of suitable refractive lenses, DOEs, e.g. in the form of Fresnel
Zone Plates, meanwhile have established themselves in x-ray microscopy [1]. Also
in the visible spectrum of light the hybrid concept has been introduced to sophisti-
cated systems for various applications. Especially eyepieces have to be mentioned,
in which the hybrid approach allows to overcome limitations in eye relief, exit pupil,
and field of view [2–6]. Closely related to them are head-mounted displays (HMDs),
a micro-display application near to the eye, with challenging issues in high quality
ergonomics combined with high optical performance in a minimal volume [7–9].

The dependence of optical characteristics of DOEs with respect to wavelength
differs fundamentally from that of refractive elements. In particular, the dispersion
of an imaging DOE is negative and much stronger compared to conventional lenses.
This property allows a beneficial combination of a refractive lens and a diffrac-
tive surface to realize compact achromats. The second fundamental issue in broad-
band applications of DOEs is their diffraction efficiency. A single layer DOE shows
a maximum efficiency only at the design wavelength and decays significantly in the
adjacent blue and red spectral range. A very beneficial approach to guarantee a high
diffraction efficiency over a broad spectral range was the introduction of multi-layer
DOEs. This approach also allows the realization of high-quality camera lenses over
the whole visible spectrum [10].

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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The following contribution starts with a condensed survey of some basic as-
pects of DOEs in imaging systems including a short discussion of angle-dependent
diffraction efficiency and secondary spectrum. The main part of the text will focus
on hybrid diffractive-refractive approaches in microscopy. Here a promising appli-
cation is deep-UV defect inspection in the semiconductor industry. The impact of
diverse critical specifications on the lens design, the realization of hybrid lens sys-
tems, and experimental results are presented. A different application area of the
hybrid concept in the field of high-resolution imaging concerns diffraction based
solid immersion lens (SIL) systems.

3.2 Basics

3.2.1 Fundamentals

In contrast to conventional optical elements that form images with either reflec-
tion or refraction, DOEs make use of diffraction and interference. Generally, these
elements are based on a surface-relief structure of concentric rings with a varia-
tion of the spatial frequency. A simple approach to describe the basic principles
of the focusing properties of an imaging DOE allows the analysis of the Fresnel
Zone Plate (FZP) (see Fig. 3.1). The FZP is characterized by an axially symmetrical
and concentric zone system of alternating opaque and transparent rings. Consider
a monochromatic plane wave which is incident onto the FZP. In accordance with the
Huygens-Fresnel principle, a common focal point is guaranteed, when the optical
path length from two adjacent zones differs by an integer multiple of the wavelength
λ. The radius, r j, of the j-th ring and the focal length, f , are related by:

r2
j = 2 jλ f + ( jλ)2 (3.1)

This relation implies that the distance between two neighboring zones decreases
with increasing radius. In contrast to a conventional refractive lens, a FZP causes
multiple foci at distances of an integral fraction of the basic focal length. In the case
of a transmission grating of equal sizes of bars and spaces only the odd orders occur
( f /3, f /5, . . . ). If the alternating opaque and transparent structure is replaced by
a phase-only diffractive element the light intensity obtained at the focus is increased
dramatically

An additional difference between conventional spherical refractive lenses and
DOE lenses is, that for the latter a zonal design following Eq. (3.1) shows no spheri-
cal aberration.

To design or analyze complex hybrid lens systems comprising several refractive
components and imaging DOEs, a ray-trace based optical design software is most
often used. The DOEs are treated by using the grating equation on a local basis
rather than the refraction law. The action of a diffractive lens can be described by
a radial phase function so that aberrations can be treated just as they are in refractive
lenses.
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Fig. 3.1. The concentric ring system of a Fresnel zone plate lens with plane wave illumination,
showing the convergent 1st order diffraction. The optical path length of the light deflected
from adjacent zones towards a common focal point differ by an integral multiple of the design
wavelength

3.2.2 Dispersion – Achromatization – Apochromatization

An essential difference between DOEs and refractive lenses is their chromatic be-
havior. The performance of refractive lenses depends on material dispersion. Most
optical materials, e.g. inorganic glasses, crystals or polymers, show a normal disper-
sion, i.e. the refraction index n(λ) decreases with wavelength. Quantitatively this can
be expressed by the Abbe-number νe(ref), where the subscript defines the reference
wavelength (λe = 546.1 nm, λC = 656.3 nm, λF = 486.1 nm).

νe(ref) =
n (λe) − 1

n (λF) − n (λC)
(3.2)

The Abbe-number of inorganic glasses ranges from 20 for very dense flint
glasses up to 90 for fluor-crown glasses.

In contrast, the most prominent characteristic of an imaging DOE is the large
negative dispersion. This can be expressed by an effective Abbe-number νe(diff) for
a diffractive lens, which is the ratio of the wavelengths:

νe(diff) =
λe

λF − λC
= −3.21 (3.3)

This behavior makes DOEs well-suited for the realization of achromatic imag-
ing systems. A conventional all-refractive achromatic doublet combines lenses of
both positive and negative optical power. The opposition means that extra thickness
is required to achieve a given power. In contrast, the hybrid concept allows the com-
bination of a diffractive and a refractive element with optical power equal in sign,
which results in a small and compact design.
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Fig. 3.2. Variation of focal distance as a function of wavelength for different lens combina-
tions – (a): classical all-refractive achromat, (b): monolithic hybrid achromat, (c) diffractive-
refractive apochromat

Achromatization with respect to two wavelengths does not allow a complete
removal of the color error. The remaining chromatic aberration, which is expressed
by the focus-shift in dependence on the wavelength, f (λ), is known as the secondary
spectrum.

Figure 3.2 shows the secondary spectrum for different design examples with
a focal length of 10 mm. For the calculations we choose plastic optical components
made from polymethyl methacrylate (PMMA) and polycarbonate (PC). Polymers
have advantages in weight and producibility of high volume and low price systems,
but also show limitations in the optical properties.

In Fig. 3.2a f (λ) is shown for a conventional dioptric combination of a positive
(PMMA) and a negative (PC) lens. The function shows a concave curvature with
intersections of the wavelength axis at the reference wavelengths of 488 nm and
633 nm. One can also design a single PMMA plano-convex lens with a DOE on the
plane surface (Fig. 3.2b) that is achromatic at the two reference wavelengths. The
hybrid component, however, exhibits a convex curvature with a more significant
deviation in both the short and the long wavelength range (see also [11]).

A further reduction of the secondary spectrum – apochromatic correction –
could be achieved in the conventional approach by the introduction of a three-lens
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combination, whereas in general one component has to be based on a material with
special optical properties. Due to the limitations of plastic materials, designing an
apochromatic system may require more than three lenses, which increases size and
cost.

An alternative apochromatic design, without the need for special materials, is
offered by a hybrid combination of a simple positive refractive lens (PMMA) and
a hybrid, plano-concave element (PC) with the DOE-structure on the plane surface
(Fig. 3.2c). The focus position varies minimally from blue to red.

3.2.3 Diffraction Efficiency

In a diffractive lens, the distribution of the local periods and the grating equation,
determine the direction of the deflected light. On the other hand, the diffraction
efficiency of the various orders depends on the nature of the periodic structure, e.g.
geometry, material selection, and the wavelength, polarization and incidence angle
of the light.

Following the scalar theory, which is valid for grating periods much larger than
the wavelength, the sawtooth profile of a blazed diffraction grating possesses the
most favorable profile geometry. The efficiency ηm in the desired order, m, for an
ideal blazed profile is expressed by [12,13]:

ηm (λ) = sinc2

{
λ0

λ

n (λ) − 1
n (λ0) − 1

− m

}
(3.4)

where λ0 is the design wavelength for which the efficiency is 100%, and sinc(x) =
sin(πx)/(πx). With the change of the refractive index as a function of the wave-
length, the efficiency has a maximum only at the design wavelength. At other wave-
lengths, the light is partly diffracted into other orders. This efficiency behavior has
a dominant impact on the design and the development process of diffractive or hy-
brid optical systems. On the one hand, due to the varying efficiency, the images are
not generated in true colors. Also, the light transmitted into the 0th order or into the
higher, non-design orders may add to the background illumination, reducing the im-
age contrast. Dependent on the individual application there are several opportunities
to treat this characteristic:

• Systems acting in a limited wavelength range, especially laser-systems, don’t
suffer from the addressed drawback.

• Optical systems which are applied directly to the human eye, can be adapted to
the visual sensitivity curves of rods and cones. The strong wavelength depen-
dence of the visual system causes only a weak influence on the perception in the
red and blue spectral range, so the aberrations are less noticeable [14].

• There is also the possibility to direct the disturbing diffraction orders to light
traps or to the housing of the system, so that only a limited part of the unwanted
light will reach the detection plane.
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• In several applications, the wavelength selectivity of the DOEs is a necessary
precondition for the mode of operation [15,16]. In such systems for example,
the DOE profile is chosen so that each wavelength range is using a particular
and different diffraction order [17,18].

• By the use of selected multi-layer relief configurations, it’s also possible to
achromatize the diffraction efficiency of a DOE and guarantee a nearly 100%
efficiency over a broad spectral bandwidth. These elements take advantage of
the dispersion characteristics and/or the introduction of additional interfaces into
the diffractive structure [19].

Nearly index-matched (NIM) elements [20] form one DOE type which show the
capability of efficiency achromatization. These NIM-DOEs consist of a diffractive
structure with large profile depth, sandwiched between two materials characterized
by a small difference in their refractive index. Compared to diffractive structures
with an interface to air, the NIM concept has the advantage of reduced tolerances on
profile depth and surface roughness. In the NIM configuration, the dispersion of the
two materials must be such that the change of the refractive index, Δn, at the inter-
face remains proportional to λ or equivalently λ/Δn(λ) = constant. This constraint
limits the choice of possible material combinations. Furthermore, the material re-
striction becomes more significant with varying temperature, because dn/dT often
differs significantly for the two materials. The need of large profile depth which is
typically in the range of ten’s of microns and the practicable aspect ratio in the fab-
rication process restricts the minimum zone width of the diffractive structure and
therefore limits the diffractive optical power of the NIM-DOEs.

As already mentioned above, a second approach to realize DOEs with achro-
matized efficiency uses a multi-layer combination of diffractive structures and an
additional air gap [21,22]. Due to the additional degrees of freedom, the above men-
tioned constraint on the dispersion properties of the materials are removed.

In one type of multi-layer configuration, two single-layer DOE structures are
arranged to face each other and are separated by an air gap of a few microns. The
two single-layer DOEs are formed to have equal grating pitches but differ in grating
heights and in material parameters. For an efficiency achromatization with respect
to two wavelengths, both materials can be chosen nearly independently and only
the profile depths have to be calculated. On the other hand, a multi-color efficiency
achromatization needs two materials with selected dispersion characteristics and
adapted profile depths or the introduction of additional layers.

In an alternative multi-layer configuration the air gap is moved to the exterior
of the structure [19]. The choice of best layer configuration also depends upon
polarization-dependent Fresnel losses and fabrication constraints.

The multi-layer concept has recently been introduced in consumer camera lenses
[23]. Compared to a classical dioptric lens design of the same specifications and
performance, it was possible to reduce both the overall length by 27% and the weight
by 31%.

In hybrid systems designed to image a wide field, the angle-dependent diffrac-
tion efficiency of the DOE also becomes relevant.
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Fig. 3.3. Schematic lens
drawing of a hybrid imaging
system composed of two
concave-convex elements
and a DOE. Each field po-
sition in the image plane
correlates to a different in-
cidence angle on the DOE.
The inset shows the variation
of the incidence angle on the
surface relief for different
field positions

For example, consider an imaging system composed of two concave-convex
elements opposed to each other and a DOE on a plane substrate centered between
them (Fig. 3.3). Each field position in the image plane correlates to a different inci-
dence angle on each position of the DOE.

Generally, the blaze profile of a grating is designed for a particular direction
of incidence. A strong variation of the incidence angle will cause a deviation from
the optimized blaze angle and profile depth which is correlated to a decrease in the
diffraction efficiency. To realize a uniform field illumination it is necessary to avoid
this problem.

To estimate, the impact of the angle dependency on the diffraction efficiency,
consider a model system in an inorganic glass (BK7) at λ = 546 nm. The blaze pro-
file was optimized by a simple scalar approximation, which results in a profile depth
of d = 1.05 µm (d = λ/(n(λ)− 1; nBK7 = 1.519 at 546 nm). The reference incidence
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Fig. 3.4. First order diffraction efficiency as a function of the incidence angle for different
blazed grating periods

angle was assumed to be perpendicular to the substrate surface, i.e. the anti-blaze
facet (draft facet) is oriented parallel to the incoming ray. The calculations were
carried out by a fully rigorous electromagnetic treatment in TE-polarization and an
extended one-dimensional grating approximation [24,25]. The results for different
gratings from 50 µm to 5 µm pitch size clearly show that the maximum efficiency
increases with grating period (Fig. 3.4). This effect can be related to the loss of the
validity of the scalar approximation. Essentially, it becomes obvious that the diffrac-
tion efficiency decays significantly for all grating periods when the incidence angle
exceeds about±25◦. The slightly more prominent decay for negative angles is due to
asymmetric shadowing effects. As a consequence, in an imaging system such angles
will contribute to a nonuniform field illumination and therefore, should be avoided.

3.3 Applications

Microlithography is a key technology in the semiconductor industry. Approximately
one third of the total cost of semiconductor manufacturing can be attributed to
the microlithography process. Today, the heart of the microlithography process are
deep-UV exposure systems designed to produce a demagnified optical image of
a photomask on a resist-coated silicon wafer. In subsequent development, etch and
deposition steps the latent images are transferred into a permanent structure.

The masks used in this photolithography process are one of the most crucial
components, and number up to 30, for advanced semiconductor circuits. The mask
contains the original image of the structures, which are transferred several thousand
times to the individual chips during the exposure of the wafer. Any defects in the
mask pattern will be transferred and will destroy the functionality of the printed
devices. Hence defect identification and classification are indispensable tasks. Es-
pecially, the continuous progress of photomasks by the introduction of optical en-
hancement techniques, such as phase shift masks (PSMs) and Optical Proximity
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Corrections (OPC), requires new sophisticated optical inspection systems. Usually,
the instruments used for this purpose are highly specialized deep-UV microscope
systems. The steady increase of the system requirements call for alternative opti-
cal concepts. Here, the hybrid approach offers new possibilities to overcome the
limitations of dioptric or catadioptric systems.

3.3.1 Hybrid Lens System for High Resolution DUV Mask Inspection

The challenge in designing a complex optical system for the deep-UV regime is
a consequence of the limited material selection in this spectral range, combined with
the demand of cement-free optical groups. Especially for optical mask inspection
where the presence of a protecting pellicle requires a very long working distance, an
all-refractive solution for a high-NA objective is challenging. Mask-protecting pel-
licles are thin transparent membranes suspended typically 7.5 mm above the mask
surface. When in the lithography process a dust particle is deposited on the pellicle,
it is far out of the focal plane and thus essentially invisible to the projection optics.
The pellicles consist of polymers, e.g. Teflon-like fluorocarbons, and have a typical
thickness of ∼1 µm. To exclude contamination during the optical inspection process,
the pellicle should not be removed.

The currently proposed all-refractive designs incorporate an enormous number
of single optical elements (e.g. 24 elements in [26]) and therefore involve either an
extended volume or sacrifice in the working distance [27].

The hybrid concept depicted in Fig. 3.5 addresses all of these concerns [28,29].
The design combines eight refractive components and a single diffractive element
on a plane substrate. The main properties of the hybrid objective are the following:

• large working distance of 7.8 mm
• numerical aperture of 0.65 and 50x magnification
• only fused silica components, calcium fluoride is not needed
• no cemented groups
• the overall length of 45 mm fits in a standard mask evaluation tool
• laser wavelength of 193 nm and a bandwidth of ±0.5 nm

3.4 Design and Realization

The light source for the microscope system, into which the hybrid lens is integrated,
is a compact ArF-excimer laser (λ = 193 nm) with a spectral bandwidth of Δλ =
±0.5 nm. Generally, in this wavelength region the material selection is limited to
fused silica (SiO2) and CaF2. The refractive index of fused silica changes by Δn =
0.0016, even over the narrow laser bandwidth. By comparison, the index of a typical
inorganic glass (e.g. BK7) changes by a comparable amount over a bandwidth of
nearly 40 nm in the visible range. Thus, despite the small bandwidth of the excimer
laser, color correction is indispensable for high quality imaging.
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Fig. 3.5. Hybrid refractive-diffractive
mask inspection lens system for 193 nm
with holographic optical element

A further challenge in realizing a color-corrected high quality objective for deep-
UV application is the demand of cement-free optical groups. At 193 nm the energy
of the photons is comparable to the binding energy of the organic material conven-
tionally used as an optical cement. Hence, the cemented groups are very sensitive to
the exposure dose and will limit the lifetime of a lens system. To overcome these dif-
ficulties in a classical dioptric approach, a highly sophisticated air-space technology
was introduced [30]. This technology requires a large number of optical elements of
both fused silica and CaF2. Furthermore, the manufacturing process of this objective
shows extremely tight tolerances for the air spacing and the centering of the single
elements.

As already mentioned in the previous chapter, a reduced diffraction efficiency
in the working order results in additional light in the adjacent orders which may
reduce the imaging contrast. Figure 3.6 shows the ray trace of both the 0th- and the
2nd-order diffraction. It is clearly observable that in both cases only a small portion
is transmitted through the final optical element of the objective. Of the light cap-
tured by the NA of the objective and undergoing 0th-order diffraction, only 0.012%
reaches the detection plane. For 2nd-order diffraction, the figure is 0.01%. The rest
is blocked by the housing and mountings of the tube lens.

The DOE is the most determining element of the hybrid objective and the struc-
ture parameters to be realized are very challenging. The minimum feature size of
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Fig. 3.6. Ray bundle of the unwanted zero order (top) and second order (bottom) diffraction.
Most of the unwanted diffraction light is blocked by the housing of the objective itself and
the following tube lens

the DOE is in the range of 550 nm. The necessity of a high diffraction efficiency re-
quires a sawtooth like profile with a calculated depth of ≈300 nm in fused silica. To
meet these requirements we chose a two-step process involving interference litho-
graphy followed by reactive ion etching. In the first step, two spherical wave fronts
interfere to create the concentric ring pattern. The orientation of the lines of mini-
mum intensity in the positive photoresist defines the asymmetrical groove profile
required for high diffraction efficiency. The setup allows a maximum depth in the
resist of ∼100 nm, i.e. a factor of three is necessary during the profile transfer with
the etching process.

An advanced technique is the proportional transfer of 3D resist structures
into the hard optical material by means of a reactive ion-etching (RIE) or (reac-
tive) ion-beam-etching process (R)IBE. The main difficulty to be solved in the
development of those techniques is the adjustment of the etching rates of mate-
rials with very different etching behavior namely the resist or polymer mask, on
the one hand, and the hard optical substrate material, on the other. All relevant
etching parameters can be used for such optimization. The problem will normally
grow when the curvatures of the microstructures involve a great variety of gradi-
ents.
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3.5 Application Examples

The results of a series of test measurements with the hybrid objective integrated in
a mask inspection microscope working in transmission mode are shown in Fig. 3.7.
As a test structure a chrome-on-glass (COG) mask with different periodic lines and
spaces was used (L/S: 200 nm, 175 nm, 150 nm, and 125 nm). Lines and spaces of
125 nm half pitch on mask can be resolved clearly.

To demonstrate the further potential of the hybrid lens system we compared
the high resolution mode with the mask imaging system AIMSTM (Aerial Imag-
ing Measurement System). The AIMSTM microscope allows to emulate the imaging
characteristics of a stepper/scanner under equivalent optical conditions [31]. Many
mask defects do not print in the lithography process. To decide if a mask has to un-
dergo a costly repair process, it is necessary to identify defects that are only emerg-
ing and which do not yet print. The emulation with the AIMSTM-tool enables the
assessment of the printability of defects on the mask in a fast and reliable way with-
out the need of wafer prints. The demand of stepper/scanner equivalent settings also
limits the numerical aperture of condenser and objective lens of the AIMSTM mi-
croscope to values NA ≤ 0.23, so that the single aerial image corresponds to a low
resolution mode.

The comparison of both modes, the high resolution mode with the hybrid lens
system and the AIMSTM mode, is of particular interest for structures on the mask
having so-called OPC-features. Optical proximity correction (OPC) is a lithogra-
phy enhancement technique used to compensate transcription errors caused by the
finite spatial bandwidth of the optical projection lens [32]. Relevant optical proxi-
mity effects which have to be treated are linewidth differences between dense lines
and isolated lines, line end shortening, where the ends of lines tend to contract, and
corner rounding, which means that rectangular patterns on the mask will print as cir-
cles on the wafer. The OPC technique uses pattern modifications of the photomask
to reduce effects like theses. Typical assist features added to the mask layout are
so-called scattering bars, serifs or hammerheads. These features do not print in the
lithography process but they modify the image to the favored shape.

The upper part of Fig. 3.8 shows the layout of a chrome on glass pattern with
binary mask structures comprising main bars with attached serifs and scattering

Fig. 3.7. Images of a series of test measurements with the 193 nm-hybrid lens. As a test
structure a chrome on glass mask with different lines and spaces (1 : 1) was used (from left
to right L/S: 200 nm, 175 nm, 150 nm, and 125 nm)



3 Diffractive Optical Lenses 57

Fig. 3.8. OPC-layout (top) and high resolution image (bottom) of a chrome test pattern on
a clear substrate containing serifs and assist features

bars spaced between the main features. Both positive (opaque features – surround-
ing transparent) and negative (transparent features – surrounding opaque) structures
have been measured. The lower part of Fig. 3.8 displays a high resolution image of
a positive structure taken with the hybrid lens system. The width of the main bars are
600 nm, the edge length of the serifs is 160 nm and the scattering bars are 200 nm
wide. All assist features can clearly be recognized. In Fig. 3.9 the comparison of
the AIMSTM mode (left) and the high resolution mode (right) is shown measured on
two negative structures with different features sizes in the layout:

• 600 nm main features, scattering bars 200 nm, 160 nm serifs
• 400 nm main features, scattering bars 120 nm, 100 nm serifs

For both feature sizes, 600 nm and 400 nm on mask, the aerial image shows four
distinct lines which are printable in the lithography process. Due to the scattering
bars, a slight intensity transmission is observable in the spacing between the main
feature. The color gradient of the images displays the transmitted intensity con-
tinuously. However, since the photolithographic printing process follows a distinct
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Fig. 3.9. Comparison of aerial image measurements (left) and high resolution mode (right)
on different feature sizes. AIMSTM investigates the printability of a lithography tool. In the
high resolution mode the assist features become visible

threshold value, the transmission intensity correlated to the scattering bars will be
below the particular threshold value and therefore will not print.

Applying the high resolution mode, the assist features become visible between
the main structures. For the 600 nm feature, the line ends clearly show the serifs at
the left and right corner. The 120nm serifs of the 400 nm structures are not fully
resolved. However, we can see that there are no defects at the left and right corners,
which would make the corner rounding worse in the aerial image formation.

Contact holes are also suitable objects to compare the AIMSTM and the high
resolution mode and to demonstrate the performance of the hybrid lens system. The
structure to be investigated is an array of contact holes with contact size of 0.81µm

Fig. 3.10. Aerial image at best focus of an array of contact holes (left) and the selected through
focus intensity profiles (right). The feature near the center shows a decrease in the intensity
of approximately 10% compared to the neighboring structures
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Fig. 3.11. High resolution image of the same area of contact holes as investigated before
with AIMSTM (left) and the selected intensity profile (right). The defect can be assigned to
protrusion on edge

Fig. 3.12. Aerial image at best focus of an array of contact holes (top left) and the selected
through focus intensity profiles (top right). The aerial image shows no differences in the
intensity structure for all contact holes. The high resolution image of the same area (bottom)
shows clearly a defect in the contact hole near the center (protrusion on corner)

on the mask. Selected contact holes are decorated with defined mask defects. Fig-
ure 3.10 (left) displays the aerial image (NA = 0.23) of some contact holes at best
focus. The feature near the center of the image shows a slight decrease in the maxi-
mum intensity compared to the neighboring structures. This becomes more clear
when the cross sections of a through focus series are compared (Fig. 3.10 right).
The decrease in intensity of the center feature is approximately 10%. The analysis
of the aerial image together with the characteristic response of the photoresist gives
an answer about the printability of the special contact hole. The special kind of mask
defect would not be predictable through this method with such a precision.

In Fig. 3.11 the corresponding high resolution image of a part of the same area
is shown as investigated before with the AIMSTM setup. The squared shape of the
underlying basic structure of the contact holes can clearly be identified. The contact
hole in the center of the image shows a significant intensity reduction in the upper
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part of the structure. This becomes prominent when taking the cross section of three
vertical aligned contact holes in the center of the image. The result can be assigned
to the defined defect of protrusion on edge.

Figure 3.12 shows the results measured on a different position on the mask.
In the aerial image at best focus (Fig. 3.12, upper part) no deviation in the intensity
profile of the different features could be observed and the mask can be used for wafer
printing of equally sized contacts. However, the high resolution image (Fig. 3.12,
lower part) reveals that the center contact possesses a defective corner (protrusion
on corner). There is no need for repair of this non-printing defect for use under
specific lithography settings. Yet, such defects are important to know and they may
matter later in the life cycle of the mask.

3.6 Resolution Enhancement with Solid Immersion Lens (SIL)

Following the classical theory of diffraction, the resolution of an optical microscope
is determined by the illumination or detection wavelength λ and the numerical aper-
ture NA of the system. The NA is the product of the sine of the half-angle θ of the
cone of light accepted by the objective lens and the refractive index n of the objec-
tive space (NA = n sin θ). From this relationship, the options for optical resolution
enhancement techniques can be deduced. An alternative approach to wavelength re-
duction is the use of an immersion system, which increases the refractive index in
front of the sample. In this context the use of Solid Immersion Lenses (SIL) has at-
tracted much attention owing to the possibility of simply combining a conventional
far-field optical system with a high-refractive-index lens placed in close proximity
to the sample [33].

The most simple geometry of a SIL is the classical hemisphere (hSIL), in which
the rays incident perpendicular to the spherical surface propagate to the center with-
out deviation. For our experiments we combined the hybrid microscope objective
with a hSIL of fused silica with a refractive index of 1.56 at 193 nm.

The introduction of the hSIL in the optical path does not influence the distance
between hybrid objective and mask. Additionally to the increase in the NA of the
combined system, the magnification is increased by a factor of n as well. The posi-
tioning of the hSIL with respect to the mask has to be done very carefully, because
the bottom surface of the hSIL has to be in direct contact to the mask. In the present
configuration with a sin θ = 0.65 and a refractive index of n(SiO2@193 nm) = 1.56,
only propagating fields are involved; evanescent fields are not. The capability of the
hSIL combined with the hybrid objective was investigated again on the COG mask
with periodic lines and spaces. Figure 3.13 depicts the clearly resolved images of
a 100 nm L/S structure in high contrast (additional magnification by a factor of n).
This measurement demonstrates that, in spite of the difficulties in the handling of
the SIL, the advantages of the resolution improvement are significant.
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Fig. 3.13. Test measurements of a chrome
on glass mask with lines and spaces. The
combination of the hybrid objective and
a hemispherical Solid Immersion Lens
(hSIL) allows to resolve clearly features
sizes down to 100 nm (L/S 1 : 1, 100 nm)

3.6.1 DUV Microscopy with NIR Autofocus: Wavelength Selective DOE
Combination

High-resolution DUV-systems, developed for high-throughput defect inspection, of-
ten require an additional autofocus (AF)-system, which acts simultaneously with
the imaging process. Here, the wavelength of the AF-system is usually shifted to
the near infrared region (NIR) (between 680 nm and 850 nm) to exclude interfering
effects with the imaging wavelength in the deep-UV. To guarantee a perfect func-
tionality of the optical system, the foci of both wavelengths (DUV and NIR nm)
must be adjusted precisely in the same position. In addition to the already addressed
limitations arising in DUV regime, the two very different wavelengths cause a fur-
ther complication in order to fulfill all requirements with a dioptric solution.

In the following the hybrid concept of an high-NA DUV lens system, which al-
lows the integration of an AF-system working at 785 nm is discussed [15]. Here the
application is high-throughput wafer inspection with some different requirements
with respect to the pervious presented mask inspection tool. To detect and clas-
sify the defects on processed wafers, the main parameters of the lens system are an
NA = 0.9, a 120x magnification, and a working distance of 200 µm. The lens system
was specified for an imaging wavelength of 248 nm with a bandwidth of ±2 nm, and
an autofocus wavelength of 785 ± 5 nm.

Figure 3.14 shows the scheme of the lens design and the ray trace for both
the DUV wavelength (top) and the AF-wavelength (bottom). The compact solution
combines 10 refractive optical elements and two DOEs, each on a plane-parallel
substrate. Cemented combinations are not necessary. The light from the autofocus
source is collimated and reflected into the optical path of the DUV imaging system.
Inside the hybrid lens system only a part of the outer rim of the optics is used to
guide the AF-wavelength to the wafer surface. After reflection on the sample, the
AF-light passes through the lens system on the opposite sector and again, is reflected
out of the optical path of the imaging system. Depending on the particular focus po-
sition on the wafer, the spot of the reflected and focused AF-light will illuminate
a different position on a segmented diode.

Of particular importance in the lens design is the combination of the two DOEs.
Here, the wavelength-dependent efficiency of diffractive elements is applied in
a useful sense, so that both DOEs are acting as wavelength selective elements. In
particular, the DUV-DOE is designed to guarantee high efficiency in the 1st diffrac-
tion order for the deep-UV wavelength and simultaneously a high efficiency in the
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Fig. 3.14. Lens design of a hybrid high NA objective for deep-UV applications. A particular
combination of two wavelength selective DOEs allows both, imaging at 248 nm (top ray
trace) and also the integration of an AF-system working at 785 nm (bottom ray trace)

0th order for the autofocus wavelength. The efficiency for all other diffraction orders
should be low. The diffraction behavior of the AF-DOE is reversed. This means the
AF-DOE posses a high efficiency for the IR wavelength in the 1st diffraction order
and a high efficiency for the DUV wavelength in the 0th diffraction order. In other
words, the DUV-DOE is acting as simple plane-parallel element for the AF wave-
length and for the DUV wavelength the local distribution of the spatial frequencies
define the imaging properties. In the AF-DOE, the distribution of the spatial fre-
quencies are chosen to optimize the imaging properties of the AF system, whereas
the DUV wavelength is only affected by refraction. Figure 3.15 shows schematically
the working principal of the proposed setup. This approach allows a partial decou-
pling of the design of the two different wavelengths and an almost independent
correction of the lens design for both, the AF-system and the DUV imaging system.

The imaging quality of the system at 248 nm is the most important specification.
Therefore, it is essential to achieve the efficiency requirements for DUV on both
DOEs. An appropriate design for the DUV-DOE is a sawtooth-like, blazed profile,
optimized for 248 nm, which corresponds to a depth of 400 nm in fused silica. Fol-
lowing the lens design, a maximum spatial frequency of 410 lines/mm is necessary
for the DUV-DOE. To find an appropriate profile for the AF-DOE we start with a bi-
nary phase profile of equal size in line and space and a spatial frequency of 100 l/mm
which corresponds to the maximum frequency. The efficiencies of the desired orders
(0th order DUV, 1st order NIR) were calculated as a function of the profile depth.
The calculations were carried out with a rigorous coupled wave analysis (RCWA)
algorithm. The results are shown in Fig. 3.16. The efficiency curves of the 0th order
at 248 nm show a periodic behavior with only a small deviation between TE- and
TM-polarization. The maximum efficiencies are in the range of 80%. The 1st order
at 785 nm also exhibits a periodic curve with a different height dependence, but with
a maximum efficiency of only ∼35%. This value should be sufficient for the limited
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Fig. 3.15. Schematic view of the
working principal of the wave-
length selective DOE doublet.
Left: ray trace of 1st diffrac-
tion order at 248 nm; right: ray
trace of 1st diffraction order at
AF wavelength. The DUV-DOE
shows a high efficiency in the
1st diffraction order at 248 nm
and acts as a plane parallel ele-
ment at the AF wavelength. The
AF-DOE shows the opposite
behavior

imaging functionality of the autofocus system. A comparison of the curves shows
that a height of 950 nm in binary profile should fulfill the efficiency requirements.

3.6.2 Diffraction Based Solid Immersion Lens

The use of a Solid Immersion Lens (SIL) is a promising optical method to achieve an
improved optical resolution and therefore allows a higher capability in applications
such as optical data storage, microscopy, or optical lithography. In the SIL tech-
nique, a conventional far-field optical system is combined with a high-index solid
lens, placed in close proximity to the sample. As in liquid immersion microscopy,
the numerical aperture of the optical system is enhanced by introducing high in-
dex material, which corresponds to a reduced size of the diffraction-limited spot.
At the bottom surface of the SIL, at the interface between the SIL and the sam-
ple there is an air gap which has to be passed in order to interact with the sample.
The small angle components of the incident light, will be refracted, but continue to
propagate into the air gap outside of the SIL. When the incidence angle is larger
than the critical angle θC (sin(θC) = 1/n ), light experiences total internal reflection,
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Fig. 3.16. Diffraction efficiency of a binary phase-only DOE as a function of the profile
depth. Displayed is the 0th order efficiency at 248 nm and the 1st order efficiency at 785 nm.
At a profile depth of ∼0.950 µm both efficiency requirements are fulfilled

so that only the evanescent fields or the near-field components have the possibility
to interact with the sample. These large angle components corresponds to the high
spatial frequencies and to the small sample structures and therefore are essential
for high resolution imaging. The associated electromagnetic near-fields decay into
the air gap with a penetration depth on the order of the wavelength. Besides high
spatial resolution, solid immersion microscopy also offers a high transmission ef-
ficiency, especially in fluorescence microscopy [34], and the capability of parallel
imaging.

The SILs described in the literature are mainly simple hemispheres (hSIL), in
which the rays incident perpendicular to the spherical surface propagate to the cen-
ter without deviation, or refraction-based superspheres (sSIL) (see Fig. 3.17a,b)
[33,35,36]. Superspheres, also called Weierstrass-spheres, are truncated spheres
with a height equal to (1 + 1/n)r, where r is the radius of curvature. It is theo-
retically possible for both types to perform imaging near the center of their bottom
surface without geometric aberration. A hemispherical SIL can improve the NA of
the far-field objective by a factor of n, for supersphere the factor is n2. In both cases
the maximum achievable NA is equal to n. Due to the index-dependent dimensions
of the supersphere-SIL, chromatic aberrations can arise.
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Fig. 3.17. Principle of hemispherical-SIL (left), Weierstrass-SIL (center) and diffraction
based SIL (right)

3.7 dSIL: Concept and Phase Effects

An alternative to the spherical concepts are diffraction-based Solid Immersion
Lenses (dSILs) [37]. Analogous to a Fresnel zone plate, the concentric ring sys-
tem on the upper surface of the dSIL is designed so that an incoming wave front is
diffracted to a focus at the lower surface of the dSIL (see Fig. 3.17c). SILs based on
refraction are limited by the difficulty of fabricating anything other than a sphere,
whereas the fabrication of a dSIL is amenable to “aspheric” designs. The large cur-
vature of a refractive SIL easily introduces aberrations [38]. In comparison, diffrac-
tive structures can be etched into a plan parallel substrate, using highly accurate
lithography. Diffractive SILs may also be more amenable to low-cost replication.

In the basic approach to design the annular ring system of the dSIL the Huygens-
Fresnel principle has to be taken into account. The light deflected from adjacent
zones of the dSIL interferes constructively at the focus when the optical path length
difference (OPD) is an integer multiple m of the wavelength λ. In an extension of this
approach an additional phase offset ϕoff;n has to be considered, which is introduced
by the diffractive structure itself at the upper surface of the dSIL. This phase offset
varies from zone to zone and is dependent on the incidence angle, polarization, the
corresponding local grating period and groove profile. The phase offset becomes
crucial when the classical Rayleigh limit of λ/4 wave front aberration is exceeded.
In particular, it will occur when the local period of the diffractive structure is on the
order of the wavelength i.e. for large incidence angles and high numerical apertures.

An obvious example for the theoretical investigations of the phase offset is the
model of a diffractive analog to a classical hSIL. Here the first order diffracted waves
focus at the bottom surface of the dSIL, at the same geometric position and with
the same angular spectrum as would occur without the dSIL. That means, each
incidence angle is directly correlated to a spatial frequency of the dSIL.

To match the experimental data, a dielectric dSIL substrate was chosen with
refractive index of n = 2.02 (Schott; LaSF35) at an illumination wavelength of
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Fig. 3.18. Phase offset as a function of the incidence angle introduced by the surface relief
structure of a dSIL. (a): Binary phase-only profile (h = 200 nm); (b): 8-level profile (h =
350 nm). Due to the application constraints, the variation of the incidence angle is correlated
with a change of the grating period

632.8 nm. Both, a binary and an 8-level phase profile were investigated. Due to
the difficulties to realize a variable depth in the groove profile for different spatial
frequencies, a constant depth for each profile geometry was assumed (h(binary) =
200 nm, h(8 − level) = 350 nm respectively). Here the height is selected to obtain
a high efficiency in the outer region of each dSIL. Figure 3.18a shows the calcu-
lated and normalized phase offset for the uncompensated binary phase profile. It is
clearly observable that both polarization directions show nearly identical behavior.
For decreasing spatial periods the phase offset becomes more significant, and the
Rayleigh limit of λ/4 wave front aberration will be exceeded when sin θ ≈ 0.7.
Figure 3.18b shows the identical calculation for an 8-level phase profile. Again TE-
and TM-polarization show very similar behavior. In comparison to the binary pro-
file, here the maximum phase offset is more dominant and the Rayleigh limit is
already reached for an incidence angle of sin θ ≈ 0.6. To compensate the phase
offset, an additional phase plate could be introduced. Alternatively, one could also
tune the local period of the diffractive structure. Such a design would require the
simultaneous solution of the grating and coupled-wave equations.

3.8 dSIL: Experimental

The dSILs were realized as binary phase elements by means of microstructuring
techniques. They were designed and fabricated for illumination at 632.8 nm. The
binary structure is realized in the high index glass LaSF35 by direct e-beam writing
combined with reactive ion etching (RIE).

To evaluate the imaging properties of the dSIL, the light distribution of the fo-
cused spot at the bottom surface of the dSIL is measured directly with a near-field
scanning optical microscope (NSOM) (Fig. 3.19).

Therefore the light of a HeNe–laser (632.8 nm) is focused by a microscope ob-
jective with NA = 0.6 and working distance of 3.02 mm. The wave diffracted by the
dSIL comes to a focus on the flat bottom surface, parfocal to the objective operating
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Fig. 3.19. Schematic view of the experimental setup to evaluate the resolution enhancement
of the dSIL concept. Via a conventional microscope lens and the dSIL, a focused spot is
realized at the bottom of the dSIL substrate. The extension of the spot size is measured by the
use of a aperture probe realized by a tapered and aluminized glass fiber tip
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Fig. 3.20. Comparison of the
measured spot size with and
without dSIL. For a correct
analysis of the resolution en-
hancement the convolution
of probe aperture and optical
field distribution has to be
taken into account

alone. A near-field probe below the dSIL is placed in contact with the bottom sur-
face. The probe is a tapered and aluminized glass fiber with an aperture of 100 nm.
The optical field collected by the probe is detected with a photomultiplier tube. The
probe scans in x and y and moves in the z direction to maintain contact. Measured in
this way, the focal spot has a FWHM of 450 nm (Fig. 3.20). To characterize the fo-
cal spot of the microscope objective alone, the measurement is repeated without the
dSIL, yielding a FWHM of 770 nm. The measured optical field is a convolution of
the real optical field and the NSOM tip aperture. The approximate real field widths,
350 nm and 670 nm, can be obtained by subtracting the aperture diameter from the
measured widths. As expected, the ratio is close to the refractive index of the dSIL
and the measured spot size corresponds well to the theoretical estimation.
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3.9 Final Remarks

With examples in deep-UV microscopy and the discussion of diffraction based solid
immersion lenses, it was demonstrated, that high-resolution imaging profits from
the utilization of the hybrid combination of diffractive and refractive lenses. In com-
parison to conventional setups, the hybrid concept offers an extended flexibility in
the optical design, which allows the realization of lens systems with optimized per-
formance and compactness.

To some specific optical characteristics of imaging DOEs, e.g. the wavelength
selectivity of particular diffraction orders, exist no refraction based equivalent. This
allows system solutions with completely new imaging properties which could not
be realized with a classical dioptric or catadioptric approach.

As usual advantages are accompanied by disadvantages. This also becomes true
with the hybrid concept. Especially when a hybrid system is exposed to broadband
illumination, consideration should be given to the diffraction efficiency and the ef-
fects of stray light on the system performance. For a successful work on applica-
tions using DOEs in imaging systems a diversity of experiences are necessary such
as knowledge of the chromatic characteristics or effects related to the diffraction
efficiency of DOEs.

In this context, the interactions between the optical design and the technologies
to realize DOEs are of enormous importance. The best possible knowledge of all
realization steps of DOEs, involving mastering, tooling and replication, will reduce
costly and time consuming iteration steps.
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4 Diffractive Read-Out of Optical Discs

Joseph J.M. Braat, Peter Dirksen, Augustus J.E.M. Janssen

4.1 Introduction

An extensive literature is available on optical data storage. Because of the multi-
disciplinary character of optical storage, the subjects range from optics, mechanics,
control theory, electronics, signal coding and cryptography to chemistry and solid-
state physics. Several books [2]–[9] have appeared that are devoted to one or several
of the subjects mentioned above. This chapter will be limited to purely optical as-
pects of the optical storage systems. In Section 4.2 of this chapter we first present
a short historic overview of the research on optical disc systems that has led to the
former video disc system. In Section 4.3 we briefly review the general principles of
optical storage systems that have remained more or less unchanged since the start
some thirty years ago. An interesting feature of the DVD-system is its standardised
radial tracking method that we will treat in some detail in Section 4.4. The appear-
ance of new generations with higher spatial density and storage capacity has trig-
gered solutions for the backward compatibility of the new systems with the existing
ones. In Section 4.5 we pay attention to these backward compatibility problems that
are mainly caused by the smaller cover layer thickness, the shorter wavelength of
the laser source and the higher numerical aperture of the objective in the new gener-
ations. Finally, in Section 4.6 we indicate how an efficient modelling of the optical
read-out system can be done. Important features like the radial cross-talk and inter-
symbol interference can be studied with an advanced model of the optical read-out
and the resulting signal jitter, an important quality factor for a digital signal, is effi-
ciently obtained. A new approach is presented that can speed up the calculations so
that the modelling can really serve as an interactive tool when optimizing the optical
read-out.

4.2 Historic Overview of Video and Audio Recording
on Optical Media

Optical data storage uses the principle of the point-by-point scanning of an object to
extract the recorded information on the disc. In another context, such an approach
was used in a somewhat primitive way in the ‘flying-spot’ film scanner. This appa-
ratus was developed in the early fifties of the last century when a need was felt to
transform the pictorial information on film into electrical information to be recorded

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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Fig. 4.1. Schematic lay-
out of a flying-spot film
scanning device

on magnetic tape. The flying-spot in the film scanner was obtained with the aid of
a cathode ray tube and its resolving power was adequate for the resolution encoun-
tered on the standard cinema film format. In Fig. 4.1 the focusing lens Lo is shown
that produces the scanning spot on the film. The light is partially transmitted and
diffracted by the information on the film surface and the detector collects the trans-
mitted light via the collecting lens Lc. The required resolution in the film plane was
of the order of 20 to 30 µm and this was not an extreme demand neither for the
electron optics nor for the ‘objective’ lens Lo. The flying-spot scanner was not anal-
ysed in depth for some time, it just functioned correctly for the purpose it had been
developed for and produced coloured images with the required TV-resolution. In
1961 a patent was attributed to M. Minsky [10] where he describes the principle of
a scanning microscope with a resolving power comparable to the standard micro-
scope. Minsky even proposed to use several scanning spots in parallel, thus realising
a large-field scanning . The practical use of his (confocal) scanning microscope was
limited because of the inefficient use of the power of the (thermal) light source.

A further step towards the optical data storage principle as we know it nowadays
was taken by a research group at Stanford University that focused on the record-
ing of video information on a record with the size of a standard audio Long Play
disc [11]. The group developed a disc-shaped carrier with data tracks that carried
the directly modulated video signal. After a few years the research was abandoned
because of the cross-talk problem between the information in neighbouring tracks
and because of the bad signal to noise ratio of the detected signal. The belief in
a commercial success as a consumer product dwindled away and the sponsor, the
3M-company, stopped funding.

In parallel to this early research on direct signal recording, several groups
worked on the principle of storing pictures on a disc, either directly or via holo-
graphic encoding. Of course, the latter method was believed to be much more ro-
bust because of the far-field recording of the pictorial information. However, one
has to conclude that the various prototypes of ‘pictorial’ video-players that were de-
veloped at the end of the sixties and the early 1970’s were not satisfactory because
of the inefficient use of the available recording surface, the difficult mechanics in
the case of the ‘direct picture’ approach and the colour and speckle problem for the
holographic devices.
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4.2.1 The Early Optical Video System

At the end of the 1960’s, various disciplines and techniques were present at Philips
Research Laboratories in the Netherlands that enabled a breakthrough in the field of
optical data storage. Important factors enabling this breakthrough were

• availability of expertise in precision optics and control mechanics,
• research on a consumer-type of HeNe-laser where the delicate problems of

alignment and stability of such a coherent source were solved in such a way
that relatively cheap mass-production could be envisaged,

• work on efficient modulation techniques for video recording on magnetic tape,
• a strong belief in the market for educational applications (teaching, instruction,

continuous learning).

In an early stage, some decisions [12] were taken (reflective read-out, information
protection via the disc substrate) that have proven to be of vital importance for
the success of ‘robust’ optical data storage. In 1975, several companies (Philips,
Thomson [13], Music Corporation of America [14]), later joined by Pioneer, have
united to establish a standard for the video disc system (VLP = Video Long Play) so
that worldwide disc exchange would be possible. The most important standardised
features were

• HeNe laser source, λ = 633 nm, numerical aperture (NA) of the read-out objec-
tive equal to 0.40, track pitch of information spiral is 1.6µm, disc diameter is
30 cm, rotational velocity is 25 or 30 Hz depending on the television standard.

• frequency modulation of the analog video signal resulting in optical informa-
tion pits with a (small) pit length modulation; the average pit length typically is
0.6µm with comparable ‘land’ regions in between.

• recording of two video frames per revolution (constant angular velocity, CAV)
or recording with constant linear velocity (CLV). The first choice allowed for
the still-picture option without using a frame memory (not yet available at that
time), the second choice yielded discs with the longest playing time (up to two
hours).

Further research on the video disc system (later called the Laser Disc system) has
centred on an increase of the recording density, e.g. by

• halving the track pitch to 0.8 µm and keeping the cross-talk at an acceptable
level by introducing a two-level pit depth that alternates from track to track [15]

• using (high-frequency) track undulation for storing extra information, e.g. colour
and/or sound channels.

Other research efforts have resulted in the introduction of the semiconductor laser
(λ = 820 nm) and the simplification of the optics, among others by introducing
aspherical optics for the scanning objective [16].

Further potential changes in disc definition resulting from this research on higher
density have not led to an improved video disc standard; but the semiconductor laser
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source and the cheaper optics have been readily introduced at the beginning of the
1980’s.

In parallel to the video application, storage of purely digital data has been pur-
sued in the early stages of optical storage. Various systems using large-size optical
discs have been put on the professional market while the recording of data was
made possible by the development of high-power semiconductor lasers. In the first
instance, the data were irreversibly ‘burnt’ in the recording layer. Later research has
revealed the existence of suitable phase-change materials [17,18] that show an opti-
cal contrast between the amorphous and crystalline phase and permit rapid thermally
induced switching between both phases. Other optical recording materials rely on
the laser-induced thermal switching of magnetic domains [7]; the optical read-out of
the domains with opposite vertical magnetisation is done using the magneto-optical
Kerr effect.

4.2.2 The Origin of the CD-System

The Laser Disc video system knew a limited success due to its restricted playing
time and its lack of the recording option which made direct competition with the
well-established video cassette recorder rather difficult. Other opportunities for the
optical storage technique were already examined for several years and the replace-
ment of the audio Long Play disc by an optical medium was actively researched. An
enormous extra capacity becomes available when switching from the mechanical LP
needle to the micron-sized diffraction-limited optical ‘stylus’. The approximately
hundred times larger storage capacity on an equally sized optical disc has been used
in two ways, first by reducing the size of the new medium and, secondly, by turning
towards digital encoding of the audio signal which, at that time, asked for a very
substantial increase in signal bandwidth. After a certain number of iterations where
disc size, signal modulation method, digital error correction scheme and playing
time were optimised, the actual Compact Disc standard was established in 1980 by
the partners Philips and Sony. The disc diameter of 12 cm was established to accom-
modate for the integral recording on a single disc of the longest version of the ninth
symphony of Beethoven (74 minutes playing time, Bayreuth 1951 recording by the
Berliner Philharmoniker, conductor Wilhelm Fuertwangler).

The worldwide market introduction of the CD-system took place at the end of
1982 and the beginning of 1983. Apart from the infrared semiconductor laser source
and the corresponding miniaturisation of the optics, no really fundamental changes
with respect to the preceding laser disc video system were present regarding the
optical read-out principles. The CD system turned out to be simpler and more robust
than its video signal predecessor. This was mainly due to the digitally encoded signal
on the CD-disc that is much less sensitive to inter-track cross-talk than the former
analog video signal.
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4.2.3 The Road Towards the DVD-System

For a long period, the application of the CD-system has been restricted to the digital
audio domain. In an early stage, a read-only digital data storage system with identi-
cal capacity (650 MByte) has been defined (CD-ROM) but the market penetration of
this system has been relatively late, some 8 to 10 years after the introduction of the
audio CD. Once the personal computer application took off, the demand for record-
able and rewritable CD-systems (CD-R and CD-RW) immediately followed. At the
same time, the computer environment asked for an ever increasing data capacity to
handle combination of pictorial and data content (e.g. for games). Spurred by the
quickly developing market of video (using the lower quality digital MPEG1 video
standard), a serious need was felt for an improved optical data storage standard. The
DVD-standard (see Fig. 4.2) has been defined as of 1994 by a consortium of 10
companies and offers a seven times higher capacity than the CD-format. Because
of its multi-purpose application, the acronym DVD stands for Digital Versatile Disc
and both MPEG2 video information, super-audio signals and purely digital data
can be recorded on this medium. Again, the optical principles used in the DVD-
system have not fundamentally changed; a relatively new radial tracking method
was introduced and the backward compatibility with the existing CD-family asked
for various provisions. In recent years, the DVD-medium has also developed into
a family with recordable and rewritable versions. The main innovation in the DVR
or Blu-ray Disc system is the use of the deep blue semiconductor laser; combined
with a drastically increased value of the numerical aperture of the objective, a forty
times higher density with respect to the CD-system is achieved.

Fig. 4.2. A sketch of the light paths for the CD, DVD and DVR or Blu-ray Disc system and
electron microscope photographs with identical magnification of the information pits of the
three systems
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Even if the basics of optical disc systems have not changed, an enormous effort
in research and development has been needed to adapt the media and the playing
units to the drastically increased demands with respect to spatial density, scanning
speed and data rate. Another less visible development is the digitisation of the opto-
mechanical and electronic control systems in the player. Without the easily pro-
grammable digitised servo and control systems, the multi-purpose disc player/re-
corder that easily accepts a broad range of media would be impossible.

In this chapter we will restrict ourselves to the purely optical aspects of an op-
tical disc player/recorder. More general overviews can be found in the various text-
books mentioned in the introductory section.

4.3 Overview of the Optical Principles
of the CD- and the DVD-System

In this section we briefly recall the read-out method to extract the stored information
from the optical disc. The information is optically coded in terms of a relief pattern
on a read-only disc while recordable and rewritable discs employ recording layers
that influence both the phase and the amplitude of the incident light. The arrange-
ment of the information is along tracks that have to be followed, both in the recorded
and the ‘blank’ or pre-formatted situation. To this purpose, a bipolar signal is opti-
cally derived that can be connected to a servo mechanism to keep the objective head
on track during reading or recording. Simultaneously, an error signal is needed to
correct for any deviation of the information layer from the optimum focus position.

4.3.1 Optical Read-Out of the High-Frequency Information Signal

In Fig. 4.3, the typical data formats to be read in an optical disc player are shown.
The typical track spacing on CD is 1.6 µm and the pit length varies between 0.9
and 3.3 µm with typical increments of 0.3 µm. The data disc in Fig. 4.3 (b) has
a different coding scheme that initially looked more appropriate for the hole-burning
process by avoiding the length modulation. In Fig. 4.3 (c) the CD-ROM format is
present on a phase change disc with the low-contrast regions of micro-crystalline
and amorphous structure. The disc in Fig. 4.3 (d) is not compatible with the standard
(or DVD) reading principle because of the polarisation-sensitive read-out.

The reading of the information is done with the aid of the scanning microscope
principle that is sketched in Fig. 4.4. As it is well-known from the literature, the
scanning microscope and the classical microscope are very closely related regard-
ing their resolution and optical bandwidth [19,20]. In terms of maximum transmit-
ted spatial frequency, the classical microscope attains a value of 2 NA/λ in the case
of incoherent illumination via the condensor system (the numerical aperture of the
condensor C then needs to be equal to or larger than the numerical aperture NA of
the objective OI). The scanning microscope achieves the same maximum frequency
transfer when the detector D at least captures the same aperture NA as offered by the
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Fig. 4.3. Typical data formats present on optical storage media (a) CD-information recorded
as a relief pattern in the surface of a disc obtained via injection molding (b) ‘burned’ data
on a digital data disc (c) amorphous islands (gray) arranged along a pre-formatted track in
a micro-crystalline ‘sea’ (phase-change recording) (d) polarisation microscope photograph
of a magneto-optical layer with recorded CD-like information

scanning objective OS (see heavy dashed lines in Fig. 4.4 (a). In the case of a reflec-
tive scanning system, the equal aperture of OS and D is obtained in a straightforward
manner because of the double role of OS as scanning objective and collecting aper-
ture for the detector.

The optical transfer function of a scanning microscope has been visualised in
Figs. 4.5–4.6. The diffraction of a plane wave with propagation angle α by a (one-
dimensional) periodic structure (frequency ν = 1/p) leads to a set of distinct plane
waves with propagation direction angles αm given by

sinαm = sinα + mλν , (4.1)

where m is the order number of the diffracted plane wave.
In the case of an impinging focused wave (aperture angle u), the diffracted field

is a superposition of diffracted spherical waves. The incident spherical wave can be
considered to be the superposition of a set of plane waves with an angular distribu-
tion ranging form −u to +u. Note that in the case of a spherical wave, the diffracted
orders can not easily be separated in the far field at a large distance from the peri-
odic structure. This is in particular the case for low spatial frequencies and this is
in line with the intuitive feeling that a finely focused wave is not capable of sharply
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Fig. 4.4. The scanning optical microscope SOM (a) and the ‘classical’ imaging optical mi-
croscope IOM with a full field illumination (b). In the scanning microscope, the detector has
been schematically drawn and is optically characterised by its angular extent (dashed cone)
with respect to the object. In the figure, the angular extent or ‘aperture’ of the detector has
been drawn equal to the numerical aperture NA of the objective OS, a situation that corre-
sponds to standard reflective read-out of an optical disc

discriminating a large period. As soon as the period becomes comparable with the
lateral extent of a focused wave (typically of the order of λ/2NA), the diffracted
spherical waves are fully separated. However, we do not need to fully separate the
diffracted spherical orders to draw conclusions about the presence and the position
of the periodic structure. In the regions where e.g. the spherical waves with order
number m = 0 and m = 1 overlap, the two waves are brought to interference and the
phase difference between them will depend on the lateral position of the periodic
structure with respect to the focal point of the incident spherical wave (note that the
phase of a first diffracted order shows a phase shift φ that equals 2πνΔ if the periodic
structure suffers a lateral shift of Δ).

The strength of the interfering signal depends on the size of the overlapping
region and on the usefully captured signal by the detector. In the case of a centred
detector, the signal depends on its lateral extent and it is normally expressed in terms
of the angular beam extent (NA = sin u) of the incident focused beam.

In Fig. 4.6, the normalised frequency transfer function has been depicted as
a function of the commonly called coherence factor γ = NAD/NA (NAD is the
numerical aperture of the detector as defined by geometrical conditions or by a col-
lecting optical system in front of the detector, see [19]). The maximum detectable
frequency is 2 NA/λ. In this case (γ ≥ 1), the optical system is approaching the
fully incoherent limit which means that from the complex amplitude transmission
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Fig. 4.5. The diffraction of a plane wave and a focused wave by a one-dimensional periodic
structure. The useful region in the far-field for signal detection is given by the regions of
overlap of zeroth and first orders

function of an object only the modulus part is detectable. At low values of γ, leading
to the limit of ‘coherent’ read-out, the phase part of an object, even if it is a weakly
modulated function, can also be detected in principle. Note that on an optical disc
the relief pattern mainly affects the phase part of the optical transmission or reflec-
tion function. Because of the strong height modulation with respect to wavelength,
the phase modulation can also be detected in the (almost) incoherent mode at γ = 1.
If the phase modulation switches between 0 and π, the phase modulation even be-
comes a pure amplitude modulation with extreme values of ±1. The choice of the
value of γ has been fixed at unity from the very beginning of optical storage. In
contrast with e.g. optical lithography where a certain minimum transfer value is re-
quired and where it can be useful to trade off the maximum transmitted frequency
against a better modulation via a choice γ < 1, the transfer of an optical disc system
can be improved electronically afterwards. This electronic equalisation has proved
to be powerful and thus permits to virtually use the entire optical pass-band up to
the optical cut-off frequency of 2 NA/λ; in practice, frequencies turn out to be de-
tectable up to 90% or 95% of the cut-off frequency. The typical optical frequencies
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Fig. 4.6. The normalised optical transfer function as a function of the coherence factor γ,
determined by the numerical aperture ratio of detector and scanning objective

Fig. 4.7. The pit structure on an optical
disc and a schematic drawing of the de-
tected signal that shows a typical maxi-
mum slope defined by the spot size λ/NA.
An oscilloscope image of a large se-
quence of signal sections is shown be-
low when the scope is triggered on an
arbitrary positive transient in the signal;
this signal is commonly called the dig-
ital ‘eye-pattern’ and should preferably
not contain transients that are close to
the centre of a digital eye (see the drawn
lozenge in the figure)

in a CD-system (λ = 785 nm, NA = 0.45) are 55% of the cut-off frequency for the
radial period and approximately 50% for the highest frequency in the direction of
the tracks (this is the 3T–3T alternation, the shortest land and pit distances (0.9µm)
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on a CD-disc given the clock length of 0.3 µm). Of course, the binary relief pattern
in the track of a CD may contain higher frequencies than this highest fundamental
frequency. In the DVD-system (λ = 650 nm, NA = 0.60) the optical pass band is
used in a more aggressive way and the typical frequencies are shifted to 75% of the
cut-off frequency 2 NA/λ.

The typical signal that is obtained from the high-frequency detector in an optical
disc player is shown in Fig. 4.7. A well-opened digital ‘eye’ is essential for a correct
read-out of the stored information.

4.3.2 Optical Error Signals for Focusing and Radial Tracking
of the Information

Focus Error Signal Various methods have been proposed for deriving a focus error
signal that can be fed to e.g. the coils of a miniature linear electromotor so that an
active positioning of the objective with respect to the spinning disc is achieved. In
Fig. 4.8 the commonly used astigmatic method [21] is shown. The light reflected

Fig. 4.8. An optical light path using the astigmatic focusing method by exploiting the astig-
matism introduced by a plane parallel plate in the returning converging beam (left). The
calculated diffraction patterns corresponding to a focal line and to the best focus position are
depicted in the right-hand part of the figure, together with the separation lines of the focus
quadrant detector (horizontal and vertical in this picture)
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from the disc passes through a relatively thick plane parallel plate (the beam splitter
on the way forth from the source to the disc). Depending on the convergence angle of
the returning beam and on the thickness of the plate, a certain amount of astigmatism
is introduced that generates two focal lines along the optical axis with a ‘best’ focal
region in between them. Projected back onto the information surface and taking into
account the axial magnification of the combination of collimator and objective, one
aims at a distance between the astigmatic lines of some 10 to 15 µm. The best focus
position corresponds to a balanced intensity distribution on the four detectors and
should be made to coincide with optimum high-frequency read-out of the optical
disc. In the right part of Fig. 4.8 a contour picture is shown of the diffraction image
in the best focus position and in the case when one of the line images is focused on
the detector.

Another candidate for the detection of a focus defect is the Foucault knife-edge
test. Although its sensitivity can be higher than that of the astigmatic method, the
position tolerances of the knife edge are somewhat critical. A circularly symmetric
version of the knife-edge method is the ‘ring-toric’ lens method [22]. Another option
is the ‘spot-size’ detection method that measures the variation of beam cross-section
as a function of defocus. All these methods are capable of delivering a signal with
changing polarity as a function of the sign of the focus error. Another important
property of an error signal is the maximum distance through which the signal is well
above the noise, the so-called effective acquisition range. For both methods, a typical
value of 30 to 50 µm can be expected. More refined methods use the detected high-
frequency information to monitor the absolute focus-setting and to correct for any
drift in the detector balance or the mechanical settings of the light path.

Radial Error Signal The methods indicated in Fig. 4.9 have been devised for the
detection of the radial position of the reading or recording light spot with respect
to the centre of a track. The first method uses two auxiliary light spots generated
by means of a grating (twin-spot method [23]). The light spots have a quarter track
spacing off-set with respect to the central light spot. The reflected light belonging
to each auxiliary spot is collected in the focal region on separate detectors and the
difference in average signal from each detector provides the desired bipolar tracking
signal that is zero on-track. An AC-variant of this method with the auxiliary spots
uses a small lateral oscillation of the main spot itself. The detection of the phase
(either 0 or π) of the oscillation in the detected AC-signal yields the required track-
ing error signal. The oscillation can be imposed on the scanning spot in the optical
player but, preferably, a so-called track wobble is given to the track with a known
phase so that no active wobble is needed in the player. Of course, the track wob-
ble should not generate spurious information in the high-frequency signal band nor
should it spoil other information (track number, address information) that is stored
in an ’undulation’ or lateral displacement of the information track. Both methods de-
scribed above retrieve the tracking information from a refocused light distribution
on one or more detectors that are optically conjugate with the information layers and
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Fig. 4.9. The various options for de-
riving a bipolar optical tracking sig-
nal. The label ‘near field’ here means
that the detector arrangement is posi-
tioned in the image plane of the infor-
mation layer. In the case of ‘far field’
detection, the detector is effectively
located in the limiting aperture of the
objective (or in an image of this di-
aphragm)

for this reason they are called near-field methods. A well-known far-field method is
the so-called Push-Pull method [21] that uses a duo-detector in subtractive mode
for radial tracking (see Fig. 4.10). The method is based on the fact that in the pres-
ence of a tracking error (the centre of the scanning spot hits e.g. the edges of the
information pits) the average propagation direction is slightly bent away from the
perpendicular direction. For relatively small values of the phase shift of the light re-
flected by the pits, the difference signal of the duo-detector shows a change of sign
when the scanning spot crosses the information track. If we define the phase depth
Δφ of the information pits as the phase shift suffered by the light on reflection from
the information pits with respect to the light reflected from non-modulated land re-
gions, we observe that the difference signal of the duo-detector reduces to zero if Δφ
equals π. The obvious reason is that a phase shift of π between pits and land regions
has reduced the information structure to effectively an amplitude structure with no
directional phase information available. For this reason, the Push-Pull method is
critical with respect to the phase shift induced by the information pits and it also
behaves in a rather complicated way once the optical ‘effects’ have a combined am-
plitude and phase character (phase-change recording material). A far-field method
that, in a first instance, does not suffer from the restrictions on the phase depth Δφ is
the differential phase (or time) detection where the phase relations between signal
components from a far-field quadrant detector at the instantaneous signal frequency
ω are used to derive a tracking signal [24]. A tracking method based on this princi-
ple has been standardised for the DVD-system and will be discussed in more detail
in a following section.
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Fig. 4.10. The phase change in-
troduced by a pit edge to the fo-
cused wave (here shown in transmis-
sion). The average propagation di-
rection of the transmitted beam is
slightly tilted causing unbalance be-
tween the detectors D1 and D2

The possible perturbations of the near-field or far-field methods is correlated
with the conjugate position of the respective detectors. In Fig. 4.9, lower part, the
near-field methods should be sensitive to damage of the information layer while
the far-field based methods should be more sensitive to damage or scratching of
the upper surface (non-info) of the disc. Because of the limited bandwidth of the
tracking error signals, their (average) information is collected from a relatively large
disc area (a stripe on the info-layer, an elongated circle on the non-info surface).
Because of the spatial averaging effect, no substantial difference of preference is
found for the near- or far-field methods.

4.3.3 Examples of Light Paths

The various methods for deriving the high-frequency signal and the optical error
signals have to be incorporated in a light path that has wide tolerances both during
manufacturing and product life (optical damage, thermal and mechanical drifts).
In Fig. 4.11, left-hand side, a classical light path for CD is shown with the light
from the laser diode source coupled in via a semi-transparent plate towards the col-
limator-objective combination. The reflected light is transmitted through the beam
splitter towards a double-wedge prism that separates the far field region in order to
accommodate the detection of a Push-Pull radial tracking signal. The double wedge
also serves as ‘knife-edge’ for each beam half thus producing two complementary
knife-edge images for focus detection. This light path is made from simple, easily
available components. The tightest tolerance regarding temperature and mechanical
drift is found in the relative position of source and detector with respect to the beam
splitter.

In the right-hand figure, the beam splitting action is obtained with the aid of
a holographic element. The relatively thick substrate carries a grating on the lower
surface for generating the three spots needed for radial tracking. The upper surface
contains a more complicated structure, the holographic or diffractive element. At
the way forth to the disc, the three beams generated by the grating continue as the
zeroth order of the holographic structure and they are captured by the collimator and
objective. Consequently, three light spots are focused on the disc. On the way back,
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Fig. 4.11. An optical light path using separate optical components for achieving the beam
separation and the generation of the focus and radial error signals (left). In the right-hand
picture, the splitting function and the generation of the error signals is obtained by means of
holographic or diffractive optical element. In the lower picture, the various beams are shown
that propagate towards the detector after traversal of the holographic beam splitter HOE

the light diffracted by the hologram propagates towards the detector region and a far-
field splitting is obtained by sending one half circle of the beam cross-section to the
detectors 2 and 3 and the other half to detector 4. The auxiliary spots produced by the
grating are directed towards the detectors 1 and 5. A focus error signal is obtained by
taking the difference between detectors 2 and 3 while the Push-Pull radial tracking
error signal can be obtained by the signal combination (2 + 3) − 4. Moreover, an
extra twin-spot radial error signal is obtained from the detector difference signal
1–5 (the radial offset of each spot is one quarter of a pitch). The high frequency
signal is derived from the sum of the detectors 2, 3 and 4. The attractiveness of the
hologram solution is its mechanical and environmental stability. The directions of
the diffracted orders are rather insensitive to hologram tilt and displacement and the
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source and detector are mounted on one single substrate. A wavelength change will
shift the diffracted spots along the dividing line between detectors 2 and 3 but does
not cause an offset.

4.4 Radial Tracking for DVD

Some disadvantages of the radial tracking methods had become manifest while us-
ing them for the CD-system. The twin-spot method requires an extra grating with
a rather delicate angular orientation and, in the recording mode, precious optical
power (some 20%) is spread out to the auxiliary twin spots. The Push-Pull method
is sensitive to the phase depth Δφ of the information and does not work in the pres-
ence of pure amplitude information patterns. The spot or track wobble method, due
to its very nature, consumes precious space in the radial direction and is likely to
increase the cross-talk between tracks when compared to the other methods at equal
density. For this reason, the Differential Phase Detection (DPD) method [24], orig-
inally devised for the analog video disc system, has been revisited to adapt it to
the digital signals on the high-density DVD disc. It is now commonly called the
Differential Time Detection (DTD) method.

4.4.1 A Diffraction Model for the DPD and DTD Tracking Signal

An easy picture for the understanding of the differential phase (or time) detection
method is obtained when the information in the tangential direction is replaced
by a single frequency, so that, together with the radial periodicity, a purely two-
dimensional grating is present on the disc. In Fig. 4.12 the various quasi-DC and AC
signals are depicted that are present in the far-field on a quadrant detector (quadrants
A, B,C and D). Each modulation term depends on the diffraction direction. Radially
diffracted orders show a (varying) intensity level in an overlapping region with the
zeroth order that is proportional to cos(ψ10 ± φr). The reference phase ψ10 between
the first and zeroth orders is determined by the disc structure; it varies from π/2
for very shallow structures to π if the phase depth Δφ of the optical effects attains
the value of π. The quantity φr = 2πr/q is proportional to the tracking error r (q is
the track pitch). The sign of φr depending on the order number ±1 of the diffracted
order. In the same way, the overlapping regions in the tangential direction show an
intensity variation according to cos(ψ10 ±ωt), caused by the scanning with uniform
speed of the tangentially stored periodic pattern. Obliquely diffracted orders show
a mixed phase contribution and are carrying the interesting information for deriving
the tracking error.

Collecting the interference terms on the various quadrants, we obtain

S A(t, φr) = cos(ωt + ψ) + α cos(ωt − φr + ψ)

S B(t, φr) = cos(ωt − ψ) + α cos(ωt + φr − ψ)

S C(t, φr) = cos(ωt − ψ) + α cos(ωt − φr − ψ)

S D(t, φr) = cos(ωt + ψ) + α cos(ωt + φr + ψ) , (4.2)
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Fig. 4.12. Overlapping regions in the far-field quadrants A, B,C and D with typical modula-
tion terms in the DC-domain and in the high-frequency domain (frequency ω). In each of the
eight examples shown, the letters are printed (between brackets) of the quadrants in the far
field where a certain harmonic modulation term of the signal is detected. The dependence on
the disc translation is given by the term ωt and a radial displacement by the phase φr. If no
translation term ωt is present, the signal only shows variations of average intensity (denoted
by ‘constant’) due to radial position. The tangential direction is chosen horizontally in the
figure

where all possible reference phase angles between zeroth and first diffracted orders,
for reasons of simplicity, have been replaced by a single phase angle ψ and where
α is a factor less than unity that accounts for the relatively small contribution of the
diagonal orders with respect to the tangential orders.

With this approximation, the various high-frequency signals are now given by:

S CA(t, φr) ∝ + (1 + α cosφr) cosψ cos(ωt)

S tPP(t, φr) ∝ + (1 + α cosφr) sinψ sin(ωt)

S rPP(t, φr) ∝ +α sinφr sinψ cos(ωt)

S dPP(t, φr) ∝ −α sinφr cosψ sin(ωt) . (4.3)

The subscripts here denote the signals according to the detector schemes Central
Aperture (CA = A+ B+C +D), tangential Push-Pull (tPP = A− B−C +D), radial
Push-Pull (rPP = A + B −C − D) and diagonal Push-Pull (dPP = A − B +C − D).

For the derivation of a tracking signal, a reference signal with a well-defined
time-dependent phase is needed for comparison with a signal whose phase depends
on the tracking error. As a reference signal we can choose the Central Aperture (CA)
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signal or the tangential Push-Pull signal. If we take the CA-signal and multiply it
with the dPP-signal after a phase shift of the latter over π/2 we obtain after low-pass
filtering:

S 1(φr) ∝ −α cos2 ψ

(
sin φr +

1
2
α sin 2φr

)
. (4.4)

The multiplication of the tangential PP-signal and the diagonal PP signal directly
yields after low-pass filtering:

S 2(φr) ∝ −α sinψ cosψ

(
sin φr +

1
2
α sin 2φr

)
. (4.5)

Inspection of the signals S 1(φr) and S 2(φr) shows that they provide us with the
required bipolar signal of the tracking error φr. The factor in front, containing ψ,
depends on the phase depth Δφ and makes S 2(φr) less apt for discs with relatively
deep optical structures while S 1(φr) performs optimum in that case.

Other possible combinations are obtained when combining the high-frequency
radial Push-Pull signal with either the CA- or the tPP-signal. One easily deduces
that the following signals result after multiplication, phase-shifting and low-pass
filtering of, respectively, rPP and CA S 3(φr) and rPP and tPP Radial S 4(φr):

S 3(φr) ∝ α sinψ cosψ

(
sin φr +

1
2
α sin 2φr

)
. (4.6)

S 4(φr) ∝ α sin2 ψ

(
sin φr +

1
2
α sin 2φr

)
. (4.7)

Theψ-dependence of especially S 4(φr) makes it unsuitable for standard optical discs
but especially favourable for extra shallow disc structures.

4.4.2 The Influence of Detector Misalignment on the Tracking Signal

The single-carrier model can be equally used for studying the effects of misalign-
ment of the quadrant detector with respect to the projected far-field pattern, the
so-called beam-landing effect. This effect is produced during quick access of a re-
mote information track. The sledge (coarse movement) and the scanning objective
(precise positioning) are actuated together and this action produces a lateral dis-
placement of the objective with respect to the fixed collimator and detector that can
amount to some 10% of the beam foot-print on the detector. As a consequence, the
whole diffraction pattern is shifted on the detector in the radial direction (see the
arrow ‘spot offset’ in Fig. 4.13). Taking into account such a mechanically induced
offset with a size of ε (normalised with respect to the half-diameter of the beam
foot-print), we write the signals corresponding to the interference terms in the over-
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Fig. 4.13. Various methods for
the extraction of a Differential
Time radial error signal using
the signals present in the far-
field quadrants

lapping regions of the far field as

S A(t, φr) = (1 + ε) cos(ωt + ψ) + α cos(ωt − φr + ψ)

S B(t, φr) = (1 + ε) cos(ωt − ψ) + α cos(ωt + φr − ψ)

S C(t, φr) = (1 − ε) cos(ωt − ψ) + α cos(ωt − φr − ψ)

S D(t, φr) = (1 − ε) cos(ωt + ψ) + α cos(ωt + φr + ψ) . (4.8)

The beam-landing effect has only been applied to the purely tangential diffraction
orders; the diagonal orders are rather far away from the horizontal dividing line of
the quadrants.

Two of the four basic signals derived from the quadrants A, B,C and D depend
on the radial misalignment and they become:

S rPP(t, φr) ∝ α sin φr sinψ cos(ωt) − ε cosψ cos(ωt)

S dPP(t, φr) ∝ −α sinφr cosψ sin(ωt) − ε sinψ sin(ωt) . (4.9)

The four possible DPD-signals now become

S 1(φr) ∝ −α cos2 ψ

(
sin φr +

1
2
α sin 2φr

)
− ε sinψ cosψ(1 + α cosφr)

S 2(φr) ∝ −α sinψ cosψ

(
sin φr +

1
2
α sin 2φr

)
− ε sin2 ψ(1 + α cosφr)
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S 3(φr) ∝ α sinψ cosψ

(
sin φr +

1
2
α sin 2φr

)
− ε cos2 ψ(1 + α cosφr)

S 4(φr) ∝ α sin2 ψ

(
sin φr +

1
2
α sin 2φr

)
− ε sinψ cosψ(1 + α cosφr) . (4.10)

The signals S 1 and S 4 show a beam landing sensitivity that is maximum for the λ/4
pit depth (ψ ≈ 3π/4); for deep pits (optical depth is λ/2) or for amplitude structures
(ψ = π) the beam landing sensitivity is zero.

An interesting combination of the signals S 1 and S 4 is given by

S 5(φr) = S 1(φr) − S 4(φr) ∝
(
sin φr +

1
2
α sin 2φr

)
. (4.11)

The detection scheme can be written as follows:

S 5(φr) = [B −C][A + D]90◦ − [A − D][B + C]90◦ , (4.12)

where the index 90◦ implies that the 90 degrees phase shifted version of the signal
has to be taken. The signal S 5 is fully independent of pit depth and does not suffer
at all from beam landing off-set.

Another possible linear combination is given by

S 6(φr) = S 2(φr) − (1 + s)S 3(φr) ∝
∝ −(1 + s/2) sinψ cosψ

(
sin φr +

1
2
α sin 2φr

)

+ε/2
[
sin2 ψ − (1 + s) cos2 ψ

]
(1 + α cosφr) . (4.13)

The beam landing influence on this signal is reduced to zero by the condition

s = tan2 ψ − 1 . (4.14)

The detection scheme for S 6 is

S 6(φr) = [CD − AB] + (s/4)
[
(C + D)2 − (A + B)2

]
. (4.15)

In the particular case that ψ = 3π/4, the signal is free from beam landing effects
when using its simplest form [CD − AB]; the corresponding tracking signal is ob-
tained after low-pass filtering of this high-frequency signal product.

4.4.3 The DTD Tracking Signal for the DVD-System

Shifting from analog to digital signals with their associated clock reference signal,
it is evident that the measured phase shifts will now be replaced by time differences
between the clock signals associated with specific digital signals derived from the
quadrant detector.

The principle of differential time detection can be explained with the aid of
Fig. 4.14. The focused light spot (centre in M) is scanning an information pit slightly
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Fig. 4.14. A schematically drawn focused spot (gray area) is scanning an optical pit with
a tracking error v0. The positions 1 and 3 mark the front and end of the pit as they are detected
by the detector pair (B,D); the positions 2 and 4 correspond with the beginning and end of
the pit when detected by the diagonal detector pair (A,C)

off-track (distance v0) in the direction of the arrow. The leading and the trailing edge
of the pit induce diffraction of the light perpendicularly to the hatched lines (A,C)
and (B,D). When the centre M of the scanning spot is in the position 1, the detector
pair (B,D) perceives the leading edge of the pit and the intensity on this detector pair

Fig. 4.15. The mutual
shift in time of the diag-
onal quadrant signals D1

and D2 as a function of
the tracking error and the
resulting radial error sig-
nal, schematically drawn
in the upper part of the
figure as a function of the
radial off-track position
with periodicity q
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will go down. A short time later, the detector pair (A,C) will measure the passage
of the leading edge because the intensity goes down at the position 2. Once the
scanning spot has advanced towards the pit end, the trailing edge will be detected at
the positions 3 and 4 by a rise in intensity on respectively the detector pairs (B,D)
and (A,C). By measuring the time difference between the information signal on the
diagonal detector pairs, a bipolar function of the tracking error v0 can be obtained.
Further away from the edges, in the longer pit sections and land regions, the summed
intensities on the two quadrant pairs are virtually equal and there is no contribution
to the DTD-signal.

The standard DTD-signal is derived by first summing the intensities on a di-
agonal pair of detector and then detecting the time shift by electronic means. It is
also possible to compare the phase difference between individual quadrants and we
conclude that the following set of detection schemes is possible:

• τ(A+C) - τ(B+D)

The time difference between the sum signal from quadrants A + C and the sum
signal from quadrants B + D is taken. This is the standard DTD-method based
on a diagonal difference signal and the denomination is DTD2-signal.

• (τB - τC) + (τD - τA)
This difference signal requires four independent high-frequency detectors; on
track, each difference signal (D − A) and (B−C) is identical zero. The common
denomination is DTD4-signal

• (τB - τA) + (τD - τC)
This signal is comparable to the preceding one; the time differences B − A and
D −C are not zero on track but depend, among others, on the optical pit depth.

4.4.4 The DTD2 and the DTD4 Signal in the Presence of Defocus

In the case of the standard analog DPD-signal, we have seen that the phase reference
value ψ between the zeroth order and the first order diffracted light played an im-
portant role via a cos2 ψ-dependence. It is a well-known fact that the effective phase
difference between zeroth and first order light is affected by a defocusing. Zernike’s
discovery of phase contrast was triggered by his observation that a phase grating
image showed beautiful contrast in a defocused setting. This focus-dependence of ψ
means that the the amplitude of the standard DPD-signal but also the DTD2-signal
will vary when defocus is present. If ψ = π, the signal amplitude is symmetric
around focus and the maximum is found in the optimum focus setting. If ψ < π, the
tracking signal will show a maximum value in a defocused situation and can even
become zero in focus. Special DPD-signals (S 5(φr) and S 6(φr)) remained unaffected
by the value of ψ and they also show a behaviour that, in a first instance, is indepen-
dent of defocus. It turns out that for the DTD4-signal, where the time difference is
evaluated independently for each quadrant detector, a comparable robustness holds
with respect to defocus. In Fig. 4.16 the DTD2 and DTD4 signals have been de-
picted for a rather shallow disk pattern with DVD-density. It is clear from the figure
that there is a pronounced asymmetry around focus for the DTD2-signal while the
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Fig. 4.16. The radial tracking signals DTD2 and DTD4 with different amounts of defo-
cus. The defocus parameter DW20 is expressed in wavefront aberration at the pupil rim in
units of the wavelength λ of the light. A value of 0.25 corresponds to a defocusing Δzs of
one focal depth (typically 0.8 μm for a DVD-system). The tracking error signal has been
numerically computed using a long sequence of pits obeying the standard EFM (Eight to
Fourteen Modulation) scheme [25]. The disk layout and the reading conditions are those
encountered in the DVD-system but the depth of the information pits has been reduced to
60 nm (ψ ≈ 3π/4) instead of the common 100 nm. drawn line: Δzs=-0.8µm, triangles: Δzs=0,
crosses: Δzs=+0.8µm

DTD4-signal virtually remains unaffected by defocus; in particular the slope at the
central zero set-point of the servo system remains unaltered on defocusing.

We conclude by reminding that the introduction of the DTD-tracking method in
the CD-system was hampered by a signal instability that appeared when neighbour-
ing track portions showed comparable information with a fixed mutual position over
a distance that was within the bandwidth of the radial servo system. An example of
such a problematic situation was found in the fixed digital pattern used to represent
absolute silence on a CD audio disc. In the DVD-system, this fixed pattern problem
has been avoided by an appropriate extra coding step that suppresses the prolonged
appearance of fixed patterns.

4.5 Compatibility Issues for the DVD-and the CD-System

The compatibility issues between the two standards CD and DVD are caused by the
change in substrate thickness, the change in wavelength and, to a lesser degree, the
change in numerical aperture. The combination of smaller wavelength and higher
NA would lead to a density increase by a factor of 2.5. Further gain in density has
been obtained by the higher frequency choice in the DVD-system with respect to
the available optical pass-band; this has led to a total factor of five. The final factor
of 7.2 has been achieved by more efficient modulation schemes and error correction
techniques.
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In Table 4.1 the specifications of both systems have been tabulated and we ob-
serve that the substrate thickness has been halved for DVD. The reason for this
reduction in thickness was the specification on disc tilt during playback. The higher
NA and shorter wavelength of the DVD-system causes a two times larger comatic
aberration of the read-out spot at equal tilt angle. The amount of coma being lin-
early dependent on the substrate thickness, a reduction of thickness was required.
The 600 µm compromise between tolerances and mechanical stability was solved
by bonding two substrates together, leading to a doubled capacity. As it appears
from Fig. 4.17, the doubled capacity can be further increased by introducing in both

Table 4.1. Table with the most relevant specifications of the CD- and the DVD-system

CD and DVD Specifications
CD DVD

Disc diameter 120 mm 120 mm

Disc thickness 1.2 mm 1.2 mm

Disc structure Single substrate Two bonded

0.6 mm substrates

Laser wavelength 780 nm (infrared) 650 and 635 nm (red)

Numerical aperture 0.45 0.60

Track pitch 1.6µm 0.74µm

Shortest pit/land length 0.83µm 0.4µm

Reference speed 1.2 m/sec CLV 4.0 m/sec CLV

Data layers 1 1 or 2

Data capacity Approx. 680 Mbytes Single layer: 4.7 Gbytes

Dual layer: 8.5 Gbytes

Reference user rate Mode 1: 153.6 kbytes/sec 1.108 kbytes/sec

Mode 2: 176.4 kbytes/sec 1.1 Mbytes/sec

Video format
Video CD DVD-video

Video data rate 1.44 Mbits/sec 1 to 10 Mbits/sec

(video, audio) variable (video, audio,

subtitles)

Video compression MPEG1 MPEG2

Sound tracks 2 Channel-MPEG Mandatory (NTSC)

2-channel linear PCM;

2-channel/5.1-channel

AC-3

Optional: up to

8 streams of data

available

Subtitles Open caption only Up to 32 languages



4 Diffractive Read-Out of Optical Discs 95

Fig. 4.17. Cross-section of a double-sided DVD-disc with an extra semi-transparent informa-
tion layer (dotted) on each side

substrates a buried information layer that is approximately semi-transparent. The
distance between the buried layer and the fully reflecting information layer is spec-
ified in a margin of 40 to 70 µm to avoid a too large value of spherical aberration
when reading the layers at an NA of 0.60 in red light (λ=650 nm).

4.5.1 The Substrate-Induced Spherical Aberration

In a DVD player, the most critical task is the reading of the high-density DVD disc
with an NA value of 0.60 and with light of a wavelength of typically 650 nm. Al-
though a CD or CD-ROM disc could also be read with the same wavelength, this
does not necessarily apply to a CD-R or a CD-RW disc. The correct optical con-
trast between recorded optical effects and the land regions is only guaranteed at
the original CD-wavelength of 780 nm. The reading of a CD-type disc thus first re-
quires an extra source and, secondly, a solution needs to be found for the reading
through a substrate that is 600 µm thicker than prescribed in the specification for the
DVD-objective. The thicker substrate causes spherical aberration in the CD-reading
spot due to the fact that the marginal rays are more refracted than the paraxial rays,
thus enlarging the focal distribution in the axial direction away from the objective.
Simultaneously, a serious lateral smearing out of the light intensity distribution is
observed and the correct reading of the CD-information is prohibited by this aber-
ration phenomenon. In Fig. 4.18, images of intensity distributions at various focus
settings are shown for a focused wave that suffers from spherical aberration. The
picture at the height of the chain-dotted line is found at the axial position corre-
sponding to the paraxial focus; approximately two pictures up, the marginal focus
position is found where the aberrated marginal rays cut the optical axis. The amount
of wavefront spherical aberration WS, written as a power series of the numerical
aperture (NA = sinα), and normalised with respect to the wavelength of the light is
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Fig. 4.18. Intensity profiles at different positions along the optical axis for a pencil suffering
from spherical aberration (from: M. Cagnet, M. Françon, J.-C. Thrierr: Atlas of optical phe-
nomena (Springer-Verlag, Berlin 1962)). In the case of a DVD-player reading a CD-disc, the
extra substrate thickness introduces spherical aberration with a sign such that the lower part
of the figure is closest to the objective and the light travels in the direction given by the large
arrow in the upper part of the figure
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given by

WS =
d
λ

{(
n2 − 1

8n3

)
sin4 α +

(
n4 − 1
16n5

)
sin6 α +

(
5(n6 − 1)

128n7

)
sin8 α + · · ·

}
, (4.16)

where n is the refractive index of the disc substrate material and d the thickness
deviation.

If we use the numbers λ = 650 nm, d = 600 µm, n = 1.586 (refractive index
of polycarbonate) and sinα = 0.60, the numerical values of the three factors in the
power series of sinα in (4.16) amount to, respectively, 5.68, 1.43 and 0.36 in units
of wavelengths. At a first sight, knowing that optical disc read-out has to be done
in diffraction-limited conditions, these values are far too large. In Fig. 4.19 we have
depicted the behaviour of the central intensity along the axis and in Fig. 4.20 we
present calculated intensity distributions at axial positions between the paraxial and
the ‘best’ focus (halfway the paraxial and the marginal focus). From Fig. 4.20, it is
obvious that the reading of a CD-disc is impossible close to the ‘best’ focus setting
(e.g. using the light distribution from the second row, last picture) . The reading spot
is very much degraded and almost all energy has drifted towards strong diffraction
rings; at read-out, the diffraction rings will yield an unacceptable intersymbol inter-
ference and the digital eye pattern fully disappears. However, the asymmetry with
respect to the ‘best’ focus position shows a peculiar effect: towards the paraxial
region, the strong diffraction rings disappear and a central lobe is observed super-
imposed on a reduced intensity background. The central lobe is much broader than
in the best focus but could have an acceptable size for reading a low-density CD-
disc when the background intensity is somehow made inoffensive by the read-out
method. The distribution that most resembles a standard reading spot (appropriate
half width, low level of side lobes) is found around the third position of Fig. 4.20.
The focus setting corresponds to an offset from the paraxial focus of some 6 to
8 focal depths (one focal depth ≈ 0.8µm) and yields an intensity distribution that

Fig. 4.19. A plot of the axial inten-
sity of a pencil suffering from spheri-
cal aberration due to a substrate thick-
ness increase of 600 µm (NA = 0.60,
λ = 650 nm). The paraxial focus is at
z = 0, the best focus at z = 24 µm and
the marginal focus at z = 48 µm
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Fig. 4.20. 3D plots of the intensity distribution (from left to right) going away from the
paraxial focus towards the best focus in axial steps of 3 µm (one focal depth equals 0.81 µm
(NA = 0.60, λ = 650 nm). The maximum intensity in the figures is about 0.10 with respect to
1.0 for the diffraction-limited case. The length and width of the square plot area are 4λ/NA
(4.33 µm). The upper right figure represents the optimum focus setting for reading a CD-disc

should be adequate for CD read-out. In Fig. 4.19, this interesting axial position is
approximately halfway up-hill the first maximum.

Given the low peak intensity, an important amount of low-intensity aberrated
stray light can be expected around the central peak and this background should be
prevented from reaching the detector. This can be done by introducing an aperture in
the light path towards the detector, or, alternatively, by using a detector of finite size;
the strongly aberrated rays, after double passage through the mismatched substrate,
will have a large transverse aberration in the image plane and miss the quadrant
detector. The effect on the calculated digital eye pattern of the effective reduction of
the detector aperture NAD is illustrated in Fig. 4.21. These graphs show the resulting
digital eye pattern when the detection diameter in the far field is reduced from e.g.
80% to 55% at a focus setting with z = +6 µm from the paraxial focus P. In the
case of a digital disc system, the quality of the detector signal is generally assessed
by means of the so-called root mean square digital jitter. This quantity is obtained
by binarising the analog signal read from a disc and comparing it with the desired
binary wave form. The root mean square value of the shifts of the transients in the
detected signal with respect to the corresponding positions in the originally recorded
signal is called the digital jitter of the signal. The digital jitter Δd is expressed in the
time domain or in the spatial domain and counted in units of the clock length T of
the digital signal. In the right-hand figure, the residual jitter amounts to 6.7%; this
value is obtained in the case of a maximum decorrelation between neighbouring
tracks. When the information between the tracks is fully correlated, the jitter goes
down to 3% and in practice one finds values of 5.5 to 6% in optimum CD read-out
conditions.
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Fig. 4.21. A plot of the digital eye that is detected when focusing at a position 6 µm away
from the paraxial focus (left-hand figure: far-field detection region is 80% of full aperture;
right-hand figure: 55% of the aperture is effectively used for detection. Note the loss in signal
strength in the second picture

A further reduction in jitter is possible when the residual spherical aberration
present over the central area is corrected in the objective by tailoring the surface
profile of the first aspheric surface of the single element objective lens. In this case,
a wavefront correction is applied to the central 55% region while the outer region is
left unaltered and this leads to a further reduction of the jitter in the detected signal
down to 5% for a CD-disc.

4.5.2 The Effective Optical Transfer Function

The changes at read-out by a reduction of the far-field detection area to e.g. 55%
of the total beam diameter can be expressed in terms of a modified MTF (modula-
tion transfer function) of the optical read-out system. A reduction of the detection
aperture is equivalent to a more coherent or partially coherent detection of the in-
formation on the disc and this increases the response at the mid-spatial frequencies
although, simultaneously, the cut-off frequency of the optics is reduced. This latter
effect is not very important when reading a CD-disc at NA = 0.60 and λ = 650 nm
because the cut-off frequency is far too high (1850 mm−1 instead of 1150 mm−1 for
a standard CD-player).

In Fig. 4.22 we observe that at the optimum focus setting the resulting MTF
(curves with triangles) is not much different from the standard MTF encountered in
a classical CD-player with NA = 0.45 and λ = 785 nm (the cut-off frequency would
be found at an axial value of 1.15).

In the figure we also show the slight improvement that is possible when the
residual spherical aberration present over the central area of the reading beam is
corrected in the objective (drawn line). Some 5 to 10% improvement in MTF-value
is possible at the mid CD-frequencies and this becomes visible also in the reduction
of the bottom jitter. Moreover, the absence of residual spherical aberration over the
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Fig. 4.22. MTF-curves of the read-out with reduced
NA value at the detection side. The horizontal axis
is expressed in units NA/λ. In the figure the optimum
MTF obtained by selecting a relative aperture of 55%
in the reflected beam (triangles) is further improved
by introducing a correction for the residual spherical
aberration over the central section of the objective
(drawn line). For comparison, the optimum transfer
function at full detection aperture has been sketched
(dashed line)

effective detection area leads to a better symmetry of the read-out signal around the
optimum focus setting.

4.5.3 The Two-Wavelength Light Path

As we remarked before, recordable or rewritable CD-discs require a read-out at
the appropriate wavelength of λ = 780 − 840 nm and the corresponding numerical
aperture amounts to 0.45. The partially coherent read-out at NAD = 55% that was
possible at the red wavelength with a slight objective modification at the most, does
not yield a sufficiently large optical bandwidth at λ = 780 nm. A solution is found
by a further tailoring of a ring section of the surface profile of the first aspheric
surface of the objective, thereby reducing the spherical aberration at CD read-out.
The objective then can be considered to consist of three regions. The central paraxial
region contributes to both DVD and CD read-out. A relatively narrow annular region
corrects the CD read-out but is effectively lost for the DVD read-out. The outer
region is only useful for the DVD read-out; this part of the read-out bundle becomes
heavily aberrated at CD read-out and is then lost for detection [26]. The rather low
light efficiency at CD read-out that was observed in Fig. 4.21 does not occur once
a second independent source is used for CD read-out. The far-field of the second
source can be adjusted to the maximum aperture (0.45 ≤ NA ≤ 0.50) needed for
CD read-out.

Other compatibility solutions have been proposed based on a diffractive struc-
ture applied to the first aspheric surface of the objective and capable of correcting
the spherical aberration in the first diffraction order [27]. More advanced solutions
have recently been described in [28].

4.6 Efficient Calculation Scheme for the Detector Signal

In this section we will treat the problem of the efficient calculation of the detector
signal in an optical disc player. The reliable and numerically efficient modelling of
detected signals is a very welcome addition to the experimental verification of new
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Fig. 4.23. The layout of an optical light path for DVD and CD with the possibility to inject
an extra read/write beam of different colour via a second beam splitter (not shown in the
figure), either before the beam splitter or in the parallel beam section after the collimator. The
polarisation-sensitive light path with quarter-wave plate and polarising beam splitter (PBS )
is used to maximise writing power

ideas. With a reliable modelling tool, one obtains a quick estimate of tolerances
and robustness of new options for recording schemes and read-out methods. In this
section we present a numerical procedure that carries the mathematical analysis of
the read-out process as far as possible and thus gains precious time as compared to
the purely numerical approach. Especially in the case of optics with general pupil
shape and aberrations, the analytical approach can bring an important reduction in
calculation time.

4.6.1 Optical Configuration and the FFT-Approach

The light path of an optical disc player is well represented by a scanning microscope
of Type I according to the terminology given in [20]. In the schematic drawing
of a light path according to Fig. 4.24, the detector could also be positioned at the
location of the aperture of O′ and in many modelling approaches, this is effectively
done to minimize the numerical burden. But the way in which the high-frequency
and the optical error signals are derived is more complicated and the diffraction step
from the aperture of O′ to the composite detectors in plane D is essential if a detailed
knowledge of the intensity distribution on the detectors is needed. As an example
we take the hologram beamsplitter of Fig. 4.11 where each beam propagating to the
detector plane effectively originates from one half of the collecting aperture at O′.
Another example is the light path introducing astigmatism in Fig. 4.8. The intensity
distribution on the detector in best focus is some 20 times larger in linear measure as
compared to the standard diffraction image. It is important to know the distribution
of the high-frequency signal in the various quadrants in both the in-focus situation
and the defocused case.
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Fig. 4.24. Schematic drawing illustrating the progation of the light from the source S via the
objective O towards the disc surface in the focal plane F of O. The disc presents a (spatially
modulated) reflection function R(u, v). After reflection the diffracted light is captured by the
same objective (here denoted by O′) and an image of the disc is produced at the location
of the detector plane D. The pupil coordinates (X,Y) and (X′,Y ′) are commonly normalized
with respect to the half-diameter of the objective aperture. The disc coordinates (u, v) and the
detector coordinates (x, y) are normalized with respect to the diffraction units λ/NA in both
planes

The standard way to calculate a detector signal is the repeated application of
a propagation step from an object or image plane to an aperture and vice versa, in
optical terms by propagating from the near field to the far field and back. The degree
of sophistication with which the propagation is carried out is not crucial in the sense
that each propagation step can be reduced to a Fourier transform. Especially when
a scalar diffraction approach is sufficient, a single Fourier transform operation per
step is adequate. For an efficient numerical implementation, the Fourier integral is
replaced by a Fast Fourier Transform (FFT) that is faster with respect to execution
time.

The assessment of the digital signal is carried out by means of the digital jitter
Δd. As a rule of thumb, one can say that the rms jitter preferably should not exceed
10% of the clock length. At a value of 15%, prolonged over large signal portions,
the digital signal fully breaks down and cannot be reconstructed without errors. The
fact that some statistics are needed to calculate a reliable jitter value means that
an extended track portion with a digitally modulated signal has to be scanned. For
a reliable reconstruction of the optical signal, the sample points where the detector
signal is calculated should be rather densely spaced, e.g. with a spatial increment
of 0.05 to 0.1 of the diffraction unit λ/NA. For each sample point at the disc, the
two FFT-steps from the disc to the aperture O′ and to the detector plane D have to
be executed, provided that the incident amplitude distribution at the focal point F is
stored in memory. Several thousands of FFT-steps can be needed for obtaining one
single value of Δd.

4.6.2 The Analytic Approach

The analysis given in this subsection uses the material presented in references [29]
and [2]. In order to accommodate for more general signal sequences without loos-
ing the advantage of dealing with periodic structures, we define a larger unit cell
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(length p) that contains several optical effects in the tangential direction and, if
needed, several neighbouring tracks in the radial direction with a formal radial pe-
riod of q (see Fig. 4.25).

In the presence of the double periodic disc structure, the complex amplitude in
the entrance aperture of the collecting objective O′ (see Fig. 4.24) is given by the
sum of a certain number of diffracted waves according to

A′(X′, Y′) =
∑
m,n

ρm,n̂ exp

{
2πi

[(
m
p

)
u +

(
n̂
q

)
v

]}
f

(
X′ − m

p
, Y′ − n̂

q

)
, (4.17)

where m is the tangential order number and the quantity n̂ equals the radial order
number (n − ms/p) of a disc with a track-to-track shift s of the information. The
argument of the exponential function is proportional to the mutual displacement
(u, v) of the scanning spot and the disc structure in, respectively, the tangential and
radial direction. The factor ρm,n̂ is equal to the complex amplitude of the diffracted

Fig. 4.25. The disc structure possesses a double periodicity. The fundamental frequency in
the radial direction is given by 1/q with q in principle being equal to the pitch of the informa-
tion track. The periodicity in the tangential direction is a ‘synthetic’ one. Within one period
of length p several optical effects are present that obey the modulation rule of the optical
structure with respect to the lengths of the optical effects and the land sections in between.
The tangential information is repeated in the neighbouring tracks but a shift (distance s) has
been provided to avoid directly correlated cross-talk. The tangential repetition with period p
leads to a typical sampled power spectrum S ( f ) of the digital information on the disc (lower
graph); the distance between the frequency sample points along the normalised frequency
axis is given by Δ f = λ/p(NA)
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Fig. 4.26. Position of the
diffracted orders of the disc
structure with double periodicity
in the exit pupil of the collecting
objective O′ with half diame-
ter rO′ . The zeroth order with
complex amplitude ρ0,0 has been
shown and a general diffraction
order (m, n̂). The hatched area
indicates which part of the order
(m, n̂) is transmitted to the detec-
tor plane

wave with the corresponding order number (m, n̂). The complex function f (X′, Y′)
stands for the lens function and carries the information about the lens transmission
function (e.g. pupil shape, Gaussian filling factor of the incoming beam) and the lens
aberration. Figure 4.26 shows the zeroth diffracted order and a general diffracted
order (dotted circles) as they are located in the pupil of the collecting objective O′.
The coordinates (X′, Y′) in the exit pupil are linearly related to the sines of the angles
in the far-field of the disc structure if the collecting objective O′ satisfies the sine
condition of geometrical optics [30].

The imaging step from the exit pupil of O′ to the detector plane is another
Fourier transform from the coordinates (X′, Y′) to the detector plane coordinates
(x, y). The lens function of O′ is denoted by g(X′, Y′); in the special case of a re-
flective system, we put g(X′, Y′) = f (−X,−Y). The complex amplitude A′′(X′, Y′)
in the exit pupil of the collecting objective becomes the product of A′(X′, Y′) and
the lens function g(X′, Y′). If the disc is uniformly rotated, resulting in a local linear
speed of s0, the period 1/p is transformed into a temporal frequency ft = s0/p. We
finally find for the complex amplitude in the detector plane
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where the integral is formally carried out over the full area of the exit pupil of O′.
In (4.18) we separate the integral over the exit pupil area O′, that only depends

on the imaging properties of the lenses, from the part that is scanning-dependent and
carries information about the structure of the disc via the factors ρm,n̂. The expression
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for B(x, y; t, v) now reads
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where the factor Fm,n̂(x, y) equals the integral over X′ and Y′ in (4.18).
The detected quantity is the intensity, obtained by multiplying B(x, y; t, v) with

its complex conjugate and this yields
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In an optical disc system we use special detector geometries, e.g. a quadrant de-
tector. The detector signal is obtained by integrating the intensity over the detector
area, taking into account a locally varying detection sensitivity function S (x, y) and
this yields a kth detector signal according to
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∑
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where Dk denotes the area of the kth detector. In the expression for the detec-
tor signal we have separated the quantities related to the disc structure from the
integral that only contains information on the imaging process by the objective
and collecting lens. This means that one single effort in evaluating the integral
in (4.21) can serve for the many times repeated calculation of detector signals
corresponding to different structures on the disc that fit into the basic period of
length p. In this way we can gather statistical data on the digital jitter Δd with a se-
riously reduced numerical effort; in practice, a factor of the order of hundred is
observed.

4.6.3 The Harmonic Components of the Detector Signal

With the double periodicity present on the disc, the detector signal can be written
as a double Fourier series where the uniform scanning speed s0 transforms the pe-
riodic components in the tangential direction into time harmonic components with
a fundamental frequency ft = s0/p.
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Using (4.21), we formally obtain the temporal harmonic components Aμ,k and
Bμ,k from detector Dk according to
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, (4.22)

where the harmonic coefficients A and B, that depend on the off-track distance v of
the scanning spot, generate the detector signal with the aid of the expression

S Dk (t, v) = A0,k(v) +
μmax∑
μ=1

{
Aμ,k(v) cos (μ ftt) + Bμ,k(v) sin (μ ftt)

}
, (4.23)

where μmax ft is the maximum frequency transmitted by the optical read-out system.
The calculation of the detector signal S Dk (t, v) requires the evaluation of the

coefficients P j,k(μ, κ) and Q j,k(μ, κ), j = 1, 2, that can be written as

P1,k(μ, κ) = Re

⎧⎪⎪⎨⎪⎪⎩
∑

m

∑
n

ρμ+m,κ̂+n̂ ρ
∗

m,n̂ Zk(μ + m, κ̂ + n̂; m, n̂)

⎫⎪⎪⎬⎪⎪⎭
P2,k(μ, κ) = Im

⎧⎪⎪⎨⎪⎪⎩
∑

m

∑
n

ρμ+m,κ̂+n̂ ρ
∗

m,n̂ Zk(μ + m, κ̂ + n̂; m, n̂)

⎫⎪⎪⎬⎪⎪⎭
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Q1,k(μ, κ) = Re

⎧⎪⎪⎨⎪⎪⎩
∑

m

∑
n

ρμ+m,n̂ ρ
∗

m,κ̂+n̂ Zk(μ + m, n̂; m, κ̂ + n̂)

⎫⎪⎪⎬⎪⎪⎭
Q2,k(μ, κ) = Im

⎧⎪⎪⎨⎪⎪⎩
∑

m

∑
n

ρμ+m,n̂ ρ
∗

m,κ̂+n̂ Zk(μ + m, n̂; m, κ̂ + n̂)

⎫⎪⎪⎬⎪⎪⎭ . (4.24)

The factor Zk(m, n̂; m′, n̂′) is the integral that was present in (4.21) and is written

Zk(m, n̂; m′, n̂′) =
�

Dk

S (x, y) Fm,n̂(x, y) F∗m′ ,n̂′(x, y)dxdy . (4.25)

The efficient calculation of the Zk-functions is the subject of the remainder of this
chapter. Especially the numerical evaluation of the basic function Fm,n(x, y) can be
time consuming and we will show how a further analysis of this function can im-
prove the efficiency of the final evaluation.

4.6.4 The Representation of the Function Fm,n(x, y)

The function Fm,n(x, y) is the Fourier Transform of the product of the displaced ob-
jective lens function f (X′ −m/p, Y′ −n/q) and the collecting lens function g(X′, Y′)
where the integration area is defined by the half diameter rO′ of the collecting ob-
jective (rO′ is commonly normalised to unity). The standard way to calculate the
Fourier transform is using a numerical two-dimensional fast Fourier Transform
(FFT). In this paragraph we will show that the use of orthogonal functions in the
diffracting exit pupil and in the image plane where the detectors are situated can
lead to an explicit expression for the detector intensity. This expression is then read-
ily integrated over the detector area defined by Dk.

The function to be Fourier transformed generally is a complex function that is
nonzero on a typical domain within the exit pupil of O′ like the hatched area in
Fig. 4.26. Orthogonal functions with uniform weighting on the circular exit pupil
area of O′ (pupil radius normalised to unity) are the well-known Zernike polyno-
mials [31]. These polynomials are normally used to represent the argument of the
complex pupil function, in particular the aberration or the focus defect of an imaging
optical system. Here we propose to extend the use of the Zernike polynomials and
to represent the complete complex function A(ρ, θ) exp[iΦ(ρ, θ)] in the exit pupil by
a set of Zernike polynomials yielding complex expansion coefficients akl accord-
ing to

A(ρ, θ) exp[iΦ(ρ, θ)] =
∑
k,l

αkl Rl
k(ρ) cos lθ , (4.26)

where (ρ, θ) are the polar coordinates in the exit pupil, A(ρ, θ) the amplitude and
Φ(ρ, θ) the phase of the pupil function. Rl

k(ρ) is the radial part of the Zernike poly-
nomial with radial degree k and azimuthal degree l (k ≥ l ≥ 0, k − l even). We have
limited ourselves to the cosine-polynomials, thus restricting the functions to those
that are symmetric with respect to θ = 0. The expansion of a general function would
require an extra set of coefficients bkl associated with the sine-polynomials.
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The expansion in (4.26) of A exp(iΦ) can be obtained, for instance, by a least
squares fit with a finite series of polynomials, a procedure which is common prac-
tice for expanding Φ itself. It can be shown that, with the transition from cartesian
coordinates (x, y) to normalised polar coordinates (r, φ), the complex amplitude U
in the detector plane is given by

U(r, φ) = 2
∑
k,l

akl il Vkl cos lφ , (4.27)

where

Vkl =

∫ 1

0
ρ exp(i fzρ

2) Rl
k(ρ) Jl(2πρr)dρ (4.28)

for integers k, l ≥ 0 with k−l ≥ 0 and even (Jl denotes the Bessel function of the first
kind of order l). A quadratic phase factor exp(i fzρ2) has been added that is needed in
the case of a defocusing of the image plane with respect to the optimum (paraxial)
focus.

The Bessel series representation of Vkl is given in [32,33] and reads

Vkl = exp(i fz)
∞∑

s=1

(−2i fz)s−1
pz∑
j=0

vs j
Jl+s+2 j(t)

sts
(4.29)

with vs j given by

vs j = (−1)pz(l + s + 2 j)

(
l + j + s − 1

s − 1

)(
j + s − 1

s − 1

)(
s − 1
pz − j

)/(qz + s + j
s

)
, (4.30)

for s = 1, 2, . . . ; j = 0, . . . , pz. In (4.29) we have set

t = 2πr , pz =
k − l

2
, qz =

k + l
2

. (4.31)

For the number S of terms to be included in the infinite series over s we have the
following rule. It can be shown that, when S=25, the absolute truncation error is of
the order 10−6 for all fz, t, k, l specified by

| fz| ≤ 2π, t ≤ 20, 0 ≤ pz ≤ qz ≤ 6 . (4.32)

In the absence of defocusing ( fz = 0), the expansion of the complex pupil function
in terms of Zernike polynomials leads to the relationship

U(r, φ) = 2
∑
k,l

akl il (−1)
k−l
2

Jk+1(2πr)
2πr

cos lφ . (4.33)

This analytic result for the in-focus amplitude can be obtained using formula (39),
p. 772 in [31]

∫ 1

0
ρRl

k(ρ)Jl(2πρr)dρ = (−1)
k−l
2

Jk+1(2πr)
2πr

, (4.34)

but it also follows as the limiting case for fz → 0 of (4.28)–(4.29).
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4.6.5 Orthogonality in Pupil and Image Plane

Having seen the one-to-one relationship between the orthogonal Zernike polynomi-
als in the pupil and the corresponding Bessel functions of the first kind in the image
plane (in-focus situation), we are left with the evaluation of the inner products of the
Bessel functions to check their orthogonality and establish a normalisation factor.

We define the inner product of two functions from the series in (4.33) as

Ik,l;k′,l′ = C
∫ 2π

0

∫ ∞

0
UklUk′l′rdrdφ

= 4C ik+k′
∫ 2π

0

∫ ∞

0

Jk+1(2πr)Jk′+1(2πr)
4π2r2

cos lφ cos l′φ rdrdφ

=
C
π

ik+k′
∫ ∞

0

Jk+1(2πr)Jk′+1(2πr)
r

dr δ(l, l′) , (4.35)

with δ(l, l′) the Kronecker symbol (= 2 if l = l′=0, = 1 if l = l′ � 0 and equals 0
if l � l′). The common conditions for the indices of Zernike polynomials apply too
(both k − l and k′ − l′ are even).

For the calculation of the definite integral over r we use the special result for the
integral of the product of two Bessel functions in paragraph 11.4.6 of [34]

∫ ∞

0
t−1Jν+2n+1(t)Jν+2m+1(t)dt = 0 (m � n)

=
1

2(2n + ν + 1)
(m = n), (4.36)

with the restriction ν + n + m > −1.
Applied to (4.35) with ν + 2n = k, ν + 2m = k′ and t = 2πr, we find the result

Ik,l;k′,l′ =
C
π

(k = k′ = l = l′ = 0)

=
(−1)k

2(k + 1)
C
π

(k = k′ � 0; l = l′ � 0) (4.37)

For normalisation purposes, we multiply the basic functions with
√
π so that the

value of I00;00 equals unity.

The Evaluation of the Function Zk(m, n̂; m′, n̂′) The quantity Zk(m, n̂; m′, n̂′) was
the key quantity to be calculated for the evaluation of the harmonic signal compo-
nents (see (4.25)).

Using the orthogonal expansion for the functions Fm,n(x, y) in the exit pupil of
the objective O′ according to (4.33) we obtain

Z j(m, n̂; m′, n̂′) =
∑

kl

∑
k′l′

akla
′∗
k′l′ il−l′ (−1)

k+k′−l−l′
2

×
�

D j

S r(r, φ)
Jk+1(2πr)Jk′+1(2πr)

4π2r2
cos lφ cos l′φ rdrdφ , (4.38)



110 J. Braat, P. Dirksen, A. Janssen

where the asterisk denotes the complex conjugate function and the detector sensi-
tivity function S r has been written in polar coordinates.

In the general situation with an arbitrary detector sensitivity function, the in-
tegrals above have to be evaluated numerically. In the whole analytic process de-
scribed until now, the calculation of the coefficients akl of the Zernike expansion of
the complex function in the exit pupil of O′ is the crucial step with respect to speed
and convergence and this aspect is actively researched at this moment.

4.7 Conclusion

In this chapter, we have described some important aspects of the optical disc sys-
tems that are actually widely used, the CD- and the DVD-system. The subject of
optical storage being vast, we have treated some restricted topics that are of interest
for the understanding of the CD- and DVD-system themselves and the exchange
of media between these two standardized platforms of optical recording. A detailed
analysis has been given of the signal detection in an optical disc system. This is
of particular interest when simulations are used as a predictive tool, in parallel to
experimental research. The efficiency of the calculations is greatly enhanced when
the data belonging to the information structure on the disc are separated from the
imaging process in the optical recording unit; a procedure to achieve this separation
has been described in this chapter and an important reduction in calculation time
is obtained. We have also indicated that, by using Zernike polynomials to repre-
sent complex amplitude functions, the analytic calculation process can be pursued
further and the speed in evaluating the detector signal is again improved.

Because of space limitations, we have not discussed recent developments in op-
tical storage like the Blu-ray Disc system and still other research activities like near-
field optical recording that aim at super high-density discs. With respect to these new
developments, the analysis given in this chapter has to be adapted to the vectorial
diffraction aspects of high-aperture image formation.
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5 Superresolution in Scanning Optical Systems

Roy Pike, Deeph Chana, Pelagia Neocleous, and Shi-hong Jiang

5.1 Introduction

In this contribution we describe some approaches which attempt to increase the
resolution of optical imaging systems. In particular, we are interested in scanning
systems, such as the confocal microscope, using both coherent and fluorescent light,
and the optical disc. The basic optical imaging principles of both compact discs and
current DVDs and those of a confocal scanning microscope using coherent illumi-
nation are very similar and thus some of our considerations can be applied to both.
In so far as one might consider a disc system using fluorescent media, even more of
the ground would be common.

We will first briefly consider several “direct” approaches to superresolution,
namely, the Pendry “perfect lens” idea, Kino’s solid immersion lens and Toraldo
di Francia’s apodising masks. We will then discuss our own approach by summaris-
ing work over recent years with the group of Professor Bertero at the University of
Genoa and other colleagues which uses the methodolology of the burgeoning field
of “inverse problems”1. However, this work comprises some fifty papers, includ-
ing some very recent papers and reviews, [1–4], and we will not labour through the
mathematics in any details here, but confine our remarks to general principles and
results. We will, nevertheless, include some introductory and didactic analytical and
numerical material and also present some general conclusions regarding potential
gains in optical disc systems which we have reached in recent joint studies with the
optical storage group at Philips laboratories Eindhoven, [5].

“Inverse problems” is now a wide interdisciplinary field in its own right. It pro-
vides a generalised form of Shannon’s information theory and attempts to quantify
the information content of experimental data. For example, apart from its application
to optical imaging, we have used similar mathematical approaches to make progress
in other fields of modern theoretical physics such as high-temperature superconduc-
tivity, early universe problems (quark-gluon plasma, baryogenisis), the design of
radar and sonar antennas and speech recognition.

We will show how the application of inverse-problem theory to optics allows us
to obtain improvements beyond the classical Rayleigh resolution limit for so-called
type I systems and also beyond the performance of ideal so-called type II or confo-

1 see, for example, the well-established Journal Inverse Problems published by the Institute
of Physics in the UK

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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cal systems, both with coherent and incoherent light. We have applied these results
to achieve robust increases in resolution in high-aperture confocal fluorescence mi-
croscopy, using specially calculated image-plane masks, which can reach nearly
twice the conventional Rayleigh limit. By the use of such masks in optical disc
systems we predict “point spread functions” to be twice as sharp as in the present
CD/DVD systems when compared in the square-law detector electrical outputs. Due
to the non-linearity of the detection process the resulting potential storage capacity
gains are not clear as yet, as we shall discuss below.

5.2 Direct Methods

In proposing new methods for important practical applications it is clearly prudent
to note advantages and disadvantages with other techniques aimed at the same end.
Here we consider three such alternative schemes.

5.2.1 Pendry Lens

It has been suggested recently by Pendry, [6], that a thin metal slab can make a per-
fect lens. The refractive index of a metal can be negative. If it becomes −1 the
metal supports surface plasmons. Then, according to Pendry, if the dimensions in
the propagation direction of the imaging system are small compared to the wave-
length of light we can use Maxwell’s equations in the electrostatic limit and all
diffraction blurring effects disappear. Indeed the lens can amplify the evanescent
components of the electromagneic field back to their boundary values at the object.
This is independent of the magnetic permeability, μ. The arrangement and the results
for a two-slit object are shown in Fig. 5.1.

We have repeated Pendry’s calculations for a silver slab of thickness 40 nm with
the geometry of Fig. 5.1, taken from Pendry’s paper. The refractive index ε is 5.7 −
9.02/ω2 − 0.4i which gives ε = −1 − 0.4i at 3.48 eV. The result is shown in Fig. 5.2
and, in fact, does not depend on where the slab is placed betweeen the object and
image.

Although difficult to achieve in practice, this might look interesting and the use
of an optical system with these dimensions would not be impossible to contemplate,
for example, for an optical disc system. The question is, therefore, whether 80 nm
is sufficiently small compared with an optical wavelength to approximate the elec-
trostatic limit. Fortunately, the geometry of this system is sufficiently simple for an
exact calculation to be carried out. We used the longer wavelength of 520 nm than
that for silver to help the situation, with the same imaginary part of the refractive
index. The results for the TE wave are

E0(x, z) =
∑
sin θ0

u(sin θ0) a0 e−k0z
√

sin2 θ0−1 e−ik0 x sin θ0 (5.1)

E2(x, z) =
∑
sin θ0

u(sin θ0) T⊥ ek0(h−z)
√

sin2 θ0−1 e−ik0 x sin θ0 , (5.2)
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Fig. 5.1. Pendry perfect lens, silver slab, electrostatic limit

Fig. 5.2. Analytic calculations: silver slab,
electrostatic limit. Diffracted image at
80 nm (dashed line), image with 40 nm
silver-slab lens (solid line)

where E0(x, z) and E2(x, z) are the electric fields without and with the slab, respec-
tively, x is the transverse coordinate, z is the propagation direction, θ0 is the incident
angle, k0 is the incident wavevector, u(sin θ0) is the spatial-frequency amplitude of
the incident field at the angle θ0, T⊥ is the transmission coefficient of the slab, a0

is the amplitude of the incident wave and h is the slab thickness. The transmission
coefficient of the slab is given by

T⊥(θ0) =
4n0n1

(n1 + n0)(n2 + n1)
e−u1h

1 − (n0−n1)(n2−n1)
(n0+n1)(n2+n1) e−2u1h

, (5.3)

where n0 = n2 = cos(θ)/η0, n1 =
√
εr/μr cos(θ1)/η0, η =

√
iμω/(σ+ iεω), the charac-

teristic frequency of the medium for plane-wave propagation, u1 = ik0
√
μrεr cos(θ1),

sin(θ1) = sin(θ)/
√
μrεr and μr, εr and σ are the complex relative permeability, the

complex relative susceptibility and the conductivity of the medium, respectively.
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For a double slit with slit-width a and separation d

u(sin(θ0)) =
sin(ak0 sin(θ0)/2)

ak0 sin(θ0)/2
cos(dk0 sin(θ0)/2) . (5.4)

Unfortunately for the perfect-lens idea, our results show that the answer to the
question above is negative and, given that the magnetic permeability of such a lens
would be 1 or greater it is not until we get down to a lens thickness of 20 nm that the
image is satisfactory, by which time the diffraction losses themselves are not large.
This is shown in Figs. 5.3, 5.4 and 5.5.

We have also used a simple finite-element numerical simulation to confirm these
analytical results. We conclude that the use of a Pendry lens in optical-disc storage

Fig. 5.3. Exact analytic calculations at
520 nm. Diffracted image at 80 nm (dashed
line), image with 40 nm Pendry lens (solid
line)

Fig. 5.4. Exact analytic calculations at
520 nm. Diffracted image at 60 nm (dashed
line), image with 30 nm Pendry lens (solid
line)

Fig. 5.5. Exact analytic calculations at
520 nm. Diffracted image at 40 nm (dashed
line), image with 20 nm Pendry lens (solid
line)
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systems is not a promising way forward, unless materials with both surface plas-
mons and negative magnetic permeability in the visible region could be developed;
this seems unlikely in the near future although it is not impossible in principle. See
also the work by Shamonina et al. [7], in which Pendry’s electrostatic approximation
is not made, with similar results.

5.2.2 Kino’s Solid Immersion Lens

The so-called solid immersion lens achieves effective apertures greater than are pos-
sible with conventional oil-immersion lenses by being operated in the near field.
A schematic is shown in Fig. 5.6, [8]. The point spread function depends on the air
gap as shown in Fig. 5.7

We illustrate the performance of such a lens for completeness in this chapter
since it is a possible way forward for optical storage systems but since the air gaps
required are so small, a sealed system would almost certainly be necessary to ex-
clude dust and one then has the question of why use an optical disc rather than
a hard-disc magnetic system which would have a much higher speed and capacity?

5.2.3 Toraldo di Francia’s Apodising Masks

Making an analogy with superdirective antennas, it was suggested first by Toraldo
di Francia, [9], that superresolution could be achieved by use of a pupil-plane mask.
An annular ring system of amplitude- and/or phase-modulated pupil functions can

Fig. 5.6. Schematic of solid immersion lens

Fig. 5.7. Point spread functions with air
gaps, stigmatic SIL, N.A.eff = 1.7
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be used to modify the point spread function. With such a mask one could trade
a resolution gain against a lower Strehl ratio and higher sidelobes.

Di Francia pointed out that there was no theoretical limit to the narrowness of the
central peak and no limit either to the diameter of the surrounding dark region but,
in practice, the size of the sidelobes increases prohibitively quickly and the Strehl
ratio goes down to extremely small values as soon as one departs significantly from
the uniform pupil and the normal Airy pattern.

A number of workers have investigated the performance of Toraldo masks us-
ing scalar theory (low numerical aperture) and numerical non-linear optimisation
schemes. We show a recent example of a pair of conjugate phase-only pupil-plane
filters, [10], in Fig. 5.8 which are designed to be used in the confocal transmission
system of Fig. 5.9 to achieve axial superresolution.

The point spread functions are given in Fig. 5.10 which shows a 30% gain in
axial resolution but with an increased sidelobe structure and an effective Strehl ratio
for the combined illumination and collection optics of 0.0625 [11].

A similar pair of three-level, phase-only filters showed a small transverse reso-
lution gain (≈ 12%) with a Strehl ratio of 0.31 in one dimension, x, of the image
plane at the expense of a similar loss of resolution in the orthogonal, y, direction.

A further attempt at tailoring axial resolution, [12], in the non-paraxial but still
scalar Debye approximation shows similar results but the mask must now be used
at a fixed aperture. Inversion of the imaging integral equation, which is discussed in

Fig. 5.8. Pair of conjugate phase-only pupil-plane filters

Fig. 5.9. Confocal transmission system with conjugate pupil-plane filters



5 Superresolution in Scanning Optical Systems 119

Fig. 5.10. Axial response funtion (normalised) of the conjugate filters of Kowalczyk et al.

Fig. 5.11. Transverse response funtion (normalised) of the five-zone, pupil-plane, phase mask
of Sales and Morris. The Airy pattern is also shown (dotted line)

detail below, is actually mentioned as a possibility in this paper but not considered
further.

As another example we show in Fig. 5.11 the point spread function for the trans-
verse response of a five-zone, pupil-plane, phase mask, [13]. One may see that the
Toraldo principle is demonstrated with a 50% gain in transverse resolution but at the
cost of enormous sidelobes (off the top of the graph) and a Strehl ratio of 2.10−7.

Again in this subsection we have considered the Toraldo mask as a possible
component for high-density storage systems but the rapid loss of energy in the cen-
tral peak seems to preclude any realistic application. We should also say that the
trend towards the use of higher numerical apertures for optical storage systems is
not consistent with the limitations to the scalar case and circular symmetry of ex-
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isting calculations of the Toraldo mask. We have also considered souce arrays but
similar conclusions seem to apply.

5.3 Inverse Methods and Image-Plane Masks

In the application of the methods of the field of inverse problems to confocal scan-
ning imaging systems one considers the image plane to contain “data” which must
be used to determine as much information as possible about the object which gen-
erated it. It is also made clear that this information, in general, cannot be used to
reconstruct the input completely since, as we shall see in a moment, the mathemat-
ical operator which transforms the input into the data is linear and compact and is
thus a “smoothing” operator. Such an operator, in the presence of noise, irretriev-
ably loses any components of the object which vary too rapidly. This gives rise to
a defined “resolution” limit.

The theory shows that there is a “natural” basis for each such operator which
provides a complete set of orthonormal components in which to expand the input
and output (not necessarily the same for both) which are ordered in such a way that
the components which are most robust to noise interference are those with the lower
indices. A generalised, noise-dependent “Shannon number” can be defined, which is
the index which limits the so-called “signal subspace”. The noise prevents reliable
recovery of the components with indices higher than this value, unless present in
inordinate strength, which will live in the “noise subspace”.

The process of reconstruction of the object in a scanning optical system using
these concepts can be effected by placing a specially calculated, generally complex,
optical mask in the image plane and integrating the transmitted complex amplitudes
using suitable collection optics [14]. Alternatively, in the coherent case this can
be calculated as a pupil-plane mask where it would act as a sophisticated type of
Toraldo mask with uniaxial symmetry at high NA due to the effects of polarisation.
In our experience the image-plane versions are simpler to fabricate and we do not
discuss the pupil-plane versions any further.

We will give a brief outline of the definition and calculation of an image-plane
mask for a generic imaging operator, A, defined by

(A f )(y) =
∫

A(x, y) f (x)dx , (5.5)

where x and y can be multidimensional. We call the object f (x) and the image g(y)
and the imaging is described by the operator equation

g = A f . (5.6)

We shall see a specific example of such an operator shortly in (5.16). (Of course you
may peep now!)

The image-plane mask is calculated using the singular value decomposition
(SVD) of the operator A, which we consider in the first place to act upon square
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integrable functions, i.e. technically it maps functions from one L2 space into an-
other. The SVD is given by the set of solutions {αk; uk, vk}∞k=0 of the coupled integral
equations

Auk = αkvk (5.7)

A∗vk = αkuk , (5.8)

where A∗ denotes the adjoint of A. The uk and vk are called singular functions and
provide orthonormal bases for f and g, respectively, (note that this notation is some-
times reversed). The αk are called singular values and for a compact operator A they
accumulate to zero with increasing k; they represent the strength with which each
component is transferred into the image and hence how well it can withstand the ad-
dition of noise. Singular value decomposition can be accomplished using standard
numerical packages found in many software libraries. Given this decomposition of
the imaging operator, by expanding object and image in their respective bases and
using their orthonormality it can be seen after a little algebra that the solution of
(5.6) is

f (x) =
∞∑

k=0

1
αk

uk(x)
∫

g(y)vk(y)dy , (5.9)

and specifically, on the optical axis

f (0) =
∞∑

k=0

1
αk

uk(0)
∫

g(y)vk(y)dy . (5.10)

For a scanning system the determination of f (0) at each point of the scan is sufficient
to reconstruct the image and we utilise this fact for practical reasons, although this
does entail some loss of information. Exchanging the sum in (5.10) with the integral
we obtain

f (0) =
∫

g(y)M(y)dy , (5.11)

where

M(y) =
∞∑

k=0

1
αk

uk(0)vk(y) . (5.12)

The function M(y) is called an image-plane optical mask and it can be seen that
(5.11) explains the object reconstruction process described earlier. In practice the
summation is truncated at a value of k which depends on the signal to noise ratio of
the detected signal. Using the fact that (5.11) is the scalar product (M, g) in L2 of M
and g and that g = A f , we can see that

f (0) = (M, g) = (M, A f ) = (A∗M, f ) . (5.13)
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Thus we can write

f (0) =
∫

T (x) f (x)dx , (5.14)

where T is given by

T = A∗M . (5.15)

Thus T is a smoothing operator or “mollifier”.

5.4 Optical Systems for Scanning Imaging

We will now try to make some comparisons of the performance of three imaging
systems used for scanning, namely, a conventional type I system, a confocal type II
system and a system using an image-plane optical mask.

We consider an optical system with two identical aberration-free lenses each
with numerical aperture (N.A.) for illumination and imaging, respectively, and uni-
form pupil function. The same lens serves for both in a reflective system. This is
a special case of the general partially coherent optics described, for example, in
early work of Hopkins [15]. In one dimension the action of each lens is described
by the linear integral operator A, relating object f (x) to image g(y):

g(y) = (A f )(y) =
∫ X/2

−X/2

sinΩ(y − x)
π(y − x)

f (x)dx , (5.16)

where the lens accepts light between the transverse wavenumbers 2π(N.A.)/λ of
−Ω and Ω radians/metre (i.e. over a Fourier bandwidth of 2Ω) and the object lies
between −X/2 and X/2. The support, y, of the image is, in theory, infinite but in
practice will be defined by the rapid fall-off of the illumination or by a finite detector
aperture. The optical system is shown in Fig. 5.12.

We will use optical units for x and y by multiplying actual units by Ω/π and the
above equation then has the normalised form:

g(y) =
∫ S/2

−S/2
sin π(y − x)
π(y − x)

f (x)dx (5.17)

=

∫ S/2

−S/2
sinc{π(y − x)} f (x)dx (5.18)

=

∫ S/2

−S/2
S (y − x) f (x)dx , (5.19)

where the script S = XΩ/π is the Shannon number and S (·) is the point spread func-
tion. In this form the numerical aperture is taken out of the further calculations and
the band of the lens always lies between−π and π. We use low-aperture scalar theory
to make contact with the work of Braat [16] and Stallinga [5] and one-dimensional
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Fig. 5.12. Object, pupil and image planes

integrals for illustration. The one-dimensional results are didactic and more than
academic in that they would apply (as a tensor product) to square pupils in two
dimensions and they also provide some useful exact analytic formulae. The general-
isation to circular pupils in two dimensions requires more lengthy computations but
is straightforward (if not the generalisations for high-aperture vector theory, which
are dealt with in [2]).

We fill the illumination lens with a plane wave, i.e. f (x) of (5.17) is a point on
axis at infinity; the image g(y) (= sinc(πy) in one dimension) then lies in its focal
plane, the object plane, and provides the illumination profile of the scanning target
(a gaussian beam can be dealt with by modifying the form of the source f (x)). We
now redefine object and image for the action of the second lens, which again follows
(5.17). Using s for the scanning variable, the objective lens sees as its object, f (x),
a (complex) field S (x)R(x− s), where R(x− s) is the scanned object transmittance (or
reflectance). The field in the image plane of the objective (ignoring magnification)
is thus defined by the linear integral operator, K, where

g(y, s) = (KR)(y, s) =
∫ ∞

−∞
S (y − x)S (x)R(x − s)dx . (5.20)

Here we have taken the limits of the integral to infinity since the support of the
object will be defined by the illumination function, which will be effectively zero
after a few diffraction rings. The three cases of interest to consider are:

(i) An extended detector in the image plane
(ii) A point detector in the image plane at y = 0

(iii) A mask in the image-plane followed by a detection system

A first suggestion as a way to compare these systems would be to use the con-
cepts of Fourier spatial-frequency bandwidth and modulation transfer function and
compare these between the systems. A second suggestion would be to calculate the
response of each of the systems to an object consisting of a point “impulse” and
compare the different object reconstructions. The first method should give just the
Fourier transforms of the second. However, for our problem this will not be the case.
This is because the above equivalence holds only for linear systems but the detec-
tors respond to the modulus-squared of the field amplitudes g, in different ways and
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thus make the systems non-linear in a non-trivial fashion. We will discuss this point,
which has led to some confusion in the field, further below but to see what causes
the confusion we first go through the formal exercise from both frequency- and
impulse-response points of view and then show how they differ and what practical
relevence this has.

We shall calculate the spatial-frequency responses in these three cases by defin-
ing R(x) as cos(lx) and the intensity impulse responses by defining R(x) as δ(x). We
first present the analysis for each case and then the results of numerical calcula-
tions. For reference it is well known (see, for example, [17]) that a one-dimensional
(coherent) system in which the second lens is replaced by a small detector on the
optical axis has a uniform frequency response up to a bandwidth l of π and is zero
thereafter.

5.4.1 Analytical Results

(i) Extended Detector in the Image Plane This is known as a type I scanning
system and its resolution is the same as that of a conventional type I microscope,
see for example, Wilson and Sheppard’s book [17] pp. 3 and 42. It is the system
used in conventional optical disc readout [16,5].

Spatial-frequency response
Using (5.20), substituting cos{l(x − s)} for R(x − s) and following the notation for
detected intensity of Stallinga [5], in which the first subscript denotes [i]mage or
[p]upil plane and the second a [p]oint or [e]xtended detector, we have

Ii,e(l, s) =
∫

detector

∣∣∣∣∣
∫ ∞

−∞
S (y − x)S (x) cos{l(x − s)}dx

∣∣∣∣∣
2

dy . (5.21)

Using our one-dimensional test-bed this becomes

Ii,e(s) =
∫

detector

∣∣∣∣∣
∫ ∞

−∞
sinc{π(y − x)}sinc(πx) cos{l(x − s)}dx

∣∣∣∣∣
2

dy . (5.22)

This can be written as

Ii,e(l, s) =
∫

detector
|sinc(πy) ⊗ {sinc(πy) cos[l(y − s)]}|2 dy , (5.23)

where ⊗ denotes convolution. By Parseval’s theorem this is equal to

Ip,e(l, s) =
∫

pupil
|{C(v)}

{C(v) ⊗ [exp(ils)δ(v − l) + exp(−ils)δ(v + l)]}|2dv

=

∫ π

−π
|{exp(ils)C(v − l) + exp(−ils)C(v + l)}|2dv , (5.24)

where C(v) = rect(πv) is the characteristic function of the pupil, namely, unity when
v is inside it and zero otherwise. This result shows that in this case the extended de-
tector integrates the intensity of a double-slit diffraction pattern. The centres, widths
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and phases of the slits are piecewise functions of l depending on the overlap of the
rect functions with the limits of the integral. We need to consider separately the
regions 0 ≤ l < π and π ≤ l ≤ 2π.
For 0 ≤ l < π

Ip,e(l, s) =
∫ l−π

−π
dv + 2

∫ π−l

−π+l
|{exp(ils) + exp(−ils)}|2dv +

∫ π

π−l
dv

= 16(π − l) cos2(ls) + 2l , (5.25)

and for π ≤ l ≤ 2π

Ip,e(l, s) =
∫ π−l

−π
dv +

∫ π

l−π
dv = 2(2π − l) . (5.26)

This behaviour is shown in Fig. 5.13 which, in fact, is the result of a numerical
simulation to be described below. The signal persists at frequencies l beyond π,
decreasing to zero at l = 2π. However, for a pure sinusoidal input probe it carries no
modulation beyond l = π.

Intensity impulse response
Using (5.20) the intensity impulse response is, as a function of scan position,

Ii,e(s) =
∫

detector

∣∣∣∣∣
∫ ∞

−∞
S (y − x)S (x)δ(x − s)dx

∣∣∣∣∣
2

dy (5.27)

=

∫
detector

|S (y − s)S (s)|2 dy (5.28)

= |S (s)|2
∫

detector
|S (y − s)|2 dy . (5.29)

For a detector which is larger than the effective size of S (y) the integral will be
a constant, independent of s, and thus

Ii,e(s) = |S (s)|2 . (5.30)

As pointed out by Stallinga, this response is the same as that given by integrating
intensity over the pupil plane and it agrees with (3.7) of Ref. [17]. Note that for
a point object the response is the same for both coherent and incoherent illumination.

(ii) Point Detector in the Image Plane This is known as a type II or “confocal”
system. We put y = 0 in (5.20) and again follow the notation of Stallinga.

Spatial-frequency response
This is given by

Ii,p(l, s) =
∣∣∣∣∣
∫

sinc2(πx) cos{l(x − s)}dx
∣∣∣∣∣
2

. (5.31)

This function has the form shown in Fig. 5.14, obtained by numerical simulation
below.



126 R. Pike et al.

Intensity impulse response
The detected intensity as a function of scan position is

Ii,p(l, s) =
∣∣∣∣∣
∫ ∞

−∞
S (x)S (x)δ(x − s)dx dy

∣∣∣∣∣
2

(5.32)

= |S (s)|4 . (5.33)

This may be shown to be equivalent to integrating the amplitude over the pupil plane
[17] p. 48 and in the one-dimensional case is 20% narrower at half height than Ii,e.

(iii) Mask in the Image Plane This is the new detection system developed at King’s
College, London, using inverse-problem techniques.

Spatial-frequency response
The effect of a mask in the image plane is shown in [14] to have the same bandwidth
for the amplitude image as the confocal microscope (case (ii) above) but to fill it
more effectively at higher frequencies. Explicitly, using (5.15) we find

T (x) = S (x)
∫

S (y − x)M(y)dy , (5.34)

and by taking the Fourier transform of both sides of this equation we find that the
transfer function T̂ (ω) is given by

T̂ (ω) =
1

(2π)n

∫
Ŝ (ω − ω′)S (ω′)M̂(ω′)dω′ , (5.35)

where n = 1 in one dimension and n = 2 in two dimensions.
In one dimension the infinite sum for the mask gives [14]

M̂(ω′) = 4π{δ(ω − π) + δ(ω + π)} , (5.36)

and

T̂ (ω) =
1

(2π)

∫ π

ω−π
M̂(ω′)dω′ 0 < ω < 2π , (5.37)

so that

T̂ (ω) = 1, 0 < ω < 2π . (5.38)

Intensity impulse response
Application of (5.14) to a δ function gives an impulse response of 1

2 sinc(2πs) and
an intensity impulse response is found of

Ii,m(s) =
1
4
|sinc(2πs)|2 , (5.39)

where the extension of Stallinga’s notation denotes a mask in the image plane. This
result may also be calculated directly using (5.20).
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5.4.2 Numerical Results

We have written a software package which calculates the images given by (5.20)
and then implements the three detection schemes by numerical integration. The
frequency-response functions are found by using a cosinusoidal grating of vary-
ing periods up to a bandwidth of 2π and following the modulations of the detector
outputs as the grating is translated laterally in the object plane. Figs. 5.13, 5.14 and
5.15 show the output signals at a series of grating translations against the frequency
of the grating for each of the three systems and Fig. 5.16 shows the normalised
modulation depths at each frequency.

Fig. 5.13. Spatial frequency response of type I system. The plots are for a series of grating
translations

Fig. 5.14. Spatial frequency response of confocal system. The plots are for a series of grating
translations
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Fig. 5.15. Spatial frequency response of mask system. The plots are for a series of grating
translations

Fig. 5.16. Modulation depth versus spatial frequency (normalised)

It can be seen that the type I system loses the modulation of signal at a bandwidth
of π although it has a DC response up to 2π. This is in complete agreement with
(5.24), (5.25) and (5.26). There is a full filling of the 2π band in the mask case in
agreement with (5.38) save for some numerical effect near the edge of the band. The
response of the coherent detector is in line with the literature.

The impulse response functions were calculated by creating one dimensional
“pits” of varying widths and scanning them in the object plane. We have also looked
at the response to a pair of pits at different spacings with a mark-space ratio of unity.
Fig. 5.17 shows the responses of the different detection schemes to a moving narrow
pit, normalised to unity at the origin, together with the original sinc function which
illuminates the pits, and Fig. 5.18 shows the pair responses. The two-point response
function has also been calculated analytically and is shown in Fig. 5.19, it is seen
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Fig. 5.17. Responses of the three detection systems to a moving narrow pit (normalised). The
illumination profile is also shown

Fig. 5.18. Responses of the type I and mask detection systems to a pair of pits with mark-
space ratio of unity at increasing spacings. The illumination profile is also shown above each
spacing

that the results support the above numerical work. The absolute values of the re-
sponse of the mask scheme in both frequency and point response is dependent upon
the fact that it squares the integrated field rather than integrating the squares as in the
other two cases. We have not had time yet to evaluate the exact relative efficiencies
of these coherent systems for practical application but our recent experiments using
image-plane masks in confocal scanning fluorescence microscopy, to be discussed
below, give encouragingly good images at the same incident laser power.
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Fig. 5.19. Two-point response of the mask detection scheme. The illumination profile is also
shown above each spacing. The spacings are as in Fig. 5.18

5.5 The Comparison of Non-linear Optical Scanning Systems

We seem to have agreement both analytically and numerically on the salient facts
of scanning systems. We need to remember that this work only applies to square
pupils; the case of circular pupils has yet to be treated in the same way (although
the basic physics is unaltered and the results will be qualitatively similar). Our first
aim was to resolve uncertainties about the respective (Fourier) band limits of the
existing CD/DVD (type I) system and our proposed image-plane mask system but
it now seems that this task was misconceived, in the sense that the use of a Fourier
decomposition to discuss the performance of an optical (or any other) system is
based implicitly upon the assumption that the system is linear. In fact, it is only as
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far as the optical fields are concerned that the scanning systems mentioned above
are all linear.2

The images, g(y, s), in all three cases, are given by (5.20); this is a Fredholm
equation of the first kind and is manifestly linear. For a linear system the transfer
function in Fourier space can be computed as the amplitude response of the system
to sinusoidal input waves of increasing frequency, which will drop to zero at the edge
of the “transmission band” or, alternatively, as the Fourier transform of the impulse-
response function, which will give the same result. For the second method the input
impulse can be decomposed into a uniformly filled band of frequencies (infinite in
the theoretical limit but finite in practice) which will appear independently in the
output with decreasing amplitudes, exactly the same as if they are presented one by
one as in the first method.

However, the electrical signal which is used as output in a CD/DVD system is
generated by a photon detector whose output is proportional to the modulus squared
of the field amplitude and thus is no longer linearly dependent upon the input. For
such a non-linear system these two measures of the “frequency response” are quite
different, depending upon the exact nature of the non-linearities. Neither can be said
to define an unambiguous “bandwidth” of the system and one sees that the con-
cept of bandwidth loses its fundamental significance for the analysis of the coupled
optical-electrical system.3

In our case we have seen that the optical-to-electrical impulse response of the
type I system to a small single pit is

Ii,e(s) = |S (s)|2 , (5.40)

with a triangular filling of the band to 2π, while the optical-to-electrical impulse
response of the mask system is

Ii,m(s) = |S (2s)|2 , (5.41)

with a triangular filling of the band to 4π which thus has double the bandwidth.
On the other hand if the calculation is done by injecting pure sinusoidal waves,

the result is a triangular filling of the band to π for type I and a unit filling of the
band to 2π for the mask system, which again has double the bandwidth but with
different filling factors.

These results are shown in Figs. 5.20 and 5.21.
A third result is also possible for this non-linear system, viz., by adding a DC

offset to the sinusoidal input, i.e. imposing a weak signal modulation; we find that
the frequency response using sinusoids is a triangle from (0,1) to (2π,0). This is
the result found by Braat in “Principles of Optical Disc Systems” in 1985 [16] and
according to Stallinga is used in the CD/DVD community.

2 Note that in the case of a fluorescent (or incoherent) object we have the same linear equa-
tion (5.20) but with S (∗) denoting sinc2(∗) and g and R this time denoting the intensities
in the object and image planes.

3 Of course, the detector output, once generated, can be analysed into Fourier frequencies
for discussion of onward linear electronic processing.
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Fig. 5.20. Fourier spectrum of the point response function for type I and mask detection
systems

Fig. 5.21. Fourier spectrum of the sinusoidal grating response function for type I and mask
detection systems

We should note that in current DVD systems the optical-to-electrical response
given by (5.40) is not sufficient to overcome jitter due to adjacent-track interference
and an additional “electronic equalisation” must be applied to enhance the tail of
the detector response. This would not be necessary with the mask system but could
also, in fact, be applied to the mask-detector response given by (5.41) to give a full
4π band in this case.

We have seen, therefore, that it is not a good idea to talk in terms of an optical-to-
electrical “frequency response”. Fourier analysis is not useful for non-linear systems
since the components of the input are not additive in the output and any calculated
output “frequency spectra” will be dependent on the particular non-linearities. This
applies also to its use for the analysis of different impressed code patterns on optical
storage discs since the results would depend in a complicated way on the actual
signals. As we have seen above, three different “bandwidths” have already been
obtained for three different forms of the input signal. However, whatever the input
signal, an image-plane mask system uses all the information available above the
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noise level and is fully controlled by the number of terms which are used in the
summation of (5.12).

The bottom line for the use of an image-plane mask is that it would seem to
promise a near fourfold capacity increase over the present systems in the case where
pits are resolved. The reduction in this factor will depend on the actual pattern being
scanned and further calculations or simulations and/or experiments are needed to
quantify this. For robust codes we would not expect much reduction but our software
package is written to handle this problem and we hope to continue our calculations
along these lines in the near future by simulating run-length-limited codes. The
effects of various levels of noise can also be simulated. The whole exercise will then
need to be repeated for circular pupils in two dimensions and we plan to move on to
this as soon as possible in parallel with experimental work.

5.6 High-Aperture Image-Plane Masks

In the above discussions we have used simple low-aperture, one-dimensional calcu-
lations to illustrate the basic concepts. In reality, of course, this needs to be put into
practice in real microscopes and optical storage systems where full vector analy-
sis of high-aperture systems is required. As mentioned in the introduction, we have
been making such calculations in recent years and the results can be found in refer-
ences [1–3] mentioned above. We will just discuss here an example of a mask we
have made for the Bio-Rad MRC 600 confocal scanning fluorescence microscope.
In fluorescence microscopy we have no phase information and since the implemen-
tation of the image-plane mask detection system requires the subtraction of areas of
the processed image from the rest we use a mask which both transmits and reflects.
Two integrating detectors and an electronic subtractor process the transmitted and
reflected components. For fluorescence microscopy circularly polarised light can be
used and circular symmetry imposed. The image-plane mask may then be conve-
niently fabricated as a “binary-coded” version of the calculated continuous mask
with aluminium rings deposited on silica flat. The binary ring pattern of the mask
is devised to emulate the continuous profile of the calculated mask with sufficient
accuracy to preserve the resolving power of the microscope while still being easy
to manufacture [18]. The mask is made elliptical to be placed at 45 degrees to the
optical axis and present a circular cross section to the incident light. A diagram of
the mask is shown in Fig. 5.22.

An image which we have obtained recently of a field of 100 nm diameter fluores-
cent calibration spheres (Molecular Probes Ltd, Eugene, OR), is shown in Fig. 5.23
using the three detection schemes dicussed above, viz. type I, confocal and the KCL
scheme, at an N.A. of 1.3 with 488 nm radiation. The inserts show profiles taken
across the two spheres near the bottom left corner. The progressive increase in res-
olution is clearly evident. The leftmost sphere may be out of focus or at the edge of
a scanning line. Absolute calibration is not yet available.

We have recently made calculations of high-aperture masks for coherent sys-
tems, [2], but have not yet implemented them experimentally. Here cylindrical sym-



134 R. Pike et al.

Fig. 5.22. An image-plane mask for fluo-
rescence microscopy

Fig. 5.23. Images of 100 nm calibration spheres in fluorescence microscopy.

metry cannot be invoked and the masks are uniaxial along the direction of the inci-
dent polarisation, which must be linear in order for the mask calculation to reduce to
a linear inverse problem. An example is shown in Fig. 5.24. This work is in progress
and we hope to have results in the near future. It is also possible in the coherent case
to implement these masks in the pupil plane and this is also being investigated.

Fig. 5.24. A calculated image-plane mask for a co-
herent system of N.A. 0.6
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6 Depth of Field Control
in Incoherent Hybrid Imaging Systems

Sherif Sherif, Thomas Cathey

6.1 Introduction

A hybrid imaging system combines a modified optical imaging system and a digital
post-processing step. We define a new metric to quantify the blurring of a defocused
image that is more suitable than the defocus parameter for hybrid imaging systems.

We describe a spatial-domain method to design a pupil phase plate to extend
the depth of field of an incoherent hybrid imaging system with a rectangular aper-
ture. We use this method to obtain a pupil phase plate to extend the depth of field,
which we refer to as the logarithmic phase plate. By introducing a logarithmic phase
plate at the exit pupil and digitally processing the output of the detector, the depth
of field is extended by an order of magnitude more than the Hopkins defocus cri-
terion [1]. We compare the performance of the logarithmic phase plate with other
extended-depth-of-field phase plates in extending the depth of field of incoherent
hybrid imaging systems with rectangular and circular apertures.

We use our new metric for defocused image blurring to design a pupil phase
plate to reduce the depth of field, thereby increasing the axial resolution, of an in-
coherent hybrid imaging systems with a rectangular aperture. By introducing this
phase plate at the exit pupil and digitally processing the output of the detector out-
put, the depth of field is reduced by more than a factor of two.

Finally, we examine the effect of using a noisy charge-coupled device (CCD)
optical detector, instead of an ideal optical detector, on the control of the depth of
field.

6.2 Hybrid Imaging Systems

A hybrid imaging system is different from a system obtained by cascading a stan-
dard imaging system and a digital post-processing step. In a hybrid system, both the
optical and digital modules are parts of a single system, and the imaging process
is divided between them. Thus the final image in a hybrid system is obtained by
digitally processing an intermediate optical image, as shown in Fig. 6.1. The ad-
ditional digital degrees of freedom in a hybrid system can be used to improve its
imaging performance beyond the best feasible performance of a similar standard
system [2,3].

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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Fig. 6.1. Hybrid imaging system

In this chapter, we control the depth of field of an incoherent hybrid imaging
system by introducing a phase plate at its exit pupil and digitally processing the
intermediate optical image. We use a phase plate instead of an amplitude plate or
a complex plate to avoid any decrease of optical power at the image plane.

6.2.1 Digital Post-Processing

The addition of a phase plate at the exit pupil of an optical system attenuates the
magnitude of optical transfer function (OTF) of the original system, thereby attenu-
ating most frequency components in the image. The addition of a phase plate at
the exit pupil may also distort the phase of the original systems OTF. Thus in all
the hybrid imaging systems described in this chapter, the digital post-processing
steps involve a restoration digital filter, which amplifies the attenuated frequency
components of the intermediate optical image and, if necessary corrects the phase
of those frequency components.

For simplicity, we amplify the intermediate images attenuated frequency com-
ponents and, if necessary correct their phase with a linear frequency-domain inverse
filter whose frequency response is given by [4]

Hinverse

(
fx, fy

)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Hclear-aperture( fx, fy)
Hphase-plate( fx , fy) : Hphase-plate

(
fx, fy

)
� 0

0 : Hphase-plate

(
fx, fy

)
= 0 ,

(6.1)

where Hclear-aperture is the in-focus OTF of the optical module with a clear aperture,
without a phase plate at its exit pupil, and Hphase-plate is the in-focus OTF of the
optical module with a phase plate at its exit pupil. Since the inverse filter, Hinverse, is
a high-pass filter, it will reduce the overall signal-to-noise ratio (SNR) of the system.
This reduction in the overall SNR is one of the main drawbacks of hybrid imaging
systems. We will quantify the effect of optical detector noise on hybrid imaging
systems systems later in this chapter.

6.2.2 New Metric for Defocused Image Blurring

We define a new metric to quantify the blurring of a defocused image that is more
suitable than the defocus parameter for hybrid imaging systems [5]. As mentioned in
the previous section, a hybrid imaging system with a pupil phase plate has a blurred
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intermediate optical image. A specific restoration digital filter is used to amplify the
attenuated frequency components of an intermediate optical image, and, if necessary
correct the phase of those frequency components, thereby obtaining a final image.
The degree of digital restoration of an out-of-focus object depends on the similarity
between the in-focus digital filter used, and the out-of-focus digital filter required.

The angle in Hilbert space between any two functions is a measure of the sim-
ilarity between these two functions. The smaller the angle between the two func-
tions, the more similar are the two functions and vice versa. Thus as a new metric
to quantify the defocused image blurring, we choose the angle in Hilbert space be-
tween a defocused point spread function (PSF) and the in-focus PSF. This angle,
0 ≤ θ ≤ π

2 , is defined, for any defocus parameter value, ψ, as [6]

cos θ =

〈
|h (u, 0)|2 , |h (u, ψ) |2

〉
‖|h (u, 0) |2 |, ‖|h (u, ψ) |2‖ , (6.2)

where the inner-product of the in-focus PSF, |h (u, 0) |2, and a defocused PSF,
|h (u, ψ) |2, is defined as

〈|h(u, 0)|2, |h(u, ψ)|2〉 =
∞∫
−∞
|h(u, 0)|2|h(u, ψ)|2du , (6.3)

and the length in Hilbert space of the PSF for any defocus parameter value is de-
fined as

‖|h (u, ·) |2‖ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∞∫
−∞
|h (u, ·) |2|h (u, ·) |2du

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
1/2

. (6.4)

Being a measure of the similarity between a defocused PSF and the in-focus PSF,
the angle θ is a more general metric to quantify the blurring of a defocused image
than the defocus parameter, ψ, which, for a given imaging system, is a measure of
the defocus distance only.

6.3 Extended Depth of Field

Extended depth of field (EDF) in optical imaging systems has been the goal of
many researchers over the last few decades. To solve this problem, most researchers
used apodization techniques on standard imaging systems. Usually, an absorbing
plate with a possible ±π phase plate was introduced at the exit pupil to extend the
depth of field [7–11]. All of these apodization-based methods share two drawbacks:
a decrease of optical power at the image plane and a possible decrease in image
resolution. Another method for extending the depth of field of a standard imaging
system without apodization was described in [12]. In this method, the focus must
be varied during exposure; hence, it is not always practical. To extend the depth of
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field of an incoherent hybrid imaging system, one method used an absorbing plate
at the exit pupil; hence, this method suffered from the above drawbacks [13].

In [14], a cubic phase plate was introduced at the exit pupil of an incoherent
hybrid imaging system, and a depth of field extension of an order of magnitude more
than the Hopkins defocus criterion [1] was achieved, without loss of optical power
or image resolution at the image plane. A less than ten times increase in the depth
of field of a nonparaxial hybrid imaging system was achieved using a logarithmic
asphere lens [15]. A logarithmic asphere is a lens that is divided into annular rings of
different focal lengths; hence, it has a continuous radial variation in its focal length.
This logarithmic asphere lens differs from the rectangular logarithmic phase plate
that we describe in this chapter in two fundamental ways: it is a circularly symmetric
lens and it is designed by applying Fermat’s principle [16].

In this section, we describe a spatial-domain method to design a pupil phase
plate to extend the depth of field of an incoherent hybrid imaging system with
a rectangular aperture. We use this method to obtain a pupil phase plate to extend
the depth of field, which we refer to as the logarithmic phase plate. To verify that
a logarithmic phase plate can be used to extend the depth of field of an incoherent
diffraction-limited imaging system with a rectangular aperture, we show that the
PSF and the OTF of such system with a logarithmic phase plate at its exit pupil
are invariant with defocus. To demonstrate the extended depth of field, we compare
two sets of computer-simulated images of a chirp pattern for different defocus pa-
rameter values. The first set is obtained using a standard incoherent system and the
second set is obtained using a similar system, but with a logarithmic phase plate at
its exit pupil. Finally, we compare the performance of the logarithmic phase plate
with other extended-depth-of-field phase plates in extending the depth of field of
hybrid imaging systems with rectangular and circular apertures.

6.3.1 Design of a Rectangular EDF Phase Plate

Mathematical Separability of PSF The PSF of a defocused paraxial imaging sys-
tem with a rectangular aperture, is given by [17]

∣∣∣∣h (
u, v,wx,wy

)∣∣∣∣2 =∣∣∣∣∣∣∣∣∣
κ

ymax∫
−ymax

xmax∫
−xmax

exp

{
jk

[(
wx x′2

x2
max
+

wyy′2

y2
max

)
−

(
ux′

zi
+

vy′

zi

)]}
dx′dy′

∣∣∣∣∣∣∣∣∣

2

,
(6.5)

where (u, v) and (x′, y′) are rectangular coordinates in the image and exit pupil
planes, respectively, wx and wy are the defocus coefficients in the x′ and y′ direc-
tions, respectively, xmax and ymax are the half-widths of the aperture in the directions
of x′ and y′, respectively, k is the propagation constant, zi is the image distance and κ
is a constant. Since this defocused PSF is mathematically separable, we can restrict
our analysis to a one-dimensional (1-D) defocused PSF. We define a normalized
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defocus coefficient, w = wx

x2
max

, introduce the normalized co-ordinates, x = x′
xmax

, in-
troduce a phase plate, f (x, y), at the exit pupil and drop all multiplicative constants,
yielding

|h (u,w)|2 =
∣∣∣∣∣∣∣∣∣

1∫

−1

exp

[
jk

(
wx2

maxx2 − f (x) − uxmaxx
zi

)]
dx

∣∣∣∣∣∣∣∣∣

2

. (6.6)

Axial Symmetry Condition of PSF For an extended depth of field, the PSF of
an imaging system must be invariant with defocus. Any defocus-invariant PSF is
also symmetric about the image plane; hence, any phase plate, f (x), that extends the
depth of field must satisfy the PSF axial symmetry condition,

|h (u,w)|2 = |h (u,−w)|2 . (6.7)

It can be shown [21] that Eq. (6.7) is satisfied if and only if the phase plate, f (x), is
an odd function, which implies that it must not have any focusing power. If f (x) has
any focusing power, it will shift the location of the image plane.

Asymptotic approximation of a defocused PSF To simplify the mathematical
analysis, we obtain the asymptotic approximation of the integral in a defocused
PSF, Eq. (6.6), as k → ∞. We use the stationary phase method [16] and [18–20],
which is an excellent approximation for any large value of k (small wavelength λ).
Optical wavelengths are small enough to justify the stationary phase approximation,
which yields results similar to geometrical optics since both assume infinitely small
wavelength. It can be shown that the asymptotic approximation of a defocused PSF
of a system with a rectangular aperture, Eq. (6.6), using the stationary phase method,
is given by [21]

|h (u,w)|2 �
∣∣∣∣∣∣

λ

2wx2
max − f ′′(xs)

∣∣∣∣∣∣ . (6.8)

A more useful expression for this approximate defocused PSF is given by

|h (u,w)|2 �
∣∣∣∣∣∣∣∣
λ
(
∂xs
∂w

)
2x2

maxxs

∣∣∣∣∣∣∣∣ , (6.9)

where xs(w, u), is a stationary point of the integral in Eq. (6.6).

Condition for Extended Depth of Field For an extended depth of field, we seek the
stationary point, xs(w, u′), from which we can obtain f (x), such that the approximate
defocused PSF, Eq. (6.9), does not change with respect to w at an arbitrary point in
the image plane, u′
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d
dw

∣∣∣∣∣∣∣∣
λ
(
∂xs

∂w

)
2x2

maxxs

∣∣∣∣∣∣∣∣ = 0 . (6.10)

We solve Eq. (6.10) and choose the solution that makes f (x) an odd function [21],
yielding

f (x) = sgn(x)αx2
maxx2 (

log |x| + β) − u′xmaxx
zi

. (6.11)

Because of mathematical separability, our desired two-dimensional phase plate to
extend the depth of field, f (x, y), is given by

f (x, y) =sgn(x)αx2
maxx2 (

log |x| + β) − u′xmax x
zi
+

sgn(y)αy2
maxy2 (

log |y| + β) − u′ymaxy
zi

.

(6.12)

We refer to f (x, y) as the logarithmic phase plate.

Optimum Logarithmic Phase Plate We obtain the optimum values of the logarith-
mic phase plate parameters, α, β and u′, for an arbitrary paraxial imaging system, us-
ing Zemax: an optical design program [22]. Using Zemax, we specify an incoherent
imaging system, whose parameters are shown in Table 6.1, and with a logarithmic
phase plate at its exit pupil.

Table 6.1. Imaging system parameters

λ (nm) f (mm) F# zi (mm) M

587.56 20.0 4.0 40.0 -1

We use the numerical optimization routine of Zemax to obtain the optimum
values of α, β and u′ such that an objective function is minimized.

The first part of our objective function is defined as the difference between vari-
ous points of the in-focus OTF and their corresponding points of different defocused
OTFs. If this part of our objective function is minimized, the systems OTF will be as
defocus invariant as possible. The second part of our objective function is defined as
the difference between various points of the in-focus OTF and their corresponding
points of the in-focus diffraction-limited OTF. If this part of the objective function
is minimized, the systems OTF will have the highest values possible. In essence,
the minimization of our objective function yields the highest value of the OTF for
a system that is as invariant with defocus as possible.

The optimum values of the logarithmic phase plate parameters, which corre-
spond to the imaging system parameters shown in Table 6.1, are shown in Table 6.2.
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Table 6.2. Logarithmic phase plate optimum parameters

α (mm) β u′ (mm)

4.23 × 10−4 0.57 −2.18 × 10−4

The initial value of our objective function, which corresponds to α = 0, β = 0
and u′ = 0 is 0.51221. The optimum value of our objective function, which cor-
responds to the optimum parameters in Table 6.2 is 0.04000. The value of our op-
timum objective function increases from 0.0400 to 0.04031, which is a change of
only 0.06% of the initial value of our objective function, when we set u′ = 0. Thus
u′ has a negligible effect in extending the depth of field and will be ignored. Thus
the practical values of the logarithmic phase plate parameters, which correspond to
the imaging system parameters shown in Table 6.1, are shown in Table 6.3.

Table 6.3. Logarithmic phase plate practical parameters

α (mm) β u′ (mm)

4.23 × 10−4 0.57 0.0

The profile of the logarithmic phase plate, whose parameters are shown in Ta-
ble 6.3, is shown in Fig. 6.2.

6.3.2 Performance of a Logarithmic Phase Plate

Defocused PSF Using a Logarithmic Phase Plate The PSF of a diffraction-limited
imaging system, whose parameters are shown in Table 6.1, and with a logarithmic
phase plate, whose parameters are shown in Table 6.3, at its exit pupil is shown in
Fig. 6.3 for different values of the defocus parameter ψ.

We note that, apart from a slight lateral shift with defocus, the shape and the
intensity of the PSF shown in Fig. 6.3 are invariant with defocus over a wide range
of defocus parameter values, compared to the PSF of a similar defocused standard
diffraction-limited imaging system, shown in Fig. 6.4.

A quantitative way to show that the PSF of a diffraction-limited system with
a logarithmic phase plate at its exit pupil is invariant with defocus, compared to the
PSF of a similar standard imaging system, is to evaluate the angle in Hilbert space
between the in-focus PSF and different defocused PSFs, Eq. (6.2).

In Fig. 6.5, we show the angle in Hilbert space between the in-focus PSF and
defocused PSFs of a diffraction-limited standard imaging system, whose parameters
are shown in Table 6.1. On the same figure, Fig. 6.5, we also show the angle in
Hilbert space between the in-focus PSF and defocused PSFs of the same imaging
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Fig. 6.2. Profile of a logarithmic phase plate

Fig. 6.3. Defocused diffraction-limited PSF using a logarithmic phase plate
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Fig. 6.4. Defocused diffraction-limited PSF using a clear rectangular aperture

system, but with a logarithmic phase plate, whose parameters are shown in Table 6.3,
at its exit pupil.

From Fig. 6.5, we note that, for all shown defocus parameter values, the angle in
Hilbert space between the in-focus PSF and defocused PSFs of a system with a loga-
rithmic phase plate at its exit pupil has a smaller value than the corresponding angle
in Hilbert space between the in-focus PSF and defocused PSFs of a standard system.
Thus the PSF of a diffraction-limited imaging system with a logarithmic phase plate
at its exit pupil is invariant with defocus, compared to the PSF of a similar standard
diffraction-limited imaging system.

Defocused OTF Using a Logarithmic Phase Plate The OTF of a diffraction-
limited imaging system, whose parameters are shown in Table 6.1, and with a log-
arithmic phase plate, whose parameters are shown in Table 6.3, at its exit pupil is
shown in Fig. 6.6 for different values of the defocus parameter ψ.

We note that the OTF shown in Fig. 6.6 is invariant with defocus over a wide
range of defocus parameter values, compared to the OTF of a similar defocused
imaging system, shown in Fig. 6.7. We also note that for all defocus parameter
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Fig. 6.5. Diffraction-limited Hilbert space angles using a clear rectangular aperture and using
a logarithmic phase plate

values, the OTF shown in Fig. 6.6 has no nulls; hence, there is no loss of spatial
frequencies in the image.

The Woodward function of the pupil function of an imaging system, with a rect-
angular aperture, represents a polar display of the systems OTFs for different val-
ues of defocus [23]. The Woodward function of the pupil function of a diffraction-
limited imaging system with a logarithmic phase plate at its exit pupil is shown in
Fig. 6.8.

On comparing the Woodward function shown in Fig. 6.8 with the Woodward
function of the pupil function of a standard imaging system, shown in Fig. 6.9, we
note that radial lines through the origin of the Woodward function shown in Fig. 6.8
have nearly the same values as a function of angle, for a broad range of angles.

We also note that the Woodward function shown in Fig. 6.8 has non-zero values
uniformly distributed along the normalized frequency axis. Thus the OTF of an
imaging system with a logarithmic phase plate at its exit pupil is invariant with
defocus over a wide range of defocus parameter values compared to the OTF of
a defocused standard imaging system.

Simulated Imaging Example To demonstrate the extended depth of field, we com-
pare two sets of computer-simulated images of a chirp pattern for different defocus
parameter values. On the left column of Fig. 6.10, we show computer-simulated
images of a chirp pattern, for different defocus parameter values, that we obtained
using an incoherent standard diffraction-limited imaging system, whose parame-
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Fig. 6.6. Defocused diffraction-limited OTF using a logarithmic phase plate
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Fig. 6.7. Defocused diffraction-limited OTF using a clear rectangular aperture

ters are shown in Table 6.1. On the right column of Fig. 6.10, we show computer-
simulated images of the same chirp pattern, for different defocus parameter values,
that we obtained using a similar imaging system with a logarithmic phase plate,
whose parameters are shown in Table 6.3, at its exit pupil. In each column, the value
of the defocus parameter is changed from 0 (in-focus) to 30.

We obtained these images by using an inverse filter whose frequency response
is given by [4]

Hinverse

(
fx, fy

)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Hclear-aperture( fx, fy)

Hlog-plate( fx, fy) : Hlog-plate

(
fx, fy

)
� 0

0 : Hlog-plate

(
fx, fy

)
= 0 ,

(6.13)

where Hclear-aperture is the in-focus OTF of the diffraction-limited imaging system
with a clear aperture, without a phase plate at its exit pupil, and Hlog-plate is the
in-focus OTF of the diffraction-limited imaging system with the logarithmic phase
plate at its exit pupil.

From Fig. 6.10, we note that the imaging system with a logarithmic phase plate
at its exit pupil has a depth of field that is an order of magnitude more than the
Hopkins defocus criterion.
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Fig. 6.8. Woodward function of a logarithmic phase plate

Fig. 6.9. Woodward function of a clear rectangular aperture
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Fig. 6.10. Defocused diffraction-limited images using a clear rectangular aperture and using
a logarithmic phase plate
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6.3.3 Performance Comparison of Different EDF Phase Plates

Imaging System with a Rectangular Aperture In this section, we compare the
performance of a logarithmic phase plate with a cubic phase plate [14] in extending
the depth of field of a diffraction-limited imaging system with a rectangular aperture.
A cubic phase plate is mathematically written as [14]

f (x, y) = α(x3 + y3) . (6.14)

We obtain the optimum value of the cubic phase plate parameter, α, using Zemax.
We use the numerical optimization routine of Zemax to minimize the same objective
function that we used to obtain the optimum values of the logarithmic phase plate
parameters shown in Table 6.3. For the diffraction-limited imaging system whose
parameters are shown in Table 6.1, the optimum value of the cubic phase plate
parameter, α, is 0.005 mm.

In Fig. 6.11, we show the angle in Hilbert space between the in-focus PSF and
defocused PSFs of a diffraction-limited standard imaging system, whose parameters
are shown in Table 6.1, with a cubic phase plate with α = 0.005 mm. On the same
figure, Fig. 6.11, we also show the angle in Hilbert space between the in-focus PSF
and defocused PSFs of the same imaging system, with a logarithmic phase plate,
whose parameters are shown in Table 6.3, at its exit pupil.

From Fig. 6.11, we note that, for all defocus parameter values less than 15, the
angle in Hilbert space between the in-focus PSF and defocused PSFs of a system

Fig. 6.11. Diffraction-limited Hilbert space angles using a cubic phase plate and using a log-
arithmic phase plate
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with a cubic phase plate at its exit pupil has an approximately equal value to the
corresponding angle in Hilbert space between the in-focus PSF and defocused PSFs
of a system with a logarithmic phase plate at its exit pupil. For all defocus parameter
values between 15 and 30, the angle in Hilbert space between the in-focus PSF and
defocused PSFs of a system with a cubic phase plate at its exit pupil is slightly
larger than the corresponding angle in Hilbert space between the in-focus PSF and
defocused PSFs of a system with a logarithmic phase plate at its exit pupil.

Thus the performances of the logarithmic phase plate and the cubic phase plate
in extending the depth of field of an imaging system with a rectangular aperture
are very similar, with a slight advantage of the logarithmic phase plate for higher
defocus parameter values. However, it is important to note that the values of the
parameters of a plate are very critical to the its performance.

Imaging System with a Circular Aperture In this section, we compare the per-
formance of a rectangular logarithmic phase plate, a rectangular cubic phase plate,
a logarithmic asphere [15], and an EDF circular phase plate [26] in extending the
depth of field of a diffraction-limited hybrid imaging system with a circular aperture.
A logarithmic asphere, f (r), is a circularly symmetric, stand-alone phase imaging
element and is given by [15]

f (r) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[√

r2 + z2
i − zi

]
+

r2
max

2(z2 − z1)
×

⎡⎢⎢⎢⎢⎢⎢⎢⎣log

⎛⎜⎜⎜⎜⎜⎜⎜⎝2
z2 − z1

r2
max

⎧⎪⎪⎪⎨⎪⎪⎪⎩
√

r2 +

(
z1 +

z2 − z1

r2
max

)2

+

(
z1 +

z2 − z1

r2
max

)⎫⎪⎪⎪⎬⎪⎪⎪⎭ + 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠ − log

(
4

z2 − z1

r2
max

z1 + 1

)⎤⎥⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (6.15)

where zi is the in-focus image distance, z1 and z2 are defocused image distances and
rmax is the radius of the aperture. An EDF circular plate, f (r, θ), is a non-circularly
symmetric pupil phase plate and is given by [24–26]

f (r, θ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
fR(r, θ) : − π2 ≤ θ ≤ π

2

fL(r, θ) : − π2 ≥ θ ≥ π
2 ,

(6.16)

where

fL(r, θ) = αr5.33θ3 (6.17)

and

fL(r, θ) = − fR(r, θ − π) (6.18)

In Fig. 6.12, we show the angle in Hilbert space between the in-focus PSF and defo-
cused PSFs of a diffraction-limited standard imaging system, whose parameters are
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Fig. 6.12. Diffraction-limited Hilbert space angles using different EDF phase plates

shown in Table 6.1, with different EDF phase plates at its exit pupil. The first EDF
phase plate is a logarithmic phase plate, whose parameters are shown in Table 6.3.
The second EDF phase plate is a cubic phase plate with α = 0.005 mm. The third
EDF phase plate is an EDF circular plate with α = 0.0031 mm. On the same figure,
Fig. 6.12, we show the angle in Hilbert space between the in-focus PSF and defo-
cused PSFs of a diffraction-limited imaging system, whose parameters are shown
in Table 6.1, which uses a logarithmic asphere, Eq. (6.15), instead of a lens. We
choose z1 = 39.64 mm and z2 = 40.36 mm which, for the given imaging system, are
the distances equivalent to defocus parameters ψ = −30 and ψ = 30, respectively.

From Fig. 6.12, we note that the angle in Hilbert space between the in-focus
and defocused PSFs of an imaging system that uses a logarithmic asphere is not
symmetric about the image plane. We also note that, in general, the angle of a system
with a cubic phase plate or a logarithmic phase plate at its exit pupil is lower than
the corresponding angle of a system with an EDF circular phase plate at its exit
pupil or the corresponding angle of a diffraction-limited imaging system which uses
a logarithmic asphere.

Thus both performances of the logarithmic phase plate and the cubic phase plate
are better than both performances of the EDF circular phase plate and the logarith-
mic asphere in extending the depth of field of an imaging system with a circular
aperture. The performance of the cubic phase plate has a slight advantage over the
logarithmic phase plate for higher defocus parameter values. However, it is impor-
tant to note that the values of the parameters of a plate are very critical to the its
performance.
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6.4 Reduced Depth of Field

Reduced depth of field (RDF), thereby increased axial resolution, in optical imaging
systems is of great importance in three-dimensional (3-D) imaging. If the magni-
tudes of the defocused optical transfer functions (OTFs) of a hybrid imaging system
have no nulls within the pass-band of the system, there will be no irrecoverable loss
of information (e.g. missing cone) in the axial direction. When there is no irrecover-
able loss of information in the axial direction, the lower the depth of field, the higher
the optical-sectioning capacity of an imaging system [27,28].

However, compared to extended depth of field, not too much attention has been
given to this problem. Continuously varying amplitude pupil plates [29], and annular
binary pupil plates, [30,31], were used to reduce the length of the central lobe of the
axial intensity PSF of a standard imaging systems. Similar to the EDF problem,
these apodization-based methods to reduce the depth of field share two drawbacks:
a decrease of optical power at the image plane and a possible decrease in image
resolution. In [32], a phase-only pupil plate was used to reduce the axial spot size
of a confocal scanning microscope. Another method to reduce the depth of field of
a standard optical system used structured illumination [33]. In this method, three
images taken at different positions are processed to produce a single reduced depth
of field image; hence, it is not always efficient.

In this section, we use our new metric for defocused image blurring to design
a pupil phase plate to reduce the depth of field, thereby increasing the axial res-
olution, of an incoherent hybrid imaging system with a rectangular aperture. By
introducing this phase plate at the exit pupil and digitally processing the output of
the detector, the depth of field is reduced by more than a factor of two.

6.4.1 Design of a Rectangular RDF Phase Plate

1-D Defocused PSF Similar to our approach to extend the depth of field, we reduce
the depth of field by introducing a phase plate at the exit pupil of the imaging system
and digitally processing the intermediate optical image. Following our analysis in
Sect. 3.1, the 1-D PSF of a defocused paraxial imaging system with a phase plate,
f (x), at its exit pupil can be written as

|h (u,w)|2 =
∣∣∣∣∣∣∣∣∣

1∫

−1

exp

{
jψx x2 − jk

[
f (x) +

uxmaxx
zi

]}
dx

∣∣∣∣∣∣∣∣∣

2

, (6.19)

where ψx = kwx is the defocus parameter in the x direction.

Condition for Reduced Depth of Field For a reduced depth of field, we seek
a phase plate which results in maximum image blurring at a slightly defocused plane
that is specified by a relatively small defocus parameter value. To obtain our desired
phase plate, f (x), which reduces the depth of field, we substitute Eq. (6.19) into
Eq. (6.2) and solve the optimization problem,
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min
f

〈
|h (u, 0) |2, |h (u, ψ) |2

〉
‖|h (u, 0) |2‖, ‖|h (u, ψ) |2‖ , (6.20)

for a relatively small value of the defocus parameter ψx.

Rectangular RDF phase plate We solve the optimization problem, Eq. (6.20), for
ψx = 1 by assuming that our desired phase plate, f (x), is a periodic phase grating [5].
We assume f (x) to be a periodic grating so that the PSF of the imaging system is an
array of narrowly spaced spots. An array of narrowly spaced spots would change its
overall shape considerably, as its spots spread out and overlap due to propagation.
As mentioned in Sect. 3.1, to avoid any shifting in the location of the image plane,
f (x) must not have any focusing power. Thus we represent f (x) by an odd and finite
Fourier series,

f (x) =
N∑

n=1

bn sin(2πnvx) . (6.21)

After substituting Eq. (6.21) into Eq. (6.20), we obtain the optimum values of the
fundamental spatial frequency, ν, and the coefficients, bn, numerically by using the
method of steepest descent [34].

The initial value of θ which corresponds to a system with a clear aperture is
0.0601 radians. The optimum value of θ which corresponds to a system with a pe-
riodic phase grating, Eq. (6.21), and with a number of coefficients N = 5 is 0.1355
radians. We note that an increase in the number of coefficients from N = 4 to N = 5
results in a negligible 0.15%, in the optimal value of θ. Thus we restrict the number
of phase grating coefficients to N = 5. The optimum values of the fundamental fre-
quency, ν, and the coefficients, bn, which correspond to an F/4 imaging system are
shown in 6.4.

Table 6.4. Rectangular RDF phase grating optimum parameters

ν(cycles/xmax) b1(µm) b2(µm) b3(µm) b4(µm) b5(µm)

1.04 1.1705 -0.0437 0.0271 -0.0325 -0.007

Because of mathematical separability, our desired 2-D phase plate to reduce the
depth of field, f (x, y), is given by

f (x, y) =
N∑

n=1

bn sin(2πnvx) +
N∑

n=1

bn sin(2πnvy) . (6.22)

We refer to f (x, y), whose coefficients are shown in 6.4, as the rectangular RDF
phase grating. The profile of the rectangular RDF phase grating is shown in Fig. 6.13
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Fig. 6.13. Profile of a rectangular RDF phase grating

6.4.2 Performance of a Rectangular RDF Phase Grating

Defocused PSF Using a Rectangular RDF Phase Grating The PSF of a diffrac-
tion-limited imaging system, whose parameters are shown in Table 6.1, and with
an RDF phase grating, whose parameters are shown in Table 6.4, at its exit pupil is
shown in Fig. 6.14, for different values of the defocus parameter ψ.

We note that the variation with defocus in the shape of the PSF shown in
Fig. 6.14 is greater than the variation with defocus in the shape of the PSF of a sim-
ilar standard diffraction-limited system, shown in Fig. 6.15.

In Fig. 6.16, we show the angle in Hilbert space between the in-focus PSF and
defocused PSFs of a diffraction-limited standard imaging system, whose parameters
are shown in Table 6.1. On the same figure, Fig. 6.16, we also show the angle in
Hilbert space between the in-focus PSF and defocused PSFs of the same imaging
system, but with an RDF phase plate, whose parameters are shown in Table 6.4, at
its exit pupil.

From Fig. 6.16, we note that, for all shown defocus parameter values, the angle
in Hilbert space between the in-focus PSF and defocused PSFs of a system with
a rectangular RDF phase grating at its exit pupil, has a greater value than the cor-
responding angle in Hilbert space between the in-focus PSF and defocused PSFs of
a standard system. Thus the shape of the PSF of a diffraction-limited imaging sys-
tem, with a rectangular RDF phase grating at its exit pupil, varies with defocus more
than the shape of the PSF of a similar standard diffraction-limited imaging system.
Furthermore, we note that, for lower defocus parameter values, the angle in Hilbert
space is larger than the corresponding angle between the in-focus PSF and defo-
cused PSFs of a standard system by more than a factor of two. Thus a diffraction-
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Fig. 6.14. Defocused diffraction-limited PSF using a rectangular RDF phase grating

limited system with a rectangular RDF phase grating at its exit pupil has less than
half the depth of field of a similar diffraction-limited system.

Defocused OTF Using a Rectangular RDF Phase Grating The OTF of a diffrac-
tion-limited imaging system, whose parameters are shown in Table 6.1, and with
an RDF phase grating, whose parameters are shown in Table 6.4, at its exit pupil is
shown in Fig. 6.17 for different values of the defocus parameter ψ.

We note that there is rapid variation with defocus in the phase of the OTF shown
in Fig. 6.17. Thus the variation with defocus in this OTF is greater than the variation
with defocus in the OTF of a similar standard diffraction-limited system, shown in
Fig. 6.18. We also note that the in-focus OTF shown in Fig. 6.17 has no nulls; hence,
there is no loss of spatial frequencies in the image.

Simulated Imaging Example To demonstrate the reduced depth of field, we com-
pare two sets of computer-simulated images of a chirp pattern for different defocus
parameter values. On the left column of Fig. 6.19, we show computer-simulated
images of a chirp pattern, for different defocus parameter values, that we obtained
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Fig. 6.15. Defocused diffraction-limited PSF using a clear rectangular aperture

using an incoherent standard diffraction-limited imaging system, whose parame-
ters are shown in Table 6.1. On the right column of Fig. 6.19, we show computer-
simulated images of the same chirp pattern, for different defocus parameter values,
that we obtained using a similar imaging system with an RDF phase grating, whose
parameters are shown in Table 6.4, at its exit pupil. In each column, the value of the
defocus parameter is changed from 0.0 (in-focus) to 3.0.

We obtained these images by using an inverse filter whose frequency response
is given by [4]

Hinverse

(
fx, fy

)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Hclear-aperture( fx, fy)

HRDF-grt( fx , fy) : HRDF-grt

(
fx, fy

)
� 0

0 : HRDF-grt

(
fx, fy

)
= 0 ,

(6.23)

where Hclear-aperture is the in-focus OTF of the diffraction-limited imaging system
with a clear aperture, without a phase plate at its exit pupil, and HRDF-grt is the in-
focus OTF of the diffraction-limited imaging system with the EDF phase grating at
its exit pupil.
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Fig. 6.16. Diffraction-limited Hilbert space angles using a clear rectangular aperture and us-
ing a rectangular RDF phase grating

From Fig. 6.19, we note that the depth of field of the imaging system with a rect-
angular RDF phase grating at its exit pupil is reduced, compared to the depth of field
of the standard system.

6.5 Effect of Optical Detector on Depth of Field Control

6.5.1 Effect of Additive White Noise at the Optical Detector

As mentioned earlier, a pupil-coded hybrid imaging system needs a digital filter to
restore the attenuated frequency components of the intermediate optical image and,
if necessary, to correct the phase. This restoration filter will be usually a high-pass
digital filter, so it will increase the noise power in the final image compared the opti-
cal intermediate image. Assuming additive white noise at the detector, the increased
noise power in the final image is equal to the detector noise power multiplied by
a noise factor [35]

Fnoise =

∑M
i=1

∑N
j=1 h2

digital(i)h
2
digital( j)

[∑M
i=1 h2

digital(i)
]4

, (6.24)

where hdigital is the impulse response of the restoration filter. Thus linear signal pro-
cessing will typically decrease the SNR of the final image of the hybrid system by
1/Fnoise compared to the intermediate image.
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Fig. 6.17. Defocused diffraction-limited OTF using a rectangular RDF phase grating
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Fig. 6.18. Defocused diffraction-limited OTF using a clear rectangular aperture

In Fig. 6.20 we show the variation with defocus of the angle in Hilbert space
for different logarithmic phase plates with relative thickneness a = α

αmax
, where

αmax corresponds to the plate thickness which results in the maximum extension
of depth of field without any loss of resolution. We also include the reduction of
the SNR in the final image

(
1

Fnoise

)
dB
= −10 log10 Fnoise for each phase plate, so one

could immediately realize the noise related cost for a certain increase in the depth
of field.

For example, the uppermost curve in Fig. 6.20 corresponds to a system with
a clear aperture; hence, there is no extension of the depth of field or decrease in
the SNR of the final image. The lowermost curve on the same figure corresponds
to a system with the thickest possible logarithmic phase plate that would cause the
maximum extension of depth of field without any loss in resolution. In this case the
SNR of the final image is decreased by 15.87 dB.

6.5.2 Charge-Coupled Device-Limited PSF

A charge-coupled device (CCD) detector can be modeled as an array of rectangular
pixels. Assuming uniform responsivity across each and every pixel, the 1-D PSF of
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Fig. 6.19. Defocused diffraction-limited images using a clear rectangular aperture and using
a rectangular RDF phase grating
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Fig. 6.20. EDF due to logarithmic phase plates of different thickness and the corresponding
SNR reduction in the final image

a defocused CCD-limited imaging system can be written as [36],

[
|h (u,w)|2

]
CCD-limited

=

{
|h (u,w)|2 ∗ rect

(u
a

)}
comb

(
u
us

)
(6.25)

where a is the 1-D pixel size, comb
(

u
us

)
is a train of Dirac delta functions with

spacing us and ∗ is a 1-D convolution operator.

6.5.3 CCD Effect on Depth of Field Extension

In Fig. 6.21, we show the angle in Hilbert space between the in-focus PSF and defo-
cused PSFs of a diffraction-limited imaging system, whose parameters are shown in
Table 6.1, with a logarithmic phase plate, whose parameters are shown in Table 6.3,
at its exit pupil. On the same figure, Fig. 6.21, we also show the angle in Hilbert
space between the in-focus PSF and defocused PSFs of the same imaging system,
but with a CCD of pixel size a = 2.0 µm.

From Fig. 6.21, we note that, for all shown defocus parameter values, the angle
in Hilbert space between the in-focus PSF and defocused PSFs of a CCD-limited
system with a logarithmic phase plate at its exit pupil has a smaller value than the
corresponding angle in Hilbert space of a similar diffraction-limited system. Thus
the PSF of a CCD-limited imaging system varies even less with defocus, compared
to the PSF of a similar diffraction-limited imaging system.
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Fig. 6.21. Diffraction-limited and CCD-limited Hilbert space angles using a logarithmic
phase plate

In general, the use of a CCD optical detector with a diffraction-limited system,
which has a logarithmic phase plate at its exit pupil, helps in extending the depth of
field.

6.5.4 CCD Effect on Depth of Field Reduction

In Fig. 6.22, we show the angle in Hilbert space between the in-focus PSF and de-
focused PSFs of a diffraction-limited imaging system, whose parameters are shown
in Table 6.1, with an RDF phase grating, whose parameters are shown in Table 6.4,
at its exit pupil. On the same figure, Fig. 6.22, we also show the angle in Hilbert
space between the in-focus PSF and defocused PSFs of the same imaging system,
but with a CCD of pixel size a = 1.0 µm.

From Fig. 6.22, we note that, for all shown defocus parameter values, the angle
in Hilbert space between the in-focus PSF and defocused PSFs of a CCD-limited
system with an RDF phase grating at its exit pupil has a smaller value than the
corresponding angle in Hilbert space of a similar diffraction-limited system. Thus
the PSF of a CCD-limited imaging system does not vary as much with defocus,
compared to the PSF of a similar diffraction-limited imaging system.

In Fig. 6.23, we show the angle in Hilbert space between the in-focus PSF
and defocused PSFs of a diffraction-limited imaging system, whose parameters are
shown in Table 6.1, with an RDF phase grating, whose parameters are shown in
Table 6.4, at its exit pupil. On the same figure, Fig. 6.23, we also show the angle in
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Fig. 6.22. CCD-limited Hilbert space angles using a clear rectangular aperture and a rectan-
gular RDF phase grating

Hilbert space between the in-focus PSF and defocused PSFs of the same imaging
system, but with a CCD of pixel size a = 1.0 µm.

From Fig. 6.23, we note that, for lower defocus parameter values, the angle
in Hilbert space between the in-focus PSF and defocused PSFs of a system with
a rectangular RDF phase grating at its exit pupil, is larger than the corresponding
angle in Hilbert space of a standard system by more than a factor of two. Thus
a CCD-limited system with a rectangular RDF phase grating at its exit pupil also
has less than ha lf the depth of field of a similar standard CCD-limited system.

In general, the use of a CCD optical detector with a diffraction-limited system,
which has an RDF phase grating at its exit pupil, has a negative effect on the reduc-
tion of the depth of field. However, the use of an RDF phase grating to reduce the
depth of field of a CCD-limited imaging system by a factor of 2 is possible.

6.6 Conclusions

We defined a new metric to quantify the blurring of a defocused image that is more
suitable than the defocus parameter for hybrid imaging systems.

We described a spatial-domain method to design a pupil phase plate to extend the
depth of field of an incoherent hybrid imaging system with a rectangular aperture.
We used this method to obtain a pupil phase plate to extend the depth of field, which
we referred to as the logarithmic phase plate. By introducing a logarithmic phase
plate at the exit pupil and digitally processing the output of the detector, the depth
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Fig. 6.23. Diffraction-limited and CCD-limited Hilbert space angles using a rectangular RDF
phase grating

of field was extended by an order of magnitude more than the Hopkins defocus
criterion. We compared the performance of the logarithmic phase plate with other
extended-depth-of-field phase plates in extending the depth of field of incoherent
hybrid imaging systems with rectangular and circular apertures.

We used our new metric for defocused image blurring to design a pupil phase
plate to reduce the depth of field, thereby increasing the axial resolution, of an in-
coherent hybrid imaging systems with a rectangular aperture. By introducing this
phase plate at the exit pupil and digitally processing the output of the detector out-
put, the depth of field was reduced by more than a factor of two.

Finally, we examined the effect of using a noisy CCD optical detector, instead of
an ideal optical detector, on the control of the depth of field. We found that the SNR
of the final image is typically reduced by the digital post-processing filter. We also
found that the use of a CCD with a diffraction-limited system helps in extending
the depth of field and the use of a CCD has a negative effect on the reduction of the
depth of field. However, the use of an RDF phase grating to reduce the depth of field
of a CCD-limited imaging system by a factor of 2 is possible.
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7 Wavefront Coding Fluorescence Microscopy
Using High Aperture Lenses

Matthew R. Arnison, Carol J. Cogswell, Colin J.R. Sheppard, Peter Török

7.1 Extended Depth of Field Microscopy

In recent years live cell fluorescence microscopy has become increasingly important
in biological and medical studies. This is largely due to new genetic engineering
techniques which allow cell features to grow their own fluorescent markers. A pop-
ular example is green fluorescent protein. This avoids the need to stain, and thereby
kill, a cell specimen before taking fluorescence images, and thus provides a major
new method for observing live cell dynamics.

With this new opportunity come new challenges. Because in earlier days the
process of staining killed the cells, microscopists could do little additional harm by
squashing the preparation to make it flat, thereby making it easier to image with
a high resolution, shallow depth of field lens. In modern live cell fluorescence imag-
ing, the specimen may be quite thick (in optical terms). Yet a single 2D image per
time-step may still be sufficient for many studies, as long as there is a large depth of
field as well as high resolution.

Light is a scarce resource for live cell fluorescence microscopy. To image rapidly
changing specimens the microscopist needs to capture images quickly. One of the
chief constraints on imaging speed is the light intensity. Increasing the illumination
will result in faster acquisition, but can affect specimen behaviour through heating,
or reduce fluorescent intensity through photobleaching.

Another major constraint is the depth of field. Working at high resolution gives
a very thin plane of focus, leading to the need to constantly “hunt” with the fo-
cus knob while viewing thick specimens with rapidly moving or changing features.
When recording data, such situations require the time-consuming capture of multi-
ple focal planes, thus making it nearly impossible to perform many live cell studies.

Ideally we would like to achieve the following goals:

• use all available light to acquire images quickly,
• achieve maximum lateral resolution,
• and yet have a large depth of field.

However, such goals are contradictory in a normal microscope.
For a high aperture aplanatic lens, the depth of field is [1]

Δz = 1.77λ /

[
4 sin2 α

2

(
1 − 1

3
tan4 α

2

)]
, (7.1)
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Fig. 7.1. Depth of field (solid
line), lateral resolution (dashed
line) and peak intensity at focus
(dotted line – arbitrary units) for
an oil immersion (noil = 1.518)
aplanatic microscope objective
with a typical range of NA and
λ0 = 0.53 µm as the vacuum
wavelength

where Δz is defined as the distance along the optical axis for which the intensity is
more than half the maximum. Here the focal region wavelength is λ and the aperture
half-angle is α. A high aperture value for the lateral resolution can be approximated
from the full-width at half-maximum (FWHM) of the unpolarised intensity point
spread function (PSF) [2]. We can use the same PSF to find the peak intensity at
focus, as a rough indication of the high aperture light collection efficiency,

Ifocus ∝
[
1 − 5

8
(cos

3
2 α)(1 +

3
5

cosα)

]2

. (7.2)

These relationships are plotted in Fig. 7.1 for a range of numerical apertures
(NA),

NA = n1 sinα (7.3)

where n1 is the refractive index of the immersion medium. Clearly maximising the
depth of field conflicts with the goals of high resolution and light efficiency.

7.1.1 Methods for Extending the Depth of Field

A number of methods have been proposed to work around these limitations and
produce an extended depth of field (EDF) microscope.

Before the advent of charge-coupled device (CCD) cameras, Häusler [3] pro-
posed a two step method to extend the depth of focus for incoherent microscopy.
First, an axially integrated photographic image is acquired by leaving the camera
shutter open while the focus is smoothly changed. The second step is to deconvolve
the image with the integration system transfer function. Häusler showed that as long
as the focus change is more than twice the thickness of the object, the transfer func-
tion does not change for parts of the object at different depths – effectively the
transfer function is invariant with defocus. The transfer function also has no zeros,
providing for easy single-step deconvolution.

This method could be performed easily with a modern microscope, as demon-
strated recently by Juškaitis et al. [4]. However, the need to smoothly vary the focus
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is a time-consuming task requiring some sort of optical displacement within the
microscope. This is in conflict with our goal of rapid image acquisition.

A similar approach is to simply image each plane of the specimen, stepping
through focus, then construct an EDF image by taking the axial average of the 3D
image stack, or some other more sophisticated operation which selects the best fo-
cused pixel for each transverse specimen point. This has been described in applica-
tion to confocal microscopy [5], where the optical sectioning makes the EDF post-
processing straightforward. Widefield deconvolution images could also be used. In
both cases the focal scanning and multiple plane image capture are major limitations
on overall acquisition speed.

Potuluri et al. [6] have demonstrated the use of rotational shear interferome-
try with a conventional widefield transmission microscope. This technique, using
incoherent light, adds significant complexity, and reduces the signal-to-noise ratio
(SNR). However the authors claim an effectively infinite depth of field. The main
practical limit on the depth of field is the change in magnification with depth (per-
spective projection) and the rapid drop in image contrast away from the imaging
lens focal plane.

Another approach is to use a pupil mask to increase the depth of field, combined
with digital image restoration. This creates a digital–optical microscope system. De-
signing with such a combination in mind allows additional capabilities not possible
with a purely optical system. We can think of the pupil as encoding the optical wave-
front, so that digital restoration can decode a final image, which gives us the term
wavefront coding.

In general a pupil mask will be some complex function of amplitude and phase.
The function might be smoothly varying, and therefore usable over a range of wave-
lengths. Or it might be discontinuous in step sizes that depend on the wavelength,
such as a binary phase mask.

Many articles have explored the use of amplitude pupil masks [7–9], including
for high aperture systems [10]. These can be effective at increasing the depth of
field, but they do tend to reduce dramatically the light throughput of the pupil. This
poses a major problem for low light fluorescence microscopy.

Wilson et al. [11] have designed a system which combines an annulus with a bi-
nary phase mask. The phase mask places most of the input beam power into the
transmitting part of the annular pupil, which gives a large boost in light throughput
compared to using the annulus alone. This combination gives a ten times increase
in depth of field. The EDF image is laterally scanned in x and y, and then deconvo-
lution is applied as a post-processing step.

Binary phase masks are popular in lithography where the wavelength can be
fixed. However, in widefield microscopy any optical component that depends on
a certain wavelength imposes serious restrictions. In epi-fluorescence, the incident
and excited light both pass through the same lens. Since the incident and excited
light are at different wavelengths, any wavelength dependent pupil masks would
need to be imaged onto the lens pupil from beyond the beam splitter that separates
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the incoming and outgoing light paths. This adds significant complexity to the opti-
cal design of a widefield microscope.

The system proposed by Wilson et al. [11] is designed for two-photon confocal
microscopy. Optical complexity, monochromatic light, and scanning are issues that
confocal microscopy needs to deal with anyway, so this method of PSF engineering
adds relatively little overhead.

Wavefront coding is an incoherent imaging technique that relies on the use of
a smoothly varying phase-only pupil mask, along with digital processing. Two spe-
cific functions that have been successful are the cubic [12,13] and logarithmic [14]
phase masks, where the phase is a cubic or logarithmic function of distance from
the centre of the pupil, in either radial or rectangular co-ordinates. The logarithmic
design is investigated in detail in Chap. 6.

The cubic phase mask (CPM) was part of the first generation wavefront coding
systems, designed for general EDF imaging. The CPM has since been investigated
for use in standard (low aperture) microscopy [15]. The mask can give a ten times
increase in the depth of field without loss of transverse resolution.

Converting a standard widefield microscope to a wavefront coding system is
straightforward. The phase mask is simply placed in the back pupil of the micro-
scope objective. The digital restoration is a simple single-step deconvolution, which
can operate at video rates. Once a phase mask is chosen to match a lens and appli-
cation, an appropriate digital inverse filter can be designed by measuring the PSF.
The resulting optical–digital system is specimen independent.

The main trade off is a lowering of the SNR as compared with normal widefield
imaging. The CPM also introduces an imaging artefact where specimen features
away from best focus are slightly laterally shifted in the image. This is in addition
to a perspective projection due to the imaging geometry, since an EDF image is
obtained from a lens at a single position on the optical axis. Finally, as the CPM is
a rectangular design, it strongly emphasises spatial frequencies that are aligned with
the CCD pixel axes.

High aperture imaging does produce the best lateral resolution, but it also re-
quires more complex theory to model accurately. Yet nearly all of the investigations
of EDF techniques reviewed above are low aperture. In this chapter we choose a par-
ticular EDF method, wavefront coding with a cubic phase plate, and investigate its
experimental and theoretical performance for high aperture microscopy.

7.2 High Aperture Fluorescence Microscopy Imaging

A wavefront coding microscope is a relatively simple modification of a modern
microscope. A system overview is shown in Fig. 7.2.

The key optical element in a wavefront coding system is the waveplate. This is
a transparent molded plastic disc with a precise aspheric height variation. Placing the
waveplate in the back focal plane of a lens introduces a phase aberration designed
to create invariance in the optical system against some chosen imaging parameter.
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Fig. 7.2. An overview of a wavefront coding microscope system. The image-forming light
from the object passes through the objective lens and phase plate and produces an intermedi-
ate encoded image on the CCD camera. This blurred image is then digitally filtered (decoded)
to produce the extended depth of field result. Examples at right show the fluorescing cell im-
age of Fig. 7.7(c) at each stage of the two-step process. At lower left an arrow shows where
the phase plate is inserted into the microscope

A cubic phase function on the waveplate is useful for microscopy, as it makes the
low aperture optical transfer function (OTF) insensitive to defocus.

While the optical image produced is quite blurry, it is uniformly blurred over
a large range along the optical axis through the specimen (Fig. 7.3). From this
blurred intermediate image, we can digitally reconstruct a sharp EDF image, us-
ing a measured PSF of the system and a single step deconvolution. The waveplate
and digital filter are chosen to match a particular objective lens and imaging mode,
with the digital filter further calibrated by the measured PSF. Once these steps are
carried out, wavefront coding works well for any typical specimen.

The EDF behaviour relies on modifying the light collection optics only, which
is why it can be used in other imaging systems such as photographic cameras, with-
out needing precise control over the illumination light. In epi-fluorescence both the
illumination light and the fluorescent light pass through the waveplate. The CPM
provides a beneficial effect on the illumination side, by spreading out the axial range
of stimulation in the specimen, which will improve the SNR for planes away from
best focus.

7.2.1 Experimental Method

The experimental setup followed the system outline shown in Fig. 7.2. We used
a Zeiss Axioplan microscope with a Plan Neofluar 40× 1.3 NA oil immersion ob-
jective. The wavefront coding plate was a rectangular cubic phase function design
(CPM 127-R60 Phase Mask from CDM Optics, Boulder, CO, USA) with a peak
to valley phase change of 56.6 waves at 546 nm across a 13 mm diameter optical
surface. This plate was placed in a custom mount and inserted into the differential
interference contrast slider slot immediately above the objective, and aligned so that
it was centred with the optical axis, covering the back pupil.
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Fig. 7.3. How points are imaged in standard versus wavefront coding systems: (a) Conven-
tional (small depth of field) system with two axially-separated objects to the left of a lens.
Because each object obtains best focus at a different image plane, the arrow object points
decrease in diameter toward their plane of best focus (far right), while the object points of the
diamond are increasingly blurred. (b) Inserting a CPM phase plate causes points from both
objects to be equivalently blurred over the same range of image planes. Signal processing can
be applied to any one of these images to remove the constant blur and produce a sharply-
focused EDF image

Fig. 7.4. Height variation across the cubic
phase mask given in (7.4), for A = 1

A custom square aperture mask was inserted into an auxiliary slot 22 mm above
the lens, with the square mask cut to fit inside the 10 mm circular pupil of the ob-
jective lens. This square mask is needed due to the rectangular nature of the CPM
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function,

ϕ(m, n) = A(m3 + n3) , (7.4)

where m and n are the Cartesian co-ordinates across the pupil and A is the strength of
the phase mask (see Fig. 7.4). The square mask was rotated to match the mn axes of
the CPM. For comparison, standard widefield fluorescence imaging was performed
without the CPM or the square aperture mask in place.

Images were taken in epi-fluorescence mode with a mercury lamp (HBO 50 W)
and fluorescein isothiocyanate (FITC) fluorescence filters in place. Images were
recorded with a Photometrics cooled camera (CH250) with a Thomson TH 7895
CCD at 12-bit precision. To ensure we were sampling at the maximum resolution of
the 1.3 NA lens, a 2.5× eyepiece was inserted just before the camera inside a cus-
tom camera mount tube. This tube also allowed precise rotational alignment of the
camera, in order to match the CCD pixel array axes with the CPM mn axes.

With 100× total magnification and 19 µm square CCD pixels, this setup gave
a resolution of 0.19 µm per pixel. This is just below the theoretical maximum reso-
lution of 0.22 µm for a 1.3 NA lens (see Fig. 7.1), for which critical sampling would
be 0.11 µm per pixel, so the results are slightly under sampled.

The PSF was measured using a 1 µm diameter polystyrene bead stained with
FITC dye. The peak emission wavelength for FITC is 530 nm. Two dimensional
PSF images were taken over a focal range of 10 µm in 1 µm steps. This PSF meas-
urement was used to design an inverse filter to restore the EDF image. The OTF was
obtained from the Fourier transform of the 2D PSF.

Each wavefront coding intermediate image was a single exposure on the CCD
camera. A least squares filter was incorporated into the inverse filter to suppress
noise beyond the spatial frequency cutoff of the optical system. A final wavefront
coding image was obtained by applying the inverse filter to a single intermediate
image.

7.2.2 PSF and OTF Results

The measured PSFs and derived OTFs for the focused and 4 µm defocused cases are
shown in Fig. 7.5, comparing standard widefield microscopy with wavefront coding
using a CPM.

The widefield PSF shows dramatic change with defocus as expected for a high
aperture image of a 1 µm bead. But the wavefront coding PSF shows very little
change after being defocused by the same amount.

The OTF measurements emphasise this focus independence for the wavefront
coding system. While the in-focus OTF for the widefield system has the best overall
response, the OTF quickly drops after defocusing. The widefield defocused OTF
also has many nulls before the spatial frequency cutoff, indicated in these results
by a downward spike. These nulls make it impossible in widefield to use the most
straightforward method of deconvolution – division of the image by the system OTF
in Fourier space. Time consuming iterative solutions must be used instead.



176 M.R. Arnison et al.

(e)

Fig. 7.5. Experimental PSFs and OTFs for the widefield and wavefront coding systems as
measured using a 1 µm fluorescent bead and a NA = 1.3 oil objective. For each type of
microscope, a PSF from the plane of best focus is followed by one with 4 µm defocus. The
upper images (a-d) show the intensity of a central region of the PSF whilst the lower graph (e)
gives the magnitude of the OTF for a line m = 0 through the OTF for each case: (a) widefield
zd = 0 µm (solid line), (b) widefield defocused zd = 4 µm (dashed line), (c) CPM zd = 0 µm
(dotted line), (d) CPM defocused zd = 4 µm (dash-dotted line). The spatial frequency n has
been been normalised so that n = 1 lies at the CCD camera spatial frequency cutoff. The
PSFs have area 13 µm × 13 µm

The wavefront coding system OTF shows a reduced SNR compared with the
in-focus widefield OTF. Yet the same SNR is maintained through a wide change in
focus, indicating a depth of field at least 8 times higher than the widefield system.
The CPM frequency response extends to 80% of the spatial frequency cutoff of
the widefield case before descending into the noise floor. This indicates that the
wavefront coding system has maintained much of the transverse resolution expected
from the high aperture lens used. Because there are no nulls in the CPM OTF at
spatial frequencies below the SNR imposed cutoff, deconvolution can be performed
using a single-pass inverse filter based on the reciprocal of the system OTF.
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Fig. 7.6. The measured CPM in-focus 2D OTF: (a) is the magnitude of the OTF in log10

scale, and (b) is the wrapped OTF phase in radians. The spatial frequencies m and n have
been been normalised so that |m|, |n| = 1 lies at the CCD camera spatial frequency cutoff

A limiting factor on the SNR, and therefore the wavefront coding system reso-
lution, is the CCD camera dynamic range of 12 bits, giving a noise floor of at least
2.4×10−4. From Fig. 7.5(e) the effective noise floor seems to be a bit higher at 10−3.
This has a greater impact on the off-axis spatial frequencies, where a higher SNR is
required to maintain high spatial frequency response, an effect which is clearly seen
in the measured 2D OTF in Fig. 7.6.

7.2.3 Biological Imaging Results

In order to experimentally test high resolution biological imaging using the CPM
wavefront coding system in epi-fluorescence, we imaged an anti-tubulin / FITC-
labeled HeLa cell. For comparison, we also imaged the same mitotic nucleus in
both a standard widefield fluorescence microscope and a confocal laser scanning
system (Fig. 7.7). The first widefield image, Fig. 7.7(a), shows a mitotic nucleus
with one centriole in sharp focus, while a second centriole higher in the specimen is
blurred. This feature became sharp when the focus was altered by 6 µm, as shown
in Fig. 7.7(b). The wavefront coding system image in Fig. 7.7(c) shows a much
greater depth of field, with both centrioles in focus in the same image. We observed
a depth of field increase of at least 6 times compared with the widefield system,
giving a 6 µm depth of field for the wavefront coding system for the NA = 1.3 oil
objective.

For further comparison, we imaged the same specimen using a confocal micro-
scope. A simulated EDF image is shown in Fig. 7.7(d), obtained by averaging 24
planes of focus. This gives an image of similar quality to the wavefront coding im-
age. However, the confocal system took over 20 times longer to acquire the data for
this image, due to the need to scan the image point in all three dimensions. There is
also a change in projection geometry between the two systems. The confocal EDF
image has orthogonal projection, whereas the wavefront coding EDF image has per-
spective projection.
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Fig. 7.7. Comparison images of an antitubulin / FITC-labeled HeLa cell nucleus obtained us-
ing three kinds of microscope. (a-b) Conventional widefield fluorescence images of the same
mitotic nucleus acquired at two different focal planes, 6 µm apart in depth. Misfocus blurring
is prevalent, with only one of the two centrioles in focus in each image. (c) A CPM wave-
front coding image of this nucleus greatly increases focal depth so that now both centrioles in
the mitotic spindle are sharply focused. (d) An equivalent confocal fluorescence EDF image
obtained by averaging 24 separate planes of focus, spaced 0.5 µm apart. The resolutions of
the wavefront coding and confocal images are comparable but the confocal image took over
20 times longer to produce. Note that wavefront coding gives a perspective projection and
confocal gives an isometric projection, which chiefly accounts for their slight difference in
appearance. Objective NA=1.3 oil, scale bar: 6 µm

7.3 Wavefront Coding Theory

In this section we will investigate theoretical models for wavefront coding mi-
croscopy. We present a summary of the development of the cubic phase function
and the paraxial theory initially used to model it. We then analyse the system using
vectorial high aperture theory, as is normally required for accuracy with a 1.3 NA
lens.

High aperture vectorial models of the PSF for a fluorescence microscope are
well developed [16,17]. The Fourier space equivalent, the OTF, also has a long his-
tory [18–20]. However, the CPM defined in (7.4) is an unusual microscope element:

1. Microscope optics usually have radial symmetry around the optical axis, which
the CPM does not.

2. The CPM gives a very large phase aberration of up to 60 waves, whilst most
aberration models are oriented towards phase strengths on the order of a wave
at most.

3. In addition, the CPM spreads the light over a very long focal range, whilst most
PSF calculations can assume the energy drops off very rapidly away from focus.
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These peculiarities have meant we needed to take particular care with numerical
computation in order to ensure accuracy, and in the case of the OTF modeling the
radial asymmetry has motivated a reformulation of previous symmetric OTF theory.

7.3.1 Derivation of the Cubic Phase Function

There are various methods that may be used to derive a pupil phase function which
has the desired characteristics for EDF imaging. The general form of a phase func-
tion in Cartesian co-ordinates is

T (m, n) = exp
[
ikϕ(m, n)

]
, (7.5)

where m, n are the lateral pupil co-ordinates and k = 2π/λ is the wave-number. The
cubic phase function was found by Dowski and Cathey [13] using paraxial optics
theory by assuming the desired phase function is a simple 1D function of the form

ϕ(m) = Amγ, γ � {0, 1}, A � 0 . (7.6)

By searching for the values of A and γ which give an OTF which does not change
through focus, they found, using the stationary phase approximation and the ambi-
guity function, that the best solution was for A � 20/k and γ = 3. Multiplying out
to 2D, this gives the cubic phase function in (7.4).

7.3.2 Paraxial Model

Using the Fraunhofer approximation, as suitable for low NA, we can write down
a 1D pupil transmission function encompassing the effects of cubic phase (7.4) and
defocus,

T (m) = exp
[
ikϕ(m)

]
exp

(
im2ψ

)
, (7.7)

where ψ is a defocus parameter. We then find the 1D PSF is

E(x) =
∫ 1

−1
T (m) exp (ixm) dm , (7.8)

where x is the lateral co-ordinate in the PSF . The 1D OTF is

C(m) =
∫ 1

−1
T

(
m′ + m/2

)
T ∗

(
m′ − m/2

)
dm′ . (7.9)

The 2D PSF is simply E(x)E(y).
Naturally this 1D CPM gives behaviour in which, in low aperture systems at

least, the lateral x and y imaging axes are independent of each other. This gives
significant speed boosts in digital post-processing. Another important property of
the CPM is that the OTF does not reach zero below the spatial frequency cutoff
which means that deconvolution can be carried out in a single step. The lengthy
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Fig. 7.8. Diagram of the light focus-
ing geometry used in calculating the
high NA PSF, indicating the focal re-
gion co-ordinate x and the pupil co-
ordinate m, the latter of which may
also be thought of as a unit vector
aligned with a ray from the pupil to
the focal point O

iterative processing of widefield deconvolution is largely due to the many zeros in
the conventional defocused OTF. Another important feature of Fraunhofer optics is
that PSF changes with defocus are limited to scaling changes. Structural changes in
the PSF pattern are not possible.

This paraxial model for the cubic phase mask has been thoroughly verified ex-
perimentally for low NA systems [12,15].

7.3.3 High Aperture PSF Model

We now explore the theoretical behaviour for a high NA cubic phase system. Nor-
mally we need high aperture theory for accurate modeling of lenses with NA > 0.5.
However large aberrations like our cubic phase mask can sometimes overwhelm
the high NA aspects of focusing. By comparing the paraxial and high NA model
results we can determine the accuracy of the paraxial approximation for particular
wavefront coding systems.

The theory of Richards and Wolf [2] describes how to determine the electric
field near to the focus of a lens which is illuminated by a plane polarised quasi-
monochromatic light wave. Their analysis assumes very large values of the Fresnel
number, equivalent to the Debye approximation. We can then write the equation
for the vectorial amplitude PSF E(x) of a high NA lens illuminated with a plane
polarised wave as the Fourier transform of the complex vectorial pupil function
Q(m) [19],

E(x) = − ik
2π

�
Q(m) exp (ikm · x) dm . (7.10)

Here m = (m, n, s) is the Cartesian pupil co-ordinate, and x = (x, y, z) is the
focal region co-ordinate. The z axis is aligned with the optical axis, and s is the
corresponding pupil co-ordinate, as shown in Fig. 7.8. The vectorial pupil function
Q(m) describes the effect of a lens on the polarisation of the incident field, the com-
plex value of any amplitude or phase filters across the aperture, and any additional
aberration in the lens focusing behaviour from that which produces a perfect spher-
ical wavefront converging on the focal point.
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From the Helmholtz equation for a homogeneous medium, assuming constant
refractive index in the focal region, we know that the pupil function is only non-
zero on the surface of a sphere with radius k,

Q(m) = P(m) δ
(
|m| − k2

)
. (7.11)

Because the pupil function only exists on the surface of a sphere, we can slice it
along the s = 0 plane into a pair of functions

Q(m) = Q(m)
k
s
δ
(
s −
√

k2 − l2
)
+ Q(m)

k
s
δ
(
s +
√

k2 − l2
)
, (7.12)

representing forward and backward propagation [21,22]. Here we have introduced
a radial co-ordinate l =

√
m2 + n2. Now we take the axial projection P+(m, n) of the

forward propagating component of the pupil function,

P+(m, n) =
∫ ∞

0
Q(m)

k
s
δ
(
s −
√

k2 − l2
)

ds (7.13)

= Q (m, n, s+)
1
s+

, (7.14)

where we have normalised the radius to k = 1 and indicated the constraint on s to
the surface of the sphere with

s+ =
√

1 − l2 . (7.15)

For incident light which is plane-polarised along the x axis, we can derive a vec-
torial strength function a(m, n), from the strength factors used in the vectorial point
spread function integrals [2,22,23]

a(m, n) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
(m2s+ + n2)/l2

−mn(1 − s+)/l2

−m

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (7.16)

where we have converted from the spherical polar representation in Richards and
Wolf to Cartesian co-ordinates.

We can now model polarisation, apodisation and aperture filtering as amplitude
and phase functions over the projected pupil,

P+(m, n) =
1
s+

a(m, n)S (m, n)T (m, n) (7.17)

representing forward propagation only (α ≤ π/2), where S (m, n) is the apodisation
function, and T (m, n) is any complex transmission filter applied across the aperture
of the lens. T can also be used to model aberrations.

Microscope objectives are usually designed to obey the sine condition, giving
aplanatic imaging [24], for which we write the apodisation as

S (m, n) =
√

s+ . (7.18)
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By applying low angle and scalar approximations, we can derive from (7.17)
a paraxial pupil function,

P+(m, n) � T (m, n) . (7.19)

Returning to the PSF, we have

E(x) = − ik
2π

�
Σ

P+(m, n) exp (ikm+ · x) dm dn , (7.20)

integrated over the projected pupil area Σ. The geometry is shown in Fig. 7.8. We
use m+ = (m, n, s+) to indicate that m is constrained to the pupil sphere surface.

For a clear circular pupil of aperture half-angle α, the integration area Σcirc is
defined by

0 ≤ l ≤ sinα , (7.21)

while for a square pupil which fits inside that circle, the limits on Σsq are

|m| ≤ sinα/
√

2
|n| ≤ sinα/

√
2
. (7.22)

The transmission function T is unity for a standard widefield system with no
aberrations, while for a cubic phase system (7.4) and (7.5) give

Tc(m, n) = exp
[
ikA

(
m3 + n3

)]
. (7.23)

7.3.4 High Aperture OTF Model

A high aperture analysis of the OTF is important, because the OTF has proven to
be more useful than the PSF for design and analysis of low aperture wavefront
coding systems. For full investigation of the spatial frequency response of a high
aperture microscope, we would normally look to the 3D OTF [18–20,25]. We have
recently published a method for calculating the 3D OTF suitable for arbitrary pupil
filters [21] which can be applied directly to find the OTF for a cubic phase plate.
But since an EDF system involves recording a single image at one focal depth,
a frequency analysis of the 2D PSF at that focal plane is more appropriate. This can
be performed efficiently using a high NA vectorial adaptation of 2D Fourier optics
[22].

This adaptation relies on the Fourier projection–slice theorem [26], which states
that a slice through real space is equivalent to a projection in Fourier space:

f (x, y, 0)⇐⇒
∫

F(m, n, s) ds (7.24)
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where F(m, n, s) is the Fourier transform of f (x, y, z). We have already obtained
the projected pupil function P+(m, n) in (7.17). Taking the 2D Fourier transform and
applying (7.24) gives the PSF in the focal plane

E(x, y, 0)⇐⇒ P+(m, n) . (7.25)

Since fluorescence microscopy is incoherent, we then take the intensity and 2D
Fourier transform once more to obtain the OTF of that slice of the PSF

C(m, n)⇐⇒ |E (x, y, 0)|2 . (7.26)

We can implement this approach using 2D fast Fourier transforms to quickly calcu-
late the high aperture vectorial OTF for the focal plane.

7.3.5 Defocused OTF and PSF

To investigate the EDF performance, we need to calculate the defocused OTF. De-
focus is an axial shift zd of the point source being imaged relative to the focal point.
By the Fourier shift theorem, a translation zd of the PSF is equivalent to a linear
phase shift in the 3D pupil function,

E(x, y, 0 + zd)⇐⇒ exp(ikszd) Q(m, n, s) . (7.27)

Applying the projection-slice theorem as before gives a modified version of
(7.25)

E(x, y, zd)⇐⇒
∫

exp(ikszd) Q(m, n, s) ds . (7.28)

allowing us to isolate a pupil transmission function that corresponds to a given de-
focus zd,

Td(m, n, zd) = exp(iks+zd) , (7.29)

which we incorporate into the projected pupil function P+(m, n) from (7.17), giving

P+(m, n, zd) =
1
s+

a(m, n) S (m, n) Td(m, n, zd) Tc(m, n) . (7.30)

If we assume a low aperture pupil, we can approximate (7.15) to second order,
giving the well known paraxial aberration function for defocus

Td(m, n, zd) � exp

(
−ikzd

l2

2

)
. (7.31)

Finally, using F to denote a Fourier transform, we write down the full algorithm for
calculating the OTF of a transverse slice through the PSF:

C(m, n, zd) = F −1
{
|F [P+(m, n, zd)]|2

}
. (7.32)
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Table 7.1. Optical parameters used for PSF and OTF simulations

Optical parameter Simulation value
Wavelength 530 nm
Numerical aperture NA = 1.3 oil
Oil refractive index n1 = 1.518
Aperture half angle α = π/3
Pupil shape Square
Pupil width 7.1 mm
Cubic phase strength 25.8 waves peak to valley

It is convenient to calculate the defocused PSF using the first step of the same ap-
proach:

E(x, y, zd) = F [P+(m, n, zd)] . (7.33)

7.3.6 Simulation Results

We have applied this theoretical model to simulate the wavefront coding experi-
ments described earlier, using the parameters given in Table 7.1. The theoretical
assumption that the incident light is plane polarised corresponds to the placement
of an analyser in the microscope beam path. This polarisation explains some xy
asymmetry in the simulation results.

Due to the large phase variation across the pupil, together with the large defocus
distances under investigation, a large number of samples of the cubic phase function
were required to ensure accuracy and prevent aliasing. We created a 2D array with
10242 samples of the pupil function P+ from (7.30) using (7.22) for the aperture
cutoff. We then padded this array out to 40962 to allow for sufficient sampling of the
resulting PSF, before employing the algorithms in (7.33) and (7.32) to calculate the
PSF and OTF respectively. Using fast Fourier transforms, each execution of (7.32)
took about 8 minutes on a Linux Athlon 1.4 GHz computer with 1 GB of RAM.

The wavefront coding inverse filter for our experiments was derived from the
theoretical widefield (no CPM) OTF and the measured CPM OTF. The discrepancy
in the focal plane theoretical widefield OTF between the paraxial approximation and
our vectorial high aperture calculation is shown in Fig. 7.9(a). We show a similar
comparison of the defocused widefield OTF in Fig. 7.9(b). We can see there is a ma-
jor difference in the predictions of the two models, especially at high frequencies.
The discrepancy between the models increases markedly with defocus. This implies
that the best deconvolution accuracy will be obtained by using the vectorial wide-
field OTF when constructing the digital inverse filter for a high aperture system.

We now investigate the simulated behaviour of a CPM system according to our
vectorial theory. Figures 7.10 and 7.11 show the vectorial high aperture PSF and
OTF for the focal plane with a strong CPM. The defocused zd = 4 µm vectorial
CPM OTF (not shown) and the paraxial in-focus and defocused zd = 4 µm CPM
PSFs and OTFs (not shown) are all qualitatively similar to the vectorial CPM results
shown in Figs. 7.10 and 7.11.
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Fig. 7.9. A comparison of widefield (no CPM) OTFs using our vectorial (solid line) and
paraxial (dashed line) simulations: (a) in-focus at zd = 0 µm and (b) defocused to zd = 4 µm.
For a diagonal line through the OTF along m = n, we have plotted the value of the 2D
projected OTF for each case. While the structure of the in-focus OTF curves is similar for the
two models, the relative difference between them increases with spatial frequency, reaching
over 130% at the cutoff. Once defocus is applied, the two models predict markedly different
frequency response in both structure and amplitude

However, if we perform a quantitative comparison we see that there are marked
differences. Figure 7.12 shows the relative strength of the CPM OTF for a diagonal
cross section. The differences between the models are similar to the widefield OTF
in Fig. 7.9(a) for the in-focus case, with up to 100% difference at high spatial fre-
quencies. However, as the defocus increases, the structure of the vectorial CPM OTF
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Fig. 7.10. The simulated vectorial high aperture PSF for widefield and wavefront coding,
showing the effect of defocus: (a) widefield in-focus zd = 0 µm, (b) widefield defocused
zd = 4 µm, (c) CPM in-focus zd = 0 µm, (d) CPM defocused zd = 4 µm. This amount of
defocus introduces very little discernible difference between the CPM PSFs. Indeed paraxial
CPM simulations (not shown here) are also similar in structure. The PSFs shown have the
same area as Fig. 7.5 (13 µm × 13 µm). The incident polarisation is in the x direction.
The images are normalised to the peak intensity of each case. Naturally the peak intensity
decreases with defocus, but much less rapidly in the CPM system

Fig. 7.11. The simulated vectorial high aperture in-focus CPM OTF: (a) is the magnitude of
the OTF in log10 scale, and (b) is the wrapped phase in radians. While the frequency response
is much stronger along the m and n axes, the magnitude remains above 10−3 throughout the
spatial frequency cutoff. The phase of the OTF is very similar to the cubic phase in the pupil.
Compensating for the OTF phase is important in digital restoration. The zd = 4 µm defocused
OTF (not shown) has a similar appearance to this in-focus case. See Fig. 7.6 to compare with
the measured OTFs

begins to diverge from the paraxial model, as well as the point where the strength
drops below 10−4. This is still a much lower discrepancy than the widefield model
for similar amounts of defocus, as is clear by comparison with Fig. 7.9.

These plots allow us to assess the SNR requirements for recording images with
maximum spatial frequency response. For both widefield and CPM systems, the
experimental dynamic range will place an upper limit on the spatial frequency re-
sponse. In widefield a 103 SNR of will capture nearly all spatial frequencies up to
the cutoff (see Fig. 7.9(a)), allowing for good contrast throughout. Further increases
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Fig. 7.12. The magnitude of the wavefront coding OTF for the (a) vectorial and (b) parax-
ial models, plotted along a diagonal line m = n through the OTF, with different values of
defocus: in-focus zd = 0 µm (solid line), defocused zd = 2 µm (dashed line), defocused
zd = 4 µm (dotted line). In common with the the widefield system, the models differ the most
at high spatial frequencies, up to 300% for the in-focus case. As defocus increases, the dif-
ferences become more extreme, with the vectorial simulation predicting a quicker reduction
in effective cutoff

in SNR will bring rapidly diminishing returns, only gradually increasing the maxi-
mum spatial frequency response.

For CPM imaging the same 103 SNR will produce good contrast only for low
spatial frequencies, with the middle frequencies lying less than a factor of ten above
the noise floor, and the upper frequencies dipping below it. However, a SNR of 104

will allow a more reasonable contrast level across the entire OTF. For this reason,
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a 16-bit camera, together with other noise control measures, is needed for a CPM
system to achieve the full resolution potential of high aperture lenses. This need for
high dynamic range creates a trade off for rapid imaging of living specimens – faster
exposure times will reduce the SNR and lower the resolution.

Arguably the most important OTF characteristic used in the EDF digital decon-
volution is the phase. As can be seen from Fig. 7.11 the CPM OTF phase oscillates
heavily due to the strong cubic phase. This corresponds to the numerous contrast
reversals in the PSF. The restoration filter is derived from the OTF, and therefore ac-
curate phase in the OTF is needed to ensure that any contrast reversals are correctly
restored.

A comparison of the amount of OTF phase difference between focal planes for
the vectorial and paraxial models is shown in Fig. 7.13. We calculated this using the
unwrapped phase, obtained by taking samples of the OTF phase along a line m = n,
then applying a 1D phase unwrapping algorithm to those samples. After finding the
unwrapped phases for different focal planes, zd = 2 µm and zd = 4 µm, we then
subtracted them from the in focus case at zd = 0 µm.

Ideally the OTF phase difference between planes within the EDF range should
be very small. It is clear however that there are some notable changes with defocus.
Both paraxial and vectorial models show a linear phase ramp, with oscillations.

This linear phase ramp is predicted by the stationary phase approximation to the
1D CPM OTF, Eq. (A12) in Dowski and Cathey [13]. Since the Fourier transform
of a phase ramp is a lateral displacement, this gives a lateral motion of the PSF
for different focal planes. In practice this has the effect of giving a slightly warped
projection. A mismatch between the microscope OTF and the inverse filter of this
sort will simply result in a corresponding offset of image features from that focal
plane. Otherwise spatial frequencies should be recovered normally.

The oscillations will have a small effect; they are rapid and not overly large in
amplitude: peaking at π/2 for both vectorial and paraxial models. This will effec-
tively introduce a source of noise between the object and the final recovered image.
Whilst these oscillations are not predicted by the stationary phase approximation,
they are still evident for the paraxial model.

The most dramatic difference between the two models is in the curvature of
the vectorial case, which is particularly striking in the zd = 4 µm plane, and not
discernible at all in the paraxial case (Fig.7.13). The primary effect of this curvature
will be to introduce some additional blurring of specimen features in the zd = 4 µm
plane, which the inverse filter will not be able to correct. The total strength of this
curvature at zd = 4 µm is about 2π across the complete m = n line, or one wave,
which is a significant aberration.

7.3.7 Discussion

The CPM acts as a strong aberration which appears to dominate both the effects of
defocus and of vectorial high aperture focusing. The paraxial approximation cer-
tainly loses accuracy for larger values of defocus, but not nearly so much as in
the defocused widefield case. Yet significant differences remain between the two
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Fig. 7.13. The relative OTF phase angle between focal planes, along a diagonal line m = n
through the CPM OTF, for (a) the vectorial model, and (b) the paraxial model. For both (a)
and (b) we show two cases, the unwrapped phase difference between the zd = 0 µm and
zd = 2 µm OTF (solid line) and the unwrapped phase difference between zd = 0 µm and
zd = 4 µm (dashed line). All cases show a linear phase ramp with an oscillation of up to
π/2. This phase ramp corresponds to a lateral shift of the PSF. The vectorial case shows an
additional curvature and larger overall phase differences of up to 4π radians (or 2 waves)
across the spectrum

models, notably a one wave curvature aberration in the vectorial case, and this sug-
gests that vectorial high aperture theory will be important in the future design of
high aperture wavefront coding systems.

We can also look at the two models as providing an indication of the difference in
performance of CPM wavefront coding between low aperture and high aperture sys-
tems. The curvature aberration in the high aperture case varies with defocus, which
means that it cannot be incorporated into any single-pass 2D digital deconvolution
scheme. This effectively introduces an additional blurring of specimen features in
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planes away from focus, lowering the depth of field boost achieved with the same
CPM strength in a low aperture wavefront coding system.

In general the CPM performs a little better at low apertures for EDF applications.
But the high aperture CPM system still maintains useful frequency response across
the full range of an equivalent widefield system, especially for on-axis frequencies.

7.4 Conclusion

Wavefront coding is a new approach to microscopy. Instead of avoiding aberra-
tions, we deliberately create and exploit them. The aperture of the imaging lens
still places fundamental limits on performance. However wavefront coding allows
us to trade off those limits between the different parameters we need for a given
imaging task. Focal range, signal to noise, mechanical focus scanning speed and
maximum frequency response are all negotiable using this digital–optical approach
to microscopy.

The high aperture experimental results presented here point to the significant
promise of wavefront coding. The theoretical simulations predict an altered be-
haviour for high apertures, which will become more important with higher SNR
imaging systems. For large values of defocus, these results predict a tighter limit
on the focal range of EDF imaging than is the case for paraxial systems, as well as
additional potential for image artefacts due to aberrations.

The fundamental EDF behaviour remains in force at high apertures, as demon-
strated by both experiment and theory. This gives a solid foundation to build on. The
CPM was part of the first generation wavefront coding design. Using simulations,
new phase mask designs can be tested for performance at high apertures before fab-
rication. With this knowledge, further development of wavefront coding techniques
may be carried out, enhancing its use at high apertures.
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8 Total Internal Reflection Fluorescence Microscopy

Daniel Axelrod

8.1 Features and Applications

Total internal reflection fluorescence (TIRF) microscopy (also called “evanescent
wave microscopy”) provides a means to selectively excite fluorophores in an aque-
ous environment very near a solid surface (within ≤ 100 nm). In wide-field mi-
croscopy, fluorescence excitation by this thin zone of electromagnetic energy (called
an “evanescent field”) results in images with very low background fluorescence from
out-of-focus planes. In contrast to confocal microscopy, TIRF involves minimal ex-
posure of the sample to excitation light in out-of-focus planes. Figure 8.1 shows
an example of TIRF on intact living cells in culture, compared with standard epi-
fluorescence (EPI). The unique features of TIRF, often in simultaneous combination
with other fluorescence techniques, have enabled numerous applications in chem-
istry, biochemistry, and cell biology [1]. In the following partial list, we mainly (but
not exclusively) emphasize those TIRF applications that have been adapted to mi-
croscopy.

(a) Cell/substrate contact regions. TIRF can be used qualitatively to observe the
position, extent, composition, and motion of contact regions even in samples
in which fluorescence elsewhere would otherwise obscure the fluorescent pat-
tern [2–4]. A variation of TIRF to identify cell-substrate contacts involves dop-
ing the solution surrounding the cells with a nonadsorbing and nonpermeable
fluorescent volume marker; focal contacts then appear relatively dark [5,6].

(b) Cytoplasmic filament structure and assembly. Although TIRF cannot view deep-
ly into thick cells, it can display with high contrast the fluorescence-marked
submembrane filament structure at the substrate contact regions [7,8]. In com-
bination with very low levels of specific filament labeling, which produces fluo-
rescent speckles, TIRF illumination can visualize filament subunit turnover [9].

(c) Single molecule fluorescence near a surface [10–20]. The purpose of single
molecule detection is to avoid the ensemble averaging inherent in standard spec-
troscopies on bulk materials. This enables the detection of spectroscopic fea-
tures that give evidence of intermediate or transient states that otherwise are
obscured. TIRF provides the very dark background needed to observe single flu-
orophores. Polarized TIRF illumination and detection can provide information
about surface-bound single molecule orientation and rotational dynamics [21–
23]. Related to single molecule detection is the capability of seeing fluorescence

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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Fig. 8.1. EPI vs. objective-based
TIR fluorescence digital images,
excited with an argon laser beam
of wavelength 488 nm entering
the side illumination port of an
Olympus IX-70 microscope and
viewed through an Olympus
1.45NA 60X objective. This
bovine chromaffin cells contains
secretory granules marked with
GFP-atrial naturetic protein

fluctuations as fluorescent molecules enter and leave the thin evanescent field
region in the bulk. These fluctuations (which are visually obvious in TIRF)
can be quantitatively autocorrelated in a technique called fluorescence corre-
lation spectroscopy (FCS) to obtain kinetic information about the molecular
motion [24,25]. Single quantum dots can be easily located by TIRF and their
peculiar flickering behavior studied individually [26].

(d) Secretory granule tracking and exocytosis. Numerous types of subcellular or-
ganelles encase materials destined for exocytotic release from cells. These or-
ganelles (also called granules or vesicles) often reside through the whole depth
of the cell and are difficult to distinguish individually in standard epi-illumi-
nation when they are fluorescence-marked. TIRF provides very distinct images
of only those vesicles closest to the membrane and thereby perhaps closest to
being exocytosed. The thin evanescent field allows small motions of individual
fluorescence-marked secretory granules to manifest as small intensity changes
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arising from small motions in the direction normal to the substrate and plasma
membrane. The precision of such tracking can be as small as 2 nm, much smaller
than the light microscope resolution limit. In some cases, dispersal of granule
contents can be observed and interpreted as exocytosis [27–52].

(e) Proteins at cell membranes, cell surface receptors and artificial membranes.
TIR combined with fluorescence recovery after photobleaching (FRAP) or FCS
can examine the specific or nonspecific binding kinetics of proteins to cellular
or artificial membranes [53–66]. TIR/FRAP additionally can be used to mea-
sure lateral surface diffusion coefficients along with on/off kinetics of reversibly
adsorbed fluorescent molecules [53,54,57,62,65]. Interactions among channel
or receptor proteins at surfaces can be studied by TIR/fluorescence resonance
energy transfer [67].

(f) Micromorphological structures and dynamics on living cells. By utilizing the
unique polarization properties of the evanescent field of TIR, endocytotic or
exocytotic sites, ruffles and other submicroscopic irregularities can be high-
lighted [68,69].

(g) Long-term fluorescence movies of cultured cells. Since the cells are exposed to
TIR excitation light only at their cell/substrate contact regions but not through
their bulk, they tend to survive longer under observation, thereby enabling time-
lapse recording of a week in duration. During this time, newly appearing cell
surface receptors can be immediately marked by fluorescent ligand that is con-
tinually present in the full cell culture medium while maintaining a low fluores-
cence background [70].

(h) Membrane ion channels and ions at surfaces. TIRF can be used to visualize
single Ca2+ channels with good spatial and temporal resolution [71]. TIRF is
completely compatible with standard epi-fluorescence, bright field, dark field, or
phase contrast illumination. These methods of illumination can be switched back
and forth rapidly with TIRF by electro-optic devices to compare membrane-
proximal ionic transients and deeper cytoplasmic transients [72]. The spatio-
temporal evolution of artificial induced pH gradients at surfaces has been studied
by combining TIRF with scanning electrochemical microscopy [73].

(i) Sensors. The application of TIRF for biosensors and environmental detectors is
an active and growing field in both microscope and non-microscope configura-
tions [74–77].

(j) Adsorption at liquid/liquid interfaces. Spectroscopy of molecules adsorbed at
liquid hydrophobic/hydrophilic interfaces can be studied with TIRF (both mi-
croscopic and nonmicroscopic) provided there is an ample refractive index dif-
ference between the two liquids [78–80].

(k) Brownian motion at surfaces. A nearby surface can affect the local freedom of
motion of a solute for a variety of reasons, including local fields, local viscosity,
tethering, steric hindrance, and spatial patterning on the surface The motions
can be studied by single molecule or FCS techniques. Larger particles can be
followed by nonfluorescent light scattering of evanescent illumination [81–88].
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8.2 Theoretical Principles

The thin layer of illumination is an “evanescent field” produced by an excitation
light beam in a solid (e.g., a glass coverslip or tissue culture plastic) that is incident at
a high angle upon the solid/liquid surface at which the sample (e.g., single molecules
or cells) adheres. The incidence angle θ measured from the normal, must be greater
than some “critical angle” for the beam to totally internally reflect rather than refract
through the interface. TIR generates a very thin electromagnetic field in the liquid
with the same frequency as the incident light, exponentially decaying in intensity
with distance from the surface. This field is capable of exciting fluorophores near the
surface while avoiding excitation of a possibly much larger number of fluorophores
farther out in the liquid.

8.2.1 Infinite Plane Waves

The simplest case of TIR is that of an “infinitely”-extended plane wave incident
upon a single interface (i.e., a beam width many times the wavelength of the light,
which is a good approximation for unfocused or weakly focused light); see Fig. 8.2.
When a light beam propagating through a transparent medium 3 of high index of
refraction (e.g., glass) encounters a planar interface with medium 1 of lower index
of refraction (e.g., water), it undergoes total internal reflection for incidence angles θ
measured from the normal to the interface) greater than the “critical angle” θc given
by:

θc = sin−1
(
n1/n3

)
(8.1)

where n1 and n3are the refractive indices of the liquid and the solid respectively.
Ratio n1/n3 must be less than unity for TIR to occur. (A refractive index n2 will refer
to an optional intermediate layer to be discussed below.) For “subcritical” incidence
angles θ < θc, most of the light propagates through the interface into the lower index
material with a refraction angle (also measured from the normal) given by Snell’s
Law. (Some of the incident light also internally reflects back into the solid). But for
“supercritical” incidence angles θ < θc, all of the light reflects back into the solid.
Even in this case, some of the incident light energy penetrates through the interface
and propagates parallel to the surface in the plane of incidence. The field in the
liquid (sometimes called the evanescent “wave”), is capable of exciting fluorescent
molecules that might be present near the surface.

The intensity I of the evanescent field at any position (measured as perpendicular
distance z from the TIR interface) is the squared amplitude of the complex electric
field vector E at that position:

I(z) = E(z) · E∗(z) (8.2)

For an infinitely wide beam, the intensity of the evanescent wave (measured in units
of energy/area/sec) exponentially decays with z:
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Fig. 8.2. TIR illumination scheme. Refractive index n3 must be greater than n1. The interme-
diate layer (consisting of metal or a dielectric material of refractive index n2) is not necessary
for TIR to occur, but can introduce some useful optical properties as explained in the text.
Most applications of TIRF do not use an intermediate layer. The incidence angle θ must be
larger than the critical angle θc for TIR to occur. The exponentially-decaying evanescent field
in the n1 material is used to excite fluorophores in TIRF

I(z) = I(0)e−z/d (8.3)

where

d =
λo

4π

(
n2

3 sin2 θ − n2
1

)−1/2

=
λo

4πn3

(
sin2 θ − sin2 θc

)−1/2
(8.4)

Parameter λo is the wavelength of the incident light in vacuum. Depth d is indepen-
dent of the polarization of the incident light and decreases with increasing θ. Except
for supercritical θ → θc (where d → ∞), d is generally the order of λo or smaller.
A physical picture of refraction at an interface shows TIR to be part of a contin-
uum, rather than a sudden new phenomenon appearing at θ = θc. For small θ, the
refracted light waves in the liquid are sinusoidal, with a certain characteristic period
noted as one moves normally away from the surface. As θ approaches θc, that period
becomes longer as the refracted rays propagate increasingly parallel to the surface.
At exactly θ = θc, that period is infinite, since the wavefronts of the refracted light
are themselves normal to the surface. This situation corresponds to d = ∞. As θ
increases beyond θc, the period becomes mathematically imaginary. Physically, this
corresponds to the exponential decay of (8.3).

The local intensity I of the evanescent field at any point is proportional to the
probability rate of energy absorption by a fluorophore that can be situated at that
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point. Although the emission from a fluorophore excited by an evanescent field as
viewed by a microscopic objective might be expected to follow an exponential de-
cay with z according to (8.3), this is not precisely true. Fluorescence emission near
a dielectric interface is rather anisotropic and the degree of anisotropicity is itself
z-dependent [89,90]. One cause of the anisotropicity of emission is simply partial
reflection from the interface and consequent interference between the direct and
reflected emission beams. But another more subtle cause is the interaction of the
fluorophore’s “near field” with the interface and its consequent conversion into light
propagating at high angles into the higher index n3 material (the solid substrate).
In general, the closer a fluorophore is to the surface, the larger the proportion of
its emitted light will enter the substrate. If a sufficiently high aperture objective is
used to gather the near field emission, then the effective thickness of the surface
detection zone is reduced beyond the surface selectivity generated by the evanes-
cent field excitation of TIR. Low aperture objectives will not produce this enhanced
effect because they miss capturing the near field light. On its own, the near-field
emission capture effect can be the basis of surface selective fluorescence detection
and imaging, as discussed in a separate section below.

The polarization (i.e., the vector direction of the electric field E) of the evanes-
cent wave depends on the incident light polarization, which can be either “p-pol”
(polarized in the plane of incidence formed by the incident and reflected rays, de-
noted here as the x-z plane) or “s-pol” (polarized normal to the plane of incidence).

For p-pol incident light, the evanescent electric field vector direction remains in
the plane of incidence, but it “cartwheels” along the surface with a nonzero longitu-
dinal component (see Fig. 8.3):

Ep(z) =2 cos θ
(
sin4 θc cos2 θ + sin2 θ − sin2 θc

)1/2
e−iδp e−z/2d

[
−i

(
sin2 θ − sin2 θc

)1/2
x̂ + sin θ ẑ

]
(8.5)

The evanescent wavefronts travel parallel to the surface in the x-direction. There-
fore, the p-pol evanescent field is a mix of transverse (z) and longitudinal (x) compo-
nents; this distinguishes the p-pol evanescent field from freely propagating subcrit-
ical refracted light, which has no component longitudinal to the direction of travel.
The longitudinal component of the p-pol evanescent field diminishes to zero ampli-
tude as the incidence angle is reduced from the supercritical range back toward the
critical angle.

For s-pol incident light, the evanescent electric field vector direction remains
purely normal to the plane of incidence:

Es(z) = 2
cos θ
cos θc

e−iδs e−z/2dŷ (8.6)

In (8.5) and (8.6), the incident electric field amplitude in the substrate is normalized
to unity for each polarization, and the phase lags relative to the incident light are:

δp = tan−1

[
(sin2 θ − sin2 θc)1/2

sin2 θc cos θ

]
(8.7)
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Fig. 8.3. Schematic drawing of the evanescent polarization resulting from p-pol incident light.
The incident light wavefronts (with the intervals from solid to dashed wavefront lines repre-
senting one-half of a wavelength in the glass) determine the spacing of the wavefronts in the
evanescent field. The wavelength in the n3 medium is λo/n3. Reflected light is not shown. The
p-pol evanescent field is elliptically polarized in the x-z plane as shown (primarily polarized
in the z-direction with a weaker x-component at a relative phase of π/2). For pictorial clarity,
only one full period of evanescent electric field oscillation are shown; in reality, the evanes-
cent region is much more extended and contains many more periods of oscillation in the
x-direction. The exact phase relationship between the incident field and the evanescent field
is a function of incidence angle and is represented symbollically by δp here. δp is a phase
angle, not a distance

δs = tan−1

[
(sin2 θ − sin2 θc)1/2

cos θ

]
(8.8)

The corresponding evanescent intensities in the two polarizations (assuming inci-
dent intensities normalized to unity) are:

Ip(z) =
(4 cos2 θ)(2 sin2 θ − sin2 θc)

sin4 θc cos2 θ + sin2 θ − sin2 θc
e−z/d (8.9)

Is(z) =
(4 cos2 θ)
cos2 θc

e−z/d (8.10)

Intensities Ip,s(0) are plotted vs. θ in Fig. 8.4. The evanescent intensity approaches
zero as θ → 90◦. On the other hand, for super-critical angles within ten degrees
of θc, the evanescent intensity is as great or greater than the incident light intensity.
The plots can be extended without breaks to the sub-critical angle range, where the
intensity is that of the freely propagating refracted light in medium 1. One might
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at first expect the subcritical intensity to be slightly less than the incident intensity
(accounting for some reflection at the interface) but certainly not more as shown.
The discrepancy arises because the intensity in Fig. 8.3 refers to EE∗ alone rather
than to the actual energy flux of the light, which involves a product of EE∗ with the
refractive index of the medium in which the light propagates.

Regardless of polarization, the spatial period of the evanescent electric field is
λo/(n3 sin θ) as it propagates along the surface. Unlike the case of freely propagating
light, the evanescent spatial period is not at all affected by the medium 1 in which
it resides. It is determined only by the spacing of the incident light wavefronts in
medium 3 as they intersect the interface. This spacing can be important experimen-
tally because it determines the spacing of interference fringes produced when two
coherent TIR beams illuminate the same region of the surface from different direc-
tions.

Fig. 8.4. Evanescent intensities Ip,s at z = 0 vs. θ, assuming the incident intensities in the
glass are set equal to unity. At angles θ > θc, the transmitted light is evanescent; at angles
θ > θc, it is propagating. Both s- and p-polarizations are shown. Refractive indices n3 = 1.46
(fused silica) and n1 = 1.33 are assumed here, corresponding to θc = 65.7◦. Also shown is
the evanescent intensity that would be obtained with a thin (20 nm) aluminum film coating,
as discussed in the Intermediate Films section
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8.2.2 Finite Width Incident Beams

For a finite-width beam, the evanescent wave can be pictured as the beam’s par-
tial emergence from the solid into the liquid, travel for some finite distance along
the surface, and then re-entrance into the solid. The distance of propagation along
the surface is measurable for a finite-width beam and is called the Goos-Hanchen
shift. The Goos-Hanchen shift ranges from a fraction of a wavelength at θ = 90◦
to infinite at θ = θc, which of course corresponds to the refracted beam skimming
along the interface. A finite incident beam can be expressed mathematically as an
integral of infinite plane waves approaching at a range of incidence angles. In gen-
eral, the intensity profile of the resulting evanescent field can be calculated from the
mathematical form for the evanescent wave that arises from each infinite plane wave
incidence angle, integrated over all the constituent incident plane wave angles. For
a TIR Gaussian laser beam focused with a typically narrow angle of convergence,
the experimentally observed evanescent illumination is approximately an elliptical
Gaussian profile, and the polarization and penetration depth are approximately equal
to those of a single infinite plane wave.

8.2.3 Intermediate Layers

In actual experiments in biophysics, chemistry, or cell biology, the interface may not
be a simple interface between two media, but rather a stratified multilayer system.
One example is the case of a biological membrane or lipid bilayer interposed be-
tween glass and an aqueous medium. Another example is a thin metal film coating,
which can be used to quench fluorescence within the first ∼10 nm of the surface.
We discuss here the TIR evanescent wave in a three-layer system in which incident
light travels from medium 3 (refractive index n3) through the intermediate layer (n2)
toward medium 1 (n1). Qualitatively, several features can be noted:

(a) Insertion of an intermediate layer never thwarts TIR, regardless of the interme-
diate layer’s refractive index n2. The only question is whether TIR takes place at
the n3 : n2 interface or the n2 : n1 interface. Since the intermediate layer is likely
to be very thin (no deeper than several tens of nanometers) in many applications,
precisely which interface supports TIR is not important for qualitative studies.

(b) Regardless of n2 and the thickness of the intermediate layer, the evanescent
wave’s profile in medium 1 will be exponentially decaying with a character-
istic decay distance given by Eq. (8.3). However, the intermediate layer affects
intensity at the interface with medium 1 and the overall distance of penetration
of the field as measured from the surface of medium 3.

(c) Irregularities in the intermediate layer can cause scattering of incident light that
then propagates in all directions in medium 1. Experimentally, scattering appears
not be a problem on samples even as inhomogeneous as biological cells. Direct
viewing of incident light scattered by a cell surface lying between the glass
substrate and an aqueous medium confirms that scattering is many orders of
magnitude dimmer than the incident or evanescent intensity, and will thereby
excite a correspondingly dim contribution to the fluorescence.
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A particularly interesting kind of intermediate layer is a metal film. Classical
electromagnetic theory [89] shows that such a film will reduce the s-polarized
evanescent intensity to nearly zero at all incidence angles. But the p-polarized
behavior is quite different. At a certain sharply defined angle of incidence θp

(“the surface plasmon angle”), the p-polarized evanescent intensity becomes an or-
der of magnitude brighter than the incident light at the peak (see Fig. 8.4). This
strongly peaked effect is due to a resonant excitation of electron oscillations at the
metal/water interface. For an aluminum, gold, or silver film at a glass/water inter-
face, θp is greater than the critical angle θc for TIR. The intensity enhancement is
rather remarkable since a 20 nm thick metal film is almost opaque to the eye.

There are some potentially useful experimental consequences of TIR excitation
through a thin metal film coated on glass:

(a) The metal film will almost totally quench fluorescence within the first 10 nm of
the surface, and the quenching effect is virtually gone at a distance of 100 nm.
Therefore, TIR with a metal-film coated glass can be used to selectively excite
fluorophores in the 10 nm to 200 nm distance range.

(b) A light beam incident upon a 20 nm aluminum film from the glass side at
a glass/aluminum film/water interface evidently does not have to be collimated
to produce TIR. Those rays that are incident at the surface plasmon angle will
create a strong evanescent wave; those rays that are too low or high in incidence
angle will create a negligible field in the water. This phenomenon may ease the
practical requirement for a collimated incident beam in TIR and make it easier
to set up TIR with a conventional arc light source.

(c) The surface plasmon angle is strongly sensitive to the index of refraction on the
low density side of the interface. With a sample of spatially varying refractive
index (such as an adhered cell), some areas will support the surface plasmon res-
onance while neighboring areas will not. The locations supporting a resonance
will show a much stronger light scattering. This effect can be used as the basis
of “surface plasmon microscopy” [91].

(d) The metal film leads to a highly polarized evanescent wave, regardless of the
purity of the incident polarization.

Another type of intermediate film is now coming into commercial use in bioas-
say surfaces based on TIRF: the thin film planar waveguide. An ordinary glass (or
plastic) surface is etched or embossed with closely spaced grooves that behave like
a diffraction grating so that some of the light coming through the glass toward the
surface will diffract away from the normal at the surface. Coated upon the grooved
glass is a thin intermediate film of a material (such as titanium dioxide) with refrac-
tive index higher than that of either the glass substrate or the water at its boundaries.
The diffracted incident light passing from the glass into the intermediate film has
a sufficient angle not only to totally reflect first at the thin film/aqueous interface
but also to totally reflect subsequently at the thin film/glass interface, thereby trap-
ping the light in the film. At a very particular angle (which depends on the wave-
length and the film thickness), the film acts like an optical waveguide where the
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reflections at the two surfaces create wavefronts that constructively add in-phase
with each other. The result is a very strong field in the high index film and a cor-
responding very strong evanescent field in the aqueous medium that can be used
to excite fluorescence in biosensors devices [92]. The thin film waveguide sur-
face preparation should also be applicable to observation of living cells in a mi-
croscope.

8.2.4 Combination of TIR with Other Fluorescence Techniques

TIR illumination can be combined with other standard fluorescence spectroscopy
techniques. Brief comments here point out certain unique properties of the combi-
nations.

(a) TIR-FRET (fluorescence resonance energy transfer) provides an opportunity to
observe real-time changes in the conformation of single molecules attached to
the substrate due to the much reduced background provided by TIR.

(b) TIR-fluorescence lifetime measurements should give somewhat different results
than results of the same fluorophores in solution. Proximity to the surface may
directly perturb the molecular state structure, thereby affecting lifetimes. In ad-
dition, the near field capture effect generally increases the rate of transfer of
energy out of the fluorophore and thereby decreases lifetimes. The rotational
mobility of surface-proximal molecules can be studied by TIR combined with
fluorescence anisotropy decay [93,94].

(c) In polarized TIR, a p-polarized evanescent field can be uniquely utilized to high-
light submicroscopic irregularities in the plasma membrane of living cells [68],
as shown schematically in Fig. 8.5. The effect depends on the incorporation of
fluorophore into the membrane with a high degree of orientational order. In the
case of the phospholipid-like amphipathic carbocyanine dye 3-3’ dioctadecylin-
docarbocyanine (diI), the direction of absorption dipole of the fluorophores is
known to be parallel to the local plane of the membrane and free to rotate in
it [95].
If one views singly-labeled single molecules rather than membranes with highly
oriented heavy labeling, the ensemble averaging problem disappears and the
requirement for orientational order can be eliminated. With this approach, po-
larized TIR can successfully determine the orientation of single molecules of
sparsely-labeled F-actin [22].
An unusual kind of single molecule polarized TIR has been demonstrated that
depends on optical aberrations. Molecules with emission dipoles oriented or-
thogonally to the substrate emit very little of their light along the dipole axis.
Most their light is emitted at more skimming angles to the substrate surface; this
light is captured by the periphery of high aperture objectives. If a source of aber-
ration is deliberately introduced into the detection system (e.g., a layer of water),
those extreme rays will not focus well into a spot but instead form a small donut
of illumination at the image plane. This donut can be readily distinguished from
a dipole oriented parallel to the substrate, which focuses well to a spot [96].
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Fig. 8.5. Schematic drawing of the excitation probability of oriented carbocyanine fluo-
rophores embedded in a membrane in a z-polarized evanescent field (the dominant direction
of a p-polarized evanescent field). The membrane is depicted in cross section with a curved
region corresponding to a bleb or an invagination. The direction of absorption dipole of the
fluorophores is shown with bidirectional arrows. Higher excitation probability is depicted by
lighter shades. The z-component of the electric field selectively excites the regions of oblique
membrane orientation

The asymmetry of the emission from oriented dipoles can manifest itself as an
anisotropy of intensity at the back focal plane of the objective, since the back
focal plane essentially forms a spatial map of the angular distribution of rays
emanating from the sample molecule. This technique has been demonstrated on
single molecules illuminated with standard epi optics [97], but it should also
work well with TIR illumination.
It may sometimes be desirable to suppress the effect of molecular orientation or
rotation on the observed fluorescence, which might otherwise be mistaken for
fluctuations in the local concentration or chemical environment. Two orthogo-
nally directed TIR beams with appropriate polarizations can be made to produce
isotropic excitation in two or three dimensions [98].

(d) In TIR-FRAP (fluorescence recovery after photobleaching), a bright flash of the
evanescent field bleaches the surface-proximal fluorophores, and the subsequent
rate of recovery of fluorescence excited by dimmer evanescent illumination pro-
vides a quantitative measure of the desorption kinetic rate koff [53,54]. A con-
centration jump in the bulk, rather than a bleaching flash, provides a different
kind of perturbation and leads to a relaxation rate in the surface proximal con-
centration that depends on a linear combination of both koff and the adsorption
kinetic rate kon. Therefore, by combining concentration jump experiments with
FRAP experiments on the same TIR-illuminated sample, both koff and kon can
be deduced separately [99].

(e) In TIR-FCS (fluorescence correlation spectroscopy), the thin evanescent field is
combined with an image plane diaphragm that passes light only from a small
(typically sub-micron) lateral region. This defines an extremely small observa-
tion volume (∼0.02 µm3) in the sample. Random fluctuations in the number of
fluorophores in this volume provide information about the diffusive rate in the
bulk solution near the surface, the kinetic desorption rate, and the absolute con-
centration of surface-proximal fluorophores [24,53,100].
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(f) In multiphoton TIRF, excitation by an intense flash of evanescent infra-red light
excites a fluorescent response that is proportional to the square (or higher order)
of the incident light intensity [101–103]. This might seem at first to have some
advantages for further decreasing the effective evanescent wave depth d. Al-
though d for two photon TIR excitation should be half that of the single photon
case described by (8.3), note that the infrared wavelength is double what would
have been used in “single photon” TIRF, so the effect on the depth d would be
minimal (apart from chromatic dispersion effects in the substrate and water). On
the other hand, scattering of the evanescent field by inhomogeneities in the sam-
ple would likely not be bright enough to excite much multiphoton fluorescence,
so multiphoton TIRF may produce a cleaner image, less affected by scattering
artifacts.
One theoretical study proposes a three-way combination of TIR with two-photon
excitation and with stripe-pattern FRAP. The advantage there would be a higher-
contrast imprinted bleach pattern [104].

(g) Optical trapping with TIRF should be possible since the gradient of the evanes-
cent intensity can be made comparable to the gradient of intensity in standard
focused spot optical traps. The evanescent optical gradient force will always be
directed toward the interface. The analog of a “photon pressure” force may be
directed parallel to the substrate in the plane of incidence; it might be canceled
out by the use of oppositely directed TIR beams.

(h) TIR and optical interference techniques. Specific ligand binding to receptors
immobilized on a surface can be viewed simultaneously with nonspecific mass
adsorption by combining TIRF with reflectance interferometry, thus far in
non-microscopic mode [105]. By combining TIRF with interference reflec-
tion contrast (IRC), Ca2+ microdomains can be viewed simultaneously with
exocytosis events in synapses [106]. Both TIR and IRC were used on the
same sample to study the approach of neuronal growth cones to the sub-
strate [107].

(i) TIR with atomic force microscopy. By combining TIRF with atomic force mi-
croscopy, micromechanical properties can be directly measured on living cells
[108,109] and labeled molecules can be located more easily [110].

8.2.5 Surface Near Field Emission Imaging

Since TIR selectively excites only surface-proximal fluorophores, the special emis-
sion behavior of such fluorophores should be considered. This emission behavior
also suggests designs for potentially useful microscope modifications.

The classical model for an excited fluorophore in electromagnetic theory is an
oscillating dipole. The radiation emission pattern of an oscillating dipole can be
expressed (by spatial Fourier transforming) as a continuous superposition of plane
waves traveling in all directions from the fluorophore. Some (but not all) of these
plane waves have wavelengths given by λ = c/(nν) as expected for propagating
light, where ν is the frequency (color) of the light, n is the refractive index of the
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liquid in which the fluorophore resides, and c is the speed of light in vacuum. How-
ever, this restricted set of plane waves is not sufficient to describe the actual radia-
tion emission pattern; other plane waves with shorter wavelengths must be included.
Since the frequency of the light is invariant as determined by the color, the only way
to obtain shorter wavelengths is for the plane waves to be exponentially decaying in
one of the three spatial directions.

In a slightly more mathematical view [89], a plane wave has a wave vector k
given by:

k = kxx̂ + kyŷ + kzẑ (8.11)

where the z-direction is chosen as the normal to the interface, and the square scalar
amplitude of k is fixed at a constant value by the frequency ν according to

k2 = (2πnν/c)2 = k2
x + k2

y + k2
z (8.12)

Short wavelengths are obtained by using plane waves with
(
k2

x + k2
y

)
> k2, which

forces k2
z to be negative. This forces kz to be imaginary, which corresponds to plane

waves that exponentially decay in the z direction. The exponential decay “starts”
at the z position of the fluorophore. The fluorophore’s “near field” is defined as
this set of exponentially decaying plane waves with

(
k2

x + k2
y

)
> k2. Clearly, this

set is not a single exponential but superposition (actually a continuous integral) of
exponentially decaying waves of a range of characteristic decay lengths each given
by 2π/ |kz|. These near field waves have wavefronts more closely spaced than would
be expected for propagating light in the liquid medium surrounding the fluorophore.
Where the “tails” of the exponentially decaying wavefronts touch the surface of the
glass, refraction converts some of the near field energy into propagating light in the
glass.

Because the periodicity of the wavefronts must match at both sides of the bound-
ary, the near field-derived propagating light in the glass is directed in a hollow cone
only into angles greater than some critical angle (“supercritical”). (That critical an-
gle is the very same as would be the TIR critical angle for the same frequency of
light passing from the solid toward the liquid.). None of the far-field propagating
energy, for which

(
k2

x + k2
y

)
≤ k2, is cast into that high angle hollow cone; it is

all cast into “subcritical” angles. Therefore, collection and imaging of just the su-
percritical high angle hollow cone light should select only those fluorophores that
are sufficiently close to the surface for the surface to capture their near fields. An
implementation of this principle is discussed in the Optical Configurations section
below.

Note that the light-collecting advantage of very high aperture objectives (> 1.4)
resides purely in their ability to capture supercritical near-field light. The “extra”
numerical aperture does not help in gathering far-field emission light because none
of it propagates in the glass at the supercritical angles (and thence into the corre-
sponding high apertures).

The capture of the fluorophore near-field and its conversion into light propa-
gating into the substrate at supercritical angles causes deviations from the expected
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exponential decay of the TIR evanescent field implied by (8.3). It is true that the
excitation rate follows the exponential decay in z, but the emission pattern depends
on the distance the fluorophore resides from the surface in a complicated manner.
Therefore, since every objective gathers only part of this emission pattern, the de-
pendence of gathered emission upon z will be nonexponential and will depend upon
the numerical aperture of the objective (as well as upon the orientational distribu-
tion of the fluorophore dipoles, the refractive indices bordering the interface, and
the polarization of the excitation). For objectives of moderate aperture (NA < 1.33)
through which no near field light is gathered, the deviation from the simple ex-
ponentiality is generally only 10 − 20%. For very high aperture objectives that
do gather some near-field emission, the deviation is larger and generally leads to
a steeper z-dependence. This corrected z-dependence can be approximated as an
exponential with a shorter decay distance, but the exact shape is not truly exponen-
tial.

A metal coated surface affects the emission, both the intensity and the angular
pattern. Far-field light for which (k2

x+k2
y) ≤ k2 reflects off the metal surface and very

little penetrates through. But for a near-field component with a very particular (k2
x +

k2
y ) > k2, a surface plasmon will form in the metal and then produce a thin-walled

hollow cone of emission light propagating into the glass substrate [111]. This hollow
cone of light can be captured by a high aperture objective [112] as can be seen in
Fig. 8.6, and it could potentially be used for imaging. The rapid conversion of near-
field light into either a surface plasmon or heat (via the quenching effect mentioned
earlier) leads to a much reduced excited state lifetime for fluorophores near a surface
with a consequent great reduction in photobleaching rate. These effects could form
the basis of a new sensitive means of single fluorophore detection with minimal
photobleaching.

8.2.6 Measurement of Distances from a Surface

In principal, the distance z of a fluorophore from the surface can be calculated from
the fluorescence intensity Fwhich as an approximation might be considered to be
proportional to the evanescent intensity I(z) as given by Eq. (8.2). In practice, the
situation is more complicated for several reasons.

(a) The proportionality factor between F and I depends on efficiencies of absorp-
tion, emission, and detection, all of which can be (at least slightly) z-dependent
in a complicated and generally not well known manner.

(b) F(0) may not be known if a fluorophore positioned exactly at z = 0 (the substrate
surface) cannot be identified. In this circumstance, (8.3) can be used only to cal-
culate relative distances. That is, if a fluorophore moves from some (unknown)
distance z1 with observed intensity I1 to another distance z2 with intensity I2,
then assuming (as an approximation) an exponentially decaying F(z),

Δz = z1 − z2 = d ln(I2/I1) (8.13)
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Fig. 8.6. Back focal plane (BFP) intensity distribution produced by a fluorescent sample. The
view is split down the middle between that for (A) bare glass coverslip and (B) coverslip
coated with 20 nm of aluminum. Note that angles of emission map into radii at the BFP. On
bare glass, the intensity peaks at the critical angle for the emission wavelength, as expected
from theory [89]; an arrowhead indicates this intensity peak. On metal film coated glass, this
critical intensity peak still appears at the same radius, again shown with an arrowhead. But
a new strong peak also appears at a larger radius (and thereby larger emission angle) due
to the surface plasmon emission light (SP). The objective was a 63X 1.4NA. The sample
was a silica bead (refractive index 1.42), surface coated with carbocyanine dye in an index-
matched glycerol/water medium, although the nature of the sample is not detectable from the
BFP intensity pattern shown here

This relationship is (approximately) valid even if the fluorescent structure con-
sists of multiple fluorophores and is large or irregularly shaped (e.g., a secretory
granule). Again assuming an exponentially decaying F(z), a motion of Δz for
the whole structure causes each fluorophore in the structure to change its flu-
orescence by the same multiplicative factor, and the whole structure therefore
changes its fluorescence by that same factor.
For small frame-to-frame changes in I, Eq. (8.13) can deduce very small mo-
tions of subcellular organelles, as small as 2 nm. But this deduction should be
interpreted cautiously. Shot noise and CCD camera dark noise and readout noise
can cause apparent fluctuations in I where none exist. A theoretical method of
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separating out the actual Δz due to organelle motion from the artifactually over-
estimated Δz that includes the effect of instrumental noise is provided in [44].

(c) The z-dependence of the emission pattern (because of near-field capture by the
substrate as discussed above) causes F(z) to deviate from exponential decay be-
havior, as discussed above. Since the deviation depends on numerical aperture
in a theoretically predictable manner, comparison of the emission intensity gath-
ered by moderate and very high aperture objectives on the same sample should
allow calculation of absolute z distances.

(d) For TIRF studies on biological cells, the distance of a fluorophore or organelle
from the plasma membrane is likely to be of more interest than its distance from
the substrate surface. The absolute distance between the plasma membrane and
the substrate can be deduced by adding a membrane impermeant fluorescent dye
to the medium of the cell culture under TIRF illumination. (For viewing labeled
organelles at the same time as this impermeant dye, fluorophores of distinctly
different spectra should be selected.) In off-cell regions, the fluorescence Foffcell

will appear uniformly bright, arising from the full depth of the evanescent field.
In cell-substrate contacts, the dye will be confined to a layer thinner than the
evanescent field. The fluorescence F in contact regions will be darker by a factor
that can be converted to separation distance h between the substrate and the
plasma membrane gap according to:

h = −d ln
[
1 − F

/
Foffcell

]
(8.14)

This formula is an approximation because it assumes an exponential decay of
gathered fluorescence intensity vs z and thereby neglects the near-field effects
discussed earlier.

8.2.7 Variable Incidence Angle TIR: Concentration Profiles

It may be of interest to deduce what is the concentration profile C(z) of fluorophores
within the evanescent field, to a resolution much shorter than the evanescent field
depth. As can be seen from Eqs. (8.4), (8.9) and (8.10), the exponential decay
depth d and intensity+I (at z = 0) of the evanescent field both vary with polar
incidence angle θ in a well-predicted manner. The observed fluorescence F(θ) is

F (θ) =

∞∫

z=0

β (z) Iz=0 (θ) C (z)e−z/d(θ)dz (8.15)

where β(z) combines all the previously discussed effects of z-dependent emission
collection efficiency through the chosen numerical aperture objective. In principal,
it should be possible to measure F at several different values of θ and use Eq. (8.15)
to rule in or rule out various hypothesized forms for C(z). This approach has been
employed in practice to measure cell surface-to-substrate separation distances [113]
and the z-position of subcellular organelles [114].
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8.2.8 Image Deconvolution

Deconvolution of an image with the actual imaging point spread function (PSF) (or
blind deconvolution that does not require an input of the PSF) is a form of filtering
used frequently to sharpen images. With standard epi-illumination, a stack of images
stepped through z must be obtained because features in any one z-plane appear out-
of-focus in adjacent planes. The deconvolution procedure must then be iterative,
involving at least neighboring planes. This procedure is fairly computer-intensive
and time-consuming. In the case of TIR, deconvolution is extremely fast because
no iteration is necessary: adjacent out-of-focus planes make no contribution to the
image.

8.3 Optical Configurations

A wide range of optical arrangements for TIRF can been employed. Some configu-
rations use a high numerical aperture (NA > 1.4) microscope objective for both TIR
illumination and emission observation, and others use a prism to direct the light
toward the TIR interface with a separate objective for emission observation. This
section gives examples of these arrangements. We assume for explanatory conve-
nience that the sample consists of fluorescence-labeled cells in culture adhered to
a glass coverslip.

8.3.1 High Aperture Objective-Based TIR

By using an objective with a sufficiently high NA, supercritical angle incident light
can be cast upon the sample by illumination through the objective [115,116]. Al-
though an arc lamp can be used as the light source, the general features are best
explained with reference to a laser source. The optical system has the following
general features:

(a) The laser beam used for excitation is focused (by an external focusing lens) to
a point at the back focal plane of the objective so that the light emerges from the
objective in a collimated form (i.e., the “rays” are parallel to each other). This
insures that all the rays are incident upon the sample at the same angle θ with
respect to the optical axis.

(b) The point of focus in the back focal plane is adjusted to be off-axis. There is
a one-to-one correspondence between the off-axis radial distance ρ and the an-
gle θ. At a sufficiently high ρ, the critical angle for TIR can be exceeded. Fur-
ther increases in ρ serve to reduce the characteristic evanescent field depth d in
a smooth and reproducible manner.
The beam can emerge into the immersion oil (refractive index noil) at a maxi-
mum possible angle θm measured from the optical axis) given by:

NA = noil sin θm (8.16)
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Since n sin θ is conserved (by Snell’s Law) as the beam traverses through pla-
nar interfaces from one material to the next, the right side of (8.16) is equal to
n3 sin θ3 (where subscript 3 refers to coverslip substrate upon which the cells
grow). For total internal reflection to occur at the interface with an aqueous
medium of refractive index n1, θ3 must be greater than the critical angle θc as
calculated from

n1 = n3 sin θc (8.17)

From (8.16) and (8.17), it is evident that the NA must be greater than n1, prefer-
ably by a substantial margin. This is no problem for an interface with water
with n1 = 1.33 and a NA = 1.4 objective. But for viewing the inside of a cell
at n1 = 1.38, a NA = 1.4 objective will produce TIR at just barely above the
critical angle. The evanescent field in this case will be quite deep, and dense
heterogeneities in the sample (such as cellular organelles) will convert some of
the evanescent field into scattered propagating light.
Fortunately, objectives are now available with NA > 1.4. The highest aperture
available is an Olympus 100X 1.65NA; this works very well for objective-based
TIRF on living cells. However, that objective requires the use of expensive 1.78
refractive index coverslips made of either LAFN21 glass (available from Olym-
pus) or SF11 glass (custom cut by VA Optical Co, San Anselmo, CA). SF11
glass is the less expensive of the two but it has a chromatic dispersion not per-
fectly suited to the objective, thereby requiring slight refocusing for different
fluorophores. The 1.65 objective also requires special n = 1.78 oil (Cargille)
which is volatile and leaves a crystalline residue. Several other objectives that are
now available circumvent these problems: Olympus 60X 1.45NA, Olympus 60X
1.49NA, Zeiss 100X 1.45NA, and four Nikon objectives: Nikon 60X 1.45NA
w/correction collar, Nikon 100X 1.45NA, Nikon 60X 1.49NA w/correction col-
lar, and Nikon 100X 1.49NA w/correction collar. The 1.45 − 1.49 objectives all
use standard glass (1.52 refractive index) coverslips and standard immersion oil
and yet still have an aperture adequate for TIRF on cells. The 1.49NA objectives
are probably the method of choice for TIR except for cells which have partic-
ularly dense organelles. Dense organelles tend to scatter the evanescent field,
and this effect is less prominent with the higher angles of incidence accessible
through higher aperture objectives.

(c) The angle of convergence/divergence of the laser beam cone at the back fo-
cal plane is proportional to the diameter of the illuminated region subsequently
created at the sample plane. Large angles (and consequent large illumination re-
gions) can be produced by use of a beam expander placed just upbeam from the
focusing lens.

(d) The orientation of the central axis of the laser beam cone at the back focal plane
determines whether the TIR-illuminated portion of the field of view is centered
on the microscope objective’s optical axis.

A microscope can be configured in several variations for objective-based TIRF
excited by a laser beam by use of either commercial accessories or fairly simple



214 D. Axelrod

�

Fig. 8.7. Four arrangements for objective-based TIRF in an inverted microscope. In all these
configuration, OBJ refers to the objective, SP refers to sample plane, and BFP refers to the
objective’s back focal plane or its equivalent planes (also called “aperture planes”). Compo-
nents drawn with heavier lines need to be installed; components in lighter lines are possibly
pre-existing in the standard microscope. (A) Laser illumination through a side port (requires
a special dichroic mirror cube facing the side, available for the Olympus IX-70 microscope).
The beam is focused at the back focal plane at a radial position sufficient to lead to supercrit-
ical angle propagation into the coverslip. Moving the “focusing lens L transversely changes
the angle of incidence at the sample and allows switching between subcritical (EPI) and su-
percritical (TIR) illumination. This is how Fig. 8.1 was produced. (B) Laser illumination in
microscope systems containing an equivalent BFP in the rear path normally used by an arc
lamp. The laser beam is focused at the BFP where the arc lamp would normally be imaged.
The Zeiss Axiovert 200 provides this BFP, marked as an “aperture plane”. If (as in the Olym-
pus IX-70) an aperture plane does not exist in the indicated position, it can be created with
the pair of lens L1 and L2. (C) Laser illumination introduced by an optical fiber through the
rear port normally used by the arc lamp. This scheme is employed by the commercial Olym-
pus TIRF device. (D) Arc lamp TIR illumination with no laser at all. The goal is to produce
a sharp-edged shadow image of an opaque circular disk at the objective back focal plane
such that only supercritical light passes through the objective. The actual physical opaque
disk (ideally made of aluminized coating on glass) must be positioned at an equivalent up-
beam BFP which, in Kohler illumination, also contains a real image of the arc. The Zeiss
Axiovert 200 provides this BFP, marked as an “aperture plane”. If (as in the Olympus IX-70)
an aperture plane does not exist in the indicated position, it can be created with the pair of
lens L1 and L2. The illumination at the back focal plane is a circular annulus; it is shown as
a point on one side of the optical axis for pictorial clarity only. The through-the-lens arc-lamp
TIRF configuration D can be switched easily to laser TIRF configuration C by insertion of
the reflecting prism in the arc lamp light path

custom-built add-on modifications (Fig. 8.7A-C). An arc-lamp illumination system,
rather than a laser, can also be configured for TIRF illumination by use of an opaque
disk of the correct diameter inserted in a plane equivalent (but upbeam) from the
objective back focal plane (Fig. 8.7D). This allows only rays at significantly off-
axis radii in the back focal plane to propagate through to the TIR sample plane,
upon which they are incident at supercritical angles. By placing or removing the
opaque disk as shown, illumination can be switched easily between EPI and TIR.
Arc illumination has the advantages of easy selection of excitation colors with filters
and freedom from coherent light interference fringes, but it is somewhat dimmer
because much of the arc lamp power directed toward the sample at subcritical angles
is necessarily blocked. Somewhat more of the incident light can be utilized rather
than wasted by employing a conical prism in the arc lamp light path [116]. This
kind of prism converts the illumination profile, normally brightest in the center, into
a dark-centered ring.

Commercial arc-lamp TIRF systems use a curved slit cutout at an equivalent
back focal plane. The slit is positioned off-axis to transmit only a thin curved band
of light at a radius that will produce supercritical angles. To optimize the throughput,
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the brightest part of the Hg arc is focused off-axis right upon the curved slit cutout,
with a focusing aberration that curves the arc image to match well with the curved
slit.

The evanescent illumination is not “pure” with objective-based TIRF: a small
fraction of the illumination of the sample results from excitation light scattered
within the objective (discussed in more detail later), and a small fraction of the ob-
served fluorescence arises from luminescence of the objective’s internal elements.

Commercial objective-based TIRF systems are available both with laser/optical
fiber sources (often multiple ones for quick color switching) and arc lamp sources.
They work well, but they are somewhat expensive. A less expensive practical proto-
col follows for setting up “homemade” objective-based TIRF with free laser beam
illumination through an inverted microscope, and verifying that the setup works
correctly. Such a homemade setup is also more open and amenable to special modi-
fication. The description is most relevant to the setup in Fig. 8.7A, but modifications
to the other Fig. 8.7 panels (in which the microscope already has lenses installed in
the illumination beam path) are straightforward.

(a) Prepare a test sample consisting of a film of fluorescent material adsorbed to
a coverslip of the appropriate type of glass (n = 1.52 for NA = 1.45 or 1.49 ob-
jectives; n = 1.78 for NA=1.65 objectives). A convenient and durable uniform
film is made from 3,3’ dioctadecylindocarbocyanine (also known as “diI”, avail-
able from Molecular Probes, Eugene OR). Dissolve the diI at about 0.5 mg/ml
in ethanol, and place a single droplet of the solution on a glass coverslip. Then,
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before it dries, rinse off the coverslip with distilled water. A monolayer of diI flu-
orophore will remain adhered to the glass. When excited by laser light at 488 nm
and observed through the filter set appropriate for fluorescein, the diI adsorbed
to the surface will appear orange. Above the diI coated surface, place a bulk
layer of aqueous fluorescein solution, which will appear green in the same spec-
tral system. Use enough aqueous fluid so that its upper surface is flat rather than
a curved blob. As an alternative to the diI/fluorescein test sample, a suspension
of fluorescent microbeads in water can be used. Some of the beads will adhere
to the surface. Although the same color as the suspended beads, the surface ad-
hered beads will be immobile while the bulk suspended beads will be jittering
with Brownian motion. Place the sample on the microscope stage and raise the
objective with the focusing knob to make optical contact through the appropriate
immersion oil.

(b) Remove all obstructions between the test sample and the ceiling. Allow a col-
limated laser beam (the “raw” beam) to enter the side or rear epi-illumination
port along the optical axis. A large area of laser illumination will be seen on the
ceiling, roughly straight up.

(d) Place a straight edge opaque obstruction (such as an index card) part way in the
beam before it enters the microscope. A fuzzy shadow of the card will be seen on
the ceiling illumination. By moving the card longitudinally in the right direction,
the shadow will become fuzzier. After moving it beyond some point of complete
fuzzinesss, it will again become sharper, but now as a shadow on the opposite
side of the ceiling illumination. The longitudinal position of maximum fuzziness
is a “field diaphragm plane” (FDP), complimentary to the sample plane. Once
the location of the FDP is determined, remove the obstruction.

(e) Place a focusing lens (plano- or double-convex,) at that FDP, mounted on a 3D
translator. The illuminated region on the ceiling will now be a different size,
probably smaller. The goal is to choose a focal length for the focusing lens that
almost minimizes the spot size on the ceiling. A focusing lens with close to
the proper focal length will require only minor longitudinal position tweaking
(i.e., along the axis of the laser beam) to absolutely minimize the illuminated
region on the ceiling. At this lens position, the beam focuses at the objective’s
back focal plane (BFP) and emerges from the objective in a nearly collimated
form. This procedure also ensures that the focusing lens is also close to the FDP.
Therefore, moving the focusing lens laterally will change the radial position of
focus at the BFP (and hence the angle of incidence at the sample plane) but the
motion will not affect the centering of the region of illumination in the sample
plane.

(f) Fine tune the lateral position of the focusing lens so that the beam spot on the
ceiling moves down a wall to the right or left. The inclined path of the beam
through the fluorescent aqueous medium in the sample will be obvious to the
eye. Continue to adjust the focusing lens lateral position until the beam traverses
almost horizontally through the fluorescent medium and then farther, past where
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it just disappears. The beam is now totally reflecting at the substrate/aqueous
interface.

(g) View the sample through the microscope eyepieces. The diI/fluorescein sam-
ple should appear orange, not green, since only the surface is being excited;
the microbead sample should show only immobilized dots. Back off the focus-
ing lens to where the beam reappears in the sample (i.e., subcritical incidence).
When viewed through the eyepieces, the diI/fluorescein sample should now ap-
pear very bright green and the microbead sample very bright with most beads
jittering laterally and longitudinally in and out of focus.

(h) If the illuminated region in the field of view is not centered, adjust the lateral
position of the “raw” laser beam before it enters the focusing lens.

(i) If the illuminated region is too small, increase the width of the beam before it
enters the focusing lens with a beam expander or long focal length diverging
lens.

(j) Replace the test sample with the sample of interest and focus the microscope. As
the lateral position of the external focusing lens is adjusted through the critical
angle position, the onset of TIRF should be obvious as a sudden darkening of
the background and a flat two-dimensional look to the features near the surface
such that the entire field of view has only one plane of focus.

(k) If interference fringe/stripe illumination TIR is desirable, use a beam splitter
and arrange the second beam to enter the focusing lens off-center, parallel to the
optic axis, but at a different azimuthal angle around it. A relative azimuthal angle
of 180◦ will give the closest spaced fringes. Be sure that any difference in path
length of the two beams from the beam splitter to the focusing lens is less than
the coherence length of the laser (a few mm or cm); otherwise, no interference
will occur.

8.3.2 TIRF with a Prism

Although a prism may restrict sample accessibility or choice of objectives in some
cases, prism-based TIR is very inexpensive to set up and produces a “cleaner”
evanescent-excited fluorescence (i.e., less excitation light scattering in the optics)
than objective-based TIR. Figure 8.8 shows several schematic drawings designated
A-F for setting up laser/prism-based TIR in an inverted microscope.

Figure 8.9 shows an exceptionally convenient (and low cost) prism-based TIRF
setup for an upright microscope. The laser beam is introduced in the same port in the
microscope base as intended for the transmitted light illuminator (which should be
removed), thereby utilizing the microscope’s own in-base optics to direct the beam
vertically upward. The prism, in the shape of a trapezoid, is mounted on the micro-
scope’s condenser mount, in optical contact (through a layer of immersion oil) with
the underside of the glass coverslip sample plane. An extra lens just upbeam from
the microscope base allows adjustment of the incident beam to totally reflect one of
the sloping sides of the prism, from which the beam continues up at an angle toward
the sample plane where it is weakly focused. This system gives particularly high-
quality images if a water immersion objective is employed and submerged directly
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into the buffer solution in an uncovered cell chamber. Sample with cells adhering di-
rectly on the bottom of tissue culture plastic dishes rather than on coverslips can also
be used; the plastic/cell interface is then the site of TIR. If the objective has a long
enough working distance, reasonable accessibility to micropipettes is possible.

In this configuration with the trapezoidal prism, flexibility in incidence angle (to
obtain a range of evanescent field depths) is sacrificed in exchange for convenience.
However, a set of various-angled trapezoids will allow one to employ various dis-
crete incidence angles. The most inexpensive approach is to start with a commer-
cially available equilateral triangle prism (say 1” x 1” x 1” sides, and 1” length),
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Fig. 8.8. Schematic drawings for prism-based TIR in an inverted microscope, all using a laser
as a light source. The vertical distances are exaggerated for clarity. The first five configura-
tions (A–E) use a TIR prism above the sample. In configurations A–D, the buffer-filled sam-
ple chamber sandwich consists of a lower bare glass coverslip, a spacer ring (made of 60 µm
thick Teflon or double-stick cellophane tape) and the cell coverslip inverted so the cells face
down. The upper surface of the cell coverslip is put in optical contact with the prism lowered
from above by a layer of immersion oil or glycerol. The lateral position of the prism is fixed
but the sample can be translated while still maintaining optical contact. The lower coverslip
can be oversized and the spacer can be cut with gaps so that solutions can be changed by cap-
illary action with entrance and exit ports. In configuration D, two incident beams split from
the same laser intersect at the TIR surface, thereby setting up a striped interference pattern
on the sample which is useful in studying surface diffusion. Configuration E shows a rectan-
gular cross-section microcapillary tube (Wilmad Glass Co.) instead of a coverslip sandwich.
With the ends of the microcapillary tube immersed in droplet-sized buffer baths delimited by
silicon grease rings drawn on a support (one for supply and one for draining by absorption
into a filter paper tab), very rapid and low volume solution changes during TIRF observation
can be accomplished. If an oil immmersion objective is used here, the entire region outside
the microcapillary tube between the objective and the prism can be filled with immersion oil.
Configuration F places the prism below the sample and depends on multiple internal reflec-
tions in the substrate. This configuration thereby allows complete access to the sample from
above for solutions changing and/or electrophysiology studies. However, only air or water
immersion objectives may be used because oil at the substrate’s lower surface will thwart the
internal reflections

cleave off and polish one of the vertices to form a trapezoid, and slice the length
of the prism to make several copies. Note however, this prism will provide an inci-
dence angle of only 60◦ at the top surface of the prism. If the prism is made from
ordinary n = 1.52 glass, that angle is insufficient to achieve TIR at an interface with
water. (Recall that we need (n sin 60◦) to exceed 1.33, the refractive index of water).
However, equilateral prisms made from flint glass (n = 1.648) are commercially
available (Rolyn Optics) and these will provide a sufficiently high (n sin 60◦) for
TIR to occur at the aqueous interface. In an alternative approach for varying inci-
dence angles over a continuous range, a hemispherical or hemicylindrical prism can
be substituted for the trapezoidal prism [112,117,118]. The incident laser beam is
directed along a radius line at an angle set by external optical elements.

A commercially available variation of prism-based TIR uses a high aperture
condenser fed with laser light from an optical fiber tip instead of a custom-installed
prism fed by a free laser beam (Fig. 8.10). This system has the advantage of ready-
made convenience and easy variation of both polar and azimuthal incidence angle
adjustment, but is limited in maximum incidence angle.

Choice of optical materials for the prism-based methods is somewhat flexible,
as follows.

(a) The prism used to couple the light into the system and the (usually disposable)
slide or coverslip in which TIR takes place need not be matched exactly in re-
fractive index.
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Fig. 8.9. TIRF for an upright microscope utilizing the integral optics in the microscope base
and a trapezoidal prism on the vertically movable condenser mount. The position of the beam
is adjustable by moving the external lens. An alternative hemispherical prism configuration
for variable incidence angle is also indicated to the left. Vertical distances are exaggerated for
clarity. An extra set of mirrors can be installed to deflect the beam into an epi-illumination
light path (shown with dashed lines)

(b) The prism and slide may be optically coupled with glycerol, cyclohexanol, or
microscope immersion oil, among other liquids. Immersion oil has a higher re-
fractive index (thereby avoiding possible TIR at the prism/coupling liquid inter-
face at low incidence angles) but it tends to be more autofluorescent (even the
“extremely low” fluorescence types).

(c) The prism and slide can both be made of ordinary optical glass for many appli-
cations (except as noted above for the configuration in Fig. 8.9) unless shorter
penetration depths arising from higher refractive indices are desired. Optical
glass does not transmit light below about 310 nm and also has a dim autolumi-
nescence with a long (several hundred microsecond) decay time, which can be
a problem in some fluorescence recovery after photobleaching (FRAP) experi-
ments. The autoluminescence of high quality fused silica (often called “quartz”)
is much lower. Tissue culture dish plastic (particularly convenient as a substrate
in the upright microscope setup) is also suitable, but tends to have a significant
autofluorescence compared to ordinary glass. More exotic high n3 materials such
as sapphire, titanium dioxide, and strontium titanate (with n as high as 2.4) can
yield exponential decay depths d as low as λo/20, as can be calculated from
(8.4).
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Fig. 8.10. TIRF for an upright microscope in which the prism is replaced by a high-aperture
condenser, used in conjunction with a fiber optic bundle. This system is commercially avail-
able

In all the prism-based methods, the TIRF spot should be focused to a width no
larger than the field of view; the larger the spot, the more that spurious scattering
and out-of-focus fluorescence from the immersion oil layer between the prism and
coverslip will increase the generally very low fluorescence background attainable by
TIRF. Also, the incidence angle should exceed the critical angle by at least a couple
of degrees. At incidence angles very near the critical angle, the cells cast a noticeable
“shadow” along the surface.

Here is a practical protocol for setting up “homemade” prism-based TIRF, by
far the least expensive approach to TIR.

(a) Mount the prism on the condenser mount carrier if possible.
(b) Depending on the configuration, a system of mirrors with adjustable angle

mounts fixed to the table must be used to direct the beam toward the prism.
One of these mirrors (or a system of shutters) should be movable and placed
near the microscope so switching between standard epi-illumination and TIR is
possible without interrupting viewing.

(c) Place a test sample (e.g., a diI-coated coverslip, see the description in the
objective-based TIR section) in the same kind of sample holder as to be used for
cell experiments. An aqueous medium, possibly containing some fluorescein,
can be used to fill the sample chamber. Alternatively, a test sample of fluores-
cent microbeads can be used as previously described.
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(d) With the test sample on the stage, focus on the fluorescent surface with transmit-
ted (usually tungsten) illumination. Usually, dust and defects can be seen well
enough to assay the focus. Fluorescent epi-illumination can also be used to find
the focus because only at the focal position are laser interference fringes seen
sharply.

(e) Place a small droplet of immersion oil on the non-diI surface of the sample
coverslip or directly on the prism (depending on which one faces upward in the
chosen configuration) and carefully translate the prism vertically so it touches
and spreads the oil but does not squeeze it so tightly that lateral sliding motion is
inhibited. Too much oil will bead up around the edges of the prism and possibly
interfere with the illumination path.

(f) Without any focusing lens in place, adjust the unfocused (“raw”) collimated
laser beam position with the mirrors so that TIR occurs directly in line with the
objective’s optical axis. This can usually be seen by observing the scattering of
the laser light as it traverses through the prism, oil, and TIR surface.

(g) Insert the focusing lens so that the focus is roughly at the TIR area under obser-
vation. Adjust its lateral position with translators on the focusing lens so that the
TIR region occurs directly in line with the objective. To guide this adjustment,
look for three closely aligned spots of scattered light, corresponding to where
the focused beam first crosses the immersion oil layer, where it totally reflects
off the sample surface, and where it exits by recrossing the oil.

(h) The TIR region should now be positioned well enough to appear in view in the
microscope when viewed as test sample fluorescence with the standard filters in
place. In general, the TIR region will appear as a yellow-orange ellipse or streak
with a diI test sample and a region of discrete tiny bright dots with a microbead
test sample. Make final adjustments with the focusing lens to center this area.
The TIR area can be distinguished from two out-of-focus blurs past either end
of the ellipse or streak (arising from autofluorescence of the immersion oil) be-
cause the TIR spot contains sharply focused images of defects in the diI coating
or sharp dots of adsorbed microbeads. The focusing lens can be moved forward
or backward along the laser optical path to achieve the desired size of the TIR
area. If fluorescein solution was used to fill the sample chamber, the character-
istic green color of fluorescein should not be seen with successful TIR. If the
alignment is not correct and propagating light reaches the solution, then a bright
featureless blur of green will be seen.

(i) With the optics now correctly aligned for TIR, translate the prism vertically
to remove the diI sample, and replace it with the actual cell sample. Relower
the prism to make optical contact. Although the TIR region will not be exactly
in the same spot (because of irreproducibility in the prism height), it will be
close enough to make final adjustments with the focusing lens while observing
fluorescence from the cell sample.
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8.3.3 TIR from Multiple Directions

Configurations involving a single laser beam that produces TIR from one incidence
direction (i.e., from one azimuthal angle around the optical axis) are the simplest
ones to set up, but configurations involving multiple or a continuous range of az-
imuthal angles incident on the sample plane have some unique advantages. A single
illumination direction tends to produce shadows on the “downstream” side of cells
because of evanescent field scattering by the cells; these shadows are less apparent
at higher incidence angles even with a single beam. However, a hollow cone of il-
lumination over all the azimuthal angles around the optical axis virtually eliminates
this shadow artifact. The objective-based TIR configuration that uses an arc lamp for
illumination system (Fig. 8.7D) automatically provides such a hollow cone. A hol-
low cone can also be produced from a laser beam by positioning a conical lens in
the incident beam path exactly concentric with the laser beam, in a similar fashion
as already described for arc illumination [116].

Illumination by two mutually coherent TIR laser beams produces a striped in-
terference fringe pattern in the evanescent field intensity in the sample plane. For
a relative azimuthal angle of φ between the two beams, both with an incidence an-
gle of θ, the node-to-node spacing s of the fringes is given by:

s = λo/
[
2n3 sin θ sin(φ/2)

]
(8.18)

The spacing s is not dependent upon the refractive index n1 of the medium (or cell).
For beams coming from opposite azimuthal directions (φ = π ), s = λo/2 at the criti-
cal angle of incidence, and s = λo/2n3 at glancing incidence (θ = π/2). For a typical
glass substrate with n3 = 1.5, this latter spacing is smaller than the Raleigh reso-
lution limit of the microscope and can barely be discerned by the imaging system
although the fringes do exist physically at full contrast.

These interference stripes can be used in combination with TIR-FRAP (see
above) to bleach anti-node regions but not node regions. The subsequent fluores-
cence recovery will then provide information about surface diffusion of fluorophores
[53,57,103,119].

The spatial phase of the node/antinode intensity stripe pattern can be controlled
easily by retarding the phase of one of the interfering beams with an extra glass plate
inserted into its light path. By illuminating with four discrete coherent TIR beams
at relative azimuthal angles of φ = 0, π/2, π and 3π/2 a checkerboard evanescent
pattern in both the x and y lateral directions (i.e., the sample plane) can be produced.
Then by imaging a sample at lateral node/antinode spatial phase steps of 0◦, 120◦,
and 240◦, images with super-resolution well below the Raleigh limit in the sam-
ple plane can be computed [120,121]. Such “structured illumination” by stripes or
checkerboard can be produced in standard epi-illumination with a grid at the field
diaphragm plane. But with interfering-beam TIRF, the spacing of the stripes can be
made smaller and thereby produce unprecedented lateral resolution, down to about
0.13 µm for 514 nm wavelength illumination.

More than four uniformly separated simultaneous azimuthal angles will produce
a bright central spot with regular spaced off-center bands. In the limit of an infinite
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number of azimuthal angles (i.e., a coherent ring), a small very bright central spot of
sub-wavelength dimension and with increasingly dim rings at large radii can be pro-
duced. Coherent ring illumination can be produced by illuminating a broad circular
band [102] at the objective back focal plane (BFP) which gives rise to a range of
supercritical incidence angles, or by focusing the illumination into a narrow single
radius at the BFP. In the latter case, coherent ring TIR illumination provides a way
of illuminating a very small lateral area on the TIR surface while maintaining a sin-
gle supercritical polar incidence angle. The pattern and size of the central spot will
depend strongly on the polarization of the thin incident azimuthal ring. The small-
est attainable spot on the TIR surface requires radial polarization at the BFP: it has
a radius from the central maximum to the first minimum of only 0.26λo, which is
considerably less than the Raleigh resolution limit for a 1.49NA objective (0.41λo).
Figure 8.11 shows the patterns that should appear on the sample when the BFP is
illuminated in a thin ring at a single radius with the indicated polarization, based
on theoretical calculations of circular evanescent wavefronts of isotropic amplitude
converging to a central point [123]

In general, incident light approaching the interface from a single angle cannot
produce a small illumination region. For this goal, converging illumination from
a large range of angles is needed. However, the angular range must not include sub-
critical polar angles in order to preserve TIR. The ring illumination discussed above
creates an appropriate range azimuthally. A variation of ring illumination, a sys-
tem called “confocal TIR”, utilizes a range of polar incidence angles [124,125]. To
ensure these polar angles are confined to the supercritical range, an opaque disk
installed into a custom-made parabolic glass reflection objective blocks subcritical
rays. In that system, only high polar angle emitted light can pass that opaque disk,
but the fluorescence rays that do so are focused onto a small pinhole, behind which
resides a non-imaging detector (as in standard confocal systems). An image is con-
structed by scanning the sample. The advantage of this system is that only a very
small volume is illuminated at one time, and the effective lateral resolution appears
at least as good as standard epi imaging. It is likely that this sort of ring illumination
could also be produced through a commercially available high aperture objective by
placing the opaque disk farther “upstream” at an aperture plane [115] and thereby
avoid blocking any emitted rays.

8.3.4 Rapid Chopping between TIR and EPI

Regardless of the method chosen to produce TIR in a microscope, it is often de-
sirable to switch rapidly between illumination of the surface (by TIR) and deeper
illumination of the bulk (by standard epi-fluorescence). For example, a transient pro-
cess may involve simultaneous but somewhat different fluorescence changes in both
the submembrane and the cytoplasm, and both must be followed on the same cell
in response to some stimulus [72]. For spatial resolved images, the switching rate
is often limited by the readout speed of the digital camera or by photon shot noise.
Single channel integrated intensity readings over a region defined by an image plane
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Fig. 8.11. Theoretical intensity patterns that should result at the TIR surface from coherent
ring illumination at a single radius at the BFP. The pattern depends strongly on the polar-
ization at the back focal plane; three experimentally attainable possibilities are shown. The
resulting polarization at the TIR surface is mixed. In the case of radial BFP polarization, the
TIR polarization is about l90% (depending on polar incidence angle) in z-direction (i.e., along
optic axis, normal to this page); the z-polarized intensity shown. In the case of circumferen-
tial BFP polarization, the TIR polarization is purely circumferential; that is the polarization
shown. In the case of linear (along y) BFP polarization, there is significant intensity in x-,y-,
and z-polarizations. Of the three, the z-polarization has the most confined illumination area
and that is the one shown here

diaphragm can be performed much more rapidly. Figure 8.12 shows a method us-
ing computer driven acousto-optic modulators by which very rapid chopping (with
a switching time as small as ten microseconds) can be done.

8.3.5 Surface Near-Field Imaging

As discussed in the Theoretical Principles section, the technique for surface selec-
tive emission imaging does not depend on TIR excitation at all, and in fact it works
with standard epi-illumination and, in principle, should even work with non-optical
excitation such as chemiluminescence. Near-field light from surface-proximal fluo-
rophores propagates into the glass exclusively at supercritical hollow cone angles.
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Fig. 8.12. Rapid alternation between TIR and EPI illumination. Three acousto-optic modula-
tors (AOM) are used, with driving voltage phases as shown. The resulting chopped output of
the single-channel photodetector can be separated into two traces vs.time by software

Figure 8.13 shows a method for blocking all subcritical light emanating from the
fluorophore far-field while passing a range of angles of supercritical light from the
near-field by use of an opaque disk at a back focal plane in the emission path. Any
one particular supercritical hollow cone angle of emission corresponds to a single
exponential near-field decay, but typically a wider range of supercritical angles are
collected by the objective and passed outside the periphery of the opaque disk. The
resulting surface selectivity corresponds to a weighted integral of exponentials with
a range of decay lengths. An actual implementation of this modification has been
demonstrated to work on both artificial systems of surface-bound fluorophores and
on living biological cells, albeit with a loss of some lateral resolution [115].

8.4 General Experimental Considerations

Laser source. A laser with a total visible output in the 100 mW or greater range is
more than adequate for most TIRF applications. Air cooled argon or diode lasers
in the 10 mW to 100 mW are also usually adequate, but possibly marginal for dim
samples or for samples where a weaker laser line (e.g., the 457 nm line of argon)
may be desired to excite a shorter wavelength fluorescent marker (such as cyan
fluorescent protein, CFP).

Laser interference fringes. Laser illumination can produce annoying interfer-
ence fringes because optical imperfections in the beam path can shift the local
phase of coherent light. For critical applications, several approaches can alleviate
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the problem. One approach employs an optical fiber bundle in which individual
fiber-to-fiber length differences exceed the laser light’s coherence length. This pro-
duces an extended source at the output tip with point-to-point relative phases that
are temporally randomized and defocused on the sample [126]. This elegant sys-
tem, with no moving parts, produces a speckle pattern that changes so rapidly that it
appears uniform down to the nanosecond time scale. Commercially available mode
scramblers and rapid flexing of optical fibers may also reduce some fringing.

Another set of methods uses a free laser beam rather than fibers. For example,
a finely frosted glass surface or a plastic plate (such as tissue culture dish bottom),
spinning laterally to the laser beam, temporally randomizes the phase and produces
a fringe pattern that fluctuates and can be averaged over the duration of a camera
exposure [8].

Interference fringes can be effectively suppressed by spinning the azimuthal an-
gle of TIR incidence with electro-optical or mechano-optical devices such that the
incident beam traces a circle where it focuses at the objective’s BFP. Since only one
azimuthal direction illuminates the sample at any instant but the spinning period is
much shorter than the camera’s exposure time or retinal image retention time, the
interference fringes are superimposed in their intensities (rather than in their elec-
tric fields), giving the illusion of a much more uniform illumination field [127]. An
example of the fringe suppression effect is shown in Fig. 8.14.

An alternative non-optical approach to suppressing fringes computes a normal-
ization of sample digital images against a control digital image of a uniform con-
centration of fluorophores. This works well only if the fringes were not induced by
the sample itself.

Functionalized substrates. TIRF experiments often involve specially coated sub-
strates. A glass surface can be chemically derivatized to yield special physi- or
chemi-absorptive properties. Covalent attachment of certain specific chemicals are
particularly useful in cell biology and biophysics, including: poly-l-lysine for en-
hanced adherence of cells; hydrocarbon chains for hydrophobicizing the surface in
preparation for lipid monolayer adsorption; and antibodies, antigens, or lectins for
producing specific reactivities. Derivatization generally involves pretreatment of the
glass by an organosilane [57].

A planar phospholipid coating (possibly with incorporated proteins) on glass can
be used as a model of a biological membrane. Methods for preparing such model
membranes on planar surfaces suitable for TIR have been reviewed [128].

Aluminum coating (for surface fluorescence quenching) can be accomplished in
a standard vacuum evaporator; the amount of deposition can be made reproducible
by completely evaporating a premeasured constant amount of aluminum. After de-
position, the upper surface of the aluminum film spontaneously oxidizes in air very
rapidly. This aluminum oxide layer appears to have some similar chemical proper-
ties to the silicon dioxide of a glass surface; it can be derivatized by organosilanes
in much the same manner [57].

Photochemistry at the surface. Illumination of surface adsorbed proteins can
lead to apparent photochemically-induced crosslinking. This effect is observed as
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a slow, continual, illumination-dependent increase in the observed fluorescence.
It can be inhibited by deoxygenation (aided by the use of an O2-consuming en-
zyme/substrate system such as protocatachuic deoxygenase/protocatachuic acid or
a glucose/glucose oxidase system), or by 0.05 M cysteamine [57].

Actual evanescent field depth and profile. The evanescent field characteristic
depth in an actual sample may deviate from that predicted by Eq. (8.4), even if the
incidence angle θ is well measured, for several reasons. Depth d depends on the re-
fractive index of the liquid sample above the TIR surface, and this is not well known
for samples such as cell cytoplasm. So far, no good way of accurately measuring the
local evanescent field depth and profile in an actual heterogeneous sample has been
proposed.

Measurements of evanescent depth in a homogeneous artificial sample with a re-
fractive index that approximated the average in a heterogeneous sample can be
done. In such a sample, the characteristic time for diffusion of fluorescent beads
through the evanescent field (possibly by TIR/FRAP or TIR/FCS) can be measured
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Fig. 8.13. Schematic diagram of the surface-selective near-field emission in an Olympus IX-
70 microscope. At the top, a magnified view of the sample region shows the electric field of
the near-field corresponding to one particular kz as an exponential decay (shown with graded
shading) extending in the z-direction away from a single fluorophore (shown as a white dot).
The lateral spacing (left-to-right here) of the wavefronts for that one contribution to the near-
field is shown in a series of vertical stripes. If the fluorophore is close enough to the glass,
the tails of the decaying near-field wavefronts are captured by the glass and converted into
light propagating away at a particular supercritical angle. (A complete picture of the near-
field would show a continuous spectrum of decay lengths, each corresponding to different
wavefront spacings, with shorter decay lengths associated with closer wavefront spacings.
The total near field is a superposition of all such different kz contributions, with their relative
wavefronts all aligned exactly in phase at the lateral position of the fluorophore so that the
region laterally nearest the fluorophore is the brightest with a rapid decay to either side. Each
different kz contribution gives rise to light in the glass propagating at a different supercritical
angle.) Far-field light is shown as a series of circular wavefronts emanating from the fluo-
rophore and refracting into the glass at subcritical angles only. The lower part of the figure
shows the fate of the super- and subcritical light rays in the microscope. An opaque disk is
inserted in an accessible region at a plane complimentary to the objective back focal plane,
concentric with the optical axis and with a radius just sufficient to block out all the subcritical
light. The correct radius of the opaque disk can be determined by observing this plane directly
(with the eyepiece removed) with a diI/fluorescein preparation (as described in the objective-
based TIR section) on the sample stage; the subcritical light will appear green, surrounded by
an orange annulus. When placed at the correct longitudinal position along the optical axis, the
opaque disk will show no parallax relative to the orange annulus. The emission light forms
a hollow cylindrically symmetric cone around the optical axis after the opaque disk; emission
light is shown traversing one off-axis location for pictorial clarity only. Subcritical light is
actually blocked only at the real opaque disk; the diagram shows the blockage at the image
of the disk at the objective’s back focal plane as a “virtual exclusion zone” to illustrate the
principle

and (given a known diffusion coefficient) converted to a corresponding characteris-
tic distance. However, this method gives only a single number for effective depth
but does not provide unambiguous information about the possibly non-exponential
intensity profile as a function of z.

In samples with heterogeneous refractive index, regions with higher index may
not support TIR, whereas lower index regions do. Clearly, it is best to illuminate with
as high an incidence angle as possible to be sure that all regions support TIR. Even
if the incidence angle is sufficiently high to support TIR everywhere, irregularities
and heterogeneities in the sample give rise to scattering of the evanescent field. This
scattered light can excite fluorescence as it penetrates much more deeply into the
liquid than does the evanescent light. Figure 8.15 shows an example of this effect,
with glass beads in an aqueous fluorescein solution, under TIR illumination. The
beads capture evanescent light and focus it into bright propagating light “comets”
on the downbeam side of the beads’ equatorial planes, as can be visualized by the
higher fluorescence in those regions. The effect is much less pronounced for higher
TIR incidence angles.
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Fig. 8.14. Effect of azimuthal spinning on TIRF images of diI adsorbed to a glass coverslip.
(A) Sample illuminated with a single azimuthal incidence angle; i.e., not spinning. Interfer-
ence fringes are very evident. (B) Same field of view with wedge spinning. The laser inter-
ference fringes are no longer visible. The remaining non-uniformities are due to features of
the sample and also the fading of illumination intensity toward the corners

Fig. 8.15. Effect of increasing incidence angle on evanescent field scattering. High n (= 1.5)
beads of 10 µm diameter are settled onto the TIR surface in an aqueous medium containing
fluorescein. (A) The incidence angle is about 1◦ greater than the critical angle. The beads
clearly convert some of the local evanescent field into propagating light, creating beacons and
shadows immediately “downstream”. (B) These effects are reduced with a thinner evanescent
field created by an incidence angles several degrees higher. In both images, the microscopic
focus is at the bead equatorial plane, not at the TIR surface

The TIR optics itself, particularly the high aperture objectives used in objective-
based illumination, can produce scattered light. Actual intensity profiles arising
from objective-based TIR can be obtained by at least a couple of methods. In one
method, a quantum dot can be attached to the tip of an atomic force microscopy



8 Total Internal Reflection Fluorescence 231

(AFM) cantilever probe mounted onto a z-translator. In this way, intensity can be
measured directly as a function of the quantum dot z-position [129]. One problem
with this approach (aside from the necessity of using AFM equipment) is that the
probe and quantum dot themselves can disrupt the evanescent field and produce
scattering.

Another approach is to observe a large (∼8 µm diameter) spherical bead with
a refractive index matched to the surrounding liquid to avoid disruption and scatter-
ing. The bead can be fluorescence-labeled on its surface. At the image of the point
of contact between the bead and the TIR substrate, the fluorescence is the brightest.
It becomes dimmer with increasing distance in the TIR plane from the contact point.
Simple geometry then allows calculation of the fluorescence vs. z. In an actual test
of this method in 1.45NA and 1.65NA objective-based TIRF [130], the evanescent
field was found to account for about 90% of the intensity at z = 0, and the ex-
ponential decay depth agreed well with expectations based on angle and refractive
indicies. However, a much slower decaying component, presumably from scattering
within the objective, was also evident, and this component became dominant in the
distant z > 2d zone.

Apart from this dim scattering component, bright collimated shafts of scattered
light, emanating from the edge of the top lens of the objective, can be seen in
objective-based TIR. Fortunately, however, these shafts do not cross the field of
view so they do not excite spurious fluorescence in the image.

8.5 TIRF vs. other Optical Section Microscopies

Confocal microscopy achieves axial selectivity by exclusion of out-of-focus emit-
ted light with a set of image plane pinholes. Confocal microscopy has the clear
advantage in versatility; its method of optical sectioning works at any plane of the
sample, not just at an interface between dissimilar refractive indices. However, other
differences exist which, in some special applications, can favor the use of TIRF.

(a) The depth of the optical section in TIRF is typically ≤ 0.1 µm whereas in con-
focal microscopy it is a relatively thick ∼0.6 µm.

(b) In some applications (e.g., FRAP, FCS, or on cells whose viability is damaged
by light), illumination and not just detected emission is best restricted to a thin
section; this is possible only with TIRF.

(c) Since TIRF can be adapted to and made interchangeable with existing standard
microscope optics, even with “homemade” components, it is much less expen-
sive than confocal microscopy. Laser-based and arc-based TIRF microscopy kits
are now available from most of the major microscope manufacturers and third-
party suppliers.

(d) Unlike confocal microscopy, TIRF is suitable not only for microscopic samples
but also for macroscopic applications; in fact those were the first TIRF studies.
A previous review covers much of that work [131].
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Two-photon (or more generally, multiphoton) microcopy has many desirable
features, including true optical sectioning, whereby the plane of interest is the
only one that is actually excited, as in TIRF. Multiphoton microscopy is not
restricted to the proximity of an interface, but its optical section depth is still
several times thicker than that of TIRF. The setup expense of multiphoton mi-
croscopy for an infrared laser with sufficient pulse peak intensity can also be
a consideration. Both multiphoton and confocal microscopy are necessarily scan-
ning techniques; TIRF microscopy is a “wide field” technique and is thereby not
limited in speed by the scanning system hardware or image reconstruction soft-
ware.

Cell-substrate contacts can be located by a nonfluorescence technique com-
pletely distinct from TIRF, known as “interference reflection contrast” (IRC) mi-
croscopy. Using conventional illumination sources, IRM visualizes cell-substrate
contacts as dark regions. Internal reflection microscopy has the advantage that it
doesn’t require the cells to be labeled, but the disadvantages that it contains no infor-
mation of biochemical specificities in the contact regions and that it is less sensitive
to changes in contact distance (relative to TIRF) within the critical first 100 nm of
the surface.

Although TIRF microscopy became widely used only in the 1990’s and in-
creasingly so thereafter, well after the introduction and popularity of confocal mi-
croscopy, it actually had much earlier origins in surface spectroscopy. TIR in a non-
microscopic nonfluorescent form had long been used for visible and infrared absorp-
tion spectroscopy [132]. Nonmicroscopic TIR combined with visible fluorescence
spectroscopy at various kinds of interfaces also has a long history, beginning in the
early 1960’s [133–138]. The first application of TIR to microscopy was nonfluores-
cent, describing evanescent light scattering from cells [139] in 1961. The combina-
tion of all three elements – TIR and fluorescence and microscopy – was presented
first in 1981 [2].
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9 Nonlinear Optical Microscopy

François Lagugné Labarthet and Yuen Ron Shen

9.1 Introduction

The constant evolution of optical microscopy over the past century has been driven
by the desire to improve the spatial resolution and image contrast with the goal
to achieve a better characterization of smaller specimens. Numerous techniques
such as confocal, dark-field, phase-contrast, Brewster angle and polarization micro-
scopies have emerged as improvement of conventional optical microscopy. Being
a pure imaging tool, conventional optical microscopy suffers from its low physi-
cal and chemical specificity. This can be remedied by combining it with spectro-
scopic technique like fluorescence, infrared or Raman spectroscopy. Such micro-
scopes have been successfully applied to the study of a wide range of materials with
good spectral resolution. However their spatial resolution is restricted by the diffrac-
tion limit imposed by the wavelength of the probe light. In infrared microscopy,
for instance, the lateral resolution is a few microns which is insufficient to resolve
sub-micron structures. Conventional microscopy also does not provide microscopic
information about the real surface structure of a specimen. Even in reflection geom-
etry, they can only probe the structure of a surface layer averaged over a thickness of
a reduced wavelength. Furthermore, they are insensitive to the polar organization of
molecules in the layer although this could be important. In biophysics, for example,
it is interesting to know the polar orientation of molecules adsorbed on a membrane
and its influence on the membrane physiology.

In this context, nonlinear optical measurements used in conjunction with mi-
croscopy observation have created new opportunities [1,2]. Second-order nonlin-
ear processes such as second harmonic (SH) or sum frequency generation (SFG)
are highly surface-specific in media with inversion symmetry and uniquely suited
for in-situ real-time investigation of surfaces and interfaces [3–5]. With their sub-
monolayer surface sensitivity, SHG and SFG microscopies can be used to char-
acterize inhomogeneities, impurities, formation of domains on surfaces or buried
interfaces by mapping out the spatial variation of nonlinear susceptibilities at the
interfaces. They are also sensitive to the orientation and distribution of molecules
useful for evaluation of the structure and reactivity of a surface [6,7]. Third-order
processes such as third harmonic generation (THG), coherent anti-Stokes Raman
scattering (CARS) and two-photon excited fluorescence (TPEF) microscopies are
of interest for the study of buried structures [8–10]. Because the output of second-
and third- order processes scales, respectively, with the square and the cube of the
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excitation intensity, the focal excitation volume is greatly reduced, enhancing the
depth resolution and reducing the out-of-focus background noise. This simple idea
has stimulated the development of THG, CARS and TPEF microscopies in an ef-
fort to image buried structures in transparent materials or in biological tissues with
a three dimensional sectioning capability. Using ultra-short pulses (10−12–10−15 s)
CARS has also been demonstrated to be a possible technique to probe the interior
of living cells in real time [11].

Vibrational spectra are known as fingerprints of molecules. Nonlinear optical
microspectrometry finds more interest in the mapping of localized domains via vi-
brational resonances. Microscopy with infrared (IR)–visible (Vis) sum frequency
vibrational spectroscopy allows imaging of molecule-specific domains at a surface.
Using a conventional far-field microscope, it can have a spatial resolution one or-
der of magnitude better than Fourier-transform infrared microspectrometry. CARS
microscopy also provides vibrational identification of chemical species and is an
alternative way to conventional Raman confocal microscopy. Microspectrometry in
the electronic transition region is also useful. Multiphoton fluorescence microscopy
is becoming a standard technique for biological research [12]. In contrast to one-
photon-excited fluorescence, multiphoton-excited fluorescence allows the use of in-
put radiation in the transparent region of a sample and is capable of probing the
interior structure of the sample with little laser-induced damages.

This brief introduction to nonlinear optical microscopy would be incomplete
without mentioning the recent development in combining nonlinear optical mea-
surements with near-field scanning optical microscopy (NSOM) techniques. In the
past several years a growing number of studies of NSOM-SHG/SFG, NSOM-THG
and NSOM-TPEF have been reported [13–16]. The spatial resolution of such op-
tical microscopy is limited by the tip apex radius of the optic fiber; it varies from
20 to 200 nm depending on the techniques. In such an experiment, the sample-tip
distance is maintained constant by using a feedback mechanism, which then also
yields the surface topographical information. The latter can be correlated with the
nonlinear NSOM result on specific molecular properties of the sample with a high
spatial resolution. With short laser pulses, transient properties of nanostructures can
also be probed.

In this chapter, we review a number of nonlinear optical techniques combined
with microscope measurements that have been developed in recent years. We will
describe separately, SHG, SFG, THG, CARS and multiphoton fluorescence micro-
scopies. For each technique, we will first recall the underlying principle and describe
the typical optical setup. We will then focus our interest on several chosen examples
taken from the literature. Finally, the resolution limit as well as possible improve-
ments of the various techniques will be discussed.
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9.2 Second Harmonic Nonlinear Microscopy

9.2.1 Basic Principle of SHG

We describe here briefly the basic principle of SHG and the extension to the case of
a strongly focused fundamental input beam. Details can be found elsewhere [17,18].
SHG originates from a nonlinear polarization P(2)(2ω) induced in a medium by an
incoming field E(ω):

P(2)(2ω) = ε0
←→χ (2) : E(ω)E(ω) , (9.1)

where ε0 is the vacuum permittivity and←→χ (2) denotes the nonlinear susceptibility of
the medium. If the medium has inversion symmetry, then←→χ (2) for the bulk vanishes
under the electric dipole approximation. At the surface or interface, however, the
inversion symmetry is necessarily broken, and the corresponding←→χ (2)

S is non-zero.
This indicates that SHG can be highly surface-specific . As a result, SHG has been
developed into a useful tool for many surface studies [19,20].

For SHG in reflected direction from a surface or interface, it has been shown
that the output signal is given by

S (2ω) =
(2ω)2

8ε0c3 cos2 β

∣∣∣χ(2)
eff

∣∣∣2 [I(ω)]2 AT, (9.2)

where β is the exit angle of the SH output, I(ω) is the beam intensity at ω, A is the
beam area at the surface, T is the input laser pulse-width, and

χ(2)
eff =

(←→
L 2ω · ê2ω

)
· ←→χ (2)

S :
(←→

L ω · êω
) (←→

L ω · êω
)
, (9.3)

with êω being the unit polarization vector and
←→
L ω the Fresnel factor at frequencyω.

The surface nonlinear susceptibility ←→χ (2)
S is related to the molecular hyperpolariz-

ability←→α (2) by a coordinate transformation
(
χ(2)

S

)
i jk
= NS

∑
i′ j′k′

[
α(2)

i′ j′k′
〈(

î · î′
) (

ĵ · ĵ′
) (

k̂ · k̂′
)〉]

, (9.4)

where i, j, k and i′, j′, k′ stand for the laboratory and molecular coordinate axes, the
angular brackets refer to an average over the molecular orientational distribution,
and NS is the surface density of molecules. At a surface of high symmetry, only
a few (χ(2)

S )i jk elements are independent and nonvanishing. They can be determined

from SHG measurements with different input/output polarizations. From (χ(2)
S )i jk

together with knowledge of α(2)
i′ j′k′ , an approximate orientational distribution of the

molecules could be deduced.
From (9.4), it is seen that spatial variation of molecular species, molecular den-

sity, and molecular orientation and arrangement can lead to spatial variation of←→χ (2)
S .

Such variation on the micrometer or nanometer scale could be probed by SHG mi-
croscopy.
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The above theoretical description of SHG assumes the usual plane-wave approx-
imation. However, SHG microscopy often requires a strongly focused input laser
beam. Obviously, (9.2) for SHG output has to be modified by a geometric factor to
take into account the focusing geometry. Fortunately, this geometric factor should
remain unchanged as the focal spot scans over a flat surface, and therefore the spa-
tial variation of the SHG output should still reflect the spatial variation of |χ(2)

eff |2 over
the surface, yielding a surface microscope image.

Geometries for Second Harmonic Far-Field Microscopy The first experiments
of second harmonic microscopy were performed in the middle of the seventies by
Hellwarth and Christensen [21]. In these experiments, grain structures and defects
localized at the surface of thin films of nonlinear materials (ZnSe, GaAs, CdTe) were
imaged by the second harmonic signal (λ = 532 nm) generated in the transmitted
direction using a nanosecond pulsed Nd:YAG laser. Boyd and coworkers [22] first
demonstrated the possibility of SH microscopy imaging of a surface monolayer.
Even with a crude focusing and scanning setup, they were able to observe SHG
in reflection, with a spatial resolution of several microns, from a hole burned in
a Rhodamine 6G monolayer deposited on a silica substrate. Later, Schultz et al.
[23,24] used SH microscopy to study surface diffusion of Sb adsorbates on Ge. They
adopted the parallel imaging scheme with a photodiode array. The spatial resolution
limited by the pixel size of the 2-D detector was estimated to be ∼5 µm. With the use
of a 5 ns and 10 Hz pulsed Nd:YAG laser beam as the pump source, an acquisition
time of 5–10 minutes was required.

In recent years, tremendous progress on laser technology, imaging systems, pho-
todetectors and scanning devices has been made. This facilitates the development of
SH microscopy. On the other hand, growing interest in surfaces, surface monolayers
and thin films has also fostered the interest in SH microscopy [25]. The technique
has been applied to the study of a wide range of surfaces and interfaces including
Langmuir monolayers at the air-water interface [26], multilayers assemblies [27],
self assembled monolayers [28], metallic [29] and semiconductors surfaces [30–
32], nonlinear optical materials [33–35], and biomembranes [36–39].

Using a nsec Q-switched Nd:YAG laser and a CCD detector array, Flörsheimer
and coworkers has developed SH microscopy in various geometries (Fig. 9.1a–d)
and applied it to Langmuir monolayers [6,40–43]. Variation of the polarizations
of the input and output beams allows the determination of polar orientation of
molecules in microdomains. As examples, the SH microscopy images of a Lang-
muir monolayer of a 2-docosylamino-5-nitropyridine (DCANP) on water are dis-
played in Fig. 9.1e and f. They were obtained with the beam geometry described in
Fig. 9.1d and the input/output polarization combinations depicted in Fig. 9.1g and
h, respectively. A domain size of a few µm can be easily resolved.

In simple cases like 2-docosylamino-5-nitropyridine (DCANP), the nonlinear
polarizability of the molecules can be approximated by a single tensor element α(2)

zzz

along the molecular axis ẑ. If the molecules are well aligned in a monolayer do-
main, then the nonlinear susceptibility of the domain is also dominated by a single
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Fig. 9.1. (a,b,c,d) Schemes of the second harmonic microscopes using various geometries.
(e,f) SH micrographs of a DCANP Langmuir film at the surface of water. Image (e) is ob-
tained using the ss polarization configuration (g) while image (f) is obtained using the pp
polarization configuration (h) [6]. (Copyright (1999) Wiley-VCH)

tensor element χ(2)
Z′Z′Z′ along the alignment direction Ẑ′. In this case, the s-in/s-out

polarization combination of SHG probes an effective nonlinear susceptibility
∣∣∣χ(2)

eff

∣∣∣
ss
=

∣∣∣FZZχ
(2)
ZZZ sin3 φ

∣∣∣ = ∣∣∣FZZχ
(2)
Z′Z′Z′ cos3 θ sin3 φ

∣∣∣ , (9.5)

where θ is the tilt angle of Ẑ′ from the surface plane, φ is the angle between the
incidence plane and Ẑ, which is the projection of Ẑ′ on the surface, and FZZ is
the product of the three relevant Fresnel factors (see (9.3)). The beam geometry of
Fig. 9.1g corresponds to such a case.

For the beam geometry of Fig. 9.1h, the effective nonlinear susceptibility de-
duced is

∣∣∣χ(2)
eff

∣∣∣
pp
=

∣∣∣FZZ cos2 β1 cos3 φχ(2)
ZZZ + FZY sin2 β1 cosφχ(2)

ZYY

∣∣∣
=

∣∣∣∣(FZZ cos2 β1 cos3 θ cos3 φ + FZY sin2 β1 cos θ sin2 θ cosφ
)
χ(2)

Z′Z′Z′

∣∣∣∣ ,
(9.6)

where β1 is the incidence angle of the fundamental input, FZZ and FZY are the re-
spective products of Fresnel factors, and z − y defines the incidence plane. It is seen
from (9.5) that the Z direction can be determined from the variation of SHG with
φ with the s-in/s-out polarization. Then from (9.5) and (9.6), χ(2)

Z′Z′Z′ and θ can be
deduced if β1 is known and (χ(2)

eff )ss and (χ(2)
eff )pp are measured. Thus the various

domains in Fig. 9.1e and f clearly correspond to domains of different molecular
alignments.

SH microscopy has also been used to probe three dimensional structures of bi-
ological tissues and defects in materials. In this case, SHG originates from the fo-
cal region in the bulk. Using a reflection geometry and femtosecond pulses from
a mode-locked dye laser, Guo et al. [48] have obtained SH images of skin tissues.
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Fig. 9.2. (a) Optical setup used for SH tomographic imaging in the reflectance mode. BS:
beam splitter, HBS: harmonic dichroic filter, L: lens, M: mirrors, O: objective, P: prisms,
S: sample. (b) 3-D second harmonic generation(70 µm × 70 µm × 30 µm) of lithium tribo-
rate crystal fragments. Terraces (A), isolated crystallites (B), columnar stacking (C), can be
identified [49]. (Copyright (1998) Optical Society of America)

In their setup, a 27× microscope objective was used for both excitation and col-
lection of SHG, and the sample was mounted on a XYZ stage for lateral and axial
movement, allowing 3-D imaging of a fascia membrane and muscle attached to
the biological tissue. Interpretation of the images in term of molecular organization
could be improved by analyzing the polarization dependence of the collected signal.
In the case of the muscles tissues, in-vivo investigations could also be of interest to
monitor the physiological change of the fibrils membranes under stress.

Gauderon et al. [49] have used femtosecond pulses from a Ti:sapphire laser to
obtain by reflection 3-D SH microscopy images of lithium triborate (LBO) crystal
fragments embedded in agar. The experimental arrangement in shown in Fig. 9.2a.
The sample on the scanning stage was scanned by the focused laser beam both later-
ally and axially. A typical image is presented in Fig. 9.2b describing a scanned vol-
ume of 70µm × 70 µm × 30 µm. Terraces, isolated microcrystallites and columnar
arrangements of the crystal fragments are clearly observed. The spatial resolution of
the image depends on the dimensions of the focal point. Since SHG is proportional
to the square of the local fundamental input intensity, the effective point-spread
function of the SH output is smaller than that of the input by a

√
2 factor allowing

a resolution of 0.61λ/(
√

2NA), where λ is the input wavelength and NA denotes
the numerical aperture of the focusing lens. With λ=790 nm and NA = 0.8 this
lead to a spatial resolution of 0.4 µm, that is comparable to the maximum resolution
obtained in confocal linear optical microscopy. It could be further improved using
a confocal pinhole in the detection optics.

9.2.2 Coherence Effects in SH Microscopy

In SH microscopy, interferences from various features on the surface and/or back-
ground can lead to severe distortion of the SH image although, in most studies,
such effects have not been taken into account. Parallel (non-scanning) SHG imag-
ing using a 2-D detector array, for example, could suffer from interferences between
contributions originating from different sites of the sampled area. On the other hand,
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Fig. 9.3. (a) SH signal profile of a damaged area before correction of the background contri-
bution. The step size is 4 µm and the dwell time at each sample spot was 5 s. (b) Damaged
area after background compensation [52]

despite longer acquisition time, the local nature of a scanning focused fundamental
beam reduces interference effects and the morphology interpretation of images is
generally more straightforward [50].

However, even if the fundamental beam is tightly focused, the coherent nature
of SHG implies that the sample signal can still be distorted by background contri-
bution from sources other than the sample [51]. To cancel a uniform background
contribution, one can insert a NLO crystal in the optical pathway [50,52]. By ad-
justing the crystal orientation properly, it is possible to generate a SH field from the
crystal with proper phase and amplitude to cancel the background SH field. Fig-
ure 9.3 shows an example. The original SH microscopy image of a damaged area
of Si–SiO2 interface has two minima and a central peak. After the background sup-
pression, only the central peak with a slightly larger width is observed. The same
background correction scheme may not work with the parallel imaging method if
the background contribution is non-uniform over the probed area.

One can utilize the interference effect to obtain phase-contrast microscope im-
ages. In a recent experiment, Flörsheimer et al. [53] coherently mix the SH wave
generated from a sample (interface) with the reference SH wave from a crystalline
quartz plate. The resultant SH wave has a spatial intensity variation depending on
cos[(φS(r) − φR] where φS and φR are the phases of the SH waves from the sam-
ple and the reference, respectively. The microscope image then reflects the spatial
variation of φS(r), which can provide additional information concerning the sample.

9.2.3 Scanning Near-Field Nonlinear Second Harmonic Generation

Far-field SH microscopy still has a spatial resolution limited to µm2. Incorporation
of near-field optics in SH microscopy overcomes the diffraction limit and allows
studies of nanosructures. Near-field SHG measurements on rough metallic surfaces
[54], ferroelectric domains [55], piezoceramics [56], and LB films [13] have been
reported.

The first near-field SHG images were obtained by Bozhevolnyi et al. [13,57].
Their experimental setup (Fig. 9.4a) is a NSOM with a shear-force-based feedback
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Fig. 9.4. (a) Experimental setup for local probing of second-order susceptibilities with a near-
field optical microscope. BS: beam splitters, M: mirror, L: micro-objectives, S: sample, PT:
piezo translators, DL: diode laser, PD: photodiodes, F: filter and PMT: photomultiplier tube.
The detected second harmonic power versus the pump power squared is shown in the inset.
(b) Topography, fundamental and SH near-field images (2.5×3µm2) of a LiNbO3 crystal with
corresponding cross-sections of these images. The images were recorded simultaneously with
a total acquisition time of 9 minutes. Reprinted from [57], Copyright (1998), with permission
from Elsevier Science

system. The femtosecond fundamental input pulses from a mode-locked Ti:sapphire
laser irradiate the sample through a single-mode fiber with an uncoated sharp tip,
and both the fundamental and the SH output in the transmitted direction are col-
lected by photodetectors. The fiber tip has its axial position controlled by the tuning
fork sensor technique [60]. The scheme then allows the mapping of surface topogra-
phy with a few nm resolution like that in atomic force microscopy when the sample
surface is scanned. The topography can be correlated with the observed spatial vari-
ations of the fundamental and SH outputs from the sample. As an example, Fig. 9.4b
presents the three images of a LiNbO3 crystal with three small scatterers on it. All
the three images display the presence of the unidentified particles at the surface. In
the fundamental and SH images, the particles appear as dark spots. The decrease
of signals over the particles is presumably due to scattering loss as the tip moves
over the particles. The observed lateral resolution of SH-NSOM was around 100–
150 nm in the experiments that map the domain edges of a Langmuir–Blodgett film
[13,57] and a quasi-phase matching crystal [61]. Similar resolution was obtained by
Smolyaninov et al. [56].

SH-NSOM images were also obtained from an electrically poled grating in-
scribed on a polymer thin film containing azobenzene molecules [58]. Using an
amplified femtosecond laser pumping a optical parametric amplifier, the funda-
mental input wavelength was set at 1.28µm with an energy of 250 nJ/pulse for
80 fs pulses (Fig. 9.5). A uncoated chemically etched optical fiber was used as the
near-field probe in the collection geometry. For a grating of sufficient modulation
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Fig. 9.5. (a) Topographical image of a grating with a periodicity of 1.37 µm and a modulation
depth of 400 nm inscribed on p(DR1M)thin film by holography. (b) Corresponding SHG-
NSOM image obtained with 1.28 µm femtosecond input pulses. The SH signal was measured
at 640 nm. Reprinted from [58].Copyright (2003), Optical Society of America

depth, the ←→χ (2) periodic structure appears quite different from the topography re-
vealed by linear NSOM or AFM (Fig. 9.5a,b). Photoisomerization of the azoben-
zene side chains used to form the grating is known to result in mass transport and
to make the mass density higher at the ridges than the valleys. Less-effective pol-
ing at regions with higher density could lead to the observed complex←→χ (2) struc-
ture (Fig. 9.5b). Polarized measurements of the SH-NSOM images were conducted
to give a quantitative information of the orientational distribution of the azoben-
zene molecules via a determination of the odd order parameters 〈P1〉 = 〈cos θ〉 and
〈P3〉 = 0.5(5〈cos3 θ〉 − 3〈cos θ〉) with θ being the orientation angle of the rod-like
moieties [59]. In this work, the SH signal collected from the optical fibre probe was
measured with a lateral resolution better than 500 nm as shown in (Fig. 9.5b).

There are many variations of beam geometry in SHG-NSOM. With the funda-
mental input incident on a sample through a fiber tip, the SH output can be detected
either in the transmitted and reflected direction. It is also possible to use a fiber tip
to collect near-field SHG from a sample which is broadly illuminated by the fun-
damental input. One can also have SHG in an evanescent mode and use a metal tip
close to the sample surface to induce a SH leak from the surface.

As is true for all NSOM, the theoretical description of SHG-NSOM is difficult.
The attempts to model SHG-NSOM have been reported recently [62–64]. The SH
signal depends in a complicated way on the polarization of the fundamental field,
and multiple scattering of both the fundamental and the SH waves in the medium
must be taken into account. Thus, unlike in far-field SHG, little information can be
deduced from the polarization dependence of SHG-NSOM. Near-field SHG from
mesoscopic structures using either the tip illumination mode [65] or the tip collec-
tion mode [66] has been described by a self-consistent integral equation formalism.
The calculation shows a strong localization of the SH field around the mesostruc-
tures in both lateral and axial dimensions. This strong 3-D localization of SHG is of
particular interest to imaging of nanostructures with a NSOM.



246 F. Lagugné Labarthet, Y.R. Shen

9.3 Sum Frequency Generation Microscopy

9.3.1 Basic Principle of Sum Frequency Generation

As a second-order nonlinear optical process, sum frequency generation (SFG) is
also highly surface-specific in media with inversion symmetry, and can be used
as a surface probe. The IR-Vis SFG has already been developed into a powerful
surface vibrational spectroscopic technique [67,68]. In IR-Vis SFG, a visible laser
pulse (ωVis) overlaps with a infrared pulse (ωIR) at a surface and induces a nonlinear
polarization P(2) at the sum frequency ωSF = ωVis + ωIR:

P(2)(ωSF = ωVis + ωIR) = ε0
←→χ (2) : E(ωVis)E(ωIR) , (9.7)

which radiates and generates the SF output. As in SHG (9.2), the SF output in the
reflected direction is given by:

S (ωSF) ∝ ∣∣∣χ(2)
eff (φ)

∣∣∣2 I(ωVis)I(ωIR)AT , (9.8)

with

χ(2)
eff (φ) =

(←→
L ωSF · êωSF

)
· ←→χ (2)

S :
(←→

L ωVis · êωVis

) (←→
L ωIR · êωIR

)
(9.9)

and ←→χ (2)
S is related to the molecular hyperpolarizability ←→α (2) by (9.4). If ωIR is

tuned over vibrational resonances,←→α (2) must exhibit corresponding resonance en-
hancement and can be expressed in the form

←→α (2) =←→α (2)
NR +

∑
q

←→a q

(ωIR − ωq) + iΓq
, (9.10)

where←→α (2)
NR is the non-resonant contribution and←→a q,ωq and Γq denote the strength,

resonant frequency and damping constant of the qth vibrational mode, respectively.
Correspondingly, we have

←→χ (2)
S =

←→χ (2)
NR +

∑
q

←→
A q

(ωIR − ωq) + iΓq
. (9.11)

If the infrared input is tunable and scans over vibrational resonances, the resonant
enhancement of the SF output naturally yields a surface vibrational spectrum. Such
spectra with different input/output polarization combinations can yield information
about surface composition and structure in a local surface region. This technique
has found many applications in many areas of surface science. However, only a few
studies combining SFG vibrational spectroscopy and optical microscope techniques
have been reported.
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9.3.2 Far-Field SFG Microscopy

Combination of SF vibrational spectroscopy with optical microscopy allows detec-
tion or mapping of selective molecular species at a surface or interface. It also has
the advantage of an improved spatial resolution in comparison to conventional FTIR
microscopy because the resolution is now limited by the SF wavelength instead of
the IR wavelength. This is similar to Raman microscopy, but the latter is not surface
specific.

Flörsheimer has extended his development of SH microscopy to SF microscopy
[6,43]. The experimental arrangement with the input beams in total reflection ge-
ometry is depicted in Fig. 9.6a. A Langmuir–Blodgett monolayer film to be imaged
is adsorbed on the base surface of a prism. Two input beams enter by the two hy-
potenuse faces of the prism and the SF output exits from the film surface at an
oblique angle.

Figure 9.6b shows an SFG image of a monolayer of arachidic acid molecules
obtained with parallel imaging with the IR frequency set at 2962 cm−1 in reso-
nance with the CH3 stretching mode. The image exhibits dark holes and clear non-
uniformity in the illumination region. Similar experiment with the IR frequency at
2850 cm−1 in resonance with the methylene stretch yielded little SF signal. These
results indicate that the alkyl chains of the monolayer are in nearly all-trans config-
uration. The bright areas in the image in Fig. 9.6b represent regions with a densely
packed molecules in trans conformation. The dark holes likely originate from a lack
of molecules in the areas. They were not observed in freshly prepared LB films, but
appeared and grew with time due to a dewetting or desorption.

In the experimental geometry of Fig. 9.6a, emission of SF output at an oblique
angle could lead to image distortion in the parallel imaging process and deterio-

Fig. 9.6. (a) The thin film is deposited on the prism and is illuminated with two p-polarized
pulsed beams, ωVis and ωIR, impinging on the film in the total reflection geometry. The visible
frequency, ωVis, is fixed at 18800 cm−1 and the infrared frequency, ωIR, is tunable. No output
analyzer is used and the SF signal is found to be mainly p polarized. (b) Sum frequency
image of a LB monolayer of arachidic acid. The infrared frequency (2962 cm−1) is tuned
to the anti-symmetric stretching mode of methyl groups. Note that the scale bars are not of
equal size due to the oblique incidence of the collecting objective. Figure 9.6b is reprinted
with permission from [43]. Copyright (1999) American Chemical Society
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ration of spatial resolution. The problem could be solved by having the SF output
emitted normal to the surface. Unfortunately this may not be possible with the total-
reflection geometry described in Fig. 9.6a. Matching of wave-vector components
along the surface would require that the visible input beam be transmissive at the
surface.

Since the first edition of the present chapter, several groups have focussed
their attention on SFG microscopy. Following the pioneering work of Flörsheimer,
Kuhnke and coworkers have extended SFG microscopy to opaque and reflecting
samples [44]. Their microscope setup shown in Fig. 9.7 is an extension of con-
ventional SFG spectroscopy with 35 ps input beams (λvis = 532 nm and tunable
infrared) impinging on the surface at an oblique incidence angle (60 degrees from
the surface normal). The imaging stage is composed of camera and microscope ob-
jectives, a blazed grating and a CCD camera yielding a lateral resolution of 4.9 µm
and 3.1 µm in the lateral and axial directions, respectively.

With this setup, patterned self-assembled monolayers of octadecanethiol and
ω-carboxyhexadecanethiol adsorbed on gold were studied with a selective analysis
of the different chemical groups [45]. A very similar setup was later reported by
Baldelli et al. with a spatial resolution of 10 µm on microcontact-printed mixed self
assembled monolayers of mixtures of C16 thiols with methyl or phenyl terminal
groups [46]. The main difficulties of the above-mentioned SF microscopy scheme
lie in the oblique incidence geometry of the visible and infrared beams (and thus
the SFG signal) resulting in a distortion of images of which only the central part

Fig. 9.7. (a) Schematic setup of the SFG
microscope with the employed optical el-
ements. (b) Path of the imaging beam.
(c) Path of the illumination beam. FOV =
field of view. Reused with permission
from D.M.P. Hoffmann, K. Kuhnke, and
K. Kern, Review of Scientific Instru-
ments, 73, 3221 (2002). Copyright 2002,
American Institute of Physics
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is sharp. In addition, such microscopy configurations do not allow 3D sectioning
imaging because the signal comes only from the surface.

SFG is however allowed in chiral media through their optical activity. Shen,
Yang and coworkers have extended SFG microscopy to image systems containing
chiral molecules [47]. In this optically active SFG setup (OA-SFG), the two in-
put beams polarized in the incidence plane are focussed on the sample with the
same microscope objective (60x, 1.4 NA oil immersion) and the SF beam polarized
perpendicular to the incidence plane is collected in the transmission direction and
detected by a UV-sensitive photomutiplier. (Fig. 9.8)

Chiral molecules, Binol (R/S-(-)- 1,1’-bi-2-naphtol), were used in their exper-
iment. The OA-SFG signal was measured at 277 nm in a band of electronic tran-
sitions of Binol. The optical activity of Binol (R/S-(-)- 1,1’-bi-2-naphtol) was evi-
denced by comparing the SF signals from a racemic mixture and from a pure enan-
tiomer. The SFG microscopic images of a thin liquid cell containing Binol decorated
with silica beads of 2.4µm diameter are shown in (Fig. 9.9). The resolution of the
images is 400 nm.

Since the two beams were focussed by the same microscope objective, 3D sec-
tional imaging was possible by raster scanning the sample around the focal region.
In addition, this setup permits simultaneous measurements of chiral SHG and SFG
from a sample and therefore allows both surface and bulk imaging of the same
chiral system. OA-SFG microscopy has the advantage that it is free from achi-
ral background and therefore can exhibit excellent contrast in discriminating chiral
molecules from the achiral surrounding. While more research is still needed for ap-
plications to biological macromolecules, the technique could emerge as a powerful
tool for microscopic imaging of biophysical processes.

Fig. 9.8. (Scheme of experimental setup. The polarization arrangement for optically active
SFG imaging is SPP (for S, P- and P-polarizations of the SF output, 1 and 2 inputs, re-
spectively) in shown is the inset. Reprinted with permission from [47]. Copyright (2006)
American Chemical Society
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Fig. 9.9. (OA-SFG images of (a one and (b) three 2.4 µm diameter silica beads in R.Binol
solutions. Bottom panels show signal variations along the lines in the images. The polariza-
tion combination used was SPP and the collection time per image was 78 ms/pixel at power
levels of 0.18 mW ( λ = 415 nm) and 14 mW(λ = 830 nm). Reprinted with permission from
[47]. Copyright (2006) American Chemical Society

9.3.3 Near-Field SFG Imaging

Spatial resolution of SF microscopy can be improved to much below micron scale
by near-field detection of the SF output, as demonstrated independently by Shen
et al. [14], Schaller and Saykally [69] and Humbert et al. [70]. However, so far, only
studies of SFG-allowed media have been reported.

The experimental setup of Shen et al. is described in Fig. 9.10a. It allows near-
field imaging of SHG and SFG as well as topography of a sample with a lateral
resolution of about 120 nm. The wavelengths of the two input beams from a nsec
laser are fixed at 1.047µm and 0.524µm in the experiment. SHG and SFG from the
sample deposited on the base surface of the prism are generated in the total reflection
mode. The spatial variations of the evanescent waves above the sample surface are
probed via optical tunneling by an Al-coated fiber with a 120 nm aperture attached to
an XYZ piezoelectric scanner. With a shear force feedback to keep the probe-sample
distance constant, the fiber tip also yields the surface topography as the probe scans
the sample surface. Figure 9.10b shows the surface topography as well as the SH
and SF microscopy images of three isolated NNP (N-(4-nitrophenyl)-(L)-prolinol)
nanocrystals of ∼360 nm in size that were deposited on the prism surface. The three
images appear to be well correlated.

Schaller and Saykally [69] have performed near-field SFG microscopy with
a tunable IR input. They adopted a commercial NSOM head for collection of the
SF output (Fig. 9.11a). A femtosecond Ti:sapphire laser was used to provide the
visible input and to pump an optical parametric amplifier/difference frequency gen-
erator system to generate the tunable IR input. The microscopy was applied to a thin
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Fig. 9.10. (a) Optical set up used for both SHG and SFG photon scanning tunneling mi-
croscopy. (b) Topography, SH and SF images of NNP nanocrystals [14]

Fig. 9.11. (a) Setup for SFG-NSOM. The uncoated NSOM fiber probe tip (apex ∼50 nm)
operates in the collection mode. Infrared light is tunable from 2.8 to 10 µm. The two input
beams overlap over a surface of 100 µm2. (b) Topographic and SFG images (10 µm2) of ZnSe
thin film deposited on a substrate by chemical vapor deposition. Topographic and SH im-
ages are simultaneously acquired in 30 min. The spatial resolution is estimated to be 190 nm.
Reprinted with permission from [69]. Copyright (2001) American Chemical Society

film of ZnSe with the IR wavelength varied from 3.1 to 4.4 µm. Figure 9.11b shows
the surface topography and SF images at two IR wavelengths for a 10µm2 area of
the sample. The SF images reveals strain patterns that are not observable in the sur-
face topography. The lateral spatial resolution is estimated to be about 1/20 of the
IR wavelength.

9.4 Third Harmonic Generation Microscopy

While second-order nonlinear optical processes require a medium without inver-
sion symmetry, third-order processes such as third-harmonic generation are allowed
in any medium. The nonlinear polarization induced in a medium responsible for
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THG is

P(3)(3ω) = ε0
←→χ (3) : E(ω)E(ω)E(ω) , (9.12)

where ←→χ (3) is the third-order nonlinear susceptibility for the process. In the plane
wave approximation, the TH output is given by

S (3ω) ∝ ∣∣∣χ(3)
eff (φ)

∣∣∣2 I(ω)I(ω)I(ω) , (9.13)

with,

χ(3)
eff (φ) =

(←→
L 3ω · ê3ω

)
· ←→χ (3) :

(←→
L ω · êω

) (←→
L ω · êω

) (←→
L ω · êω

)
. (9.14)

If the fundamental input beam is strongly focused in the bulk of the medium, then
the TH output becomes [18,71]

S 3ω ∝ P3
ω

∣∣∣∣∣∣
∫ l

0

χ(3)(z′) exp(iΔkz′)dz′

(1 + 2iz′/b)2

∣∣∣∣∣∣
2

, (9.15)

where the integration extends over the length of the medium, Pω is the fundamental
beam power, kω and k3ω are the wave vectors at ω and 3ω, respectively, b = kω.w2

0
is the confocal parameter of the fundamental beam with a waist radius of w0 and
Δk = 3kω − k3ω is the phase mismatch. The integration in (9.15) nearly vanishes
if Δk ≤ 0 and l � 1/Δk but is finite for Δk > 0 [18]. However, in a medium
with normal dispersion, we expect Δk < 0 and hence a vanishing THG. Since third
order nonlinearity away from resonance is generally very weak and tight focusing
for THG is often required, this is obviously a shortcoming for using THG as a probe.
Nevertheless, Tsang has pointed out that with focusing at an interface, the symmetry
of the focusing geometry is broken and (9.15) needs to be modified [72]. Then even
with Δk < 0, THG in the forward direction can be appreciable.

In combination with a transmission optical microscope, THG can be used to
image a transparent sample with a 3-D microscopy capability. Indeed, liquid crystal
phase transitions [73], semiconductor microstructures [74], optical fiber structures
[75,76] and biological samples [8,77] have been investigated with this technique.
Recently, Schaller et al. have imaged red blood cells using THG-NSOM [15].

To illustrate the 3-D imaging capability of THG microscopy, we present in
Fig. 9.12 the experimental setup and result of Squier et al. [78]. A regeneratively am-
plified femtosecond Ti:sapphire laser is used to pump an optical parametric ampli-
fier, whose output is focused on the sample for TH imaging. The sample is mounted
on an XYZ scanning stage. Figure 10.5 in Chap. 10 shows an example of such an
image. The 3-D array of letters inscribed in a glass can be recognized with micron
resolution.

9.5 Coherent Anti-Stokes Raman Scattering Microscopy

Similar to THG, coherent anti-Stokes Raman scattering (CARS) is a third order
four-wave mixing process but is resonantly enhanced at vibrational resonances, and
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Fig. 9.12. Optical setup used by Squier et
al. for both writing and reading microdam-
age patterns in optical glass: OPA: optical
parametric amplifier, F1: long pass filter,
Ms: scanning mirrors, O1 and O2: objec-
tive lenses, F2: blocking filter, M1: insertable
mirror [78]. (Copyright (1999) Optical Soci-
ety of America)

is a powerful vibrational spectroscopic tool [79]. The process involves two input
waves at frequenciesωP and ωS with ωP−ωS tuned to a vibrational resonance of the
medium. The two inputs overlap in the medium and induce a third-order nonlinear
polarization in the medium at the anti-Stokes frequency ωAS = 2ωP − ωS:

P(3)
ωAS
= ε0
←→χ (3) : E(ωP)E(ωP)E∗(ωS) , (9.16)

which is the radiation source for CARS. Similar to SFG (9.11), the nonlinear sus-
ceptibility can be written as the sum of a non-resonant and a resonant term:

←→χ (3) =←→χ (3)
NR +

∑
q

←→
A q

(ωP − ωS) − ωq + iΓq
. (9.17)

Under the plane-wave approximation, the CARS output intensity from a uniform
sample of thickness d is given by

S (ωAS) ∝ ∣∣∣χ(3)
eff

∣∣∣2 I2
PIS sin2 (|Δk| d/2) / |Δk|2 , (9.18)

where Δk = 2kP − kS − kAS and

χ(3)
eff =

(←→
L ωAS · êωAS

)
· ←→χ (3) :

(←→
L ω1 · êω1

) (←→
L ω1 · êω1

) (←→
L ω2 · êω2

)
. (9.19)

In the case of a strongly focused geometry or a heterogeneous medium, (9.18) needs
to be modified, but the characteristic dependence of the CARS output on the phase
matching Δk is still approximately true. For CARS generated in the forward direc-
tion (F-CARS), |Δk| is generally much smaller than 1/λAS. For CARS generated in
the backward direction (E-CARS, where E stands for epi-detection), |Δk| is larger
than 2π/λAS. From a thin sample, F-CARS and E-CARS, both having |Δk|d � π,
are expected to have nearly the same signal intensity. From a thick sample with
|Δk|d < π for F-CARS but |Δk|d � π for E-CARS, F-CARS should have a much
stronger output than E-CARS.

Xie and coworkers [11,80] have studied theoretically the ratio of E-CARS and
F-CARS outputs in strongly focusing geometry by varying the sample thickness d.
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Fig. 9.13. (a) Optical scheme of the collinear configurations for F- and E-CARS microscopy
with collinear pump and Stokes beams and confocal detection in both forward and backward
directions [80]. (b) CARS and spontaneous Raman spectra of a 910 nm polystyrene bead. For
CARS, the pump wavelength (νP) was fixed at 854 nm and the Stokes wavelength (νS) was
tuned from 1.12 to 1.17 µm. The spectral resolution is estimated to 60 cm−1 [84]

They show that the E-CARS output reaches the relative maximum at d = 0.65λP.
Incorporation of CARS into optical microscopy provides microspectrometric imag-
ing of materials. Duncan and coworkers first used CARS microscopy with psec
laser pulses to image biological cells soaked in deuterated water [81–83] . Asides
from being able to selectively map out distributions of molecular species via their
vibrational resonances, it also has a number of other advantages compared to, in par-
ticular, Raman spectroscopy. (1) Since the CARS intensity (9.18) is proportional to
I2
PIS, both the lateral and the axial resolution are ∼√3 times better than that of linear

optical microscopy. For ωP − ωS = 3053 cm−1 (CH ring stretching mode), a lat-
eral resolution around 300 nm and an axial resolution around 1.6µm (even without
a confocal pinhole) have been obtained [84]. (2) A moderate laser intensity and
power can be used to avoid damaging of biological samples like living cells. (3)
The anti-Stokes emission in CARS is spectrally separable from fluorescence as its
wavelength is shorter than λP. (4) Transparency of the medium to the input waves
allows 3-D microscopy and imaging of buried samples.

Recently, Zumbusch et al. [84] and Volkmer et al. [80] have developed F-CARS
and E-CARS microscopy in the 2600− 3300cm−1 region using femtosecond pulses
generated by a Ti:sapphire laser and an associated optical parametric oscillator/amp-
lifier (Fig. 9.13a). The input beams are focused through a 60× oil-immersion objec-
tive with NA=1.4. A similar objective was used to collect the signal in both forward
and backward directions. The broad spectral width of femtosecond pulses limits the
spectral resolution to ∼60 cm−1, as seen in Fig. 9.13b. For better spectral resolution
longer input pulses with a narrower spectral width are required.
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Fig. 9.14. (a) CARS section images (20 × 20 µm2) of 910 nm polystyrene beads around
a 4.3 µm bead taken at ωP − ωS = 3038 cm−1. Sectioning is in the z direction with 1.2 µm
increments. The average powers of femtosecond pulses incident on the sample were 120 mW
and 50 mW at 855 nm and 1.155 µm, respectively [84]. (b) E-CARS image with a Raman
shift of 1570 cm−1 of an unstained human epithelial cell in an aqueous environment (size:
75 × 75 µm2). The average powers of picosecond ( f = 100 kHz) Stokes (800 nm) and pump
(741 nm) pulses were 1 an 2 mW, respectively. The lateral profile of the image displays fea-
tures as small as 375 nm. Figure 9.14b is reprinted with permission from [11]. Copyright
(2001) American Chemical Society

The 3-D imaging capability of CARS microscopy is shown in Fig. 9.14a where
images of polystyrene beads are presented. The Raman transition probed is the CH
ring stretch mode of polystyrene at 3038 cm−1. The lateral spatial resolution ob-
tained is around 300 nm.

If the sample is immersed in a liquid, the non-resonant background contribution
from the solvent can significantly distort the CARS signal [85]. In such a case, since
the overall thickness of the solution with the sample is much larger than the input
wavelengths, the background contribution in F-CARS is much larger than in E-
CARS. In fact, because of |Δk| � 2π/λAS, the background contribution in E-CARS
from the solvent is largely suppressed. Figure 9.14b shows an E-CARS image taken
at ωP − ωS = 1570 cm−1 of a human living cell (75 × 75µm2 in size) in an aqueous
solvent. It clearly exhibits many detailed features. The total imaging time was about
8 min.

Following the idea of surface enhanced Raman scattering, Kawata et al. have
demonstrated that CARS signal from molecules can be strongly enhanced if the
molecules are attached to gold particles and inserted in a CARS microscope [86–
88]. Combination of CARS with an AFM gold tip interacting with samples in the
near field region can provide excellent spatial resolution beyond the diffraction limit
of light with enhanced signal from the sample. Examples of simultaneous AFM
imaging of the topography and the CARS imaging of single wall nanotubes are
given in reference [86]. For maximum field enhancement, the tip has to be properly
positioned with respect to the focused spot (Fig. 9.15). The enhanced electric field
at the tip apex is strongly polarized along the tip axis and is effective not only to
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Fig. 9.15. (a) Schematic of tip enhanced-CARS generated from a gold coated cantilever tip
adjusted onto a tightly focussed laser spot by a high NA (1.4) objective lens. (b) Calculated
z-polarized electric field (along the tip axis) at the tightly focused spot with the excitation
wavelength of 800 nm. For the electric field enhancement effect, the tip has to be adjusted
onto one of the lobes of the strong z field. Reused with permission from Norihiko Hayazawa,
Taro Ichimura, Mamoru Hashimoto, Yasushi Inouye, and Satoshi Kawata, Journal of Applied
Physics, 95, 2676 (2004). Copyright 2004, American Institute of Physics

enhance the CARS signal but also to probe molecules oriented along the beam po-
larization under the tip. The strong local field enhancement makes near-field CARS
microscopy possible.

9.6 Multiphoton Excited Fluorescence Microscopy

Two-photon fluorescence microscopy was first developed by Webb and coworkers
for applications to biological and medical sciences [10]. Its main asset comes from
the 3-D imaging possibility to probe endogenous or exogenous fluorophores [89,90]
with a good lateral and axial resolution using either the scanning or the confocal
scheme. The technique has brought many new research opportunities to life science
and is becoming a routine microscopy tool in many laboratories. Three-photon ex-
cited fluorescence microscopy has also been demonstrated. An excellent review on
the subject can be found in [91].

Multiphoton-excited fluorescence microscopy offers several advantages over
confocal one-photon fluorescence microscopy [92]. First, the pump beam is now
in the transparent region that allows deeper probing into the sample [12,93]. The
larger difference in wavelength between the pump and the fluorescence makes spec-
tral filtering in signal detection much easier [94,95]. The much weaker absorption of
pump radiation significantly reduces thermal distortion and photobleaching hazards
on a sample. Second, because of the power dependence on the excitation intensity,
the fluorescence originates mainly from the tight focal region. Therefore, sectioning
of planes in 3-D imaging is limited only by the focal volume, and a confocal pinhole
is often not required to suppress the out-of-focus fluorescence background. Probing
volumes smaller than femto-liters have been reported .



9 Nonlinear Optical Microscopy 257

Recent advances of multiphoton-excited fluorescence microscopy have been
helped by the development of efficient fluorescent dyes with large multiphoton ab-
sorption cross-sections [96]. Work has been focused on improvement of the spatial
resolution and reduction of the laser power needed. We review here a few most
promising techniques and their combination with NSOM.

9.6.1 Two-Photon Excited Fluorescence (TPEF) Microscopy

We consider here both far-field and near-field versions of TPEF. Far-field TPEF is
already widely used for characterization of biological samples because of its 3-D
imaging capability. Near-field TPEF finds its interest in surface studies of micro-
scope systems that allow simultaneous imaging of the surface topography and the
different domains tagged by specific fluorophores.

Far-field TPEF Microscopy Two-photon-excited fluorescence yield from a sample
is proportional to the number of molecules excited per unit time by two-photon
absorption and the fluorescence efficiency η. It can be written as [89]

F(t) = ησ2

∫

V

C(r, t)I2(r, t)dV , (9.20)

where σ2 is the two photon absorption cross-section, C(r, t) is the density of
molecules in the ground state at r and t, and I is the exciting laser intensity. For com-
mon chromophores with excitation wavelength ranging from 690 nm to 1050 nm,
σ2 is about 10−48 to 10−50 cm4s/photon [89]. Owing to the quadratic dependence
of TPEF on laser intensity, the fluorescence in TPEF comes from a much reduced
volume as compared to one-photon excited fluorescence [97]. Consider a tightly fo-
cused gaussian laser beam in a medium. If the beam attenuation in the medium is
neglected, the input intensity distribution is given by

I(ρ, z) =
2P

πw2
0(z)

exp

⎛⎜⎜⎜⎜⎝−2ρ2

w2
0(z)

⎞⎟⎟⎟⎟⎠ , (9.21)

where z is in the propagation direction with z = 0 at the center of the focus and

w0(z) =
λ

π(NA)

√
1 +

(
4π(NA)2z

λ

)2

(9.22)

is the beam radius with λ being the wavelength and NA the numerical aperture. Tak-
ing the values NA = 0.45 and λ = 794 nm, the calculation shows that one-photon
fluorescence comes equally from mainly from a 1.9 µm section in depth around
the focal region [97]. TPEF microscopy images are often obtained with a scan-
ning microscope. The laser beam is focused to a diffraction-limited beam waist of
about 1 µm and is raster-scanned across a specimen. To improve the axial resolution,
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a confocal pinhole placed in front of the detector can be used as a spatial filter to
selectively detect fluorescence from a particular section plane in the focal region.
However, owing to the intrinsic sectioning capability of TPEF mentioned earlier,
the pinhole is not always required [98]. Because of the small two-photon absorp-
tion cross section of fluorophores, focused excitation intensity in the MW cm−2 to
GW cm−2 range is often needed for detectable fluorescence. For fast scanning, CW
mode-locked (femtosecond pulsed) lasers with moderate peak power but low mean
power are better suited.

Typical setup can be found in references [89,97,99]. An example is given in
Fig. 9.16. Femtosecond pulses from a Ti:sapphire laser with an 80 MHz repetition
rate is focused on a sample with a microscope objective of high NA. TPEF is epi-
collected by the same objective and sent either directly to the detector [89,99] or
after being spectrally resolved using a polychromator [97]. The 3-D image can be
obtained by scanning of the laser focal spot on the sample in the x − y plane with
a galvanometer mirror and in the z direction by translation of the microscope objec-
tive [99] or the sample mounted on a piezoelectric ceramic. The spatial resolution of
TPEF microscopy is similar to that of one-photon excited fluorescence microscopy
despite the difference in excitation wavelengths, with typical values of 0.3µm later-
ally and 0.9 µm axially [100]. The axial resolution can be improved by up to 50%
with the addition of a confocal pinhole [101].

Near-Field TPEF Microscopy Coupling of NSOM microscopy with fluorescence
measurement was initially developed for single-molecule spectroscopy imaging
[102] or time-resolved studies [103,104]. It has been used to probe single molecules,
quantum dots and macromolecules on surfaces with a spatial resolution better than
20 nm [105–108].

Near-field TPEF microscopy has also been developed in recent years. Jenei et al.
[109] used picosecond pulses from a Nd:YVO4 laser to induce TPEF from labelling
dye in a sample and an uncoated fiber tip for both excitation and collection of the
fluorescent signal from the sample. Figure 9.17 shows their setup and the observed
surface topography and TPEF image of a labelled mitochondria cell. The spatial res-

Fig. 9.16. Far-field TPEF mi-
croscopy setup. RG630, red-pass
filter; BE, 5× beam expander;
DC, dichroic mirror; PMT, pho-
tomultiplier tube [89]. (Copy-
right (1996) Optical Society of
America)
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Fig. 9.17. (a) Optical configuration of TPEF combined with a scanning near-field optical
microscope. The laser excitation of the sample is through an optical fiber tip which also
collects the TPEF signal. The tip-sample distance is regulated by a shear force mechanism.
(b) Topography of stained mitochondria cell. (c) TPEF image from the same area. Adapted
from [109]. (Copyright (1999) Biophysical Society)

olution obtained was better than 200 nm. Similar resolution was achieved by Lewis
et al. using femtosecond pulses from a Ti:sapphire laser to probe individual Rho-
damine 6G molecules [110].

Hell et al. [16] and Kirsch et al. [111] showed that it is also possible to use a CW
laser as the excitation source for TPEF microscopy and obtain good microscope
images. An example is shown in Fig. 9.18, where both far-field and near-field TPFE
images of a chromosome stained with a dye are presented. The near-field image
appears to have a better spatial resolution (150 nm).

Another variation of TPEF-NSOM has been developed by Sànchez et al. [112].
They used femtosecond laser pulses to illuminate a sample and a sharp gold tip

Fig. 9.18. (a) Far-field TPEF microscopy image of a stained chromosome using a CW ArKr
laser excitation (λ = 647 nm, P = 100 mW, acquisition time 4 s). (b) Near-field TPEF mi-
croscopy image of the same stained chromosome [16]. (Copyright (1996) Optical Society of
America)
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Fig. 9.19. (a) NSOM-TPEF set up with metallic tip excitation. The light source is
a Ti:sapphire laser (λ = 830 nm, τ = 100 fs, f = 76 MHz). The beam is sent into an inverted
fluorescence microscope, reflected by a dichroic beam splitter and focused by a microscope
objective (NA = 1.4, 60×) on the sample surface. The metal tip is centered onto the focal
spot. The TPEF is collected by the same objective lens and detected either by an avalanche
photodiode or analyzed by a spectrometer in conjunction with a CCD camera. Simultaneous
topography image (b) and near-field TPEF image (c) of J-aggregates of pseudoisocyanine
dye embedded in polyvinyl sulfate were obtained using the apparatus [112]

near the surface to locally enhance the optical field at the sample (Fig. 9.19a). Such
a local field enhancement can be very large and highly localized. In TPEF-NSOM,
it strongly enhances the two-photon excitation and hence fluorescence from the
sample area under the tip. (The same concept can be applied to other linear and
nonlinear optical imaging techniques). Operating in both AFM and NSOM modes,
the apparatus allows simultaneous imaging of surface topography and fluorescence
microscopy. An example shown in Fig. 9.19b and c reveals features in fragments
of photosynthetic membranes as well as J-aggregates with a resolution of 20 nm
that roughly corresponds to the tip apex. As pointed out by the authors, the use of
a metal tip a few nanometer away from a fluorophore may quench the fluorescence.
Therefore, proper fluorophores with rapid energy transfer should be used in such
a technique. Kawata et al. have studied theoretically the optical field enhancement
from metallic and dielectric tips of various shapes. Laser heating of the tips does
not appear to be important. The lateral resolution of such an apertureless near-field
microscope is estimated to be in the nanometer range [113].

9.6.2 TPEF Far-Field Microscopy Using Multipoint Excitation

Introduced by Hell et al. [114,115] and Buist et al. [116], parallel microscopy imag-
ing using a two-dimensional microlens array has been proved to be a powerful in-
strument for fast image acquisition without increasing excitation intensity. This is
possible because TPEF is confined to the small focal volumes. The microlens array
splits an incident laser beam into beamlets that separately focus into the sample;
the number of focal points equals to the number of microlenses. Fluorescent sig-
nals from the focal regions are collected by a 2-D photodetection system. Shown
in Fig. 9.20 is the apparatus developed by Bewersdorf et al. that permits real-time
3-D imaging with high efficiency and resolution [115]. The expanded beam from
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Fig. 9.20. Optical setup of a multifocal multipoint microscope for real-time direct-view TPEF
microscopy. L: lenses, ML: microlens disk, M: mirror, DM: dichroic mirror. The inset shows
the array of a spiral arrangement of microlenses on the disk [115]. (Copyright (1996) Optical
Society of America)

a femtosecond laser illuminates a section of microlenses etched on a disk each hav-
ing a diameter of 460µm and a focal length of 6 mm. The overall arrangement of
the microlenses on the disk form a pattern of spirals with 10 rows. The multiple
beamlets pass through intermediate optics and form an array of independent foci
on the sample with the help of an objective lens that is also used for collection and
mapping of fluorescence from the multiple foci onto a CCD camera. Rotation of
the microlens disk allows for scanning of foci in a sample plane. The image ac-
quisition speed depends on the number of lenses arranged in rows and the rotation
frequency of the disk. Bewersdorf et al. have used an acquisition speed 40 to 100
times faster than that of a single-beam scanning TPEF, permitting real-time TPEF
imaging of living cells. The spatial resolution they obtained was similar to those of
conventional TPEF microscope with an axial resolution of about 0.84µm when an
oil immersion objective lens was used.

9.6.3 4-Pi Confocal TPEF Microscopy

4-Pi confocal microscopy is 3-D TPEF microscopy technique developed to im-
prove the axial resolution of far-field microscopy [117]. An axial resolution of about
100 nm has been demonstrated [118]. The scheme involves excitation of the sam-
ple by counter-propagating beams through two objective lenses with high numerical
aperture (Fig. 9.21a). The overall excitation aperture of the system would approach
4π if the aperture extended by each lens were 2π. The acronym of the system 4-Pi
was chosen as a reminder of this arrangement.

The two counter-propagating beams interfering in the focal region should yield
an intensity distribution with a main peak several times narrower in the axial di-
rection than that obtainable by a single focused beam. Furthermore, fluorescence
from secondary interference peaks (axial lobes) along the axis in the focal region
can be significantly reduced by a confocal pinhole (Fig. 9.21a) and by a deconvolu-
tion procedure using a restoration algorithm [119]. Figure 9.21b shows as example
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Fig. 9.21. (a) Setup of the TPEF 4-Pi confocal microscope. The numerical aperture of the
100× oil immersion objectives is 1.4 [119]. (b) Microscopy images obtained with various
schemes: two photon confocal (top), two photon 4-Pi confocal (center), two photon 4-Pi
confocal after side-lobe removal (bottom). The right column shows the intensity profiles of
the fluorescence along the lines indicated in the respective images [118]. (Copyright (1999)
Biophysical Society)

axial images of a fibroblast cell using various schemes (confocal, 4-Pi confocal,
4-Pi confocal with axial lobes removed). The excitation source was a mode-locked
femtosecond Ti:sapphire. The 4-Pi confocal microscopy image with axial lobes sup-
pressed obviously has the best axial resolution. It reveals details on a scale less than
200 nm.

9.6.4 Simultaneous SHG/TPEF Microscopy

SHG and TPEF can be simultaneously generated from a sample by a focused beam
and detected in the same microscopy system. Both processes have an output pro-
portional to the square of the input laser intensity, but one is coherent and the
other incoherent. If they are pumped by the same laser input, then, as shown in
Fig. 9.22a, both experience the same two-photon resonant excitation. However, SHG
is surface-specific in media with inversion symmetry and TPEF is not. Thus the
two processes can provide complementary information about the sample. Lewis and
coworkers [38,39] and Moreaux et al. [37,99,120], have used combined SHG/TPEF
microscopy to study biological membranes. In the setup of Moreaux et al., fem-
tosecond pulses from a Ti:sapphire were used for excitation of a sample through
a microscope objective. The SHG output in the forward direction was collected by
a lens while TPEF was epi-collected with the help of a dichroic mirror. Three di-
mensional SHG and TPEF images were obtained by scanning the laser focal spot in
the x− y plane with galvanometer mirrors and in the axial direction by translation of
the objective. Presented in Figs. 9.22(b) and (c) are vesicles images acquired in 1.5 s
with an excitation power less than 1 mW [99]. They provide an excellent example of
complementarity of SHG and TPEF: the adhesion between the two vesicles appears
to be centrosymmetric as it contributes to TPEF but not to SHG.
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Fig. 9.22. (a) Level diagrams
describing two-photon excited
fluorescence and second har-
monic generation. (b) SHG and
(c) TPFE images of labelled
vesicles excited by laser in-
put at λ = 880 nm (τ=80 fs,
f=80 MHz, P ≤1 mW) [99].
(Copyright (1996) Optical Soci-
ety of America)

9.6.5 Three-Photon-Excited Fluorescence Microscopy

Three-photon-excited fluorescence microscopy has also been demonstrated. The cu-
bic dependence of fluorescence on the local input laser intensity allows further im-
provement of the spatial resolution as compared to TPEF. For samples such as amino
acids, proteins and neurotransmitters that are susceptible to photodamage by one-
photon absorption in the ultra-violet and residual absorption in the visible-red range,
the three-photon-excited fluorescence scheme with a near-infrared input beam could
avoid the damage and seems to be most suitable for microscopy. Using femtosec-
ond Ti:sapphire laser pulses for excitation, Gryczynski et al. successfully imaged
the triptophan residues [121] and Maiti et al. imaged neurotransmitters in living
cells [95].

A lateral and axial resolution of ∼0.2 and ∼0.6 µm has been achieved [90]. The
main disadvantage of the technique is the narrow window of operation. Because the
three-photon absorption cross-section of a sample is generally very small (10−75 −
10−84 cm6 s2 photon−2), high peak laser intensity is required for excitation that likely
causes damage of the sample.

9.6.6 Stimulated-Emission-Depletion (STED) Fluorescence Microscopy

Recently, Klar et al. proposed and demonstrated an interesting idea that can signif-
icantly improve the spatial resolution of fluorescence microscopy [122]. It involves
fluorescence quenching of excited molecules at the rim of the focal spot through
stimulated emission thus significantly reducing the focal volume that emits fluo-
rescence. This is accomplished by passing the quenching laser beam through an
optical phase plate, yielding a focused wave front that produces by destructive in-
terference a central minimum at the focal point. In the experiment (Fig. 9.23a), two
synchronized pulses from a Ti:sapphire laser/optical parametric oscillator system
with a 76 Mhz repetition rate were used: a visible pulse with a 0.2 ps pulsewidth for
excitation followed by a near-infrared pulse with a 40 ps pulsewidth for fluorescence
quenching. The visible pulse at λ = 560 nm originated from the optical paramet-
ric oscillator with an intracavity frequency doubler and the near-infrared pulse at
λ = 765 nm came directly from the laser. The fluorescence was epi-collected by an
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Fig. 9.23. (a) STED microscope setup. Excitation pulse is followed by fluorescence quench-
ing pulse. Fluorescence is then detected after passing through dichroic filters and a confocal
pinhole. (b) and (c), Intensity distributions of fluorescence along x and z (axial direction) in
confocal and in confocal STED microscopy, respectively. The latter has an axial width of
97 nm which is 5 times narrower than in (b) [122] (Copyright (2000) National Academy of
Sciences, U.S.A.)

avalanche photodiode after passing through a confocal pinhole. The lateral and axial
resolutions obtained were ∼100 nm, which is an improvement of a factor 5 in the
axial direction and 2 in the lateral one, compared to ordinary confocal microscope
(Fig. 9.23(b) and (c)).

Besides the improvement on spatial resolution which compete with most near-
field optical microscopes, STED microscopy can also find other important appli-
cations in studies of ultrafast dynamics. The ultrafast control of fluorescence un-
der microscopy conditions opens new opportunities for transient microscopy and
spectroscopy of nano-objects. It should also have interesting perspectives in single
molecule spectroscopy such as control of individual excited molecules with fem-
tosecond time resolution [123].

9.7 Conclusion

In this contribution, we have briefly surveyed the field of nonlinear optical mi-
croscopy and presented a few examples of contemporary applications. The survey
is by no means complete. The field is still at its infant stage. Further development
of the techniques and their applications can be anticipated. As in the past, future
advances would benefit from having better lasers, better optics and optical systems
and better photodetectors. For example, an efficient high-speed detection and data
acquisition system incorporated with an optimized pulse laser excitation scheme
would allow in-situ probing of time-dependent surface reactions on nanostructures
or in-vivo study of biological cells. Compared to linear-optics, nonlinear optics has
the advantage that it probes a larger domain of material properties. SHG and SFG,
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for example, are unique in their abilities to probe selectively surfaces and inter-
faces. However, nonlinear optics also has the disadvantages that it generally requires
stronger input laser intensity and the effects are more complex. The latter point is
important for interpretation of the observed microscopy images [124–127]. In par-
ticular, a clear understanding of the effects in near-field microscopy is essential for
the future progress of nonlinear NSOM.

At the time of this updated edition, it is remarkable that a large number of bio-
physical processes are under investigation using nonlinear optical processes meas-
ured with a microscope. SHG or higher multiphotonic processes such as or THG and
CARS are clearly revealing their assets in imaging biological materials [129–131].
Although a good understanding of nonlinear optical images has yet to be explored,
new prospects in the field of chirality [128,47] or signal enhancement in the near
field region [113], offer great challenges and promises.
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23. K.A. Schultz, E.G. Seebauer: J. Chem. Phys. 97, 6958 (1992)
24. K.A. Schultz, I.I. Suni, E.G. Seebauer: J. Opt. Soc. Am. B 10, 546 (1993)
25. M.S. Johal, A.N. Parikh, Y. Lee, J.L. Casson, L. Foster, B.I. Swanson, D.W. McBranch,

D.Q. Li, J.M. Robinson: Langmuir 15, 1275 (1999)
26. N. Kato, K. Saito, Y. Uesu: Thin solid films 335, 5 (1999)
27. S.B. Bakiamoh, G.J. Blanchard: Langmuir 17, 3438 (2001)
28. L. Smilowitz, Q.X. Jia, X. Yang, D.Q. Li, D. McBranch, S.J. Buelow, J.M. Robinson:

J. Appl. Phys. 81, 2051 (1997)
29. Y. Sonoda, G. Mizutani, H. Sano, S. Ushioda, T. Sekiya, S. Kurita: Jap. J. Appl. Phys.

39, L253 (2000)
30. H. Sano, T. Shimizu, G. Mizutani, S. Ushioda: J. Appl. Phys. 87, 1614 (2000)
31. K. Pedersen, S.I. Bozhevolnyi, J. Arentoft, M. Kristensen, C. Laurent-Lund: J. Appl.

Phys. 88, 3872 (2000)
32. I.I. Suni, E.G. Seebauer: J. Chem. Phys. 100, 6772 (1994)
33. S. Kurimura, Y. Uesu: J. Appl. Phys. 81, 369 (1996)
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10 Parametric Nonlinear Optical Techniques
in Microscopy

M. Müller and G.J. Brakenhoff

10.1 Introduction

A small revolution is taking place in microscopy. Nonlinear optical spectroscopic
techniques – which in bulk applications have been around almost since the inven-
tion of the laser in the sixties – are rapidly being incorporated within high resolution
microscopy. Starting with the successful introduction of two-photon absorption mi-
croscopy in 1990 [1], which has found important applications in biology, a whole
series of other nonlinear optical techniques have been introduced: Three-photon ab-
sorption, Second Harmonic Generation (SHG), Third Harmonic Generation (THG),
Coherent Anti-Stokes Raman Scattering (CARS), the optical Kerr effect, . . .

The startling progress of laser technology has enabled this new field in mi-
croscopy. Ultrashort pulses – which combine high peak power with moderate av-
erage powers – are required for efficient application of nonlinear optics at high nu-
merical aperture (NA) conditions. Also, the lasers need to combine a low noise level
of operation with high power output, “turn-key” operation and tunability over a large
wavelength range. All these features are now available in current “state-of-the-art”
laser technology.

A number of features make the introduction of nonlinear optical techniques into
microscopy particularly interesting. The nonlinear dependence of the specimen’s
response to the incident laser power, provides inherent optical sectioning and thus
three-dimensional imaging capability. A consequence of the fact that the interaction
is limited to the focal region only, is the reduction of detrimental out-of-focus inter-
actions, such as photobleaching and photo-induced damage. The use of nonlinear
optics often enables the use of longer wavelengths, which reduces scattering and
is – in some cases – less harmful to e.g. biological specimen. Another important
reason for using nonlinear optics in microscopy is its possibility for spatially re-
solved spectroscopic measurements. Nonlinear optical spectroscopy, particularly in
the form of four-wave mixing, can provide a wealth of information in both the time
and frequency domain through the intricate interactions with the molecular energy
levels.

Of particular interest here is the class of parametric nonlinear optical processes.
Parametric processes are those in which during the interaction no net energy transfer
occurs from the laser field to the sample, and vice versa. This absence of energy
transfer makes these techniques potentially noninvasive imaging modes. In addition,

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007



270 M. Müller and G.J. Brakenhoff

because of the absence of photo-induced damage to the sample, no fading of contrast
takes place.

This chapter is organised as follows. We start out with a brief review of the theory
of nonlinear optics in general and of parametric processes in particular. This high-
lights the similarities of the different techniques, while at the same time indicating
the differences in response generation. All the different techniques probe different
parts and orders of the nonlinear susceptibility of the material, thereby providing
detailed information on molecular structure and – in some cases – intermolecular
interactions. In the next chapters we consider two nonlinear optical parametric tech-
niques in more detail: third harmonic generation and coherent anti-Stokes Raman
scattering. These two techniques provide widely different information on the sam-
ple. The former can be applied to image – and analyse – changes in refractive index
and/or nonlinear susceptibility in transparent materials. The latter can be used as
a general “chemical microscope”: the contrast is based on molecular structure and
molecular interactions. We conclude with some general remarks with respect to the
use nonlinear parametric processes in high numerical aperture (NA) microscopy.

10.2 Nonlinear Optics – Parametric Processes

The field of nonlinear optics is concerned with all light-matter interactions in which
the response of the material depends in a nonlinear fashion on the input electro-
magnetic field strength. Excellent text books exist (e.g. [2–5]) that provide both
a general overview of the field and a detailed theoretical analysis. Here some of the
main features are reviewed which are relevant for the application of nonlinear opti-
cal techniques to high resolution microscopy. The discussion is limited to so-called
parametric processes, which are processes for which the initial and final quantum-
mechanical states of the system are equal. These processes include phenomena like
harmonic generation and stimulated Raman scattering.

10.2.1 Introduction

The standard approach in nonlinear optics is to split the macroscopic polarisation –
i.e. the result of an ensemble of oscillating dipole moments – in a linear and a non-
linear part and to expand it in successive orders of the electromagnetic field (E):

P(r, t) = PL(r, t) + PNL(r, t)

= ←→χ (1) : E +←→χ (2) : EE +←→χ (3) : EEE + . . . . (10.1)

In (10.1),←→χ (1) and←→χ (n) denote the linear and nonlinear susceptibility respectively,
which relate the complex amplitude of the electromagnetic fields with the polarisa-
tion. For example, for the third-order susceptibility:

Pi =
∑

jkl

χ(3)
i jklE jEkEl , (10.2)
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where i, j, k and l run over all Cartesian coordinates. In general, for a material with
dispersion and/or loss, the susceptibility is a complex tensor quantity. Parametric
processes however can always be described by a real susceptibility. Note that from
symmetry arguments it follows immediately that even orders of the nonlinear sus-
ceptibility –←→χ (2n) – vanish for materials that possess a centre of inversion symme-
try. Various approaches have been developed to relate the macroscopic susceptibility
to microscopic quantities (see e.g. [6,7]).

The nonlinear optical signal intensity follows from the macroscopic polarisation
that is induced by a specific order of interaction in the expansion of (10.2). The
macroscopic polarisation P(r, t) acts as a source term in the wave equation, produc-
ing an electromagnetic signal wave. Accordingly, the signal intensity is proportional
to the complex square of the field. As an example consider the process of third har-
monic generation (THG). This process is depicted schematically in an energy level
diagram in Fig. 10.1b. Three electromagnetic waves of fundamental frequency ωf

interact non-resonantly and simultaneously with the material to produce a signal
wave at the third harmonic frequency ωth = 3ωf . Thus the THG process is related
to the third-order susceptibility through1

P(ωth) ∝ ←→χ (3)(ωth = ωf + ωf + ωf ) : E(ωf)E(ωf )E(ωf) , (10.3)

where the explicit spatial and temporal dependence of the electromagnetic fields has
been dropped. It follows that the THG signal intensity is proportional to the cube of

1 The notation used here follows [2].

Fig. 10.1. Energy level diagrams for the parametric nonlinear optical processes of SHG (a),
THG (b) and CARS (c). Common to all is that they are electronically nonresonant and – by
definition – have no net energy transfer to the specimen. The various laser and signal frequen-
cies represent: fundamental (ωf), second-harmonic (ωsh), third harmonic (ωth), Laser (ωL),
Stokes (ωS), and Probe (ωP). ΔΩ denotes the difference in energy between two vibrational
energy levels
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input power:

Ith ∝ |P(ωth)|2

∝ ∣∣∣←→χ (3)(ωth = ωf + ωf + ωf ) : E(ωf)E(ωf)E(ωf )
∣∣∣2 = ∣∣∣χ(3)

∣∣∣2 (If)3 .
(10.4)

In the second part of 10.4 it is assumed for simplicity that all fields have parallel po-
larisation, i.e. χ(3) ≡ χ(3)

1111. In the following the absence of explicit vector or tensor
notation indicates the implicit assumption of a parallel polarisation condition for all
fields involved. By definition parametric processes are coherent techniques which
are electronically nonresonant with an, for all practical purposes, instantaneous in-
teraction with the specimen. This results in the absence of a net energy transfer to
the specimen, rendering these techniques potentially nondestructive.

10.2.2 Optical Sectioning Capability

Common to all nonlinear optical techniques is their capability of optical sectioning
in microscopy applications. Due to the nonlinear dependence of the signal on the
laser intensity – Isignal ∝ (Iinput)n with n > 1 – the recorded signal is dominated by
the in-focus contributions with negligible out-of-focus contributions.

This is in contrast to “conventional” linear microscopic techniques, where the
signal response depends linearly on the input intensity – as is the case for e.g.
single-photon absorption fluorescence. In this case a uniform sample layer con-
tributes equally to the signal, whether it is in- or out-of-focus. Thus the axial po-
sition of such a layer cannot be determined with widefield fluorescence microscopy.
The use of a confocal pinhole suppresses the contributions from out-of-focus planes
permitting “optical sectioning” of the sample and thus a true axial resolution.

Nonlinear optics microscopy applications, on the other hand, have inherent op-
tical sectioning capability. Even without the use of a confocal pinhole, these micro-
scopic techniques provide three-dimensional imaging capability. This can provide
significant advantages especially for imaging in turbid media.

10.2.3 Second Harmonic Generation (SHG)

Second harmonic generation is widely used to generate new frequencies, and has
been used as a tool for imaging nonlinear susceptibilities in various materials (see
for instance: [8–14]). SHG involves the interaction of light with the local nonlinear
properties that depend on the molecular structure and hyperpolarizabilities. There-
fore, the second harmonic intensity, and hence the contrast, is a function of the
molecular properties of the specimen and its orientation with respect to both the
direction and the propagation of the laser beam.

The induced macroscopic polarisation in second harmonic generation (SHG) is
given by (see also the energy level diagram of Fig. 10.1a):

P(ωsh) ∝ ←→χ (2)(ωsh = 2ωf) : E(ωf)E(ωf ) , (10.5)
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where ωf and ωsh denote the frequency of the fundamental and second harmonic
field respectively. It follows that the intensity of the second harmonic signal has
a square dependence on the input laser intensity:

Ish ∝
∣∣∣χ(2)

∣∣∣2 (If)2 . (10.6)

Since it is related to the second-order nonlinear susceptibility, SHG vanishes for
a (locally) symmetric distribution of dipoles. The signal response is either confined
to the surface of isotropic specimens or can probe local molecular asymmetries.

As characteristic for all coherent nonlinear phenomena, the SHG signal is
strongly directional. The so-called phase anomaly of tightly focused laser beams –
with a phase retardation of the focused wave relative to an unfocused plane wave –
results in specific, in some cases non-isotropic, signal emission patterns [12]. Res-
onant enhancement of the SHG signal occurs when the two-photon transition ap-
proaches an electronic state of the specimen. This effect can be used effectively
through the addition of a specific “SHG label”. Also, SHG contrast can be used
to discriminate between various molecular conformations. For instance, it has been
shown that chirality of the molecule can provide a two-fold enhancement of the
signal in certain molecules, relative to an achiral form [11].

10.2.4 Third Harmonic Generation (THG)

In contrast to SHG, third harmonic generation (THG) is allowed in isotropic me-
dia. Nevertheless, interference – as a result of the Gouy phase shift – of radiation
generated before and after focus results in efficient THG only in case of interfaces
in either the third-order nonlinear susceptibility or the dispersion. Recently it was
realised that this property makes THG a powerful three-dimensional imaging tech-
nique [15,16].

For THG the induced macroscopic polarisation is given by (see also the energy
level diagram of Fig. 10.1b):

P(ωth) ∝ ←→χ (3)(ωth = 3ωf) : E(ωf )E(ωf)E(ωf ) , (10.7)

where ωf and ωth denote the frequency of the fundamental and second harmonic
field respectively. It follows that the intensity of the third harmonic signal has a cube
dependence on the input laser intensity:

Ith ∝
∣∣∣χ(3)

∣∣∣2 (If)
3 . (10.8)

The generation of the third harmonic under tight focusing conditions has been de-
scribed in detail (see e.g.: [4,15,17]). THG is generally allowed in any material,
since odd-powered nonlinear susceptibilities are nonvanishing in all materials. How-
ever, due to the Gouy phase shift of π radians that any beam experiences when pass-
ing through focus, THG is absent for Δk = 3kf − kth ≤ 0, i.e. for exact phase
matching or in case of a negative phase mismatch. The latter is the case for me-
dia with normal dispersion, i.e. where the refractive index decreases as a function
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of wavelength. Qualitatively, in a homogeneous medium the THG waves generated
before and after the focal point destructively interfere, which results in the absence
of a net THG production. However, in case of inhomogeneities near the focal point,
efficient generation of the third harmonic is possible. This is especially the case for
interfaces in the dispersion and/or third-order nonlinear susceptibility (←→χ (3)). Note
that THG is thus not restricted to the surface of the material only, but rather results
from the bulk of the material contained within the focal volume and the presence
of interfaces or inhomogeneities therein. This is confirmed also by the absence of
a back-propagating THG signal [15].

These specific properties of THG are described well with Gaussian paraxial the-
ory, even in the case of high NA focussing conditions [18]. With these approxima-
tions, an analytic solution can be derived which takes the form:

Eth(r) = ηAth(z) exp

(−3ηkfr2

2zR

)
, (10.9a)

where

η(z) =
1

1 + iz/zR
,

Ath(z) =2πiωth χ
(3)A3

f
S (z)
nthc

,

S (z) =
∫ z

η2(ξ) exp(iΔkξ)dξ .

(10.9b)

In (10.9a), Eth(r) is the third harmonic field envelope, A denotes the peak ampli-
tude and zR is the Rayleigh length, which is equal to half the confocal parameter
(b = 2zR).

10.2.5 Coherent Anti-Stokes Raman Scattering (CARS)

CARS is the nonlinear optical analogue of spontaneous Raman scattering. While
amplifying the Raman signal by many orders of magnitude and enhancing the de-
tectability of the signal against background luminescence, it retains the unique spec-
tral specificity of Raman scattering. The Raman spectrum can provide a molecular
‘fingerprint’ even at room temperature and in complex environments such as living
cells. In addition it is sensitive to intermolecular interactions. Recent developments
in laser technology have permitted introduction of this well known non-linear spec-
troscopic technique into the field of high resolution microscopy [19,20].

For CARS the induced macroscopic polarisation is given by (see also the energy
level diagram of Fig. 10.1c):

P(ωAS) ∝ ←→χ (3)(ωAS = ωL − ωS + ωP) : E(ωL)E(ωS)E(ωP) , (10.10)
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where ωL, ωS, ωP and ωAS denote the frequencies of the so-called Laser, Stokes,
Probe and Anti-Stokes field respectively. CARS is a four-wave mixing technique in
which two laser beams – Laser and Stokes – set up a grating, off which the third
beam – Probe – undergoes a Bragg diffraction, generating an anti-Stokes signal
beam. In a plane wave approximation and for a non-absorbing medium, the CARS
signal strength is given by [25]:

ICARS ∝
∣∣∣χ(3)

∣∣∣2 ILISIP sinc2 (Δk · d/2) . (10.11)

where I denotes the intensity of the lasers and CARS signal, d is the thickness of
the scattering volume and Δk = kAS − kL + kS − kP describes the phase mismatch.
It has been shown [19,26] that for high numerical aperture focusing conditions the
phase matching condition is less stringent. A collinear beam geometry (kAS = kL =

kS = kP) is therefore commonly used to achieve maximum spatial resolution in
microscopy applications. Also for practical reasons Laser and Probe are generally
derived from the same laser source (ωL = ωP and IL = IP).

For a sample consisting of one or more molecular species, the CARS signal is
proportional to:

ICARS ∝
∣∣∣∣∣∣∣
∑

k

Nkχ
(3)
k

∣∣∣∣∣∣∣
2

, (10.12)

where Nk denotes the number of molecules of type k. The non-linear susceptibiltiy
(χ(3)) for each molecular species consists of a resonant (R) and a non-resonant (NR)
contribution:

χ(3) = χ(3)
R + χ

(3)
NR (10.13)

Far away from one-photon resonances, the two-photon resonant Raman contribution
to the non-linear susceptibility can be written as:

χ(3)
R ∝

∑
j

A j

δ j − iΓ j
(10.14)

where Ai is a real constant containing the vibrational scattering cross-section of the
vibrational mode i, δi = Ωi − ωL + ωS denotes the detuning from the vibrational
resonance Ωi, Γi is the HWHM of the spontaneous Raman scattering vibrational
transition and the summation runs over all vibrational resonances.

10.3 Third Harmonic Generation (THG) Microscopy

10.3.1 General Characteristics

The main properties of THG microscopy that follow from theory – most of which
have now been verified in practice – are as follows:
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• The contrast in THG microscopy is based on either a change in third-order sus-
ceptibility or in the dispersion properties of the material, within the focal vol-
ume of the fundamental radiation. In other words, an interface between two
materials is needed for efficient THG. Denoting the two materials with 1 and
2 respectively, it is required that either χ(3)

1 � χ(3)
2 or Δn1 � Δn2, where

Δni = ni(λf) − ni(λth) describes the dispersion of material i. It follows that,
in contrast to phase microscopy, THG imaging can discern the interface be-
tween two media on the basis of a difference in nonlinear susceptibility alone.
An example of this is the fact that the boundary between immersion oil and
a microscope coverglass – which have been matched in refractive index explic-
itly – is clearly imaged in THG microscopy. THG imaging is a transmission
mode microscopy, similar to phase-contrast or DIC microscopy, but with in-
herent three-dimensional sectioning properties. Thus, whereas phase-contrast
microscopy depends on accumulated phase differences along the optical path
length, THG microscopy is sensitive to differences in specimen properties lo-
calised within the focal volume.

• The generation of third harmonic is restricted to the focal region. In particu-
lar, the full-width-at-half-maximum (FWHM) of the axial response of a THG
microscope to an interface between two media with a difference in nonlinear
susceptibility alone is equal to the confocal parameter at the fundamental wave-
length [15].

• THG is a coherent phenomenon in which the third harmonic radiation is gen-
erated in the forward direction. For a linearly polarised input laser beam, the
generated third harmonic is also linearly polarised in the same direction [22].
The third-order power dependence of THG on the input laser power, results in
an approximately inverse square dependence on the laser pulse width. Typical
conversion efficiencies from fundamental to third harmonic are in the range of
10−7–10−9 [22], and conversion efficiencies upto 10−5 have been reported for
specific materials [23]. The efficiency of the THG process depends critically on
the orientation of the interface relative to the optical axis [16].

• The noninvasive character of THG imaging has been demonstrated in various
applications of microscopic imaging of biological specimens in-vivo [22,24,25].
In addition, fading of contrast – equivalent to the bleaching of fluorescence – is
absent in THG imaging applications.

The experimental setup for THG microscopy is shown schematically in Fig. 10.2.
A near IR femtosecond laser beam – in our case the idler wave from an optical
parametric amplifier – is focused by a high NA microscope objective onto the sam-
ple. Two scanning mirrors provide for XY beam scanning. The sample itself can
be moved in the axial direction. The signal is emitted in the forward direction and
collected by either a second microscope objective or a condenser lens. Note that the
NA of the generated third harmonic signal is one-third of the input NA [18]. The
signal passes a filter that blocks the residual laser light and is detected on a photo-
multiplier tube (PMT). It has also been shown [22] that the THG signal can readily
be recorded directly on a video camera.
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Fig. 10.2. Schematic of the experi-
mental setup for THG microscopy.
Laser light at the fundamental fre-
quency ωf is focussed onto the spec-
imen by a high NA microscope ob-
jective. The third harmonic signal (at
ωth) is collected in the forward direc-
tion by a second microscope objective
or condenser and detected on a photo-
multiplier tube (PMT). The specimen
is raster scanned in the lateral plane
by scanning of the laser beam and in
the axial by movement of the speci-
men

10.3.2 Selected Applications

In a first demonstration of the noninvasive character of THG microscopy, the tech-
nique was applied live cells [22]. In particular, the Rhizoids from the alga Chara
were imaged Fig. 10.3, where the strong cytoplasmic streaming was used as an in-
ternal check for the survival of these tubular single cells. These cells have been
studied widely, especially with respect to their response to gravity, which is thought
to be related to the so-called statoliths – which are vesicles containing BaSO4 crys-
tals, contained in the tip of the root. In in-vivo imaging, the statoliths show dynamic
motion while remaining anchored to the actin filament network. No disruption of the
cytoplasmic streaming, nor any fading of contrast, has been observed for more than
an hour of continuous exposure; a first indication that the cell remains functional.

Fig. 10.3. THG image of the
Rhizoid tip from the alga Chara.
The so-called statoliths – which
are vesicles containing BaSO4

crystals – are clearly visible as
well as the cellular membrane
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Figure 10.4 shows the three-dimensional imaging capabilities of THG mi-
croscopy. A total of 36 optical sections – taken at 1 µm axial intervals – were taken
of Spyrogira. Figure 10.4a–c shows different optical sections of top, middle and bot-
tom part of the axial stack. Fig. 10.4d is a three-dimensional reconstruction. The di-
ameter of the spiral is approximately 35 µm and the spacing between the individual
spiral ribs ∼10 µm. The shadow below the three-dimensional reconstruction is due
to THG from the water-coverglass interface. We have checked – by measurement of
the output wavelength and polarisation analysis –that the signal is truly from THG
and not from some sort of autofluorescence from the sample. Also, we observed no
fading of contrast over prolonged exposure times. Alternatively, THG microscopy
can be used in the material sciences as demonstrated by the use of the technique
to visualise the results of laser-induced breakdown in glass Fig. 10.5 [26]. In this
data storage type application, high energy IR pulses (∼0.7 µJ/pulse) were used to
“write” specific patterns in different focal planes in glass. In this particular case, the
letters “U”, “C”, “S” and “D” were written in planes with an axial separation of
19 µm. The “write” process is due to laser-induced breakdown, which is a multi-
photon absorption process that causes highly localised plasma formation. The rapid
expansion of the plasma causes a microexplosion which results in observable dam-
age. The created “damage structure” is considered to be due to either a small change
in refractive index or a vacuum bubble [27]. The “written” pattern – consisting of
these microstructures – can subsequently be “read” with THG microscopy using low
energy IR pulses (∼ 40 nJ/pulse). This energy level is below the threshold of laser-
induced breakdown. THG microscopy can also be used for material characterisation.

Fig. 10.4. Selection of THG images of Spyrogira out of a total of 36 optical sections at 1 µm
axial intervals. (a)–(c) Images at the top, middle and bottom of the stack. (d) 3D reconstruc-
tion of the complete stack
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In principle, a quantitative measurement of the dispersion, Δni = ni(λf)−ni(λth), and
the nonlinear susceptibility, χ(3), is possible [18]. An indication of this potential is
shown in Fig. 10.6. In these experiments the sample consisted of a thin layer of either
immersion oil or air between two microscope coverglasses. The total THG intensity
was recorded as a function of the axial position for various excitation numerical
apertures. To characterise the functional shape of these THG axial profiles three in-
tensity ratios were defined: Rpre = ITHG(−L/4)/ITHG(0), Rpost = ITHG(+L/4)/ITHG(0)
and Rmid = ITHG(−L/2)/ITHG(0), where L is the separation between the two inter-
faces. The THG yield is represented by ITHG, with the z position of the interface as
argument: the ratios represent the THG intensities resulting when the focus lies ex-
actly halfway the interfaces ITHG(+L/2), one quarter gap thickness before the first
interface ITHG(−L/4), and likewise behind the first interface ITHG(+L/4); all nor-
malised by the intensity at the first interface ITHG(0). Theoretically these ratios are
calculated with Gaussian paraxial theory. With “hat”-profile beams, the agreement
between experiment and theory is only qualitative. Nevertheless, the calculations
reproduce the basic features of the experimental data. For the calculations we used
Δnoil = −0.028 and ΔnK5 = −0.032, with noil = 1.50276 and nK5 = 1.51146 at
λf = 1100 nm). The ratio of the nonlinear susceptibilities of K5 and immersion oil
was chosen arbitrarily to be χ(3)

oil/χ
(3)
K5 = 3. The numerical calculations show that the

functional form of the signal is dependent almost solely on the change in disper-
sion, whereas the magnitude of the THG signal depends primarily on the ratio of
the nonlinear susceptibilities.

In recent studies [33,34] it has been shown that quantitative measurement of
the third-order non-linear susceptibility using THG is also possible as follows.

Fig. 10.5. 3D reconstruction
from a series of axially sec-
tioned THG images taken
at 2 µm axial intervals. The
letters are approximately 20
µm wide and were written
in focal planes spaced 19
µm apart
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Fig. 10.6. Measured intensity ratios, Rpre, Rmid, Rpast, for a double-interface geometry, the gap
being filled with immersion air (a) and oil (b) respectively. The insets show the results from
calculations based on Gaussian paraxial theory. For the calculations we used Δnoil = −0.028
and ΔnK5 = −0.032, with noil = 1.50276 and nK5 = 1.51146 at λf = 1100 nm and χ(3)

oil /χ
(3)
K5 = 3

A material for which the susceptibility is to be measured, is placed between two
cover glasses. This sample is then axially scanned through a focus of moderate NA
(∼0.4) and the THG signal from both the air-glass and the air-material interfaces
is recorded. The ratio of the peak THG intensities for the two surfaces can then be
related to the non-linear susceptibility of the unknown material if the susceptibility
and the dispersion for the used cover glasses is known.

10.3.3 Summary

The examples of THG microscopy applications given above show the potential of
this technique. Its unique ability to observe – with three-dimensional resolution –
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changes in the material properties of transparent specimen can be used effectively
in both biological and material sciences applications. The lateral resolution of the
technique is in the range of 400 nm, whereas the axial resolution scales with the
confocal parameter of the fundamental beam, and is generally in the order of 1 µm.
The fact that THG is an electronically nonresonant interaction with the specimen,
renders it noninvasive, as has been shown in in-vivo cell biological studies. In ad-
dition this ensures that there is no fading of contrast, which is a general problem in
fluorescence based techniques.

The contrast in THG microscopy is based on changes in dispersion and changes
in the magnitude of the nonlinear susceptibility. The influences of both of these pa-
rameters can be largely decoupled. When measuring for instance THG axial profiles
as a function of the numerical aperture, the functional shape is dependent primarily
on changes in dispersion, whereas the total THG yield depends almost completely
on the changes in nonlinear susceptibility alone. This provides the opportunity to ac-
cess these parameters quantitatively. A prerequisite for these experiments is that the
geometrical shape of the specimen is known in some detail. Being a coherent phe-
nomenon – the magnitude of the THG signal is dependent on the specific structure
of the specimen. Thus in principle, various structures may yield the same image.
Note however, that due to the nonlinearity of the THG process, this sensitivity to
the structure of the specimen extends only over a range of the order of the confocal
parameter of the fundamental excitation beam.

10.4 Coherent Anti-Stokes Raman Scattering (CARS)
Microscopy

10.4.1 General Characteristics

Raman spectroscopy is sensitive to molecular vibrations, which in turn reflect
molecular structure, composition and inter-molecular interactions. As such, Raman
spectroscopy is unique in that it provides detailed intra- and inter-molecular struc-
tural information and specificity at room temperature, even within extremely com-
plex systems such as living cells. Raman spectroscopy suffers, however, particularly
from a low scattering cross section as well as from interference from naturally oc-
curring luminescence, limiting its applicability to high resolution microscopy. Stim-
ulated Raman scattering – and in particular CARS – can overcome these drawbacks
of spontaneous Raman scattering rendering the signal strength required for effective
image acquisition in high resolution microscopy.

CARS microscopy was first introduced in the early eighties [28,29], but found
limited application at that time, probably due to shortcomings in laser technology.
The technique was recently reinvented [19,20], using novel approaches both in terms
of the laser apparatus used and the application of non-collinear phase matching ge-
ometries at high numerical-aperture focusing conditions. Several approaches have
now been developed for the application of CARS microscopy in high resolution mi-
croscopy. For instance, Xie and co-workers [30,31] showed that an epi-detection
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mode in CARS enhances the sensitivity of the technique to small features, by ef-
fectively removing the nonresonant background contribution. In a later publication
this group showed that the nonresonant background can alternatively be suppressed
by using polarised CARS [32]. Recently, we have shown [33] the potential of mul-
tiplex CARS microscopy for imaging the chemical and physical state of biological
model system. In multiplex CARS a significant region of the vibrational spectrum is
addressed simultaneously – rather than point-by-point as in “conventional” CARS.
The general properties of CARS microscopy can be summarised as follows (see [36,37]
for recent reviews on CARS microscopy):

• The CARS spectrum generally consists of both a resonant and a nonresonant
contribution. The resonant part is proportional to the square of the Raman scat-
tering cross section.

• CARS is a coherent process in which the signal is generated in a forward direc-
tion determined by the phasematching geometry (kAS = kL − kS + kP). For high
numerical aperture focusing conditions the phasematching condition is signif-
icantly relaxed. The divergence of the generated emission scales directly with
the lateral waist of the interaction volume.

• Because of the signal’s cube dependence on the laser input intensity, CARS mi-
croscopy provides inherent optical sectioning, enabling three-dimensional mi-
croscopy. The resolution in CARS microscopy is determined by the interaction
volume. While sacrificing some of the attainable spatial resolution, nonlinear
phase matching configurations [20] can be implemented in high NA microscopy.
This mode of operation is essential for the use of time-resolved CARS and may
enhance the detection sensitivity in some cases.

• CARS microscopy is a form of “chemical imaging”, which – through the Raman
spectrum – is particularly sensitive to both the molecular vibrational signature
and to intermolecular interactions.

Fig. 10.7. Schematic of the exper-
iment setup for CARS microscopy.
The output of two lasers – denoted by
Laser and Stokes – is made collinear
and synchronised in time. The beams
are focused by a high NA microscopy
objective onto the sample, which is
moved by piezo scanners in all three
dimensions. The generated CARS
signal is collected in the forward di-
rection by a second microscope ob-
jective and measured on a spectrom-
eter. A CARS spectrum is acquired at
each specimen position
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10.4.2 Multiplex CARS

A typical CARS experimental setup is shown in Fig. 10.7. Two lasers (pico- and/or
femtosecond) are synchronised in time and made collinear before being focused
by a high NA microscope objective onto the sample. The CARS image is acquired
point-by-point where the sample is scanned in all three spatial directions. The CARS
signal is emitted in the forward direction and the, so-called, Laser and Stokes are
blocked by a set of appropriate filters. In the multiplex CARS configuration a nar-
row bandwidth (∼2 cm−1) picosecond Ti:Sapphire Laser laser is used, in combina-
tion with a broad bandwidth (∼150 cm−1) femtosecond tunable Ti:Sapphire Stokes
laser. For every image point, the CARS spectrum is measured with a spectrome-
ter, with typical acquisition times in the order of 20-100 ms. As an example, Fig.
10.8 shows the CARS spectrum of a di-stearoylphosphatidylcholine (DSPC) multi-
lamellar vesicle. The solid line represents a fit of the theoretically expected signal
to the data. For the theoretical expression use is made of parameters (linewidths and
line positions) obtained from the spontaneous Raman scattering signal (shown as an
inset). This effectively reduces the number of free fitting parameters for the CARS
signal to the magnitude of both the resonant and nonresonant contribution.

Figure 10.9 shows the various components that contribute to the measured multi-
plex CARS signal. In Fig. 10.9a both the original data are shown and the signal after
dividing out the influence of the Stokes spectral intensity profile. The CARS signal is
proportional to the absolute square of the nonlinear susceptibility – (10.11) – which
in turn consists of a sum of a resonant and a nonresonant contribution [33]:

IAS ∝
∣∣∣χ(3)

NR + χ
(3)
R

∣∣∣2 . (10.15)

Fig. 10.8. Multiplex CARS spectrum of a DSPC multi-lamellar vesicle. The experimental
data (open circle) are fitted (solid line) to a theoretical expression for the CARS signal which
contains three vibrational resonances as deducted from the spontaneous Raman signal (inset)
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Fig. 10.9. (a) Top: Multiplex CARS spectrum of a DSOPC multi-lamellar vesicle. Bottom:
CARS signal after dividing out the Stokes spectral intensity profile. (b) The three contribu-
tions that make up the signal of part a, bottom). Top: vibrationally resonant. Middle: “cross”-
term. Bottom: vibrationally nonresonant

The total signal thus consists of three parts: a constant nonresonant background,
a purely resonant contribution with a Lorentzian shape and amplitude proportional
to the square of the Raman scattering cross sections and a cross term which yields
a dispersive signal. The different contributions to the total CARS signal of Fig. 10.9a
are shown in Fig. 10.9b as they are derived from the fit. Finally, Fig. 10.10 shows
the image – one optical section – acquired from the DSPC multi-lamellar vesicle.
The 50 × 50 pixel image was acquired in 250 seconds. This should be compared to
a typical acquisition time – for the same excitation power and signal-to-noise ratio –
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Fig. 10.10. Multiplex CARS images of a DSPC multi-lamellar vesicle. The acquisition time
for the full CARS spectrum is 100 ms. Plotted is the amplitude of the −1101 cm−1 mode as
deduced from fitting the data to a theoretical expression for the CARS spectrum

of a single Raman spectrum of such vesicles in the order of 15 minutes. Note that
the fitting procedure ensures that laser power fluctuations and time jitter between the
lasers do not influence the signal-to-noise of the acquired image. The figure clearly
shows that the density of lipids minimises in the centre of the vesicle.

As shown in these figures, multiplex CARS microscopy provides a CARS spec-
trum over a significant part of the vibrational spectrum in typically 20-100 ms. The
signal-to-noise of these spectra is more than sufficient to deduce important infor-
mation from the specimen. We have shown [33], for example, that within a sin-
gle experimental run, the information obtained from the so-called skeletal optical
mode region of the vibrational spectrum can be used to discriminate between lipid
membranes which are in the liquid crystalline phase (i.e. above the phase transition
temperature) or in the gel phase (below the phase transition temperature). Inter-
estingly, this region of the spectrum is quite insensitive to the particular chemical
structure of the acyl chains, providing a general probe to the physical structure of
lipid membranes. Most importantly, multiplex CARS provides a more than four
orders of magnitude increase in signal strength compared to spontaneous Raman
spectroscopy, permitting high resolution microscopy with realistic (∼minutes) im-
age acquisition times.

Coherent anti-Stokes Raman scattering (CARS) microscopy is rapidly devel-
oping into an important tool in biophysics and biology research. It provides three-
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dimensional imaging with physical [35] and chemical [38] specificity without the
need for introducing artificial labels. Due to the relatively large cross-section and
density of C-H stretch vibrations, lipid molecules have been used extensively in
CARS microscopy studies both in model lipid bilayers [39,40] and cellular mem-
branes [22,41,42]. Also applications of CARS microscopy in the material sciences
have recently been reported [43].

10.4.3 Summary

CARS microscopy is a novel approach to obtain spatially resolved information
about the chemical composition and physical structure of samples. While retain-
ing the spectral specificity of spontaneous Raman spectroscopy, it provides a signal
enhancement through the nonlinear interaction with the specimen that enables high
resolution microscopy. The nonlinearity of the process also provides the technique
with inherent optical sectioning capability. The contrast in the images is based on
vibrational spectral features – i.e. to specimen inherent properties – and does not
require the addition of specific labels. Also, since CARS is a parametric process, no
energy transfer to the specimen occurs in the generation process of the signal pro-
viding generally mild exposure conditions for (biological) specimen and ensuring
that no fading of contrast occurs.

In many application, CARS microscopy is accomplished using two picosecond
lasers, in which case only a single point in the CARS spectrum can be addressed
at a time. To obtain spectral information, one of the lasers needs to be tuned, mak-
ing the CARS spectrum obtained in this way particularly sensitive to laser-induced
fluctuations in the signal strength (e.g. due to power fluctuations, timing jitter, etc.).
In the newly developed multiplex CARS microscopy technique, a significant part
of the CARS spectrum is obtained simultaneously, through the use of a combina-
tion of a picosecond (small spectral bandwidth) laser and a femtosecond (broad
bandwidth) laser. This eliminates the problems associated with laser-induced fluc-
tuations, and provides CARS spectra of which the signal-to-noise is limited only by
Poisson noise. This mode of operation enables – for the first time – the use of CARS
spectral data to image highly specific features of the sample.

10.5 Conclusion

Advances in ultrashort pulsed laser technology has provided the opportunity to com-
bine nonlinear optics with high NA microscopy. This opens the way to a rich field
of molecular spectroscopic techniques for spatially resolved studies both in the ma-
terial sciences and in biology. Through its nonlinearity of response, this class of
optical techniques provides inherent optical sectioning, and thus three-dimensional
imaging capability.

Here we have considered a sub-class of these techniques: parametric nonlinear
optics. In parametric processes no energy transfer between the object and the laser
field(s), and vice versa, takes place, providing the potential for noninvasive imaging
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modes, as well as the absence of fading of contrast in the images. Second harmonic
generation microscopy exploits the fact that second-order nonlinear interactions are
not observed in specimen that contain a centre of inversion symmetry. Thus this
technique is particularly sensitive to surfaces or highly oriented samples. Third har-
monic generation on the other hand is in principle a “bulk” phenomenon. However,
under strong focusing conditions – as in high NA microscopy – the Gouy phase shift
at focus causes destructive interference between the third harmonic radiation that is
produced before focus with that produced after the focal plane. This implies that
significant third harmonic generation is only observed near interfaces in dispersion
or nonlinear susceptibility. This makes the technique highly attractive for material
properties characterization studies.

Third harmonic generation is one nonlinear optical technique of the broad class
of so-called four-wave mixing techniques that have been applied widely in spectro-
scopic studies. Recently other members of this class have been introduced to high
resolution microscopy. Most prominent of these new additions is coherent anti-
Stokes Raman scattering (CARS). CARS microscopy combines the unique vibra-
tional spectroscopic specificity of spontaneous Raman scattering with a signal en-
hancement through the nonlinear interactions by several orders of magnitude. This
signal enhancement enables – for the first time – to exploit the detailed Raman spec-
tral information for imaging purposes. In the recently developed multiplex CARS
microscopy configuration, the CARS signal is acquired simultaneously over a sig-
nificant part of the vibrational spectrum. A consequence of this is that the accuracy
with which the spectral information can be measured is limited only by Poisson
noise, and not – as in conventional CARS – by laser induced signal strength fluctu-
ations (power fluctuations, time jitter, etc.).

Another recent addition to nonlinear optical microscopy from the class of four-
wave mixing techniques is the application of the nonlinear optical Kerr effect [34].
In this application, this novel technique has been applied to study the mobility of
intracellular water. The technique permits the determination of rotational relaxation
times, which for small molecules such as water are typically in the order of ∼800 fs.

As a final remark, a word of caution with respect to the interpretation of im-
ages that result from parametric nonlinear optical techniques. All these techniques
provide a coherent imaging mode, that is: the generated signals from the speci-
men interfere on the detector to give rise to a certain detected intensity. In general
this may obscure the relation between object and image, since in principle different
objects can give rise to similar images. However the situation in nonlinear optical
microscopy is more favourable since the signals are generated only within the focal
volume of the laser beams. Thus only sub-resolution structure within the specimen
may complicate the image interpretation.
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11 Second Harmonic Generation Microscopy
Versus Third Harmonic Generation Microscopy
in Biological Tissues

Chi-Kuang Sun

11.1 Introduction

Second-harmonic generation (SHG) and third-harmonic generation (THG) pro-
cesses are both nonlinear processes, related to the interaction of intense light with
matters. SHG process describes the generation of light wave that is twice the fre-
quency (with half of the original wavelength) of the original one while THG process
describes the generation of light wave that triples the frequency (with one third of
the original wavelength) of the original one. The harmonic light wave generation
is coupled from the excited nonlinear polarization PNL under intense laser excita-
tion. The interaction of nonlinear polarization PNL and the excitation light is usually
related through a nonlinear susceptibility χ, as previously described in Chaps. 9
and 10. SHG and THG can be visualized by considering the interaction in terms of
the exchange of photons between various frequencies of the fields. According to this
picture, which is previously illustrated in Figs. 10.1 (a), (b), two or three photons of
angular frequencyω are destroyed and a photon of angular frequency 2ω (for SHG)
or 3ω (for THG) is created in a single quantum-mechanical process. The solid lines
in the figure represent the atomic ground states, and the dashed lines represent what
are known as virtual levels. These virtual levels are not energy eigenlevels of the
atoms, but rather represent the combined energy of one of the energy eigenstates
of the atom and one or more photons of the radiation field. Due to its virtual level
transition characteristics, harmonic generations are known to leave no energy de-
position to the interacted matters, since no real transition involved and the emitted
photon energy will be exactly the same as the total absorbed photon energy. This
virtual transition characteristic provides the optical “noninvasive” nature desirable
for microscopy applications, especially for live biological imaging.

Due to its nonlinearity nature, the generated SHG intensity depends on square
of the incident light intensity, while the generated THG intensity depends on cubic
of the incident light intensity. Similar to multi-photon induced fluorescence pro-
cess, this nonlinear dependency allows localized excitation and is ideal for intrinsic
optical sectioning in scanning laser microscopy. Usually the third-order nonlinear
susceptibility χ(3)(3ω : ω,ω, ω) needed for THG is much weaker than the second-
order nonlinear susceptibility χ(2)(2ω : ω,ω) needed for SHG, thus THG is harder
to observe. However, not all biological materials have second-order nonlinear sus-
ceptibility. For centro-symmetric media, the lowest order nonlinear susceptibility
will be χ(3) instead of χ(2). This is why people have rarely heard of generation of

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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SHG from a bulk glass. The random distribution of oxides in glass creates optical
centro-symmetry in optical wavelength scale, thus inhibiting the SHG generation.
Only non-centro-symmetry media is allowed to generate SHG. On the other hand,
all materials are allowed to create third-order susceptibility, of which magnitudes
vary according to material property and wavelength.

According to photon momentum conservation, the generated harmonic photons
will be emitted in the same direction as the incident photons, unless noncollinear
phase matching process is involved. This forward direction emission property re-
stricts the light collection geometry in microscopy applications. Nowadays most
SHG and THG microscopes utilize transmission detection, which is different from
the reflection detection in most laser scanning fluorescence microscopes.

11.2 SHG Microscopy

In the past four decades, SHG has been widely applied to the study of SHG materials
and interfacial regions without a center of symmetry, and was later combined with
a microscope for SHG scanning microscopy [1,2] in 1970s. Today, SHG scanning
microscope has been widely used in material studies for surface monolayer detec-
tion [3], ferroelectric domain structures [4], and nonlinear crystal characterization
with 3D resolution [5], as previously described in Chap. 6. With low frequency
electric field breaking the centro-symmetry, SHG can also be generated due to low
frequency electric field even in centro-symmetry media, providing a tool to image
electric field. This process is usually described as a third-order nonlinear process
with the nonlinear polarization described by [6]

PNL(2ω) =
3
4
εoχ

(3)(2ω : ω,ω, 0)E(ω)E(ω)E(0) (11.1)

where E(0) is the low frequency electric field. This process is usually referred as
Electric-Field-Induced-Second-Harmonic-Generation(EFISHG). Utilizing EFISHG
in gallium nitride, we have successfully demonstrated electric field distribution
imaging using SHG scanning microscopy [7,8]. Compared with traditional electro-
optical sensor probe technique, EFISHG microscopy of electric field has all the ad-
vantage of scanning confocal microscope, with high optical resolution and great 3D
sectioning power. It is also a background-free experiment if the EFISHG material
possesses centro-symmetric properties. Recently we have successfully achieved 3D
electric field distribution mapping in an IC circuit utilizing liquid crystal as EFISHG
probe materials with sub-micron resolution [9,10].

SHG generation in biological specimen was first observed in 1971 by Fine and
Hansen from collageneous tissues [11] by using a Q-switched ruby laser at 694 nm.
In 1986, Freund, Deutsch, and Sprecher demonstrated SHG microscopy in connec-
tive tissues [12] based on a 1064 nm Q-switched Nd:YAG laser. They attributed the
SHG generation to the polarity (that is one type of non-centro-symmetry) of rat-
tail tendon, which was then correlated to polar collagen fibrils. In 1989, J.Y. Huang
and his coworkers used SHG to probe the nonlinear optical properties of purple
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membrane–poly(vinyl alcohol) films [13]. The SHG is attributed to the naturally
oriented dipole layers. Recently Alfano and coworkers have also reported SHG
from animal tissues [14]. Even though they attributed the SHG from only the sur-
face term that is due to the broken symmetry at the boundary, they also found some
SHG intensity dependence on the tissue constitutes with asymmetric structures such
as collagen and keratin. Combining this effect, they demonstrated SHG tomogra-
phy for mapping the structure of animal tissues by use of 100-fs laser pulses at
625 nm [15].

Taking advantage of EFISHG effect, SHG was shown to have intrinsic sensi-
tivity to the voltage (low frequency electric field) across a biological membrane
[16] and was combined with microscopy for membrane potential imaging [17,18].
Membrane-staining dye was also used to demonstrate membrane imaging with SHG
microscopy [17–19]. 1064 nm Nd:YAG lasers or 880 nm Ti:sapphire lasers were
used in these studies.

We have also extensively studied SHG microscopy on biological tissues. Our
recently study indicated that strong SHG images are corresponding to highly or-
ganized nano-structures. Numerous biological structures including stacked mem-
branes and arranged protein structures are highly organized in optical scale and are
found to exhibit strong optical activities through SHG interactions, behaving sim-
ilar to man-made nonlinear nano-photonic crystals. Previous observations of SHG
on collagen fibrils [11,12,14], purple membrane [13], and muscle fibrils [14,15] are
just a few examples of it. This assumption was also supported by the recent SHG
microscopy of tooth [20], where the SHG was attributed to the highly ordered struc-
tures in enamel that encapsulates the dentine.

11.3 Bio-Photonic Crystal Effect in Biological SHG Microscopy

Recent studies on man-made nano-periodic structures, e.g. super-lattices, indicate
strong enhancement in SHG occurring only in noncentro-symmetric media [21].
Another recent study of SHG in a one-dimensional semiconductor Bragg mirror
with alternating layers of ∼100 nm thickness also supports the hypothesis of for-
ward emission SHG enhancement [22] due to nonlinear photonic crystal effect [23].
It is interesting to notice that the periodicity of the observed nonlinear photonic
crystal is not necessarily to be on the order of the wavelength or a fraction of the
wavelength in the materials [24], but could be much smaller than the affected wave-
length with a nanometer scale [21,25]. This strong SHG enhancement could be un-
derstood as the break down of optical isotropy within the materials. Therefore, it
is reasonable to speculate that the highly organized biological nano-structures may
also break optical isotropy and behave as SHG-active photonic crystals. Examples
of highly organized biological nano-structures include stacked membranes, such as
myelin sheath, endoplastic reticulum (ER), grana in the chloroplast, Golgi appa-
ratus, microfibrils and collagen bundles. It is thus highly possible that these bio-
logical structures act as nonlinear “photonic” crystals and can be detected in SHG
microscopy. Recently we have studied this bio-photonic crystal effect using a mul-
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timodal nonlinear microscopy, which reveals optical SHG activities in those natu-
rally occurring biophotonic crystalline structures. Multimodal nonlinear microscopy
[26], in conjunction with the use of a Cr:forsterite laser [27], is based on a combi-
nation of different imaging modalities including second-, third-harmonic genera-
tions, and multi-photon fluorescence. Due to optical isotropy created by randomly
organized biological structures, we found that SHG microscopic images can reveal
specially organized crystalline nano-structures inside biological samples where op-
tical centro-symmetry is broken, similar to the nonlinear photonic crystal effect. Our
conclusion is also supported by a recent paper, demonstrating that forward emission
SHG in purple membrane is caused by nonlinear photonic crystal properties due
orderly patched protein bacteriorhodopsin with nano-scaled periodicity [25]. Not
only purple membrane, previous SHG observations on collagen and muscle fibrils
[11–15] are all with nano-crystalline structures, thus all related to the nonlinear pho-
tonic crystal effect. Different from laser-induced fluorescence processes, only virtual
states are involved in the harmonic generations (including both SHG and THG). The
marked advantage of this virtual transition during wavelength conversion is the lack
of energy deposition, thus no photo-damage or bleaching from the process is ex-
pected, can be considered as a truly “noninvasive” imaging modality. The SHG mi-
croscopy, together with THG microscopy compared in the next section, thus allows
structural visualization with minimal or no additional preparation of the samples.
Combining multi-photon fluorescence imaging modes, SHG microscopy is useful
for investigating the dynamics of structure-function relationship at the molecular
and sub-cellular levels.

Fig. 11.1. Attenuation spectrum of porcine skin in the visible and near infrared regions. An
optical window between 365 nm and 1400 nm is evident
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In order to allow both SHG and THG (see next section) within the visible spec-
trum, but also provide advantages of low attenuation for illumination, we move
the excitation wavelength to 1200–1350 nm regimes by using a 100-fs-pulsewidth
Cr:forsterite laser. Fig. 11.1 shows that light attenuation (absorption and scattering)
in porcine skin reaching a minimum around 1300 nm. Light attenuation in most bi-
ological specimen [28,29] reaches minimum in the region of 1300 nm due to the
combination of diminishing scattering cross-section with longer wavelength and
avoiding resonant molecular absorption of common tissue constituents such as wa-
ter, protein, and carbohydrates. Due to the high absorption in the visible and near-
infrared spectrum, this wavelength is particular useful for imaging plant material
[29]. Due to the low attenuation coefficient around 1200–1350nm, only 10-fold re-
duction in the signal (for SHG and two-photon fluorescence (2PF)) was observed
with 360-µm depths into a maize stem segment fixed in 10% ethanol [26], in good
agreement with light attenuation measurement of maize stems [29] that indicates
low attenuation coefficient around our illumination with 1230 nm light. This supe-
rior depth performance agrees well with previous studies for optical coherent tomog-
raphy [30] comparing penetration depth between 800 and 1300 nm light sources. In
addition, the use of 1300 nm region allows fiber compatibility (due to zero disper-
sion at 1300 nm) and minimum background detection by Si-based detectors (due to
the non-sensitivity of 1200–1350nm light to Si-based detectors).

Plant cell wall consists of cellulose microfibrils, which are orderly arranged
individual to form macrofibrils with a dimension about 10 nm. Within the mi-
crofibrils, micelles represent another degree of highly ordered crystalline structure.
These crystalline structures produce optical anisotropy and provide active SHG. Fig-
ure 11.2 shows the nonlinear emission spectrum that was measured in the transmis-

Fig. 11.2. Measured nonlinear emission spectrum from the cell wall of maize stem excited by
a femtosecond Cr:forsterite laser with THG centered at 410 nm, SHG centered at 615 nm, and
2PF peaked at 680 nm. The laser spectrum centered at 1230 nm is also provided (not scaled)
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sion direction from the cell wall of a parenchyma in maize (Zea mays) stem. Sym-
metric SHG and THG spectra centered at 615 and 410 nm can both be observed, with
intensity similar to/or stronger than residual 2PF centered at 680 nm. SHG reflects
the highly organized crystalline structures that break the three-dimensional (3D)
optical centro-symmetry in the cell wall. The nature of SHG is further confirmed
by the strong signal obtained from the stone cell of pear (Pyrus serotina R.) fruit
(top of Fig. 11.3). The extensive secondary wall development of the sclerenchyma
generates significant SHG signals.

Starch granule, a strong birefringent structure, consists of crystalline amy-
lopectin lamellae organized into effectively spherical blocklets and large concentric
growth rings. These structural features are presumably responsible for the strong
SHG we observed (bottom of Fig. 11.3). For example, the SHG signal from potato

Fig. 11.3. Emission spectra from pear stone
cell (top), mouse skeletal muscle (middle),
and potato starch granule (bottom) are pro-
vided for comparison. All emission spectra
(including Fig. 11.2) were taken with sim-
ilar illumination intensity with normalized
0.1-second integration time
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(Solanum tuberosum L.) starch granule is so strong that is visible to the naked
eyes [26]. Its alternating crystalline and semi-crystalline rings [27] with spatial
modulated nonlinear properties could behave as 3D nonlinear photonic “bandgap”
crystals [31]. The unexpected strong SHG activity might not only be the result of
its super-helical amylopectin nano-structures, but also suggest possible SHG non-
collinear phase matching condition provided with its reciprocal lattice basis vectors
of the 3D photonic bandgap crystals. Spatial frequency of high order structures be-
tween the order of 100 nm up to the order of 10µm, depending on illumination
wavelength and composition materials, could all provide the non-collinear phase
matching base-vector for SHG process and can be considered as nonlinear biopho-
tonic “bandgap” crystals [23], providing even stronger SHG activity. This signif-
icant enhancement of SHG interactions in a 3D structure could also be treated as
a simultaneous availability of a high density of states and improvement of effective
coherent length (similar to phase matching effect) due to these wavelength-scale
photonic “bandgap” structures [22,24].

Figure 11.4 (a) shows the sectioned (x-y) SHG image taken from the ground tis-
sue of maize stem at a depth of 420 µm from the sample surface. THG (see next sec-
tion) and 2PF of residue fluorescence images are also shown for comparison. SHG

Fig. 11.4. Scanning THG (shown in blue), SHG (shown in green), 2PF (shown in red), and
the combined multimodal images. Images were taken from (a) (x-y images) ground tissue
cells in a maize stem 420 µm from the sample surface (b) (x-y images) a live mesophyll cell
from Commelina communis L. (c) (x-y images) enlarged view of (b) (d) (x-y images) adaxial
surface of rice leaf. The dark region in the middle of THG image corresponds to the bulliform
cell layers. Transverse sectional SEM image taken from a rice leaf is provided for correlation
purpose (lower right). Multimodal x-z image (with image size of 200 × 540 µm) of ground
tissue cells in a maize stem is also shown in the upper right corner. Scale bar: 15 µm. g: grana,
s: starch granule
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shows mainly the longitudinal cell walls while 2PF indicates the distribution of the
auto-fluorescent molecules. The combined multimodal image is also provided with
blue, green, and red colors representing THG, SHG, and 2PF respectively. A com-
bined x-z-λ image (image size: 200×540 µm) of ground tissue cells is also presented
in the upper right corner of Fig. 11.4. The intensity contrast of this specific image
was processed with log scale so that bottom image corresponding to deeper part of
the sample can be easily observed. The correspondence of SHG to longitudinal cell
walls can be clearly observed.

A paradermal optical (x-y) section of the adaxial surface of rice (Oryza sativa L.)
leaf (Fig. 11.4 (d)) also reveals that SHG picks up optically active crystalline struc-
tures, including the cuticular papillae and longitudinal cell walls, due to the orderly
arrangement of cutin, waxes and cellulose microfibrils respectively. The THG (see
next section) and 2PF (corresponding to chlorophyll emission wavelength) images
are also shown. For correlation purpose, the lower right corner of Fig. 11.4 gives
a cross-sectional SEM (black-and-white) image of a similar rice leaf.

There are numbers of structures in animal tissue that are good candidates for
strong SHG. For instance, the orderly arranged sarcomeres in the skeletal muscle
have structures fall into the spatial range of strong SHG activity. Fig. 11.5 (a) shows
longitudinally sectioned x-y images obtained from the skeletal muscle of mouse.
Strong SHG emission was recorded due to orderly packed actin/myosin complexes
in sarcomeres (middle of Fig. 11.3). The strong SHG activity from actin/myosin
complex can be a useful tool for the study of muscle cell dynamics. Other SHG
sources include collagen fiber bundles in connective tissues, as previously reported.
Collagen fibrils exhibit a sequence of closely spaced transverse bands those repeat
every 68 nm along the length of the fiber, providing necessary condition for bio-
photonic crystal effect of SHG activity. Figure 11.5 (b) shows cross-sectional x-
z image taken from the mouse dermis. The collagen fibrils inside the connective
tissue right underneath the epithelial cells can be clearly observed through SHG.
Its corresponding x-y section taken at a constant depth of 30 µm was also shown in
Fig. 11.5 (c) with wavy structures from collagen fiber bundles. Excellent contrast
can be easily obtained through SHG microscopy without staining.

The strength of the SHG signals can vary according to the orientation of the
structures which may have different χ(2) matrix components. This mechanism pro-
vides opportunity for structural orientation studies using SHG with controlled il-
lumination polarization. For instance, by varying the incident light polarization
(Fig. 11.5 (d)–(f)), the concentric silica deposition in the dumb-bell-shaped silica
cells of rice leaf produces orientated SHG images in respecting to the orientation
of the illumination polarization (shown as arrows). For comparison, a paradermal
SEM (black-and-white) image showing silica cells taken from a similar rice leaf is
included in lower right corner of Fig. 11.5.

Apart from mineral deposition in plant cells, laminated membrane structures are
also potential candidates for producing strong SHG activity. In chloroplasts, in ad-
dition to the 2PF signals generated from the highly auto-fluorescing photosynthetic
pigments, SHG appears in different sub-organelle compartments (Fig. 11.4 (c), (d)).
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Matching with TEM images of similar specimens, we concluded that the signals
of SHG are the result of the orderly stacked thylakoid membranes in grana and the
highly birefringent starch granules in the chloroplasts. The stacked thylakoid mem-
branes of grana and the orderly deposited amylopectin in the starch granules provide
the structural requirement for efficient SHG, resembling the behavior of photonic
crystals.

Fig. 11.5. Scanning THG (shown in blue), SHG (shown in green), and the combined mul-
timodal images. Laser induced fluorescences are too weak to detect in these samples under
our imaging condition. Images were taken from (a) (x-y images) longitudinal optical section
of mouse skeletal muscle (b) (x-z images) optical cross-section of mouse dermis (c) (x-y
images) corresponding to (b) at a constant depth of 30 µm with wavy structures showing col-
lagen fiber bundles. (c), (e), (f) adaxial surface of rice leaf showing dumb-bell-shaped silica
cells. Paradermal SEM image taken from a rice leaf is provided for correlation purpose (lower
right). Scale bar: 15 µm. Yellow arrows in (d), (e), (f): direction of illumination polarization.
sc: silica cell
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Since SHG occurs from the nano-crystalline structures under study, it is highly
desirable to use other noninvasive harmonic generation effect to image general cel-
lular features so that proper correlation of structures can be obtained. Due to the
optical dispersion property in biological tissues, THG was proven to be generated
from regions with optical inhomogeneity [32–34] and was applied to image gen-
eral cellular structures [26,35–37]. In the next section, we will discuss and compare
THG microscopy with SHG microscopy in biological specimens.

11.4 THG Microscopy

THG is generally a weak process but is dipole allowed; therefore it occurs in all ma-
terials, including materials with inversion symmetry. In 1995, Tsang [32] reported
that when using focused high intensity ultrashort laser pulses, this normally weak
THG process becomes highly operative at a simple air-dielectric interface and is
much stronger then the bulk of most dielectric materials. It was also reported [32]
that the interface THG is a fundamental physical process occurring at all interfaces
free from the constraint of a phase-matching condition and wavelength restriction.
This could be explained by Boyd in his book “Nonlinear Optics” [33] by treating
THG process with a focused Gaussian beam. According to Boyd, the efficiency of
THG vanishes when focused inside a uniform sample for the case of positive phase
mismatch (Δk = k3 − 3k1 > 0, true for normally dispersive materials) or even phase
matching (Δk = 0). Efficient THG will only occur when the laser beam was fo-
cused in some inhomogeneous regions like interfaces, unless the materials possess-
ing anomalous dispersion. Taking advantage of this characteristic, in 1997 Silber-
berg and his coworkers demonstrated THG microscopy for interface images in an
optical glass fiber [34]. THG microscopy was then applied to image laser-induced
breakdown in glass [38], liquid crystal structures [39], and defect distribution in
GaN semiconductors [7].

For THG applications in biology, in 1996 Alfano and his coworkers found THG
in chicken tissues using a 10 Hz 1064 nm Nd:YAG laser with 30 ps pulsewidth [14].
After the first demonstration of THG microscopy [34], it was then quickly applied
to image biological specimen due to its interface sensitivity, by using 1200 nm fem-
tosecond light from an optical parametric amplifier after a Ti:sapphire amplifier
with 250 kHz repetition rate [34,35], 1500 nm femtosecond light from an optical
parametric oscillator synchronously pumped by a Ti:sapphire laser with 80 MHz
repetition rate [36], or with 1230 nm femtosecond light directly from a Cr:forsterite
laser with 110 MHz repetition rate [26]. Detailed cellular and subcellular organelles
can be clearly resolved with THG even with dynamic imaging. With THG imaging
on Chara plant rhozoids, non-fading image can be achieved with continuous view-
ing, indicating prolonged viability under the viewing condition with 1200 nm light
[35]. Recently THG microscopy even allows one to temporally visualize the release
of Ca2+ [40]. With cubic dependence on the illumination intensity, THG provides
even better optical sectioning resolution than SHG or 2PF using the same illumina-
tion wavelength, but is more sensitive to attenuation to the illumination light [26].
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In order to allow THG within the visible spectrum, but also provide advantages
of low attenuation for illumination, we move the THG excitation wavelength to
1230 nm regimes by using a 100-fs-pulsewidth Cr:forsterite laser. Like SHG mi-
croscopy, transmission detection in THG microscopy is preferred. Fig. 11.6 shows
a THG image of rat hepatocytes taken with 1230 nm light from a Cr:forsterite laser.
General cellular and subcellular organelles can be clearly resolved with THG due to
its superior capability to image interfaces and inhomogeneity.

It is also interesting to compare THG with its corresponding SHG images. In
general, SHG reflects the orderly arranged nano-structures while THG gives general
interfacial profiles but requires inhomogeneity. For example, strong THG is induced
due to optical inhomogeneity within and surrounding the cell walls (Fig. 11.4 (a)),
providing images not just from the longitudinal cell walls but especially from the
transverse cell walls due to their high spatial fluctuations in the light propaga-
tion direction (z-direction), with the ability to pick up the whole cell profile. In
Fig. 11.5 (b), THG reveals the cell profile of epithelial cells. In Figs. 11.4 (d) and
11.5 (d)–(f), THG picks up structural interfaces, such as the papillae from the cutic-
ular layer and the boundary of silica cells. THG can even pick up the bottom surface
of cover glass as shown in the top of the upper-right corner image of Fig. 11.4.
Not just cell profiles and structure interfaces, THG also provides information on the
various sub-organellar interfaces (Fig. 11.5 (b), (c) and Fig. 11.6).

On the other hand, in highly organized skeleton muscles and connective tissues,
SHG seems to provide better signal intensity (middle of Fig. 11.3) and contrast
(Fig. 11.5 (a)–(c)) compared with THG. Due to optical homogeneity inside some
animal tissues, very weak THG (middle of Fig. 11.3) can only be picked up in in-
terfaces like the longitudinal interface of myofibril and surrounding cytoplasm due
to induced optical inhomogeneity (Fig. 11.5 (a)). It is also interesting to notice that,
since THG is allowed for isotropic materials and can be applied to image general in-
terfaces, thus has weaker dependence on incident light polarization. No polarization
dependency was found in THG images of Fig. 11.5 (d)–(f).

Fig. 11.6. Scanning (x-y) THG image of rat hepa-
tocytes. General cellular and subcellular organelles
can be clearly resolved. Scale bar: 20 µm
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11.5 Conclusion

Light microscopy, fluorescence in particular, has been used extensively in the cor-
relation between structures, molecules, and functions in modern biological sci-
ences. Either intrinsic or extrinsic fluorescent probes are needed in fluorescence
microscopy using single- or multi-photon excitation schemes. Hence, dye penetra-
tion, probe toxicity, and photo-bleaching/damage are the limiting factors frequently
encountered. Different from fluorescence processes, SHG and THG processes are
based on virtual transitions. The marked advantage of this virtual transition during
wavelength conversion is the lack of energy deposition, thus no photo-damage or
bleaching from the process is expected, can be considered as a truly “noninvasive”
imaging modality. Due to its virtual nature, no saturation or bleaching in the har-
monic generation signal is expected, thus ideal for live samples without preparation
or with minimum staining under prolonged viewing condition. SHG microscopy
can provide images on stacked membranes and arranged proteins with organized
nano-structures due to the bio-photonic crystal effect or membrane potential imag-
ing. On the other hand, THG microscopy can provide general cellular or subcellular
interface imaging due to optical inhomogeneity.

In order to accomplish the “non-invasive” characteristic of harmonic generation
imaging on live specimen, it is also essential to avoid other side effects induced
by the excitation light. Our wavelength selection is based on previous studies of
the attenuation spectra of living specimen indicating a light penetration window
between 400–1300 nm. In order to have THG in the visible range, we choose the
excitation light in the 1200–1300 nm range. Longer excitation wavelength will cause
more water absorption and reduce its penetration capability. The quest for optimized
wavelength and viewing condition will be a challenge for THG microscopy. Our
recent studies comparing photo-damages induced by 1230 nm femtosecond light
and 780 nm femtosecond light indicate suppressed multi-photon autofluorescence
and suppressed multi-photon damages with longer 1230 nm light in plant materials
[41], due to the fact that multi-photon absorption cross-section decreases with longer
wavelength.

Sometimes it is also important to combine harmonic generation imaging modali-
ties with multi-photon fluorescence modality due to the fact that the later is equipped
with the capability to image different molecular distributions. For example, com-
bining multi-photon fluorescence imaging modes, SHG microscopy is useful for
investigating the dynamics of structure-function relationship at the molecular and
sub-cellular levels. However, with an excitation wavelength longer than 1200 nm,
the multiphoton absorption cross-section will also be decreased. For instance, blue-
green fluorescence dyes and green-fluorescence protein will require 3-photon exci-
tation, thus with much weaker fluorescence intensity [42]. It is therefore also im-
portant to develop efficient long excitation wavelength or long emission wavelength
dyes for simultaneous multi-modal microscopy. Our recent study has indicated ef-
ficient multi-photon fluorescence for some common dyes under 1230 nm excitation
condition [43].
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Other restriction of harmonic generation microscopy includes its imaging ge-
ometry. Due to momentum conservation law, transmission detection is preferred for
SHG and THG microscopies. Even though this might cause difficulties for some
applications requiring reflection mode, it also possesses some advantages. The for-
ward emission properties of harmonic generation allow efficient collection in trans-
mission geometry, in contrast to inefficient collection of 4π fluorescence emission.
The excitation light and the emission light will take different paths in transmission
detection, thus allows thicker penetration depth with controlled sample thickness.
On the other hand, in a highly scattering media, the reflection detection of the short-
wavelength harmonic-generation light should also be possible due to the fact that
light scattering increases with shorter wavelength.
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12 Adaptive Optics

J. Chris Dainty

12.1 Introduction

The principle of adaptive optics is straightforward and is depicted in Fig. 12.1 in the
context of astronomical imaging. Because of atmospheric turbulence, the wavefront
from a pointlike object is continuously distorted. The purpose of the adaptive optics
(AO) system is to remove this distortion and provide diffraction-limited imaging
if possible. This is achieved by sensing the distortion using a wavefront sensor and
compensating for it using a deformable mirror. The whole system operates in closed
loop with the aid of a suitable control system. These are the three key elements of
an adaptive optics system. The principle of operation is simple: the control system
drives the deformable mirror so that the error in the wavefront is minimised. The
“devil lies in the detail” of every individual part of the system and of the way they
interact with each other and with the incoming dynamically distorted wave.

In this chapter, I review the basic elements of adaptive optics with special refer-
ence to the fundamental limitations rather than to the technology. This is preceeded
by a brief (and selective) discussion of the history of adaptive optics. In order to

Fig. 12.1. Schematic arrange-
ment of an adaptive optics sys-
tem

Török/Kao (Eds.): Optical Imaging and Microscopy, Springer Series in Optical Sciences
Vol. 87 – c© Springer-Verlag, Berlin Heidelberg 2007
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move the subject into the mainstream of optics – so that it becomes another tool for
the construction of optical system – it is important to understand why some people
felt (and others still believe) that it was necessary to spend millions of dollars to
build adaptive optics systems. This chapter concludes with a short description of
two of the key current issues in astronomical adaptive optics (laser guide stars and
multiconjugate AO) and of the potential applications of adaptive optics in the human
eye.

12.2 Historical Background

The origins of adaptive optics in the “modern” era can be traced back nearly fifty
years to a paper by an astronomer, Horace Babcock [1]. The angular resolution of
groundbased telescopes is limited by the optical effects of atmospheric turbulence.
The loss in resolution is very large as the following discussion illustrates.

The statistics of the phase perturbation due to atmospheric turbulence are char-
acterised by a scale length r0, the Fried parameter [2] . A telescope with a diameter
equal to the Fried parameter r0 has a mean square (piston-removed) phase fluctua-
tion of approximately 1 rad2, and the image quality, provided that the two tilt com-
ponents are removed, is high (a Strehl ratio [3] of ≈0.87, as shown by Noll [4]). The
quantity r0 is therefore also approximately equal to the diameter of a diffraction-
limited telescope that gives the same angular width of the point spread function as
that produced when imaging through turbulence whose phase statistics are charac-
terised by r0. If the atmospheric turbulence is characterised by a small value of r0,
then the image produced in a large telescope in the presence of turbulence will only
have an angular image size given by that of a small telescope (of diameter r0).

As is so often the case in adaptive optics, the key issues depend critically on
the numerical values of certain parameters (“the devil lies in the detail”). What is
a typical value for the Fried parameter r0? Using the Kolmogorov model [5] for
the refractive index fluctuations in the atmosphere and the assumption that the tur-
bulence is “weak”, it can be shown [6] that the Fried parameter is given by the
expression:

r0 =

(
0.42k2 (cosγ)−1

∫ ∞

0
C2

N(z)dz

)−3/5

(12.1)

In this equation, k is the wavenumber (= 2π/λ), γ is the angle of observation meas-
ured from the zenith and C2

N(z) in the refractive index structure function “constant”
as a function of altitude z. One of the consequences of (12.1) is that r0 is proportional
to the six-fifths power of the wavelength:

r0 ∝ λ6/5 . (12.2)

At an excellent observing site, the numerical value of r0 in the visible region of
the spectrum is between 10 and 20 cm, and this corresponds to values in the range
50–100 cm in the K band (≈ 2.2 µm). So, returning now to Babcock’s era, the 5 m di-
ameter telescope at Mt. Palomar (where r0 in the visible would typically be ≈ 10 cm)
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would have an angular resolution roughly equal to that of a 10 cm diameter amateur
telescope, that is, about 1 arc-second, compared to its theoretical limit some fifty
times smaller, 0.02 arc-sec. The effect of atmospheric turbulence in large telescopes
totally dominates their angular resolution, and the degradation in resolution caused
by turbulence is very severe indeed.

In order to overcome the deleterious effects of atmospheric turbulence, Bab-
cock suggested the closed loop arrangement schematically shown in Fig. 12.1 with
a Schlieren optical system as the wavefront sensor and an Eidophor (a system using
electric charge to deform an oil film) as the corrective device. A working system was
not built. At least two problems existed at the time: firstly, the technology, particu-
larly that of the corrective device was simply not up to the job, and secondly there
was the suspicion that this principle would only work on bright stars. We return to
this latter issue in the following Section.

Although Babcock did not make an adaptive optics system, he had suggested
how the effects of atmospheric turbulence might be overcome in real-time in astron-
omy and indeed in any application which involved imaging through turbulence. As
illustrated above, the potential gain in angular resolution is very large, and this bene-
fit helped to justify the large investment made by the US Government from the early
1970s onwards in adaptive optics. Some details of this are given by J.W. Hardy [7]
of Itek Corporation, who pioneered the construction first of a 21-actuator “real time
atmospheric compensator” and later of a 168-actuator “Compensated Imaging Sys-
tem” on the 1.6 m diameter satellite tracking telescope at Mt. Haleakala in Maui,
Hawaii, commissioned in 1982. Even by modern standards, this is an impressive
system, although its initial limiting magnitude – an issue of crucial importance for
astronomy – was only about mv ≈ 7th.

The challenge of implementing adaptive optics in astronomy was first taken
up by a group of French observatories working together with the European South-
ern Observatory. The first system was a 19-actuator system called COME-ON [8]
installed at the 3.6 m diameter telescope at La Silla, Chile, later upgraded to 52-
actuators and with user-friendly software (ADONIS) with a limiting magnitude on
the order of mv ≈ 13th. These systems, in common with all other astronomical AO
systems built to date, operate primarily in the infrared. As a result of the wavelength
dependence of r0 (12.2), and also because the required bandwidth is smaller and the
isoplanatic angle is larger, operation at longer wavelengths is easier, and, in partic-
ular, brighter guide stars can be used. Figure 12.2 shows one image obtained from
this system [9], illustrating the remarkable increase in information that the increased
resolution – even in the infrared – that adaptive optics brings to astronomy.

Not surprisingly, all large telescopes are now equipped with adaptive optics sys-
tems operating in the near infrared. The case for implementing adaptive optics is
overwhelming, and justifies the relatively large cost of $1–5M. Astronomical AO
systems do not yet operate routinely in the visible region of the spectrum and in
a later section we explore some of the current research issues in astronomical AO
which are working towards wide field, full sky coverage in the visible.
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Fig. 12.2. Starburst region R136 in Doradus 30 [9]. Left: Adaptive optics off, Right: Adaptive
optics on, with additional Richardson–Lucy deconvolution. Courtesy of Bernhard Brandl and
Andreas Quirrenbach

The adaptive optics systems built for astronomy and for military systems are
individually designed and constructed “one-off” instruments, operating to the high-
est possible performance given current technology. Particularly in astronomy, the
building of an AO system is a high-profile project that cannot be allowed to fail. In
addition, AO systems in astronomy have to be “user-instruments”, i.e. be able to be
operated by visiting astronomers not familiar with the detailed workings of adaptive
optics: this means that the user-interface software has to be of a very high standard.
All these facts contribute to the very large cost of astronomical AO systems, but
these high costs are justifiable in terms of the scientific productivity of the finished
instruments.

However, there are many subjects other than astronomy that would benefit enor-
mously from adaptive optics, but in order to justify the use of AO in these cases it
is essential that the cost be reduced dramatically, certainly to thousands if not hun-
dreds of dollars. In order to reduce the costs by several orders of magnitude needs
both a proper understanding of the essentials of adaptive optics as well as a different
approach to that used in astronomy and in military applications. In 2000, two groups
demonstrated that low cost systems could be built successfully [10,11] and now it
is generally accepted that high quality, high bandwidth adaptive optics is achievable
at much lower cost than previously imagined. This is due in part to developments in
technology and in part to a more risk-oriented approach to research not found in the
big-science area of astronomy.
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12.3 Strehl Ratio and Wavefront Variance

The effect of a small aberration in an imaging system is to lower the central intensity
of the point spread function and redistribute the energy, in particular, filling in the
zeros, as shown schematically in Fig. 12.3. The Strehl ratio S [3] is the ratio of
the central intensity with the aberration to the central intensity in the absence of the
aberration and a value of 0.8 was proposed by Strehl as providing a suitable criterion
for the quality of an imaging system: if S > 0.8, the system is effectively diffraction-
limited whereas if S < 0.8 the aberration is significant. For small aberrations, the
Strehl ratio S and the wavefront phase variance σ2

φ are related by

S ≈ 1 − σ2
φ (12.3)

and thus a value S = 0.8 corresponds to a wavefront phase variance σ2
φ = 0.2 rad2,

or an actual wavefront variance σ2
W = λ

2/200.
In adaptive optical systems, like other high-quality imaging systems, it is cus-

tomary to use the Strehl ratio and/or the wavefront variance as a measure of the
image quality. The sources of error – and there are many of them – in an AO system
are frequently uncorrelated, so that the total variance of the wavefront error is the
sum of the variances from each source of error, and because 1 − σ2 ≈ exp−σ2, the
Strehl factors for each source of error are multiplicative. (It should be stressed that
this latter result is true only for small errors.)

It is very difficult to make an AO system for astronomical use with a Strehl ratio
as high as 0.8, and more typical values for these systems are in the range 0.2 – 0.6.

In working out how to design an AO system, it is useful to know how differ-
ent components affect the wavefront error. One might start with an understanding
of the wavefront to be corrected. In his classic paper, Noll [4] evaluated the mag-
nitudes of the mean square Zernike components for Kolmogorov turbulence, and
then calculated the residual mean square phase error that would result if the Zernike
components in the wavefront were successively corrected. Table 12.1 summarises
his results. For example, if the telescope diameter D = 5r0, i.e. (D/r0)5/3 ≈ 15, then
exact correction of the first 10 Zernikes would yield a residual wavefront error of
≈ 15 × 0.04 ≈ 0.60 rad2.

Fig. 12.3. Effect of a small aberration: Strehl ratio
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Table 12.1. The residual phase variance (in rad2) when the first J Zernike coefficients of Kol-
mogorov turbulence are corrected exactly (after Noll [4]). The values of the phase variance
given are for D = r0 and scale as (D/r0)5/3

J Squared error J Squared Error
1 1.030 12 0.0352
2 0.582 13 0.0328
3 0.134 14 0.0304
4 0.111 15 0.0279
5 0.0880 16 0.0267
6 0.0648 17 0.0255
7 0.0587 18 0.0243
8 0.0525 19 0.0232
9 0.0463 20 0.0220

10 0.0401 21 0.0208
11 0.0377

Whilst Noll’s paper sheds light on the idea of correcting successive components
of the aberration, and thus improving the final image quality in an adaptive optics
system, it has also been the source of some misunderstanding, since it focuses on
the Zernike expansion of the wavefront. It is well-known that the Zernike expansion
is particularly suited to the description of the aberrations of a rotationally symmet-
rical optical system, and for this reason it has a special place in traditional optics.
However, as we shall see in Sec. 12.6, the Zernike expansion has no special role
in adaptive optics, and other expansions, such as those involving sensor or mirror
modes have a much more important role. In particular, when operating a closed loop
AO control system, there is no benefit or need to consider Zernike modes.

12.4 Wavefront Sensing

The purpose of the wavefront sensor in an adaptive optics system is to measure the
wavefront with the required spatial and temporal sampling. A generic wavefront
sensor consists of some kind of optical system followed by a detector (or set of
detectors) and gives rise to (at least) three sources of error, each specified as a wave-
front variance: a spatial wavefront sampling error σ2

s , a temporal bandwidth error
σ2

t and a detector noise error σ2
d. The temporal error is usually lumped together with

other temporal errors (for example, those in the control system) as a bandwidth error
σ2

bw, and the detector error frequently divided into several terms, such as the errors
due to CCD read noise, photon noise, etc. The important point here is to realise that
these errors are of crucial importance in determining the effectiveness of the adap-
tive optics system, and in general the variance of each error has to be very much
smaller than one rad2, so that the combined error from all sources adds up to less
than approximately one radian squared.

The ideal wavefront sensor would have no detector noise, would not introduce
any time delay into the measurement process, and would be capable of sensing only
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those wavefront deformations that the mirror can produce. The first two require-
ments are clearly unattainable. The third requirement can be met in some cases by
closely matching the wavefront sensor to the deformable mirror, for example using
a wavefront curvature sensor for a bimorph or membrane mirror. The sensor must
be capable of sensing all the mirror modes but there is little point in it being capable
of sensing modes that the mirror cannot correct (see Sec. 12.6). Thus a wavefront
sensor optimised for a particular closed-loop AO system is usually quite different
from a wavefront sensor designed simply for measuring wavefronts in an open loop
system (e.g. a wavefront sensor designed for metrology). In the latter case, one typ-
ically would use a much higher degree of spatial sampling.

There are a number of wavefront sensors that have been used in AO systems and
several others have been suggested. One way of classifying them is by the quantity
that is directly measured, and on this basis one can make the following classification:

• Wavefront: Interferometry, Common Path Interferometry [12]
• Wavefront Slope: Shearing Interferometer [13], Shack–Hartmann Sensor [14],

Pyramid Sensor [15]
• Wavefront Curvature: Curvature Sensor [16], Phase Diversity [17,18]
• Other: Modal Sensing [19,20]

This is only a partial list, and special devices might be more suitable for specialist
AO systems. Furthermore, devices can be used in different ways: for example, the
Shack–Hartmann sensor can be modified to yield the wavefront curvature as well as
the wavefront slope [21].

From an operational point of view, a better classification might be whether the
wavefront sensor is adaptable in its sensitivity as an AO loop is closed. On this ba-
sis, the pyramid and curvature sensors would be in a class of their own, and this
variable sensitivity allows them to reach limiting magnitudes up to ten times fainter
in astronomical applications. The most common wavefront sensor in adaptive op-
tics is the Shack–Hartmann device, largely because of its simplicity to implement
and to understand. The principle of operation is shown in Fig. 12.4. It consists of
a lenslet array in front of a pixellated detector such as a CCD. A plane wave inci-
dent upon the device produces an array of spots on a precise matrix determined by
the geometry of the lenslet array, and the centroids of these spots can be found by
computation. A distorted wave also gives an array of spots but the centroid of each
spot in now determined by the average slope of the wavefront over each lenslet, and
hence by finding the centroids of every spot, the wavefront slope at each point can
be found. The wavefront can be reconstructed from the slope information by a least
squares or other method [22]. Figure 12.5 gives an example of a spot pattern and the
reconstructed wavefront for the case of measuring the wavefront aberration of the
eye. The detector error in wavefront sensing is one that dominates the error budget
of astronomical adaptive optics systems. In this case, the read noise of the CCD is
significant, and special high-speed, low noise multi-port CCDs are specially devel-
oped for this purpose. The effect of detector noise on wavefront sensing is discussed
in [23]. As a rule-of-thumb for astronomy, at least 100 detected photons per spot are
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Fig. 12.4. The Shack–Hartmann wavefront sensor

Fig. 12.5. Sample spot pattern in a Shack–Hartmann sensor (left) and the reconstructed wave-
front (right). Courtesy of D. P. Catlin

required to close the loop with a low wavefront variance due to photon noise: how-
ever, one can still, in principle, close the loop with as few as 10 detected photons
per spot provided one accepts a higher wavefront variance due to photon noise. In
other applications, noise sources other than detector noise may be more important,
such as the speckle noise in the case of wavefront sensing in the eye at high speed.

The spatial sampling error of the Shack–Hartmann sensor is governed by the
lenslet dimensions. As a guideline, in astronomical applications, the lenslet side is
on the order of the Fried parameter r0, and the uniform mesh of the lenslet array
is well-suited to the isotropic nature of the atmophere-induced aberration to be cor-
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rected. In contrast, for aberrations that are non-isotropic, e.g. increase in magnitude
towards the edge of the pupil, as in the eye, the uniform sampling is not ideal. In
non-astronomical applications, there are probably significant new methods of wave-
front sensing to be invented for adaptive optics.

12.5 Deformable Mirrors and Other Corrective Devices

There are many possible devices that can be used to modulate the wavefront and
hence provide correction for dynamic aberrations. These include:

• Zonal Continuous Facesheet Mirrors [24]
• Bimorph Mirrors [25,26]
• Membrane Mirrors [27]
• MEMS Mirrors [28,29]
• Liquid Crystal Devices [30–32]

In a zonal mirror, the influence function r(x, y) of the mirror is localised around
the location of the actuator, whereas in a modal device (such as a membrane or bi-
morph mirror) each actuator has an influence function that extends over the whole
mirror. For low order AO, there is general agreement that modal corrective de-
vices offer a number advantages; for example, focus correction can be very sim-
ply implemented. Until recently, the cost of a deformable and its power supply
was formidable, in excess of $1000 per actuator but now low cost membrane mir-
rors [27] are available at approximately $100 per actuator for a 37-actuator device.
These mirrors are rather fragile, and another modal technology is the bimorph mir-
ror which has the potential for very low cost. In one form of bimorph mirror, shown
in Fig. 12.6, a slice of piezo-electric material with an electrode pattern etched onto
one of its conducting surfaces, is bonded to a glass substrate. This device tends to be
temperature sensitive due to the differing coefficients of expansion of the glass and
piezo material, and in an alternative structure two piezo slices are bonded to each
other and an optical mirror replicated onto one of the surfaces. There is also great in-
terest in the development of MEMS mirrors, although these are still in development
and are not yet low cost devices [29,33].

Fig. 12.6. The con-
struction of a bimorph
mirror
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How many actuators are required to correct a given type of aberration? This is
not a simple question to answer, the result clearly depending on the statistics of the
aberration and the influence functions of the mirror (or liquid crystal) actuators. For
atmospheric turbulence, there is a rule-of-thumb that the number N of actuators (and
Shack–Hartmann lenslets in the wavefront sensor) is given by N ≈ (D/r0)2, but this
is a crude approximation that ignores the effectiveness of the influence functions to
correct Kolmogorov wavefronts.

In order to be more specific, consider a corrective device with NA actuators
whose influence functions are r j(x, y), one for each actuator, labelled j. For a set
of control signals, wj applied to these actuators, the resulting phase1 given to the
surface of the mirror can be assumed to be the linear superposition of the influence
functions

ΦM(x, y) =
NA∑
j=1

r j(x, y)wj . (12.4)

The phase ΦM(x, y) can be expanded in an orthonormal series and for convenience
we use the Zernike basis as the pupils (and the mirrors) are usually circular and this
basis is orthonormal over the unit circle. The Zernike coefficents φi are given by

φi =

∫ ∫
W(x, y)ΦM(x, y)Zi(x, y)dxdy

=

NA∑
j=1

[∫ ∫
W(x, y)Zi(x, y)r j(x, y)dxdy

]
wj

or in matrix form

φ =M w (12.5)

whereW(x, y) is the circular aperture function. The matrix M is called the influence
matrix, and in this case each column of M is the Zernike expansion coefficients of
a single influence function of the mirror. It is easily measured, by applying a fixed
signal to each electrode sequentially, recording the wavefront phase, and computing
the Zernike expansion of each influence function. Note that this particular version
of the influence matrix M uses the Zernike expansion, but this is not esential.

Given a particular wavefront aberration whose Zernike expansion is specified
by the vector φ0, the control signals w required to give the best least squares fit are
given by

w =M−1∗φ0 ,

where M−1∗ is the least squares inverse of M. The residual wavefront error after
correction is

φe =M M−1∗φ0 − φ0 =
[
M M−1∗ − I

]
φ0 . (12.6)

1 We consider the continuous phase in the interval −∞ to +∞.
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Equation (12.6) forms the basis of the assessment of a given mirror to correct given
wavefronts or given statistics of wavefronts and the mirror fitting error σ2

fit can be
evaluated. It turns out that the “best” set of influence functions for any mirror is
that which spans the subspace covered by the first NA Karhunen–Loève functions of
the aberration space. For atmospheric turbulence with Kolmogorov statistics, curva-
ture mirrors (membrane, bimorph) have sets of influence functions which are much
closer to the Karhunen–Loève functions than segmented or other zonal mirrors.

12.6 The Control System

The control system involves both spatial and temporal aspects, and in general these
are coupled and should be considered together. Here, for simplicity, we separate the
two aspects.

Before discussing the mathematics of the control system, some remarks on the
hardware required are relevant. The first “controllers” were custom built circuits
housed in several 19-inch racks. A second generation, found in a number of current
astronomical AO systems, used many (20+) Texas C-40 or similar digital signal pro-
cessing (DSP) chips. Such an approach may still be needed for systems with a very
high bandwidth and a large number (several hundred) of actuators, but nowadays
a single processor can handle the control for modest bandwidths and numbers of
actuators. For example, in [11], a 500 MHz Pentium chip was used for a 5×5 Shack–
Hartmann wavefront sensor and a 37-actuator mirror at a frame rate of 780 Hz: only
a fraction of the processor time was actually used and calculations indicate that this
could have handled a 10×10 Shack–Hartmann array (with an appropriate increase
in the number of mirror actuators) at the same frame rate. In fact the major practical
problem is the input rate (and, more importantly, any latency) from the wavefront
sensor detector, rather than the matrix operations of the control system.

The operation of a wavefront sensor on an aberration described by the vector φ0

(of, for example, Zernike coefficients) can be expressed by the matrix equation

s = Sφ0 , (12.7)

where s is the vector of sensor signals and S is the wavefront sensor response matrix.
For example, for a Shack–Hartmann sensor, the components of s are the x− and
y−slopes of the wavefront averaged over each lenslet (for N lenslets the vector has
length 2N), and the elements S i j of S are the average x− and y−differentials of the
Zernike polynomials for the ith lenslet and the jth polynomial averaged over each
lenslet.

The actuator control signals wj form a vector w that are assumed to be a linear
combination of the sensor signals, i.e.

w = Cs (12.8)

where C is the control matrix.
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There are many approaches to finding C. One approach, the least squares
method, is outlined in the following. In a closed loop AO system, the wavefront en-
tering the sensor is the sum of the aberrated wave φ0 and the mirror-induced phase
φ = Mw. In the absence of noise, the wavefront sensor signal that results is given
by

s = S
[
φ0 +Mw

]
= s0 + Bw (12.9)

where B = S M is the response matrix for the mirror-sensor system. The matrix B
plays an important rôle in least squares control. Note that although both the sensor
response matrix S and the actuator response matrix M were defined, in the above,
in terms of a Zernike expansion, the overall response matrix is independent of this
choice and does not involve Zernike polynomials. The matrix B is found by applying
a fixed signal to each electrode of the mirror in turn and recording the sensor signals
(for example, the x− and y−slopes or simply the spot positions in a Shack–Hartmann
sensor).

Since the wavefront sensor measures the net wavefront aberration after correc-
tion, we shall use this as a measure of the correction error. Using a standard least
squares approach, it can be shown that the control matrix C that minimises the
wavefront sensor error is

C = −
[
BT B

]−1
BT (12.10)

where the quantity
[
BT B

]−1
BT is known as the least squares inverse, or psuedo-

inverse, of B.
From (12.9) it can be seen that the matrix B defines a mapping between the

actuator (w, length NA) and sensor (s, length NS) vectors. Any matrix of dimensions
NS × NA can be written as a product of three matrices, the so-called singular value
decomposition:

B = UΛVT (12.11)

where (1) U is an NS×NS orthogonal matrix, (2) V is an NA×NA orthogonal matrix
and (3) Λ is an NS × NA diagonal matrix.

Equation (12.11) can be expanded as

B =
(

u1 u2 . . .
)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ1

λ2

. . .
λN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
vT

1
vT

2
. . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (12.12)

where the vectors ui and vi form complete sets of modes for the sensor signal and
mirror control spaces respectively. The diagonal elements of Λ, λi are the singular
values of the matrix B. Each non-zero value of λi relates the orthogonal basis com-
ponent vi in w, the control signal space, to an orthogonal basis component ui in s,
the sensor signal space.
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We can now distinguish three possible situations:

• Correctable Modes For these modes, λi � 0, the actuator control signal w = vi

results in the sensor signal s = λiui. This mode can be corrected by applying the
actuator model w = λ−1

i vi, the singular value λi being the sensitivity of the mode
(clearly we not want λi to be too small).

• Unsensed Mirror Modes These are modes vi for which there is no non-zero λi.
Unsensed mirror modes would cause a big problem in an AO system and are
to be avoided if at all possible by proper design of the wavefront sensor: some
of the early zonal AO systems suffered from this defect, producing so-called
“waffle” modes in the mirror.

• Uncorrectable Sensor Modes These are modes ui for which there is no non-
zero λi. Nothing the mirror does affects these modes, and arguably there is no
point in measuring them.

The control matrix C is now given by

C = −B−1∗ = −VΛ−1∗UT (12.13)

where Λ−1∗ is the least-squares pseudo-inverse of Λ formed by transposing Λ and
replacing all non-zero diagonal elements by their reciprocals λ−1

i , which now can be
interpreted as the gains of the system modes. From a practical point of view, one
discards modes which have a small value for λi as clearly they are susceptable to
noise. An example of the effect of discarding modes is presented in Sec. 12.7.

The least squares approach is simple and does not require much prior informa-
tion about either the AO system or the statistics of the aberration to be corrected. It
also has the advantage that the key matrix B can easily be measured. But surely prior
knowledge, for example about the aberration to be corrected or the noise properties
of the sensor, could be an advantage in a well-designed control system? There are
several other approaches to “optimal reconstructors”, originating with the work of
Wallner [34], and described in [35]. These are not so easy to implement but may of-
fer improved performance. The approach to understand the temporal control aspects
is through the transfer functions of each component [36]. Figure 12.7 shows four of
the key elements which can play an important rôle in the time behaviour.

The wavefront sensor detector integrates for a time T to record the data, and
therefore has a transfer function (Laplace transform),

GWS(s) =
1 − exp(−T s)

T s

Fig. 12.7. Schematic of a closed loop adaptive optics system
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whereas the wavefront reconstructor introduces a lag τ:

GWR(s) = exp(−τs) .

We assume that the deformable mirror has a unit transfer function (i.e. it responds
immediately)

GDM(s) = 1 .

Finally, the control computer, if it implements a simple integrator, has a transfer
function

GC(s) =
K
s
,

where K is the gain of the integrator. The open loop transfer function Gol is the
product of the transfer functions:

Gol(s) = GWS(s) ×GWR(s) ×GDM(s) ×GC(s)

=
K

[
1 − exp(−T s)

]
exp(−τs)

T s2
(12.14)

and the closed loop transfer function Gcl(s) is given by:

Gcl(s) =
Gol(s)

1 +Gol(s)H(s)
(12.15)

where H(s) is the feedback parameter.
The closed loop bandwidth can be defined in a number of ways. One way is

to define it as the frequency at which the closed loop transfer function falls to the
−3 dB level. However a more informative measure is found by plotting the ratio of
the input and output signals as a function of frequency, and defining the closed loop
bandwidth as the frequency at which this ratio is unity (i.e. above this frequency the
system makes no correction). In general, this frequency is lower than the one given
by the −3 dB definition.

12.7 Low Cost AO Systems

It is possible to build a low cost adaptive optics system from commercially avail-
able components, as demonstrated in [10,11]. Depending upon the requirements,
a reasonable system based around a 37-actuator membrane mirror [27] costs in the
region of $10K – $20K in parts. Given this choice of deformable mirror, and assum-
ing (following an analysis based on (12.6)) that this mirror has sufficient degrees-
of-freedom to provide useful improvements (i.e. that its fitting error variance is less
than approximately 1 rad2), there are (at least) three further decisions to be made:

• Type of Wavefront Sensor A curvature sensor is best matched to the membrane
mirror. However, both the systems referred to above used a Shack–Hartmann
sensor, probably resulting in sub-optimal performance (see Fig. 12.10).
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• Speed of Operation A system based on a video-rate detector in the wavefront
sensor will be much less expensive to build than one based on a high speed CCD
such as the Dalsa camera used in [11], which had a frame rate of 780 fps. The
choice of frame grabber is important, as this could introduce additional delay
into the control loop.

• Choice of Control Computer A standard PC (Pentium or Power PC chip) will
easily handle the control of a 37-actuator membrane mirror and a well-matched
wavefront sensor for frame rates up to 1 kHz. A choice has to be on the oper-
ating system (e.g. Linux or Windows). Alternatively, a compact design might
use an embedded processor using a DSP chip. We have recently taken delivery
of a custom-designed CMOS detector and control computer package based on
SHARC DSPs that is very compact.

For testing the performance of an AO system we have used a wavefront generator
that uses a ferro-electric liquid crystal device to create dynamic binary holograms of
any desired phase aberration [37]. This is used as shown in Fig. 12.8. The virtue of
using a wavefront generator is that the spatial and temporal performance of the AO
system can be studied quantitatively. Figures 12.9 and 12.10 show typical results
from the first system built in our laboratory.

In Fig. 12.9 the open loop frame rate was 270 Hz, D/r0 ≈ 7.5 and v/r0 ≈ 5 Hz.
The maximum Strehl ratio was approximately 0.4 in this case, compared to a value
for the reference arm of approximately 0.8: we have not carried out detailed model-
ing of our system, but this Strehl is of the same order-of-magnitude that we would
expect for this value of D/r0 and a 37-actuator membrane mirror.

Figure 12.10 provides a more quantitative description of the performance of the
system. The left hand side shows the effect of discarding higher order modes, for
a value of D/r0 of 7.5. We typically find that it is optimum to retain 20-25 modes in
this system. The right hand side shows the temporal behaviour for an 780 Hz frame
rate and D/r0 ≈ 5 (note the higher Strehl value at the origin). There is still a good

Fig. 12.8. A wavefront generator for testing AO systems [37]
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Fig. 12.9. The time-averaged point spread function. Left: AO system off. Right: AO system
on (see text for parameters)

Fig. 12.10. Left: Strehl ratio as a function of the number of modes used in the control loop.
Right: Strehl ratio as a function of the “wind speed” (see text for parameters)

Strehl ratio at value of v/r0 ≈ 100 Hz, corresponding to a wind speed of 50ms−1 for
a value of r0 ≈ 0.5 m (typical of a good observing site in the near IR).

12.8 Current Research Issues in Astronomical Adaptive Optics

Adaptive optics systems that operate in the near infrared are now installed on all
the World’s major groundbased optical/IR telescopes. The reason that these first
systems all operate in the near IR is threefold:

• As shown in (12.2), the Fried parameter r0 is proportional to λ6/5. This is means
that the lenslet area in a Shack–Hartmann sensor, and hence the flux collected
by a lenslet, is proportional to λ2.4: this in turn means that fainter guide stars can
be used in the IR.
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• The correlation time of the atmospherically induced phase pertubation is pro-
portional to λ6/5: thus longer sample times, and fainter guide stars, can be used
in the IR.

• The isoplanatic angle is also proportional to λ6/5, giving an increased area (pro-
portional to λ2.4) over which a guide star can be found. The isoplanatic angle
(see the left hand side of Fig. 12.11) is the angle over which the variance of
the wavefront aberration due to differing angles of incidence varies by approxi-
mately 1 rad2. The isoplanatic angle is strongly influenced by the C2

N(z) profile
of the refractive index structure function “constant”.

The first two factors combine to make the required brightness of the guide star pro-
portional to λ3.6, so that, for a AO system to operate at 550 nm, the guide star has
to be approximately 43.6 = 150 times brighter than at 2.2 µm. Futhermore, because
of the third factor above, the region of the sky over which this much brighter guide
star has to be found is approximately 28 times smaller in area.

This question of the required guide star brightness at different wavelengths trans-
lates to one of sky coverage – the fraction of the sky over which it is possible to find
a bright enough natural guide star within the isoplanatic patch. For observation in
the 1–2µm region, the sky coverage, with an extremely high efficiency, low noise
detector in the wavefront sensor, is on the order of 1% – 10%, an acceptable value.
However, in the visible, the sky coverage is so low that only “targets of opportunity”
can be observed using an AO system.

A related problem is the actual value of the isoplanatic angle: this is only a few
arc-seconds in the visible (and is proportional to λ6/5), and thus the field of view
of an AO system is so small as to be of little interest to astronomers as a general
purpose enhancement of image quality.

Fig. 12.11. Left: Angular anisoplanatism. Right: Focus anisoplanatism
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The solution is to make an artificial point source – a laser guide star – either
by Rayleigh scattering or by resonantly exciting atomic sodium in the mesosphere.
In each case, it is technically feasible to make a bright enough source but a new
problem is now introduced, that of focus anisoplanatism. This is illustrated on the
right hand side of Fig. 12.11: the wavefront sensed by the laser guide star is not the
same as that experienced by the light from the astronomical object under observa-
tion. Since the mesospheric sodium guide star is at a much higher altitude (≈ 85 km)
than the Rayleigh guide star (up to ≈ 20 km), the former minimises this effect. Un-
fortunately, a high power (10–20 W) laser precisely tuned to the sodium D2 line is
rather complex and expensive.

In the visible, focus anisoplanatism severely reduces the Strehl ratio for a 8 m di-
ameter telescope and must be overcome. By using several laser guide stars, one can
reduce the error due to focus anisoplanatism considerably, and, as a bonus, slightly
increase the isoplanatic angle. Several laser guide stars means several wavefront
sensors, and thus the system complexity is greatly increased. By further adding ad-
ditional deformable mirrors, each conjugate to a different height in the atmosphere,
i.e. doing so-called multi-conjugate adaptive optics, MCAO, one can increase the
field of view significantly.

At present, MCAO (using either laser or natural guide stars) is the key research
area in astronomical adaptive optics. Two approaches are being explored, one in
which there is one wavefront sensor for each guide star (“conventional” MCAO) and
the other in which all the guide stars contribute to each sensor, which is conjugated
to a certain height above the telescope (the “layer-oriented” approach). In both cases,
the AO system will be very complex.

Looking beyond the time when MCAO is implemented in astronomy, there will
be the need to make MCAO work in low cost applications, for example, AO-assisted
binoculars. Clearly, the complexity of the astronomical systems will have to be elim-
inated: there is still much to invent in this area before it becomes a reality.

12.9 Adaptive Optics and the Eye

The concepts of wavefront control, wavefront sensing and adaptive optics have
many applications apart from astronomy, although in order to justify the use of AO
the costs have to be several orders of magnitude smaller. Some of these potential
applications are:

• Line of sight optical communication Building to building line of sight optical
communication is limited in part by atmospherically induced intensity fluctua-
tions (scintillation). AO may offer a means of reducing this and hence improving
the reliability and bandwidth of the link.

• Confocal microscopy In confocal microscopy, the scanning probe is degraded as
it propagates into the depth of an object, and also spherical aberration is induced.
AO may offer a means of reducing this effect and thus improving the transverse
resolution, the depth discrimination and signal-to-noise ratio of the image. Since
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optical data storage may use confocal imaging, there are potential applications
in his field as well.

• High power lasers Thermally induced effects in high power lasers reduce the
beam quality and range of operating conditions. Intracavity AO may offer im-
proved beam quality and a greater range of operating conditions.

• Beam shaping In lasers of all powers, AO may allow minor beam imperfections
to be cleaned up and permit the dynamic shaping of beams, for example in laser
materials processing.

• Scanned imaging systems AO may be usede to maintain the integity of a scan-
ning probe, for example, in a laser printing system.

Another particularly promising area of application of adaptive optics and its tech-
nologies is in the eye. At the simplest level, wavefront sensing can be used to deter-
mine the exact refractive state of the eye, and several commercial wavefront sensors
are becoming available for use in connection with laser refractive surgery (Lasik,
PRK). Closed loop adaptive optics has two main areas of application in the eye. The
first is for retinal imaging, and the second is to enhance vision.

When focus and astigmatism errors are well-corrected, the eye is more-or-less
diffraction limited for a pupil diameter of approximately 2 mm. With this pupil size,
the point spread function is ≈5 µm is diameter, compared to the cone photoreceptor
spacing at the fovea on the order of 2 µm: this spacing is consistent with the Shannon
or Nyquist sampling theorem. In order to image the cones at the fovea, one would
need to dilate the pupil and then ensure that the aberrations over the pupil, which are
typically severe for a dilated pupil, are corrected using adaptive optics. When the
aberrations are corrected, we should have diffraction-limited retinal imaging, and
also we may have enhanced visual acuity: indeed there are a number of interesting
psychophysical experiments that can be carried out on AO-corrected eyes.

Initial studies in AO-assisted retinal imaging used open-loop adaptive optics,
and combining AO with the technique of retinal densitometry, Roorda and Williams
[38] were able to obtain remarkable images showing the spatial arrangement of
the short, medium and long wavelength sensitive cones about 1 deg from the fovea,
reproduced in Fig. 12.12. The temporal variation of the wavefront aberration is much
slower in the eye than for atmospheric turbulence [39] and so that aspect of building
a closed loop system is relatively straightforward. However, alignment and other
issues due to the fact that a human subject is involved make adaptive optics in the
eye quite difficult to achieve. Recently, three groups have published results showing
closed-loop AO systems operating in the eye [40–42].

Finally, two groups [43,44] have implemented “poor man’s AO”, using wave-
front data combined with direct retinal imagery in a deconvolution scheme [45].

Adaptive optics for retinal imaging and vision enhancement is on the thresh-
old of a number of breakthroughs and improvements that can be expected to have
a significant impact in clinical vision science.
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Fig. 12.12. Spatial arrangement of short (S), medium (M) and long (L) wavelength sensitive
cones using retinal densitometry combined with open loop adaptive optics [38]. Left: 1 deg
temporal. Right: 1 deg nasal. Courtesy of Austin Roorda and David Williams
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13 Low-Coherence Interference Microscopy

C.J.R. Sheppard and M. Roy

13.1 Introduction

Confocal microscopy is a powerful technique that permits three-dimensional (3D)
imaging of thick objects. Recently, however, two new techniques have been intro-
duced, which are rivals for 3D imaging in reflection mode. Coherence probe mi-
croscopy (CPM) is used for surface inspection and profiling, particularly in the semi-
conductor device industry [1–10]. Optical coherence tomography (OCT) is used
for medical diagnostics, particularly in ophthalmology and dermatology [11,12].
These are both types of low coherence interferometry (LCI), in which coherence
gating is used for optical sectioning. LCI has many advantages over the conven-
tional (narrow-band source) interferometric techniques, including the ability to re-
ject strongly light that has undergone scattering outside of a small sample volume,
thus allowing precise non-invasive optical probing of dense tissue and other turbid
media. LCI can be used to investigate deep, narrow structures. This feature is partic-
ularly useful for in-vivo measurement of deep tissue, for example, in transpupilliary
imaging of the posterior eye and endoscoping imaging. Another application area of
LCI is in optical fibre sensors [13–15].

Although CPM and OCT are both forms of LCI, their implementations differ.
In CPM, an interferometer is constructed using a tungsten-halogen or arc lamp as
source, Fig. 13.1. Interference takes place only from the section of the sample lo-
cated within the coherence length relative to the reference beam. This technique is
usually used for profilometry of surfaces. A series of 2D images is recorded using
a CCD camera as the sample is scanned axially through focus. For each pixel an
interferogram is recorded, which can be processed to extract the location of the sur-
face either from the peak of the fringe visibility, or from the phase of the fringes. Use
of a broad-band source avoids phase-wrapping ambiguities present in laser interfer-
ometry with samples exhibiting height changes of greater than half a wavelength.
If a microscope objective of high numerical aperture is employed in CPM, interfer-
ence occurs only for regions of the sample which gives rise to a wave front whose
curvature matches that of the reference beam [16,17]. For this reason CPM has been
termed phase correlation microscopy[4]. An optical sectioning effect results which
is analogous to that in confocal microscopy. This phenomenon been used by Fujii
[18] to construct a lensless microscope, and by Sawatari [19] to construct a laser in-
terference microscope. Overall optical sectioning and signal collection performance
[20] is slightly superior to that of a confocal microscope employing a pinhole. In or-
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Fig. 13.1. The principle of the coherence probe microscope (CPM)

der to extract the height information from the interferogram, a complete axial scan
through the sample must be recorded. An alternative method is based on phase shift-
ing, in which the visibility at a particular axial position can be determined by three
or more measurements for different values of reference beam phase. This avoids
the necessity to scan through the complete depth of the image, and is particularly
advantageous with thick structures. Phase shifting is traditionally performed with
laser illumination, and with a broad-band source a problem is encountered in that
the phase shift of the different spectral components, when reflected from a mirror,
varies. This problem has been overcome by performing the phase shifting by use of
geometric phase shifting (GPS) [21,22], in which polarisation components are used
to effect an achromatic phase shift [23].

Although the principle of OCT is identical to that of CPM, the embodiment is
usually quite different [11]. In OCT the signal, scattered from bulk tissue, is very
weak. Hence the source is often replaced by a super-luminescent laser diode, which
is very bright but exhibits a smaller spectral bandwidth than a white-light source.
The source is used in a scanning geometry, in which the sample is illuminated
point-by-point, Fig. 13.2, so that considerable time is necessary to build up a full
3-D image. Therefore, usually x-z cross-sections are recorded. In OCT the numer-
ical aperture (NA) of the objective lens is small and its depth of focus large, so z
scanning can be achieved by translation of the reference beam mirror. Instead of
phase-shifting, the alternative techniques of heterodyning is used, which can result
in shot-noise limited detection performance. In OCT optical sectioning results from
the limited coherence length of the incident radiation, but if the NA of the objective
lens is large, an additional optical sectioning effect similar to that in confocal imag-
ing results [24]. The resulting instrument is called the optical coherence microscope
(OCM). In OCM, because the depth of focus of the objective is small, the sample
has to be scanned relative to the objective lens to image different z positions, so
scanning is usually performed in x-y sections.
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Fig. 13.2. The principle of optical coherence tomography (OCT)

Both OCT and OCM are usually implemented using single mode optical fi-
bres for illumination and collection. A scanning microscope using single mode
fibres behaves as a confocal microscope [25–27], and the geometry of the fibre
spot influences the imaging performance of the system [28–32]. Confocal inter-
ference microscopes using monochromatic light and a pinhole in front of the de-
tector were constructed long before the proposal of OCT [33–35]. Similarly single-
mode optical fibre implementations of the confocal interference microscope with
a monochromatic source have also been reported [36–38]. In these systems, a con-
focal optical sectioning effect is present. This optical sectioning behaviour is sim-
ilar to, but exhibits some differences from, the correlation effect in the CPM. Ei-
ther low-coherence light or ultra short pulses [39] can be used to measure inter-
nal structure in biological specimens. An optical signal that is transmitted through
or reflected from a biological tissue contains time-of flight information, which
in turn yields spatial information about tissue microstructure. In contrast to time
domain techniques, LCI can be performed with continuous-wave light, avoiding
an expensive laser and cumbersome systems. Summarizing, we distinguish be-
tween:

(a) CPM uses a medium/high NA, giving sectioning from a combination of a coher-
ence and a correlation effect. Complete x-y images are recorded using a CCD
detector.

(b) OCT uses a low NA, giving sectioning from coherence only. The low NA is
used in OCT to provide a long depth of focus that enables x − z cross-sectional
imaging using coherence gate scanning.

(c) OCM uses a high NA, giving sectioning from a combination of a coherence and
a confocal effect. The high NA is used in OCM to create a small focal volume in
the sample that combines with the coherence gate, resulting in high resolution
with rejection of out-of-focus or multiply scattered light.
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13.2 Geometry of the Interference Microscope

There are several interference microscope available. Fig. 13.3 shows the Linnik,
Mirau, Michelson and confocal interferometers, each with various advantages and
disadvantages. For high magnification it is often advantageous to use a Linnik in-
terference microscope [1], in which two matched microscope objectives with high
NA are used. Using matched objectives, spherical and chromatic aberration can be
removed. The main disadvantage of this type of microscope is that it is very sen-
sitive to vibration and air currents, because it involves a long beam path. However,
these vibrations are avoided in OCT by employment of heterodyning techniques that
reject low frequency variations in signal.

Mirau [4] and Michelson interference microscopes require only one microscope
objective. The difference between these two types is the positioning of the beam
splitter and the reference surface. In the Mirau system, the beam splitter and ref-
erence mirror are positioned between the objective and test surface, whereas in the
Michelson type, a long working distance microscope objective is used to accommo-
date the beam splitter between the objective and the test surface. These two methods,
particularly the Michelson geometry, are aperture limited compared to the Linnik
and confocal systems and therefore they are used for low magnifications.

Fig. 13.3. Different
types of interference
microscope



13 Low-Coherence Interference Microscopy 333

On the other hand the concept of the confocal interference microscope [33] is
quite different from the other methods, as shown in Fig. 13.3. This type is based on
a point-by-point detection technique which requires a pinhole in front of a detector
and because of this the wave-front distortion of the reference beam can be ignored.
In practice of course the pinhole must have some finite size, and the wave front of
the reference beam over the pinhole area does affect the overall performance. The
pinhole can also be replaced by a single-mode fibre [36,38]. In this case the fibre acts
as a coherent detector, so that only the component of the object and reference beams
that match the mode profile are detected. In this case, aberrations on the reference
beam only affect the strength of the reference beam.

13.3 Principle of Low-Coherence Interferometry

A schematic diagram of CPM is shown in Fig. 13.1, in which white, incoherent light
is used as illumination. The sample is placed in one interferometer arm, and other
arm provides a reference beam. The reflections from the sample are combined with
the reflection from the mirror. The electric field of the light arriving at the camera,
U(t), is the superposition of the light traversing the two arms of the interferometer
represented by

U(t) = Us(t) + Ur(t + τ) , (13.1)

where Us and Ur are the optical amplitude of signal and reference beam. The quan-
tity τ is the time delay due to the difference in the length of the optical paths tra-
versed by the beams. Normally any detector system for optical frequencies actually
measures the time averaged intensity, which is the square of the electric field ampli-
tude U, and expressed by

Id(τ) = 〈|U |2〉 = 〈
[U∗s (t) + Ur(t + τ)][U∗s (t) + U∗r (t + τ)]

〉
, (13.2)

where 〈〉 denotes the time average. Thus

Id(τ) = Is + Ir + 2(IsIr)1/2�{γ(τ)} , (13.3)

where γ(τ) is the normalized form of the mutual coherence function, the complex
degree of coherence, that can be represented by

γ(τ) =
〈Us(τ)Ur(t + τ)〉

(Is + Ir)1/2
. (13.4)

Equation (13.3) is the generalized interference law for partially coherent light.
In general, the complex degree of coherence includes both temporal and spatial

coherence effects. For a Michelson interferometer which is an amplitude splitting in-
terferometer, for a single point on the spatially incoherent source, spatial coherence
(e.g. as in the Young interferometer) can be neglected, so that the mutual coherence
reduces to self coherence, or temporal coherence, which has the same behaviour for
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CPM and OCT. When the complete incoherent source is considered, partial spa-
tial coherence must also be considered, and then CPM and OCT behave differently.
Confining our attention to temporal coherence for the present, (13.3) can be written

Id(τ) = Is + Ir + 2(IsIr)1/2�{γtc(τ)} , (13.5)

where�{γtc(τ)} is the real part of the complex degree of temporal coherence of the
light source which is the normalized form of the self-coherence function γ11(τ),

γ11(τ) =
Γ11(τ)
Γ11(0)

, (13.6)

where

Γ11(τ) = 〈U(t + τ)U∗(τ)〉 . (13.7)

Here the subscript 11 corresponds to a single point on the incoherent source. The
normalized complex degree of coherence of the light source is given by the Fourier
transform of the power spectrum of the light source.

Now for a polychromatic light source with a Gaussian power spectral density

G( f ) = G0 exp

⎡⎢⎢⎢⎢⎢⎣−
(

f − f̄
Δ f

)2⎤⎥⎥⎥⎥⎥⎦ , (13.8)

where G0 is constant, Δ f represents the spectral width of the source, and f̄ is the
mean frequency. Thus

γ11(τ) = G0

∫ ∞

−∞
exp

⎡⎢⎢⎢⎢⎢⎣−
(

f − f̄
Δ f

)2⎤⎥⎥⎥⎥⎥⎦ exp(−i2π f τ)d f , (13.9)

or

γ11(τ) = G0πΔ f exp
[
−(πτΔ f )2

]
exp(−i2π f̄τ) . (13.10)

But we know that γ11(0) = 1, so we have

γtc(τ) = exp
[
−(πτΔ f )2

]
exp(−i2π f̄τ) . (13.11)

Equation (13.3) can be therefore be written as

I(τ) = Is + Ir + 2(IsIr)1/2 exp
[
−(πτΔ f )2

]
cos(2π f̄ τ) , (13.12)

or

Id(τ) = I0

[
1 + V(τ) cos(2π f̄τ)

]
, (13.13)

where I0 is the background intensity, V is the fringe contrast function or envelope of
the observed fringe pattern, given by

V(τ) =
2(IsIr)1/2

Is + Ir
exp

(
−(πτΔ f )2

)
. (13.14)

If we consider white light with wavelength range from 400 nm to 700 nm, the coher-
ence time is then roughly 6.6 fs and hence the spectral bandwidth is about 1.5×1014

radians s−1, giving a coherence length of about 1–2µm. In OCT, the coherence time
of the source is roughly 50 fs, and the coherence length typically 10–15µm.
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13.4 Analysis of White-Light Interference Fringes

Figure 13.4 shows the variations in intensity at a given point in the image as an
object consisting of a surface is scanned along the depth axis (z axis). We assume
that the origin of coordinates is taken at the point on the z axis at which the two
optical paths are equal, and that the test surface is moved along the z axis in a series
of steps of size Δz. With a broad-band spatially incoherent source, the intensity at
any point (x, y) in the image plane corresponding to a point on the object whose
height is h can be written as

Id(τ) = Is + Ir + 2(IsIr)
1/2γ

( p
c

)
cos

[(
2π

λ̄

)
p + φ0

]
, (13.15)

where Is and Ir are the intensities of the two beams acting independently, γ(p/c)
is the complex degree of coherence (corresponding to visibility of the envelope
of the interference fringes), and cos

[
(2π/λ)p + φ0

]
is a cosinusoidal modulation.

In (13.15), λ̄ corresponds to the mean wavelength of the source, p = 2(z − h) is
the difference in the lengths of the optical paths traversed by the two beams, and
φ0 is the difference in the phase shifts due to reflection at the beam-splitter and the
mirrors.

Each of these interference patterns in z for each pixel (see Fig. 13.4) can be
processed to obtain the envelope of the intensity variations (the visibility function).
We can therefore determine the peak amplitude of the intensity variations and the
location of this peak along the scanning axis (Fig. 13.5). The values of the peak am-
plitude give an autofocus image of the test object (analogous to the similar technique
in confocal microscopy [40], while the values of the location of this peak along the
scanning axis yield the height of the surface at the corresponding points [40].

A major objective of the LCI is to find the height of a surface from the location
of the peak fringe visibility by using variety of algorithms that can be categorized
in two main groups:

Fig. 13.4. The output from a white-light
interferometer as a function of the posi-
tion of one of the end mirrors along the z
axis. The dashed lines represent the fringe
envelope
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Fig. 13.5. A representation of different stages in white-light surface profiling: (a) A series
of interferogram images is obtained by moving the sample along the z axis, (b) Processing
of two sample pixels in the interferogram uses peak detection. (c) The location of the peak
along the z axis corresponds to the height of the surface, allowing reconstruction of the surface
profile

13.4.1 Digital Filtering Algorithms

The method most widely used to recover the fringe visibility function from the sam-
pled data has been digital filtering in the frequency domain [4]. This procedure
involves two discrete Fourier transforms (forward and inverse) along the z direction
for each pixel in the sample. In order to recover the interference fringes the step
size along the z axis, Δz often corresponds to a change in the optical path differ-
ence, p of a quarter of the shortest wavelength or less. Typically, a step Δz around
50 nm is used. Consequently this procedure requires a large amount of memory and
processing time.

These requirements can be reduced to some extent by modified sampling and
processing techniques. For example, according to the sampling theorem, the signal
need be sampled only at a rate of twice the bandwidth, rather than for the high-
est frequency in the fringe pattern. This has been called sub-Nyquist sampling [7].
Other approaches include using a Hilbert transform [5], communication theory [41],
or nonlinear filter theory [42].

13.4.2 Phase Shift Algorithms

A more direct approach, which is computationally much less intensive, involves
shifting the phase of the reference wave by three or more known amounts for each
position along the z axis and recording the corresponding values of the intensity.
These intensity values can then be used to evaluate the fringe contrast directly at
that position [6].

However, the usual method for introducing these phase shifts has been by mov-
ing the reference mirror in the interferometer along the axis by means of a piezo-
electric translator (PZT) so as to change the optical path difference between the
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Fig. 13.6. White-light fringes for different angular settings of the geometric phase shifter,
showing that the fringes move relative a stationary envelope

beams. This procedure has the drawback that the dynamic phase introduced by
a change in the optical path p varies inversely with the wavelength. In addition, since
the value of p is changing, the maximum value of the envelope function (fringe visi-
bility) γ(p/c) is not the same at a given position of the object. Both these factors can
lead to systematic errors in the values of fringe visibility obtained. These problems
can be avoided by using a phase shifter that generates the required phase shifts with-
out any change in the optical path difference. The only phase shifter that can satisfy
this condition is a geometric phase shifter (GPS) [22], an achromatic phase-shifter
operating on the principle of the geometric phase [23], which can be achieved by
using a polarising beam splitter, a quarter wave plate and a rotating polariser [43].
Figure 13.6 shows how the white light fringes move relative to a stationary enve-
lope as the geometric phase is altered. For a given point on the envelope, the fringe
pattern changes without bound as the geometric phase is changed. Thus for this
variation the bandwidth is effectively zero, and only three discrete measurements
are needed to recover the amplitude and phase of the fringe. This is then repeated
at different points on the envelope, but to recover the envelope the distance between
these points is fixed by the bandwidth of the envelope rather than the fringes.

A variety of different phase shifting algorithms can be used to extract the en-
velope, based on measurements for three or more values of phase step. Five step
algorithms appear to be good for contrast or visibility measurement [42,44]. Five
measurements are made of the intensity as follows:
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I1 = I0[1 + V cos(φ − π)] = I0[1 − V cosφ] , (13.16)

I2 = I0[1 + V cos(φ − π/2)] = I0[1 + V sin φ] ,

I3 = I0[1 + V cosφ] ,

I4 = I0[1 + V cos(φ + π/2)] = I0[1 − V sin φ] ,

I5 = I0[1 + V cos(φ − π)] = I0[1 − V cosφ] .

Since the additional phase differences introduced by the GPS are the same for all
wavelengths, the visibility of the interference fringes at any given point in the field
can be expressed as [42]

V2 =
1

4 cos4 δ

[
(I2 − I4)2 − (I1 − I3)(I3 − I5)

]
, (13.17)

where δ is the error in the phase step. This is a very efficient algorithm, which is
also error correcting, so that if the phase step is not π/2 it still gives the visibility
correctly, but scaled by a factor that depends on the phase step. This is satisfactory
for determination of the peak position, but as the phase step can change if the spec-
tral distribution is altered on reflection it can result in errors in the autofocus image.
However, the scaling factor can be determined from the relationship

sin δ =
I5 − I1

2(I4 − I2)
, (13.18)

and the intensity of the autofocus image corrected accordingly.

13.5 Spatial Coherence Effects

In a conventional interference microscope, nearly coherent illumination, produced
by stopping down the condenser aperture, is used in order to give strong interfer-
ence fringes [45]. However, in an interference microscope with digital storage, the
interference term of the image can be extracted from the non-interference back-
ground terms by digital processing. In this case the relative strength of the fringes
is not so important. If the aperture of the condenser is opened up until it is equal to
that of the objective, as in a CPM, the relative strength of the fringes decreases. At
the same time, a correlation effect is also introduced: only light which has a phase
front which matches that of the reference beam results in an appreciable interference
signal [16,17]. The result is an optical sectioning effect additional to that from the
low-coherence source. The visibility of the fringes V(p/c) is given by the product of
the envelopes resulting from the low-coherence and the correlation effects [1]. The
strength of the optical sectioning that results from the correlation effect increases
rapidly as the numerical aperture (NA) of the system is increased. Typically, the
envelope from the low-coherence effect has a width of about 5 µm for a broad-band
source, while that from the correlation effect can be about 1 µm for high NA lenses.

In OCT, the system behaves as a confocal system, which can be regarded as
a special case of a scanning interference microscope [46]. Using an optical fibre
implementation, the mode profile of the fibre selects, for both the object beam and
the reference beam, the overlap integral of the beam profile.
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13.6 Experimental Setup

A schematic diagram of our LCI microscope [47] is depicted in Fig. 13.7. The op-
tical system can be split into two parts: the illumination system, and the interfero-
meter.

13.6.1 The Illumination System

A tungsten halogen lamp (12 V, 100 W) is used as a source. To illuminate the ob-
ject uniformly, a Köhler illumination system is used, consisting of lenses L1-L4
(Fig. 13.7) together with a microscope objective. The system incorporates both aper-
ture and field stops. The aperture stop is placed in a plane where the light source is
brought to a focus, as shown by thick lines in Fig. 13.8. So by adjusting the aperture
stop, the angle of illumination, and therefore the effective NA of the condenser, can
be controlled. The field stop is placed in a plane where a back-projected image of
the sample is formed, shown by thin lines in Fig. 13.8. Adjusting the field stop lim-
its the area of illumination at the object, thereby reducing the strength of scattered
light.

This system allows separate control of both the illumination aperture stop and
the field stop. Stopping down the illumination aperture allows the system to be
operated as a conventional interference microscope, with high spatial coherence.
A 3 mW He-Ne laser is also provided for alignment. Since the coherence length of
the laser is much longer than that of the white-light source, it can be used for finding
the interference fringes.

13.6.2 The Interferometer

The interferometer used in our system is based on the Linnik configuration
(Fig. 13.3). The linearly polarised beam transmitted by the polariser is divided at
the polarising beam splitter into two orthogonally polarised beams which are fo-
cused onto a reference mirror and a test surface by two identical infinity tube-length
40× microscope objectives with numerical aperture 0.75. After reflection at refer-
ence mirror and test surface these beams return along their original paths to a sec-
ond beam-splitter which sends them through a second polariser to the CCD array
camera.

The phase difference between the beams is varied by a geometric phase-shifter
(GPS) consisting of a quarter-wave plate (QWP) with its axis fixed at an azimuth of
45˚, and a polariser which can be rotated by known amounts [21,22]. The rotation
of the polariser is controlled by a computer via a stepper-motor. In this case, if the
polariser is set with its axis at an angle θ to the axis of the QWP, the linearly polarised
beam reflected from the reference mirror and the orthogonally polarised beam from
the test surface acquire a geometric phase shift equal to 2θ. This phase difference
is very nearly independent of the wavelength. Achromatic phase-shifting based on
a rotating polariser has better performance than a rotating half-wave plate, placed
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Fig. 13.7. Experimental arrangement of a white-light interference microscope using geomet-
ric phase shifter
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between two quarter-wave plates, used in white-light interferometry to measure the
fringe contrast function [21,43].

Measurements and data analysis were automated using a graphic code LabView
program. The hardware was composed of a Macintosh Quadra 900 with a Neotech
Frame Grabber and a digital-to-analog card. All the interference images obtained
by the CCD video camera were transferred to the computer via a Neotech Frame
Grabber which was used to convert the analogue video signal to digital images. The
CCD camera has a pixel resolution of 768 × 512.

13.7 Experimental Results

A test object of an integrated circuit chip was scanned along the z axis by means of
the PZT in steps of a magnitude Δz = 0.66 µm over a range of 5 µm, centred ap-
proximately on the zero-order white light fringe. In practice a single grabbed image
taken at TV rates (1/25 seconds) exhibits significant noise, which can be reduced
by averaging. Each grabbed image is thus in fact the average of N grabbed images,
which reduces the random electronic noise of the capture and improving signifi-
cantly the resolution of the system. In practice ten averages is a good compromise
between speed and noise. Fig. 13.9 shows the effect of averaging frames on the
random electronic noise.

A typical image of the white-light fringes is shown in Fig. 13.10. The surface
height can be extracted by finding, for each pixel, the peak of the visibility variation.
This can be done by various algorithms, such as evaluation of the first moment or
a parabolic fit. We obtained good results by fitting a parabola through three points.
Figures 13.11 and 13.12 show examples of the surface profile of a CCD chip ob-
tained by our white-light interference microscope using a pair of 10 × 0.25 NA and
40 × 0.75 NA microscope objectives, respectively. Apart from the surface profile,
we can simultaneously obtain an autofocus image, similar to a confocal autofocus
image (maximum projection). In this, for every pixel, an image is formed from the
maximum value of the visibility curve. This has the effect of bringing to focus all
the different planes of the image, showing the reflectivity of the sample at any pixel.
A surface profile of an integrated circuit, and the corresponding autofocus image,
using a pair of 10 × 0.25 NA microscope objectives is shown in Fig. 13.13.

Fig. 13.8. The Köhler illumination system
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Fig. 13.9. Effect of averaging N images on the random noise

Fig. 13.10. A measured two-
dimensional interference image

Fig. 13.11. A surface profile of an
integrated circuit measured with
our system using NA microscope
objectives. The dimensions of the
images are 170 × 100 µm2 with
1 µm height

13.8 Discussion and Conclusion

We have demonstrated the successful use of a GPS that is close to achromatic in
nature, for white-light interferometric surface profiling on a microscopic scale. Our
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Fig. 13.12. A surface profile of an
integrated circuit measured with
our system using NA microscope
objectives. The dimensions of the
images are 25×43 µm2 with 1 µm
height

Fig. 13.13. (a) Surface profile, visualized as grey levels, of an integrated circuit measured
with the system using ×10, 0.25 NA microscope objectives. (b) The corresponding autofocus
(peak projection) image. The dimensions of the image are 100g × 70 µm2 with 1 µm height

system incorporate Köhler illumination, with control over illumination aperture and
field diaphragms, and high numerical aperture microscope objectives. With high
aperture optics an additional optical sectioning mechanism is provided by the spa-
tial correlation effect. This property is not present in conventional laser interferome-
ters because they use a low aperture condenser system. Thus separate control of the
illumination (condenser) and imaging apertures allows us to investigate the proper-
ties of these different sectioning mechanisms. 3-D images of a variety of specimens
including integrated circuit chips and thin film structures have been obtained by ex-
tracting the visibility envelope of the interferograms. The range of surface heights
that can be profiled with this technique is limited only by the characteristics of the
PZT used to translate the test specimen along the z axis and the available computer
memory. However, since the steps between height settings at which data have to
be taken can correspond to changes in the optical path difference of the order of
a wavelength or more, a much smaller number of steps are required to cover a large
range of depths.

If both fringe and envelope data is available, further information about the sam-
ple can be extracted, for example on the material properties of the sample. By know-
ing the fringe information, the phase of the signal can be recovered, the imaging
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system behaving as a coherent imaging system. Alteration of the condenser aper-
ture alters the properties of this coherent system, the use of matched condenser and
imaging apertures resulting in three-dimensional imaging performance similar to
that in a confocal reflection microscope. However, the low temporal coherence of
the illumination results in improved rejection from out-of-focus regions and im-
proved three-dimensional imaging of thick objects. This could result in important
applications in the biomedical area, similar to the current uses of optical coherence
tomography, with higher resolution albeit for reduced imaging depth.
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14 Surface Plasmon and Surface Wave Microscopy

Michael G. Somekh

Summary. Surface plasmons are electromagnetic surface waves confined to the region be-
tween two dielectrics and a conductor. These waves have unique features, since the field at
the interface between the conductor and one of the dielectrics becomes very large with the
result that surface plasmons are especially sensitive to the properties of any material or dis-
continuities at or close to this interface. This makes microscopy techniques based on surface
plasmons very attractive for studying surfaces and thin films, such as, for instance, cell mem-
branes and biological monolayers. The physical properties of surface plasmons also mean that
the image formation when using surface plasmons is signficantly different from the situation
that occurs when unconfined light waves are involved. This chapter will discuss methods both
old and new, which utilise the unique properties of surface plasmons-and indeed other sur-
face wave modes- which may be harnessed to make effective and high resolution microscope
systems for imaging surface properties.

Abstracting terms: Surface plasmon, surface wave, interface, scanning microscopy, inter-
ference microscopy, widefield microscopy, label-free detection, fluorescence.

14.1 Introduction

Surface plasmons (SPs)-or surface plasmon polaritons- are guided electromagnetic
surface waves (Raether, 1988). In their simplest form these are bound in a metallic
or conducting layer sandwiched between two dielectrics. The confinement of these
waves makes them particularly attractive as label-free chemical and biological sen-
sors being especially sensitive probes of interfacial properties, Flanagan and Pantell
(1984), Green et al. (1997). On the other hand, the fact that SPs have characteris-
tics distinct from waves propagating in free space means that the optimum way to
perform high resolution microscopy can differ significantly from other microscopy
techniques.

The purpose of this chapter is not to provide an exhaustive review of SPs or in-
deed even SP microscopy, but rather to examine approaches to obtaining high lateral
resolution and sensitivity with SPs. The emphasis will be how the particular charac-
teristics of SPs affect the way microscope systems perform. Most of the observations
and conclusions in this chapter will also be applicable not only to SP microscopy,
but more generally to microscopies exploiting surface waves. Near field methods
for SP microscopy (Konopsky et al., 2000, Bozhevolnyi, 1996, Hecht et al. 1996),
can, of course, give very high lateral resolution, but will not be discussed in detail,
since these are not readily compatible with biological microscopes and also involve
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inconvenient probing geometries as we will discuss later. We will briefly mention
one technique (which is an intriguing combination of near field and far field mi-
croscopy) that offers potentially spectacular resolution, albeit with a rather unusual
configuration (Smolyaninov et al., 2005a and 2005b).

SP microscopy in the far field with lateral resolution similar to that of good
quality optical microscopes is a relatively young field; for this reason the reader
will not find an exhaustive range of applications, however, the techniques are now
beginning to prove themselves.

This article is organised along the following lines. In Sect. 14.2 we will de-
scribe the underlying physics necessary to understand the key issues that make SP
microscopy unique. In particular, we discuss excitation and detection of SPs in the
context of the variation of reflectance functions with angle of incidence. We also
give a brief discussion of the field distributions associated with these waves. Sec-
tion 14.3 discusses some of the underlying mechanisms of surface wave generation
and how this impacts on contrast in surface wave microscopy. Section 14.4 reviews
SP microscopy using the prism based Kretschmann configuration. Section 14.5 dis-
cusses some of the necessary and desirable features required of objective lenses
when they are used for SP microscopy. Section 14.6 considers objective based mi-
croscopy that does not rely on interferometry, whereas Sect. 14.7 considers the use
of SP interferometry. Section 14.8 discusses the long term role of SP microscopy
and future areas where the techniques are likely to have an impact.

14.2 Overview of SP and Surface Wave Properties

The simplest system on which SPs exist is between the interface of a relatively
thin (in terms of the free space wavelength) conducting layer located between two
dielectric layers. This situation is depicted schematically in Fig. 14.1a. A condition
for the existence of SPs is that the real part of the dielectric permittivity, ε, of the
conducting layer is negative. Physically SPs (Raether, 1988) may be thought of as
collective oscillations of charge carriers in the conducting layer, with the result that
energy is transferred parallel to the interface. In practice noble metals such as gold
and silver are excellent metals to support the propagation of SPs and indeed the great
majority of SP studies in the literature use these metals. Aluminium also supports
SP propagation although the attenuation with this metal is very severe, since the
positive imaginary part of the dielectric permittivity is relatively large.

A key property of SPs is that the k−vector is greater than the free space k-vector.
This means that SPs cannot be excited from free space unless evanescent waves or
a structured surface such as a grating is used. In order to overcome this problem
light from a region of high refractive index can be used to illuminate the sample.

The variation of reflection coefficient with incident angle from a thin metal
film (Azzam and Bashara, 1986) gives considerable insight into the behaviour
of SPs. Fig. 14.2 shows the modulus of the amplitude reflection coefficient for
633 nm incident wavelength, for the system shown in Fig. 14.1a, when n1 = 1.52,
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Fig. 14.1. a Simple three-layer system allowing the excitation of surface plasmons, consisting
of a thin metal layer sandwiched between two dielectrics. Excitation occurs from the layer of
higher refractive index. b A fourlayer system supporting surface waves, generally the layer
n2 has a lower refractive index than n1 and n3

n2 = ε1/2 = (−12.33 + 1.21i)1/2 = 0.17 + 3.52i, and n3 = 1. These values corre-
spond to the refractive index of glass or coupling oil, gold and air. The thickness of
the gold layer in the simulations is 43.5 nm. We see that for s-incident polarisation
there is not a great deal of structure in the modulus of the reflectivity. On the other
hand, for p-incident polarisation there is a sharp dip at an incident angle, θp close
to 43.6 degrees; this corresponds to excitation of SPs, which can only be excited
for p-incident polarisation. The reduction of reflection coefficient relates to the fact
that when SPs are excited some of the energy is dissipated in ohmic losses in the
film. Excitation of SPs at an angle of approximately 44 degrees is indicates that
the k-vector of the SPs is greater than the free space k-vector. From the position
of the dip we can see that the k-vector of the SP is n1 sin θp ≈ 1.05 times greater
than the free space propagation constant.

The modulus of the reflection coefficient for p-polarised light shown in Fig. 14.2
is indicative of the excitation of SPs when losses are present. If, however, the refrac-
tive index of the metal film is entirely imaginary the dip disappears, although SPs
are still excited. The dip in the modulus is thus not an essential manifestation of the
SP excitation. The phase of the reflection coefficient, in fact, gives real evidence of
the excitation of surface waves, we will show, moreover, that it is the phase of the
reflection (and transmission) coefficient, which allows one to exploit new imaging
modes. Figure 14.3 shows the phase of the reflection coefficient for both s-polarised
and p-polarised light. The phase behaviour of the s-polarised light, like the ampli-
tude, shows little structure, but the phase variation of the p-polarised light shows
a strong feature close to the angle θp, around this angle the phase changes through
close to 2π radians. This is a more fundamental feature of SP excitation than the dip
in the modulus of the amplitude reflection coefficient.

Figures 14.4 and 14.5 show the amplitude and phase of the reflection coefficient
versus angle for a dielectric layer guiding structure defined by the figure caption.
Note that above the critical angle the modulus of the reflection coefficient is one, be-
cause there are no losses in the system, the phase plots show a rapid 2π radian phase
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Fig. 14.2. Modulus of the reflection coeffi-
cient for a three material system consist-
ing of a gold layer sandwiched between
two semi-infinite layers of refractive in-
dices. n1 = 1.52 and n3 = 1. For gold
layer n2 = ε

1/2 = (−12.33 + 1.21i)1/2 layer
thickness = 43.5 nm. Optical wavelength
633 nm. Solid line p-incident polarisation,
fine dashed line s-incident polarisation

Fig. 14.3. Phase of reflection coeffi-
cient corresponding to case described in
Fig. 14.2, note for the reflection coeffi-
cients the phase of the p-polarisation is
shifted by π radians, so that they match at
normal incidence. Solid line p-incident po-
larisation, fine dashed line s-incident po-
larisation

Fig. 14.4. Modulus of the reflection coeffi-
cient for a guided wave structure consist-
ing of two dielelectic layers sandwiched
between two semi-infinite layers of refrac-
tive indices. n1 = 1.52 and n4 = 1.33,
layer n2 = 1.33 layer thickness = 350 nm,
layer n3 = 1.45, layer thickness = 750 nm,
optical wavelength 925 nm. Solid line p-
incident polarisation, fine dashed line s-
incident polarisation

shift corresponding to surface wave excitation, surface waves are produced for both
p- and s- polarisations, albeit at slightly different angles of incidence. Physically the
phase shift corresponds to the movement of energy across the interface. It is easy to
see how this arises by multiplying the incident angular spectrum distribution with
a linearly varying phase shift. On retransforming back into the spatial domain ap-
plication of the Fourier shift theorem shows that the original field is displaced. It is
easy to show that for constant reflectivity the gradient of the phase change around
the critical angles is proportional to the propagation length of the surface waves.



14 Surface Plasmon and Surface Wave Microscopy 351

Fig. 14.5. Phase of reflection coeffi-
cient corresponding to case described in
Fig. 14.4. Solid line p-incident polarisa-
tion, fine dashed line s-incident polarisa-
tion

This effect is essentially the Goos Hänchen shift (Born and Wolf, 1999) associated
with light or the Schoch displacement (Brekhovskikh, 1960) that occurs with sur-
face acoustic wave excitation in ultrasonics. The phase variation of the reflection
coefficient around the angle for SP excitation contains much of the information con-
cerning the propagation of the SPs. We will show later that the phase structure of
both the reflection and transmission coefficients play a crucial role in developing
high resolution SP microscopy methods. There is lateral displacement of energy at
a critical angle on an unlayered sample but this is very small (except very close to
the critical angle) compared to the shift around a pole in the reflection coefficient
corresponding to a surface wave, where the rate of change of phase with incident
angle is much greater.

The propagation of SPs is nicely demonstrated in the simple experiment de-
picted in Fig. 14.6a. This shows SPs excited in the metal by a weakly focused beam
from a 633 nm HeNe laser source. This arrangement for excitation of SPs is the so-
called Kretschmann configuration (Raether, 1988), is described in more detail at the
end of this section. The SPs propagate in the metal film and leak back into reflected
modes or are converted to heat by the absorption of the metal film. For a smooth
uniform film there will be no 633 nm radiation propagating into the air since the
light is evancescent in this medium. The gold film was then heated periodically with
a frequency doubled YAG laser (532 nm) modulated at a frequency of several kHz.
The effect of the periodic heating produced by the green laser was to alter the local
optical properties of the metal layer and the surrounding dielectric. This perturbation
caused the SPs to be converted into light waves propagating in the air. This occurs
because the k-vector of the local perturbation can change that of the SP so that the
resulting k-vector corresponds to a propagating mode. The 633 nm light scattered
by the green laser was detected with the photodetector, after passing through an in-
terference filter which blocked the 532 nm radiation. The distribution of scattered
light corresponds closely to the SP distribution and is shown in Fig. 14.6b where
see that there is a peak corresponding to the position of excitation and a ‘hump’
demonstrating the lateral propagation of the SPs. The dip between the two maxima
arises from destructive interference between the directly reflected light and that con-
verted to SPs (Velinov et al. 1999). The idea of interference between the two terms



352 M.G. Somekh

Fig. 14.6. a Schematic diagram of equipment used in photoscattering experiment, consist-
ing of HeNe laser to generate surface plasmons and Nd doubled YAG laser to scatter them
into propagating modes. b Experimental results obtained with equipment shown in a. Picture
dimensions: 90 by 80 microns

is brought out explicitly in Sect. 14.3, where a simplified model to explain the form
of the surface wave reflection coefficient is developed. When the polarisation of the
incident 633 nm radiation was changed to be predominantly s-polarised very little
signal was observed because of the field enhancement property discussed later in
this section. Moreover, from the small amount of signal that could be seen there was
no evidence of lateral displacement.

The extreme sensitivity of SPs arises from the large field enhancement at the
interface between n2 and n3 (Fig. 14.1a). This is shown in Fig. 14.7a for the case
of gold at incident angle of 43.6 degrees. Interestingly, the field strength increases
with depth in the metallic film. This is due to the large ‘reflected’ evanescent field,
which decays away from the source and grows towards it.1 There is an extremely
large field at the interface between the metal layer and the final dielectric, n3. The
discontinuity in the absolute magnitude of the field at this interface arises because
it is the tangential component of the E-field that is conserved across the interface.
For s-polarised incident light, on the other hand, the field decays in the metal so
the field at the interface is rather small, the field is continuous across the interface
since the E-field vector lies in the plane of the interface. If we again consider an
‘ideal’ material with the same negative permittivity as gold and zero imaginary part
the field distribution of Fig. 14.7b results. This shows even greater p-field enhance-
ment compared to gold and would be even more sensitive to surface properties. We

1 This viewpoint does not contravene conservation of energy as the field corresponding to
the SPs is evanescent in medium 3. An interesting extension of this concept has been
proposed by Pendry (2000), where he predicts that it is possible, provided certain other
conditions are met, to obtain a infinitely sharp focal spot by enhancing the evanescent
wave components.
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Fig. 14.7. a Modulus of the electric field distribution through the sample described in
Fig. 14.2. Note the field increases increases throughout the sample. Angle of incidence from
n1 = 43.6 degrees. Solid line p-incident polarisation, fine dashed line s-incident polarisation.
b Same case as Fig. 14.4a above except the metal layer is replaced with ‘lossless’ gold, that
is n2 = ε

1/2 = (−12.33)1/2

Fig. 14.8. a Comparison of modulus of reflection coefficient for bare gold layer as shown in
Fig. 14.2 (dashed line) with same layer coated with a 10 nm layer of SiO2 (continuous line).
Figure 14.6b Phase plot corresponding to Fig. 14.5a. For p-incident polarisation

note that the s-fields for ‘real gold’ and ‘ideal gold’ differ by about 2% indicating
a relatively weak interaction with the metal layer.

Figure 14.8a and b compares the amplitude and phase of the reflection coef-
ficients for a single gold layer in contact with air and a similar structure with an
additional intermediate layer corresponding to 10 nm of silicon dioxide, for clarity
a relatively narrow range of incident angles is shown. We see that there is a con-
siderable change in the position and shape of both the amplitude and phase features
corresponding to SP excitation. In the case of s-incident polarisation the effect of
the layer is much less noticeable. In Sect. 14.8 we will discuss differences in the
sensitivity to interfacial condition compared to total internal reflection microscopy
(Axelrod (1984), see also Chap. 8 in this book.
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Fig. 14.9. Schematic diagram showing
Kretschmann configuration used to excite
surface plasmons on the hypotenuse of
a prism

The most popular way to excite and detect SPs is to use the Kretschmann con-
figuration, see Fig. 14.9. The metal film-usually gold or silver-is deposited on the
hypotenuse of the prism and the light is incident along one of the other sides so it
hits the metal film through the glass at an angle, θ, close to θp. The passage of the
light through the glass increases the k-vector of the incident wave so that its compo-
nent parallel to the surface matches that of the SP. The changes in the reflected light
enable the properties of materials absorbed on the layer to be sensitively monitored.
SPs find wide use as chemical and biosensors for application such as monitoring
antibody-antigen reactions, cell attachment and toxicology (and indeed any areas
where sensitivity to minute changes in the properties of an interface is required).
Standard Kretschmann based SP techniques are thus extremely powerful, they do,
however, lack the spatial resolution required to image highly localised regions on,
for instance, a cellular level. For this reason there has been substantial work to de-
velop SP microscopy techniques that combine high lateral resolution with good sur-
face sensitivity.

14.3 Surface Wave Generation and Contrast Mechanisms
in Surface Wave Microscopy

In this section a simple model is developed that describes some of the key features
of SP and surface wave imaging; the concepts are essentially the same, so in this
section the terms ‘surface wave’ and ‘surface plasmon’ are generally used inter-
changeably. We will develop a, somewhat heuristic, model which gives insight into
the process of SP generation and explains key features in the reflection coefficient
discussed in Sect. 14.2.

Consider a plane wave incident on a sample as shown in Fig. 14.10. The par-
allel lines represent wavefronts on the plane wave incident along the direction in-
dicated by the dashed arrowed line. Consider that each line (indicated as a point
in Fig. 14.10) on the wavefront gives two contributions to the reflected light. The
first will be a direct reflection at the point of incidence marked on the figure ‘spec’
for ‘specular reflection’; the second contribution arises from incident light that is
converted to SPs and reradiated back into the incident medium with a characteristic
decay length, this is indicated as ‘plas’ on the figure, note that this contribution is
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Fig. 14.10. Schematic diagram explaining
application of the simplified Green’s func-
tion model

distributed over the whole of the sample plane since the decay length defines only an
average propagation length not a specific position of reradiation. The contribution
from each point can be considered to be independent of the angle of incidence and
in both directions, on the other hand, the contribution to the overall reflection coef-
ficient is very sensitive to the angle of incidence since efficient excitation of surface
waves relies on the contributions from each point adding in phase, which, of course,
occurs when the component of the k-vector parallel to the interface matches that of
the surface wave.

In the following discussion we use a simplified Green’s function based to de-
velop and approximate reflection coefficient2. It is, in fact, quite possible to develop
a more accurate Green’s function based on the true reflection coefficient calculated
from the Fresnel equations, the loss in mathematical simplicity, however, obscures
the simple essential physics, it is therefore more useful to stick with the simplifica-
tion.

Consider a plane wave incident from a medium, n0, whose k-vector along the
plane of the sample is kx, represented as exp ikxx. We consider the reflection coef-
ficient corresponding to the specular contribution to be −1. This approximation can
be easily refined but this value serves our present purposes. The plane waves are
excited on the sample from a position denoted as x on Fig. 14.10 and propagate as
a surface waves to point x0 prior to reradiating. The propagation constant for the
surface wave, kp, is given by:

kp = kγ + i(kc + ka) (14.1)

This propagation constant consists of the real part of the propagation constant
kγ, and two terms which contribute to the imaginary part of kp. kc corresponds to the
attenuation due to SPs coupling into propagating photons in the medium, n0 and the
ka term corresponds to ohmic losses in the metal layer.

We can then write the contribution to the field at x0 due to the plane wave inci-
dent on the sample on the left of x0, ul(x0), as:

ul(x0) = 2kc

x0∫
−∞

exp(ikxx) exp ikp(x0 − x)dx (14.2a)

2 The process can be reversed, that is the Green’s function can be derived as the pole contri-
bution from an approximate reflection coefficient.
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Similarly, the contribution from the wave arriving to the right of x0, ur(x0) is given
by

ur(x0) = 2kc

∞∫
x0

exp(ikxx) exp−ikp(x0 − x)dx (14.2b)

In physical terms this means that the contribution from a line at x0 arises from the
summation of line sources along the incident plane wave multiplied by the complex
phase factor arising from propagation from point x to x0. The factor of 2kc is the
factor that accounts for the efficiency of coupling and reradiation of the SP. This
factor is analogous to the coupling factor used for surface acoustic wave excitation
and may be calculated by expanding the reflection coefficient around the pole as
a Laurent series and evaluating the field contribution by contour integration (Bertoni
and Tamir, 1973).

Evaluating this term we obtain an expression for the field above the sample due
to surface waves as:

up(x0) = ul (x0) + ur (x0) = 2kc exp(ikxx0)r(kx, kp) (14.3)

where r(kx, kp) = i
(kp−kx) +

i
(kp+kx)

We can see that this term reaches a maximum value very close (exactly so if
the first term only is considered) to kγ = kx and decreases away from this value, as
mentioned earlier this maximum arises from the sources adding in phase along the
sample surface. Note that for waves as depicted in Fig. 14.10 the wave propagat-
ing from left to right greatly dominates the backward propagating wave. For plane
wave excitation only those angles close to the phase matching condition need to be
considered. From the foregoing arguments we see that the approximate reflection
coefficient, R(kx), corresponding to surface wave excitation is given by:

R(kx) = −1 + 2kcr(kx, kp) (14.4)

As mentioned earlier a more accurate expression for the reflection coefficient can be
extracted using the reflection coefficient obtained from the Fresnel equations, using
a mean value of reflection coefficient corresponding to the values away from the
pole in the reflection coefficient.

Figure 14.11 shows an example of the idealized reflection coefficient close to
the region where the surface waves are excited. We note that the dip in the reflec-
tion coefficient occurs very close to a normalized incident wave number of unity,
where this quantity represents the ratio of the incident wave number to the real part
of the wave number of the surface wave (and is therefore proportional to the sine
of the incident angle). We also note the characteristic rapid phase change through
360 degrees. Figure 14.12 shows how this arises. The circle represents the locus
of the reflectivity as the incident wave number changes. The points, a,b,c and d on
Figs. 14.11 and 14.12 represent normalized incident wavenumbers of 0.98, 0.99,
1.005 and 1.015 respectively.
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Fig. 14.11. Calculated am-
plitude (solid) and phase
(dotted) reflection co-
efficient. For ‘overcou-
pling’ case, ka = 0.012kγ ,
kc = 0.015kγ

Fig. 14.12. Rotating phasor model show-
ing formation of reflection coefficient. Ox
is a ‘constant’ specular reflection, xa, xb,
xc, xd are surface wave contributions that
change with incident angle with a resultant
reflection Oa, Ob, Oc and Od respectively.
Points ‘a’, ‘b’, ‘c’ and ‘d’ correspond to
angles marked on Fig. 14.11

We can see how the particular values of the reflection coefficient are formed
from Fig. 14.12, at the smallest angle of incidence, there is a constant3 non-surface
wave reflection whose value is −1 (0x) on the figure this is added to a surface wave
contribution ‘xa’, which add to give a resultant relectivity ‘0a’. We see that as the in-
cident angle approaches unity the surface wave contribution increases but the mod-
ulus of the reflectivity decreases. The rapid phase change is also apparent as the
incident angle changes from ‘a’ through to ‘d’. In the example presented here the
kc = 1.25ka, this corresponds to the case with SPs of ‘overcoupling’ where the metal
layer is thinner than the value required for the reflectivity to go to zero. The reflec-
tivity locus has a radius of unity when kc = ka, so that the reflectivity falls to zero at
resonance, where the ‘specular’ reflectivity cancels the ‘surface wave’ contribution.
The situation of ‘undercoupling’ is represented by the surface wave contribution

3 For the true reflection coefficient this value is not a strict constant but, around the wave
number of the surface wave it is very slowly changing, compared to the rapidly changing
surface wave contribution.
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being insufficiently large to cancel the specular reflection that is kc < ka. Another
interesting case is when there is no absorption, that is when ka = 0. In this case
the reflectivity locus follows the unit circle which means the reflectivity always has
a magnitude of one although the phase changes through 360 degrees as discussed
above. In this case the surface wave vector reaches a maximum magnitude of 2. The
analogy to this situation would apply to a metal with no losses, that is with nega-
tive real dielectric constant (as modeled in Fig. 14.7b). Again this confirms that the
phase change is a more reliable indicator of surface wave activity than the modulus
reflectivity.

We will now consider mechanisms that give image contrast in the SP micro-
scope. Simply these can be divided into two:

1. A change in the local propagation constant for the surface wave due to a change
in the local resonant conditions.

2. Scattering of a surface wave into a propagating wave which is collected by
a microscope objective

The model discussed above provides a very convenient way to discuss the first
mechanism. Let us consider the simplest inhomogeneous sample consisting of re-
gions with different SP k-vectors, kp1 and kp2, as shown in Fig. 14.13. This corres-
ponds to the situation where the propagation of the SP is affected by, for instance,
the presence of an overlayer.

Now consider a single plane wave with incident wavevector, kx, close to kγ,
this ensures that excitation of a wave propagating from left to right dominates (see
Fig. 14.13) the output field is therefore given by a specular reflection and three
principal surface wave terms namely.

(i) a field generated in region 1 and reradiated in region 1,
(ii) a field generated in region 1 and reradiated in region 2,
(iii) a field generated in region 2 and reradiated in region 2.

In addition there is a field generated in region 1 which is reflected from the interface
and reradiates back in region 1. Calculating the contribution for each region allows
us to calculate the field arising for a plane wave incident on an inhomogeneous
sample. (Zhang et al. 2006).

Figure 14.14 summarises the intensity responses we would expect from bright
field SP microscopy with an incident single plane wave to excite surface waves from
left to right. The solid curve in Fig. 14.14 shows a wave slightly off resonance in

Fig. 14.13. Schematic diagram showing reflection and transmission of a source from a struc-
tured sample with different surface wave wavevectors
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the left hand medium, as the wave passes into the region where the surface wave
is in resonance the signal decreases with a characteristic decay length related to
the strength of the coupling and the ohmic losses. We note that the wave does not
decay to zero since the case was chosen to match a 45 nm layer of gold where
kc and ka are not precisely equal as shown in the figurecaption. The oscillations
from the interface are due to reflection forming standing waves which have not been
observed in our experiments presumably because the interface is not sufficiently
smooth, in prism based SP imaging the spatial bandwidth is insufficient to resolve
these features. The dashed curve shows the situation where the wave is on resonance
in the left hand region and passes to a region where the surface wave is off resonance
with a consequent increase in signal level. Figure 14.15 shows exactly the same
situation except that coupling and attenuation are increased, we see essentially the
same phenomena except that the transitions are much more rapid corresponding to
improved resolution. On the other hand, we note that the change in signal is now
smaller because of the gradient of the phase change of the reflectance function is
much slower. This argument above provides a formal framework consistent with the
explanations of the tradeoff between resolution and sensitivity discussed throughout
the literature of prism based surface wave microscopy see, for instance, (Berger
et al. 1994).

Much of the literature for SP imaging has pointed out that that the lateral res-
olution in the direction of surface wave propagation is poorer than in the direction
normal to the propagation direction. This is based on the idea that the first mecha-
nism predominates along the direction of propagation and the scattering mechanism
applies to normal to it. This is clearly something of a simplification since the scatter-
ing mechanism can operate both parallel and normal to the direction of propagation.

To fully understand the imaging behavior when there is excitation over a range
of azimuthal angles, as is the case for the objective based microscopy described in
Sect. 14.6 a Green’s model for a point source is needed; this can be used to explain
why the spatial resolution of bright field SP microscopy through a microscope ob-
jective is superior to that obtained with prism based excitation, however, for even
objective based excitation the lateral resolution depends to some extent on the decay
of the surface waves.

Fig. 14.14. Surface wave response across
an interface on and off resonance for
‘weak’ coupling for a single incident an-
gle kx. One unit of wavelenth is the surface
wave wavelength in the faster medium.
Weak coupling corresponding to ka =

0.0055kγ , kc = 0.0065kγ Solid curve: Left
hand medium kγ = 1.01kx, right hand
medium kγ = kx. Dashed curve: Left hand
medium kγ = kx, right hand medium kγ =
1.01kx
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Fig. 14.15. As Fig. 14.14 except for
‘strong’ coupling corresponding to ka =

0.011kγ , kc = 0.013kγ Solid curve: Left
hand medium kγ = kx, right hand medium
kγ = 1.01kx . Dashed curve: Left hand
medium kγ = kx, right hand medium kγ =
1.01kx

The scattering mechanism applies to, for instance, point objects and is related to
the scattering of the SPs into propagating light. Provided the scattering is relatively
weak so that it does not perturb the propagating plasmon field greatly the resolution
obtained is dependent on the detection optics. A large field enhancement associ-
ated with surface waves and plasmons will increase the extent of the scattering and
thus increase the image contrast. For surface wave fluorescence as discussed in Sub-
sect. 14.6.3, the situation is similar in that the fluorphore can be regarded as local
inelastic scatterer, so that the resolution is derived from the detection optics and the
wavelength of the SPs rather than their decay length.

Finally, it is worth discussing the desirable properties of the surface waves for
optimum imaging performance. There is very clear tradeoff between the lateral res-
olution and contrast when mechanism 2 prevails, as discussed many times in the lit-
erature and exemplified by application of the Green’s function model in Figs. 14.14
and 14.15. The model shows how the width of the dip affects the extent of the con-
trast and how this is intimately linked to the lateral resolution, there is, however,
one other factor that needs to be taken into account. Namely, how much does the
dip move when the surface is modified by a given structure, say, a protein mono-
layer as discussed in Sects. 14.6 and 14.7, in other words, what is the change in kp

for a given change in the surface. In this case SPs are superior to most other surface
wave modes, where even if the dip is very narrow the change in kp is very small
when a small dielectric overlay is deposited, so that the resulting change in signal
is small. On the other hand, surface wave structures, as shown in Fig. 14.1b, are
often associated with even larger field enhancements compared to SPs so that if the
scattering mechanism predominates these surface structures way well be preferred
to surface waves. Indeed, the fact that the resonance does not change substantially
may be a real advantage in this situation since the waves will be strongly excited
even when the surface properties change slightly.
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14.4 Surface Plasmon Microscopy –
Kretschmann Prism Based Methods

In the mid-nineteen eighties the idea of combining the sensitivity of SPs with good
lateral resolution took hold. The earliest work in the field was that of Yeatman
and Ash (1987) in the UK and Rothenhausler and Knoll (1988) in Germany. Fig-
ure 14.16 combines two wide field imaging modes based on the Kretschmann con-
figuration. The sample is illuminated with a plane beam of light at an incident angle
close to θp. In the ‘bright field’ configuration the light reflected from the sample is
imaged onto the light sensitive detector where the image is recorded. Local vari-
ations in the SP propagation and local scattering will change the intensity of the
reflected light allowing an SP image to be formed. Detection can also occur on the
far side of the prism as also shown in Fig. 14.16; this effectively produces a ‘dark
field’ configuration. In this case discontinuities in the sample scatter the SPs into
propagating waves on the far side of the prism, rather like the pump beam in the
experiment described in Sect. 14.2. This scattered light is then imaged onto a light
sensitive detector. Clearly, in this case a continuous uniform film will not scatter any
light so the image will appear dark.

Figure 14.17 shows an alternative scanning configuration. In this case a weakly
focused beam is incident on the sample and the reflectivity is monitored as function
of scan position. In fact the imaging properties of this system are similar to that the
‘bright field’ wide field system shown in Fig. 14.16. This scanning configuration
illustrates the trade-offs implicit in bright field Kretschmann based SP imaging. In
order to improve the lateral resolution one needs to focus the beam as tightly as
possible, using a large numerical aperture. On the other hand, SPs are only excited
over a narrow range of angles so that the numerical aperture must be limited to this
range. A sharp phase change corresponds to a large decay length, which, in turn,

Fig. 14.16. Schematic diagram show-
ing wide field ‘bright field’ and ‘dark
field’ microscope systems based on the
Kretschmann configuration
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Fig. 14.17. Schematic diagram show-
ing scanning system based on the
Kretschmann configuration

restricts the maximum useful numerical aperture of the exciting beam and hence the
lateral resolution. Yeatman (1996) has shown how improving the lateral resolution
of the system results in reduction of sensitivity. Similarly, the ‘bright field’ wide
field system has lateral resolution limited by the decay length of the SPs.

The lateral resolution of the prism based SP microscope has been studied in
detail by Berger et al. (1994). When the observed contrast arises from the change
in the k-vector of the SPs in different regions of the sample, it was demonstrated
experimentally that the propagation distance or decay length of the SP determined
the lateral resolution that could be obtained in a test structure, giving essentially
the same conclusions as those summarised in Figs. 14.14 and 14.15. Using the fact
that the decay length of the SPs depends on the excitation wavelength, Berger et al.
(1994) were able to show that the lateral resolution could be improved by using
a shorter wavelength with a correspondingly smaller decay length. The best reso-
lution obtained was approximately two microns obtained at 531 nm, unfortunately
when the decay length is this small the sensitivity to the surface properties is greatly
reduced. A similar approach to improving the lateral resolution has been presented
by Geibel et al. (1999), where a coating of aluminium was used, which has a rela-
tively large imaginary part of the dielectric constant with a consequent reduction in
decay length. Once again the improvement in lateral resolution is obtained with a re-
duction in sensitivity to surface properties. Despite this, useful images monitoring
cell attachment and motility were obtained.

Figure 14.16 shows the ‘dark field’ system where SP imaging is obtained from
the scattering on the far side of the prism. In this case if the scattering of the particle
is imaged onto the CCD with a sufficiently high numerical aperture system then it
possible to obtain lateral resolution that exceeds that of the decay length of the SPs.
Improved resolution using this approach does not appear to have been demonstrated
in practical situations. This approach has the considerable disadvantage since it is
necessary to probe on the far side of the sample, which means that the detection
optics restricts access to the sample. ‘Dark-field’ SP microscopy can, however, be
obtained in reflection by blocking the zero order reflection in the Fourier plane as
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described by Grigorenko et al. (2000), this will allow only scattered light to be de-
tected. We discuss how analogous dark field techniques can be applied to objective
based SP microscopy later in this chapter.

The difficulty with Kretschmann based prism configurations arises from two
principal factors:

1. the prism means the system is not readily compatible with a conventional mi-
croscope configuration, for instance, imaging through the prism is difficult, es-
pecially when the plasmon is excited close to grazing incidence.

2. the lateral resolution is poor compared to that achievable with optical mi-
croscopy, so that the range of applications will be restricted. In particular, ap-
plications in extremely important fields, such as cell biology, will be severely
limited. For these reasons it is necessary to develop techniques capable of over-
coming these limitations.

There has been recent interest in using the phase of the reflectance function
in Kretschmann based SP imaging systems. The variation of the phase of the re-
flectance function around θp provides an alternative quantity in addition to the am-
plitude of the reflection. A discussion of the use phase has been discussed by Grig-
orenko et al. (1999). They have shown that as the metal thickness is changed so
that the minimum of the reflectivity is zero (corresponding to a thickness of ap-
proximately 47.7 nm of gold using the parameters given in Fig. 14.2) the gradient
of the phase variation with incident angle increases without bound around θp. This
effect is easily demonstrated in the framework presented Fig. 14.12, when ka = kc.
This means that close to these conditions the phase of the reflectance function can
be more sensitive to small changes compared to the amplitude. This sensitivity is
borne out experimentally in the work of Notcovich et al. (2000), who have imaged
gas flows corresponding to a refractive index change of 10−6.

14.5 Objective Lenses for Surface Plasmon Microscopy

One of the main themes of this chapter is obtaining high resolution surface wave
microscopy with objective based microscope configurations. We will firstly review
the relationship between the light incident on a microscope objective and the polar-
isation state and incident angles that illuminate the sample. Consider an aplanatic
objective with a source of illumination in the back focal plane. Each point incident
on this plane maps to an incident plane wave propagating in a direction whose k-
vector parallel to the plane of incidence is proportional to the radial position of the
source in the back focal plane. This is shown schematically in Fig. 14.18, which
relates the k-vector incident on the sample to the back focal plane distribution. If the
polarisation of the beam incident on the back focal plane is linear, the polarisation
state of the incident radiation varies from pure p-polarised to pure s-polarised. In
general, the polarisation is a combination of the two states, which can be determined
by resolving with respect to the azimuthal angle, φ, as shown in Fig. 14.18.
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Fig. 14.18. a View of the back focal plane showing the relationship between azimuthal angle
and polarisation state. b View in the plane of incidence showing relation between radial po-
sition and incident angle. Also shows rotation of direction of E-field vector passing through
the objective

For an oil immersion lens with a numerical aperture greater than about 1.1 a fully
illuminated objective lens will generate plane waves whose incident angle and po-
larisation state can excite SPs on the sample provided the final dielectric has an
index close to unity. Since the k-vector of SPs with air backing is only a few per-
cent greater than that in free space, even relatively inexpensive oil objectives have
sufficient numerical aperture for imaging, since an NA of 1.25 which is very com-
monly available in low end objectives can be used very satisfactorily, especially for
scanning applications at single wavelengths. Figure 14.19 shows a back focal plane
distribution calculated for a gold sample for horizontally linear polarised light in-
cident on an objective with NA = 1.25 (several experimental distributions will be
presented in Sect. 14.6). Along the horizontal direction the dip corresponding to SP
propagation is observed, the proportion of p-polarized to s-polarized light decreases
as the azimuthal angle changes, so the strength of the dip diminishes and vanished
completely in the vertical direction where the light is entirely s-incident. Clearly
radial polarisation will give a strong dip at all azimuthal angles.

The goal of SP imaging is generally directed towards biological imaging in
aqueous materials where the refractive index of the sample is, at least, 1.33 and

Fig. 14.19. Theoretical back focal plane
distribution for a 1.25 NA for gold air sys-
tem described in Fig. 14.2. Note horizontal
direction represents p-polarisation where
the dip is most pronounced and the verti-
cal direction is s-polarisation where no dip
is visible
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Fig. 14.20. Reflection coefficient for 43 nm
thick gold layer with water backing, for p-
polarisation at three wavelengths 633 nm
(solid), 800 nm (dashed) and 925 nm (dot-
ted). Refractive index values taken from
Johnson and Christy (1972)

usually a few percent more. For total internal reflection microscopy a numerical
aperture greater than the refractive index of the final medium is generally satisfac-
tory, although there are advantages in exceeding this by significant extent to reduce
background signal from propagating waves, so a high quality immersion objective
with numerical aperture of 1.4 or 1.45 such as the Zeiss Plan Fluar 100x is a good
choice offering high numerical aperture, conventional immersion oil (n = 1.518)
and inexpensive consumables. For water based SP microscopy the situation is rather
more problematic. This can be seen in Fig. 14.20, which shows the reflection coef-
ficient for p-incident light from 43 nm thick gold surface with water backing for
three different wavelengths: 633 nm, 800 nm and 925 nm. We can see that the angle
of incidence where SPs are excited at 633 nm is approximately 71.3 degrees which
means that a numerical aperture of approximately 1.44 is necessary to excite SPs.

Even a 1.45 NA objective does not have sufficient numerical aperture for SP
imaging in water at visible wavelengths.4 The solution is therefore either to use sur-
face waves which are excited at smaller angles of incidence, such as SPs in gold at
longer wavelengths (note also the decreasing width of the resonance at long wave-
length denoting increasing propagation length). Another example of surface wave
structures that excite surface waves at relatively small angles of incidence is shown
in Fig. 14.5. The other approach is to use objectives with exceptionally high numer-
ical apertures such as the Olympus 100x Apo with a numerical aperture of 1.65.
To obtain such a numerical aperture high index immersion fluid and coverslips are
required. The immersion fluid used is diiodomethane which has an index of 1.78
and this is about the highest index one can obtain before the fluids become seriously
toxic. The coverslips used with this objective are sapphire. Although the objective
appears to function well the fluid and the coverslips make use of this objective less
than ideal. The fluid is somewhat volatile using dissolved sulphur to increase the re-
fractive index, the fluid therefore changes as the experiment proceeds making long
term quantitative experiments inconvenient. The other problem lies in the price of

4 Nikon have introduced an objective with 1.49 NA, which uses conventional coverslips and
immersion fluid, this may have sufficient numerical aperture for SP imaging.
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Fig. 14.21. a Schematic diagram of solid immersion (SIL) objective. b As above but split ball
to allow sample movement

the coverslips that is nothing less than exhorbitant; it is possible to obtain well over
1000 conventional coverslips for the price of one sapphire version!

High numerical aperture lenses require a high index immersion media, since
solids are available with much refractive higher indexes than liquids, the use of
solid immersion lens (SILs) (Mansfield and Kino, 1990 and Terris et al. 1994) seems
a natural means to achieve the high numerical aperture necessary for SP microscopy.
Figure 14.21a shows a solid immersion SIL system. The system here is sometimes
referred to as the ‘super-SIL’ configuration because the ball acts to both increase the
incident angle and reduce the wavelength by virtue of the higher refractive index.
For this configuration the ball is larger than a hemisphere by the radius divided by
the refractive index. Hemispherical balls can be used where the light from the objec-
tive hits the ball at normal incidence in this case the increase in numerical aperture
only arises from the reduction in wavelength of the illuminating light. A detailed
study of the aberrations associated with the two configurations also shows that the
‘super-SIL’ configuration is greatly superior in terms of off-axis aberration, which
is particularly important for widefield imaging (Zhang, 2006).

From the foregoing discussion we can see that the effective refractive index,
NAeff, of the ‘super-SIL’ configuration is given by:

NAeff = n2NA (14.5)

where n is the refractive index of the ball and NA is the numerical aperture of the
illuminating lens.

The larger increase in numerical aperture as well as the improved aberration
performance mean that ‘super-SIL’ configuration was the preferred choice in our
work. In our studies we used a ball made of S-LaH79 glass (n = 1.996 at λ =
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Fig. 14.22. Back focal plane distributions using split SIL structure above. a Air-backing.
b Water backing

633 nm) with an objective of NA = 0.42 (large working distance Mitutoyu), in
principle, this will give an NAeff = 1.67.

The SIL configuration provides a very cost-effective way of achieving extremely
high numerical apertures and numerical apertures greater than 2 are readily achiev-
able with the combination of high numerical objectives and high index balls. Imag-
ing was initially demonstrated using a single in tact ball with the gold and sample
deposited directly on the ball (Zhang et al. 2004). To make the system truly prac-
tical, however, we need to be able to move the sample relative to the optical axis,
otherwise our effective viewing area is highly restricted. Our approach to this prob-
lem was to split the ball into two sections (Zhang, 2006 and Zhang et al. 2006),
consisting of a truncated ball and a coverslip (shown in Fig. 14.21b). The total thick-
ness of the truncated ball and the coverslip was equal to the required value for the
‘super-SIL’. In order to couple the truncated ball and the coverslip a matching fluid
is needed, as mentioned earlier, there are no non-toxic liquids available to match the
very high index glasses. We therefore used the thin layer of diiodomethane, which
proved satisfactory, despite the refractive index mismatch, as shown in the back
focal plane distributions with both water and air backing as shown in Fig. 14.22.

From the positions of the SP dips in both air and water we can see that the nu-
merical aperture of the SIL ball combination is approximately 1.61, somewhat less
than the theoretical value referred to above. The discrepancy is mainly due to in-
complete illumination of the back focal plane of the objective. Smaller reductions in
effective numerical aperture are introduced by reflection losses at the curved surface
of the ball and at the interface between the ball and the coverslip. The latter effect is
rather small although when conventional matching oil (n=1.518) between the ball
and the coverslip was used the numerical aperture was very severely reduced. It is
important that the light in the ‘matching’ fluid does not become evanescent; that is
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to say that the refractive index of the fluid should be greater than the desired effec-
tive NA. As we mentioned earlier it should be relatively easy to obtain NAs greater
than 2 with single in-tact ball, but it may be difficult to get much more than 1.7 with
the split configuration described above.

In summary SP imaging in air is achieved with even modest immersion objec-
tives, whereas water imaging in the visible is best performed with special coverslips
or solid immersion objectives. Images presented in this chapter will use both fluid
immersion and solid immersion approaches.

14.6 Objective Lens Based Surface Plasmon Microscopy:
Non Interferometric Methods

In Sect. 14.5 we discussed how a high index objective lens can be used to excite
SPs on a sample surface. This section and Sect. 14.7 will discuss objective based SP
and surface wave microscopy techniques where the advantages compared to prism
excitation will become apparent.

There have been several attempts to use objective lens for high resolution SP
and surface wave microscopy; both widefield and scanning configurations have
been presented. For convenience we divide our discussion into non-interferometric
methods (this section) and interferometric methods Sect. 14.7. The interferometric
methods have been less widely reported, however, we feel that they warrant a sec-
tion because of the important ideas they illustrate and the fact the these methods
have yielded the best resolution so far obtained with far field objective lens based
methods.

14.6.1 Scanning Methods

An oil immersion objective lens was used by Kano et al. (1998) to produced local-
ized generation of SPs. In addition, they demonstrated a system somewhat akin to
the ‘dark-field’ system shown in Fig. 14.16, whereby SPs were excited on the sam-
ple through an oil immersion objective (NA = 1.3). The presence of local scatterers
was detected on the far side of the sample by scattering into waves propagating away
from the source. The rescattered SPs were collected with a dry objective on the far
side of the sample. A simplified schematic of this system is shown in Fig. 14.23.
This experiment demonstrated the potential of excitation using an objective lens as
a means of exciting SPs and showed that resolution comparable to the spot size is
obtainable. On the other hand, the arrangement described is not practical for most
imaging applications on account of the fact that like the prism based ‘dark-field’
arrangement detection takes place on the far side of the sample.

Measuring the distribution of reflected light in the back focal plane is the basis
of the technique of back focal plane ellipsometry, where the sample reflectivity as
a function of incident angle and polarisation state may be monitored. The advantage
of this technique is, of course, that the focal spot is confined to a small submicron
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Fig. 14.23. Simplified schematic of ‘dark-field’ system of Kano et al. (1998) using fluid
immersion excitation of surface plasmons

area allowing the properties to be measured in a highly localised region. This tech-
nique has been used with dry objectives by several authors to measure film thick-
ness in semiconductors (Fanton et al. 1993), to compensate for material variations in
sample properties when measuring surface profile (See et al., 1996) and for extract-
ing ellipsometric properties over a local region (Shatalin et al. 1995). This concept
has also been extended by Kano and Knoll (1998) using an oil immersion objective
to measure the local thickness of Langmuir–Blodgett films. In essence they meas-
ured a distribution such as the one shown in Fig. 14.19 and followed the position of
the dip as the objective was focused on different regions of the sample, thus obtain-
ing a local value for θp. Local measurements corresponding to 4 Langmuir–Blodgett
monolayers were detected reasonably easily with this technique.

These authors subsequently extended this approach to make a scanning micro-
scope configuration (Kano and Knoll, 2000) where the position of the ring is moni-
tored as a function of scan position, thus allowing microscopic imaging. The lateral
resolution obtained with this method appears to be approximately 1.5 microns. The
difficulty in achieving the better lateral resolution may, in part, arise from the fact
that the experimental distributions in the back focal plane are rather prone to the
presence of interference artefacts, as well as spreading arising from SP propagation.

The fact that an objective lens can view a range of azimuthal angles has been
exploited in Tanaka and Yamamoto (2003). In this technique a laser was used to il-
luminate the back focal plane of an objective lens, thus resulting in excitation of sur-
face waves as discussed earlier. Four detectors were placed in the back focal plane
of the objective oriented so that they would detect scattering both along and nor-
mal to the direction of propagation; different resolution and contrast was obtained
by each detector depending on the orientation of the detector relative to the feature.
Imaging was achieved by sample scanning. Although reasonable lateral resolution
(≈ 1.6 µm) was achieved, this method is somewhat cumbersome and it could be ar-
gued that there are easier ways to exploit the fact that the objective lens can image
a range of azimuthal angles.

14.6.2 Wide Field SP and Surface Wave Microscopy

A conventional widefield reflection optical microscope with a suitable objective lens
will excite SPs. Consider the system shown in Fig. 14.24, ignoring for the moment
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Fig. 14.24. Schematic diagram of widefield microscope systems, showing additional arm for
interferometric operation

the mask and the reference channel which will be discussed in Sect. 14.7. The spatial
coherence of the laser source is destroyed by the rotating diffuser, so that we have
a monochromatic spatially incoherent light source conjugate with the back focal
plane of the objective. Planes conjugate with the back focal plane are marked ‘b’ on
Fig. 14.24. Two CCD cameras are used in the detection arm, one to record the back
focal plane distribution and the other to record the image.

Figure 14.25a shows a back focal plane distribution from a 45 nm thick gold
layer taken with the system using a Zeiss Plan Fluar 100x objective with an NA of
1.45. We see the characteristic dips arising from the excitation of SPs, note, how-
ever, that the distributions obtained with the widefield system differ from those ob-
tained with point scanning methods such as that of Tanaka and Yamamoto (2003),
because the back focal plane distribution is now recording information from an ex-
tended area on the sample surface rather than a single diffraction limited spot. The
use of an extended incoherent source has removed the speckle arefacts visible in
their back focal plane distributions. It is indeed very difficult to remove such arte-
facts when a spatially coherent source is used. Figure 14.25b and c show the back
focal plane distributions obtained from the grating sample shown diagrammatically
in Fig. 14.25d. Note that several periods (≈ 7 − 10) of the grating are illuminated.
Figure 14.25b is taken with the grating vector oriented parallel to the direction of
maximum p-polarisation (that is across the grating). We see that there is character-
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Fig. 14.25. Back focal plane distributions with air backing obtained with widefield system
of Fig. 14.24. a Plane gold sample. b Grating sample of Fig. 14.25d oriented with grating
vector parallel to incident polarizaton in the back focal plane. c Grating sample of Fig. 14.25d
oriented with grating vector perpendicular to incident polarizaton in the back focal plane.
d Schematic diagram of grating sample

istic dip in the back focal plane corresponding to excitation of the surface wave5.
We can also observe a second dark crescent corresponding to a diffracted order.
Measurements show (Stabler et al. 2004) that the diffraction crescent corresponds
to the expected position to within a few percent. An important point to note from
this figure is that the diffraction effects are only observed around the SP resonance,
indicating much stronger potential image contrast from SPs compared to the back-
ground. Figure 14.25b shows the back focal plane distribution that occurs when the
grating vector is perpendicular to the maximum p-polarisation. The pattern is more
complicated but again shows strong diffraction around the plasmon angle.

The back focal plane distributions are therefore strongly indicative that SP imag-
ing can be achieved with a wide field microscope configuration. If one simply tries

5 In fact measurement of the position of the dip shows that it corresponds to the position
expected for gold layer with a uniform 15 nm coating of silicon nitride. This is the mean
coverage of the layer (6 µm of 20 nm thick gold, and 2 mm bare).
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Fig. 14.26. Images of grating sample shown in Fig. 14.25d. a Image with grating vector par-
allel to incident polarisation direction. b Image with grating vector perpendicular to incident
polarisation direction. Image width 65 microns

to image, however, there is virtually no contrast. This arises from the fact that there
is a great deal of background from other angles of incidence which do not contribute
to the image contrast. The obvious solution is to use an annular mask conjugate with
the back focal plane which allows the only light incident at or close to the angle for
excitation of surface waves to illuminate the sample. This blocks light that does
not contribute to the image contrast. In our experiments we have used a physical
mask and also a spatial light modulator, the former has excellent contrast, whereas
the latter allows for the preferred angles to be varied in a very convenient manner.
Note that in these experiments no mask was inserted in the detection arm so that
the full aperture was available to detect scattered light. The mask used allowed light
incident between 45 degrees and 52 degrees to illuminate the sample. The images
of Fig. 14.26 show the grating structure when the grating vector lies parallel and
normal to the principal direction of SP propagation; that is the direction of maxi-
mum p-polarisation. From the height of the transition we estimate that the resolution
along the direction of SP propagation is approximately 1.3 µm and 0.93 µm normal
to this direction. The lateral resolution is clearly still somewhat dependent on the
propagation direction, but the range of azimuthal angles has reduced this effect. The
microscope objective, rather like the, multiple detectors described by Tanaka and
Yamamoto, acts to collect light scattered in all directions but in rather more conve-
nient manner.

The contrast in the widefield SP images can be easily controlled by varying the
incident angles on the sample surface. This is most conveniently done with a spatial
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light modulator, however, in order to ensure that the unwanted light was properly
filtered a mechanical mask was used. In these experiments the annular mask was
replaced with a narrow slit, whose width is approximately 45 µm, thus covering
a range of angles of approximately 0.5 degrees in the back focal plane. The images
obtained are shown in Fig. 14.27 are stamped protein gratings of thickness 5 nm
and width 5 µm. When the incident angle is less than the SP resonance angle, θp,
the protein grating which has a higher refractive index than the backing medium (in
this case air) appears bright compared to the uncoated region, as expected from the
different reflection coefficients for the coated and uncoated material (Fig. 14.27a).
Figure 14.27b shows the situation where the mask is placed so the predominant in-
cident angles are greater than θp, in this case we see that the coated region appears
dark, albeit with much poorer contrast, again this is what we would expect as the
gradient of the reflectivity curve is less steep above θp than below it. Figure 14.27c
shows a case of deliberate misalignment where the angle of incidence varies across
the image. This was achieved by misaligning the system so that the source was
not positioned at the true back focal plane. This means that the sample is illumi-
nated with a slightly diverging beam, so that the angle of incidence varies across the
sample. We can see that there is a division across the image, where the image of the
grating disappears. On either side of this region the image contrast is inverted. These
experiments were taken with water as the backing medium. This demonstration is in
some ways easier with water backing because the width of the resonance is wider.

The images presented in Fig. 14.27 show that imaging with water backing is
indeed possible with widefield SP microscopy. Figure 14.22 shows back focal plane
distributions obtained the ‘split’ SIL objective, the relative weakness of the grating
structure means that the sidebands are not visible as in Fig. 14.25a and b where
the grating structure is very strong. The images corresponding to the back focal
plane distributions are shown in Fig. 14.28. Figure 14.28a shows the protein grating
structure with good contrast and resolution, and the second figure shows that good
contrast can be obtained with water backing (Fig. 14.28b). The extremely high nu-
merical aperture of the SIL arrangement or the 1.65 NA Olympus is necessary for
water imaging as no really satisfactory SP images6 with water backing have been
obtained with even a 1.45 NA objective. Imaging in aqueous media is a crucial stage
in developing practical SP microscopy and work is presently underway to apply SP
imaging to study binding events in real time. It is worth pointing out the aqueous
imaging with the prism based Kretschmann configuration is extremely challenging
because oblique illumination introduces very severe aberrations.

Dark field imaging (Zhang et al. 2006) may be achieved by modifying the
bright field system by using a second mask in the detection arm, marked ‘MD’
in Fig. 14.24. This ensures that only diffracted and scattered light, is recorded in
the imaging system. The dark field operation ensures that only a scattering contrast
mechanism operates. Figure 14.29a and b show bright and dark field images of the
same region respectively of stripes of a 5 nm thick protein layer deposited on a gold
coverslip and imaged with solid immersion lens system described in Sect. 14.5. The

6 Unless additional coatings are used to reduce the angle for surface wave excitation.
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Fig. 14.27. Widefield surface plasmon im-
ages of protein monolayer grating sample.
a Incident angle less than plasmon reso-
nance angle, so protein layer appear bright.
Air backing. b Incident angle greater than
plasmon resonance angle, so protein layer
appear dark. Air backing. c Variable angle
of incidence across sample, with contrast
inversion. Water backing. Image width
60 microns

width of the protein stripes is 5 µm. Images were also taken with complementary
techniques: conventional bright field microscopy, differential interference contrast
(DIC) microscopy and atomic force microscopy (AFM). The images obtained with
the complementary optical techniques, as well as having poorer contrast compared
with SP microscopy, involve illumination from above the sample whereas the SP
images are taken through the coverslip, clearly a major advantage for biological
imaging. The AFM images confirm the thickness of the protein layer to be 5 nm.
Both the bright and dark field SP images show excellent contrast compared to the
other optical techniques. We note the texture of the images, the dark field image is
highly sensitive to edges as we might expect as the zero order is blocked. There are
also some features that are visible in the dark field image that cannot be seen in the
bright field. The arrows in Fig. 14.29a and b indicate a region where the protein
coverage is rather poor; it appears below the limit of detectability in the bright field
image but can still be observed in the dark field.

14.6.3 Scanning Fluorescence Surface Wave Microscopy

One of the great advantages of surface wave and SP microscopies lies in the ability
to perform label-free detection. Despite this the large field enhancement makes this
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Fig. 14.28. Images of protein grating in air and water. a Air backing: picture width approxi-
mately 60 microns. b Water backing: picture width approximately 90 microns

Fig. 14.29. Bright and dark field surface plasmon images of protein grating. Picture width 90
microns. a Bright field image. b Dark field image. Arrowed region on images shows region
of poor coverage showing greater sensitivity of dark field system

technique promising for fluorescence applications especially those involving two
photon absorption where the local field enhancement will be raised to the fourth
power. Consider the system shown in Fig. 14.30, this is essentially a scanning two
photon microscope with beam paths that allow one to insert optical components to
modify the beam profile. Quite clearly the key element in such a system is a struc-
ture that supports surface waves. The coverslip may have a gold layer deposited as
discussed earlier in the chapter, in our experiments, however, we used the struc-
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Fig. 14.30. Schematic diagram of two photon fluorescence surface wave microscope

ture shown, whose reflectivity is shown in Figures 14.4 and 14.5. This surface wave
structure has two main advantages compared to a gold layer supporting SPs. Firstly,
it is transparent to the emitted radiation, thus allowing efficient single ended op-
eration. Secondly, gold without an additional layer of dielectric can quench fluo-
rescence. Even though it is possible to get measurable fluorescence through a gold
layer (Stefani et al. 2005) these reasons mean a surface wave structure is preferred.

In Fig. 14.4 we showed the reflection characteristics of the surface wave struc-
ture used in our experiments. Figure 14.31 shows the amplitude and phase of the
transmission coefficient for incident p-polarized light. We observe a large a peak
in the amplitude of the transmission coefficient whose value is approximately 8.5,
which will give a two photon excitation approximately 5000 times larger than for
a plane wave incident at the same angle. There is also a phase shift in the transmis-
sion coefficient indicating lateral transport of energy, note that observed phase shift
only changes through 180 degrees rather than the 360 degrees observed in reflec-
tion; this is illustrated clearly in Fig. 14.12. This arises simply because there is no
‘specular’ component in the transmission coefficient only a contribution due to the
surface wave whose phase only changes by 180 degrees.

Modelling the response of the two photon microscope surface wave has been de-
scribed in (Somekh 2002). Briefly this involves a vector diffraction analysis of the
field interacting with the fluorophore. The field distribution at the focus of a high nu-

Fig. 14.31. Calculate reflection coefficient
for p-polarized light for guided waves
structure described in Fig. 14.4. Solid
curve (amplitude), phase (dashed)
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merical aperture objective, taking account of the vectorial nature of the waves, can
be calculated following the approach presented by many authors, for instance, Hop-
kins (1943) and Richards and Wolf (1959). More recently, Török et al. (1995) have
extended this approach to account for focusing through media of different refractive
indices.

In essence, each point of illumination in the back focal plane is regarded as
a point source which gives rise to a plane wave of appropriate polarisation state
and angle of incidence depending on the azimuthal angle and radial position respec-
tively.

This leads to the following expression for the field distribution at the z = 0 plane
corresponding to the interface between n1 and n2.

En =

2π∫

0

θmax∫

0

A(θ, φ) fn(θ, φ) exp in1k(x sin θ cosφ + y sin θ sinφ + z cos θ)dθdφ

(14.6)

where Em denotes the x, y, z components of the electric field vector.

For Ex fx(θ, φ) = cos2 φ cos θτp(θ) + sin2 φτs(θ)

For Ey fy(θ, φ) = cosφ sinφ[cos θτp(θ) − τs(θ)]

For Ez fz(θ, φ) = − cosφ sin θτp(θ)

Where k is the wavevector in free space, A(θ, φ) represents the source of excitation in
the back focal plane, for an aplanatic system an additional factor of cos1/2 θ should
be incorporated to account for the change in area subtended by an element of the
incident beam as it changes direction passing through the objective. Other polarisa-
tion states are readily incorporated using the Jones matrix on the distribution in the
back focal plane. τp(θ) and τs(θ) represent the transmission coefficients for p- and
s-polarisations.

Equation (14.6) is similar to that developed by Török et al. (1995), there are cer-
tain issues that need clarifying to appreciate how the expression is used for the prob-
lem of SP and surface wave imaging imaging. Imaging through a stratified medium,
as addressed by Török et al. (1995) is of considerable importance in conventional
two photon microscopy, since the aberration of the focused beam as the light passes
through regions of different refractive index has a powerful influence on the field
distribution and the resulting fluorescent yield. Our problem looks formally simi-
lar; the key physical difference here is that the layer through which the light travels
prior to reaching the sample is extremely thin compared to the optical wavelength,
so aberrations from this source are less important (although accounted for). The
form of the transmission coefficients τs(θ) and, particularly τp(θ) are crucial in our
case and they have a different meaning from the interface transmission coefficients
as described in the matrix formulation of Török et al. (1995). In Eq. (14.6) the coef-
ficients are the total electric field transmission coefficients for the incident beam to
the interface between the last layer and the semi-infinite backing (n4 in Fig. 14.1b),
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thus accounting for multiple reflections at the interfaces as well as the propagation
within the layers.

Once the field distribution is calculated the fluorescent yield will be proportional
to the sum of the squares of the field raised to the second power for two photon
excitation. If the fluorophores have a preferred dipole axis is, of course, necessary
to resolve the field along the dipole axis can be calculated by raising the component
of the field the fourth power. The effects on the point spread function for two photon
imaging with different polarisation models are discussed by Higdon et al. (1999).
Calculated point spread functions have been presented in Somekh (2002) and rather
than repeat these we will show experimental results which bear out the predictions.

The effect of the pinhole is naturally incorporated by multiplying the response
of non-confocal response by the point spread function associated with the pinhole,
this confers a considerable improvement for two photon surface wave microscopy
because the point spread function operates at the emission wave length. This effect
is borne out in the experimental results shown in the following section.

Point spread functions of the surface microscope were obtained using fluo-
rescent beads (Molecular Probes, PS-Speck 175 ± 5 nm diameter, 505 nm excita-
tion/515 nm emission) attached to thin layer of polylysine attached to the modified
layered surface wave coverslips. An annular distribution of linearly polarised light
is input onto the back focal plane. This was achieved using either with the double
axicon arrangement shown in the inset or a simple annular mask. In principle the
double axicon concentrated all the optical power into the annular ring, although in
practice imperfections in the components meant that it did not give the improve-
ment expected. The point spread function without the stepped phase plate is shown
in Fig. 14.32, where one can see a double-peaked distribution, this is discussed in
Kano et al. 1998 and is modelled in Somekh (2002). This arises from the fact that
the axial component of the light is dominant for the surface waves produced and the
axial components cancel on the optical axis, as shown in Fig. 14.33a. A phase plate
in the back focal plane in which the two semi-circles of the distribution have a phase
shift relative phase shift of 180 degrees imposed on them means that the axial com-

Fig. 14.32. Measured two-photon PSF
without stepped phase plate and pinhole
(distances in nanometres)
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Fig. 14.33. Schematic daigram showing axial components of field distribtion. a Cancellation
of axial components without phase plate, b Reinforcement of axial components with phase
plate

Fig. 14.34. Measured two-photon PSF with
stepped phase plate and without pinhole
(distances in nanometres), showing single
peaked distribution

ponents reinforce (Fig. 14.33b), giving a single mainlobe and side lobes as shown in
Fig. 14.34. The stepped phase plate used in these experiments was a step in a glass
slide which was designed to give 180 degrees phase shift at 800 nm wavelength,
since the wavelength used in these experiments was 925 nm the actual phase shift
was reduced accordingly. This did not appear to have a seriously deleterious effect
on the observed point spread function. We did, however, carry out other experiments
to verify the operation of the phase plate in which the deviation from the perfect 180
degree phase shift appeared more critical. In these experiments the phase plate was
rotated by 90 degrees from the ‘correct’ position. This imposed a symmetry where
the phase flips as in successive quadrants which results in nulls along both x- and
y-directions. The experimental distribution is shown in Fig. 14.35a. Simulation, us-
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Fig. 14.35. Measured two-photon PSF with crossed phase plate. a Experimental distribution.
b Calculated distribution allowing for 156 degree phase shift by phase plate

ing the formulation of Eq. (14.6) of this situation with a perfect 180 degree phase
shift shows a perfectly symmetrical ‘X’ structure. We note that in the experimental
curves that there is a considerable difference in brightness between the quadrants,
Fig. 14.35b is a simulation where the phase shift imposed by the plate is 156 de-
grees corresponding to the longer wavelength used in our experiments. We see that
the symmetry is broken. It is also important to note that the simulation represents
the square of the axial field whereas two photon excitation depends on the fourth
power, so that any asymmetry will be enhanced in the experimental measurements.
Clearly misplacing the stepped phase plate is not useful for imaging, it does, how-
ever, indicate that the phase plate performs the task for which it was designed.

It is clear that inclusion of a pinhole will greatly improved the imaging per-
formance, firstly reducing the sidelobes and narrowing the width of the mainlobe.
Figure 14.36 shows the experimental point spread function obtained with a pin-
hole diameter of 20 microns. This corresponds to a diameter equal to approximately
1 Airy spot diameter of the emitted fluorescence signal centered around 515 nm.

Figure 14.34 shows a point-spread function with a FWHM of 264 nm along its
narrowest dimension, implying a resolution of 132 nm. The introduction of a pin-
hole further sharpens the central lobe of the distribution to give a FWHM of 221 nm.
There is a dramatic improvement in image quality because the sidebands are sub-
stantially reduced.

Figure 14.37 is a non-confocal image of showing regions of enhanced fluores-
cence on artificial membranes. These regions are cholestrol rich regions observable
in both artificial membranes and cell membranes and are thought to play an impor-
tant role in cell signalling.

One of the most interesting features of the response of the surface wave mi-
croscope is its response to defocus, this is a feature that we will bring out in more
detail when considering the interferometric surface wave microscope in Sect. 14.7.
Figure 14.38 shows the variation of fluorescence as a function of defocus (without
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Fig. 14.36. Point spread function obtained
with a 1 Airy diameter (fluorescence emis-
sion) pinhole

Fig. 14.37. Surface wave image of artifi-
cial lipid bilayer (50% PC, 50% choles-
terol) exhibiting lipid rafts (circled). Image
area is 20 × 20 µm

Fig. 14.38. Experimental conventional
two-photon (dashed) and surface-wave re-
sponse (solid) to defocus

the pinhole in place). The in-focus position was determined using the microscope in
a conventional two-photon imaging mode, with a conventional beam expander re-
placing the axicon arrangement, an image stack was then acquired at differing levels
of defocus. The parts of the illumination not contributing to the surface waves were
then eliminated and the defocus stack repeated. We observe that the maximum signal
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is observed away from the focal position, as predicted in Somekh, 2002. This arises
from the more efficient excitation of surface waves on the sample, as the sample is
defocused a phase gradient is imposed on the incident beam, at negative defocus
this more closely matches the k-vector of the surface wave so that the individual
point sources add in phase and propagate towards the optical axis. This is the same
effect that was discussed in Sect. 14.3, where the surface wave contribution reaches
a maximum when the incident wave number matches that of the surface wave. As
expected on the other side of defocus the signal falls off very rapidly, and in this case
propagation away from the optical axis is favoured. We note also that the width of
the point spread function does not degrade noticeably as a function of defocus be-
cause the fluorescent emission arises from the region where the surface waves come
to a focus. The results presented in Fig. 14.38 have been predicted using Eq. (14.6),
and very good agreement is obtained when a small amount of loss is introduced in
the layers, this presumably accounts for both ohmic loss and scattering. The behav-
ior with respect to defocus is quite similar to the interference microscope discussed
in Sect. 14.7.

The fact that the surface waves can propagate through a considerable distance
prior to reaching the optical axis does not concern us particularly with two photon
excitation since the emitted light is proportional to the square of the local intensity;
the effects of aberration prior to propagation do not appear to significantly degrade
the images. Another point that is well worth noting is that effective depth of field of
this microscope is very large indeed. This arises from the fact that once the surface
waves are excited they will come to a focus regardless of where they are excited
(provided of course they are not scattered or attenuated). In essence, the surface
wave microscope is rather like the focusing of a Bessel beam (Durnin et al., 1987),
where the range of axial spatial frequencies is very small. Effectively, a Bessel beam
is formed when there is only one axial spatial frequency present, variation around
the azimuth will lead to different beam profiles some will have nulls at the center
and others will have maxima. The key feature of only one axial spatial frequency
means that as the sample is defocused each azimuthal component will acquire the
same additional phase shift, so the relative phase shift between the different com-
ponents will be unaltered, thus accounting for the huge depth of field. For surface
wave microscopy the surface waves are excited at a single axial spatial frequency
so defocusing the sample will not affect their relative phase, this means that the
width of the surface wave focus will be insensitive to defocus. The situation how-
ever differs from a Bessel beam focusing in free space in one important respect; the
strength of the waves propagating towards the axis will increase as the sample is
moved from the focus of the object. From a practical point of view this enormous
depth of field is very useful. At the simplest level it means that the quality of the
optics is not very critical, symmetric aberrations do not present a problem. More
importantly it greatly relaxes the problems of aligning two tightly focused beams
since it reduces the problem to a plane rather than a three dimensional focus. This
would be a very significant advantage in microscope schemes involving two beams,
such as, for instance, STED (Dyba et al., 2003).
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14.7 Objective Lens Interferometric Techniques

14.7.1 Scanning Interferometry

This subsection describes the use of interferometry for SP microscopy. Clearly an
interferometer gives one the opportunity to measure the phase of the signal, how-
ever, by the far most significant advantage of interferometry lies in the confocal
imaging properties, which allows us to obtain far better spatial resolution compared
to non-interferometric methods.

Consider a scanning heterodyne interferometer such as the one shown in
Fig. 14.39. The interference signal is produced by interfering the reference beam
with the signal emerging from the objective lens. This has the same transfer func-
tion as the confocal microscope, this is explained in detail in Somekh, 1993 and
references therein. Briefly, we can see that the interference signal reaches a maxi-
mum value when the beam returning from the reference beam and the objective are
parallel to each other. When the sample is defocused the beam from the objective
will become curved and there will be a reduction in the interference signal. Mathe-
matically, this is identical to a confocal pinhole7 and indeed the reference beam is
often referred to a ‘virtual’ pinhole.

Figure 14.39 shows a schematic diagram of the actual scanning heterodyne
interferometer used in the experiments. The interferometer was illuminated with
a 633 nm HeNe laser, one arm of the interferometer passed through an oil immersion
objective (Zeiss CP-Achromat 100x/1.25oil), the other arm was formed by reflection
from a reference mirror. Two Bragg cells, driven at frequencies differing by 10kHz,

7 The interference signal is proportional to the field, so the squared modulus is the same as
the output from a confocal microscope sensitive only to intensity.

Fig. 14.39. Heterodyne interferometer configuration used for V(z) measurements and high
resolution surface plasmon imaging
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were used to effect the frequency shifting, so that the interference signal was de-
tected at the beat frequency between the sample and reference arms. The use of two
Bragg cells not only allows the interference signal to be detected at a very conve-
nient frequency but also reduces the effects of spurious reflections in the Bragg cells
(Migdall et al., 1990). The samples were mounted in an x, y, z piezo-scanning stage
with resolution of 10 nm. The scan stages were controlled by a PC and the output
from the heterodyne interferometer was converted to an amplitude and phase signal
in a lock-in amplifier, which was, in turn, sent to the PC for display. One advan-
tage of the heterodyne system is that the heterodyne signal contains the interference
term alone and no other processing is necessary as is the case with, say, phase step-
ping techniques. This is one of the advantages compared to widefield interometric
techniques discussed later in this section.

We now consider how we might expect an interferometer to behave in the pres-
ence of a sample that supports SPs. The contrast of the SP microscope can be ex-
plained by the so-called V(z) effect, where the output response, V , varies as a func-
tion of defocus, z. This effect has been used to evaluate the pupil function of ob-
jective lenses and to measure aberrations, Zhou et al. (1997). The effect is also very
important in scanning acoustic microscopy where surface acoustic (Rayleigh) waves
are excited by a large numerical aperture acoustic lens (Atalar, 1978, Parmon and
Bertoni, 1979). The resulting phase difference between ray paths corresponding to
excitation and reradiation of surface waves and rays reflected normally from the
sample provides a means of accurately measuring wave velocities. This effect also
provides a powerful means to explain image contrast in the acoustic microscope,
Ilett et al. (1984), Somekh et al. (1985). We will show that the situation when imag-
ing structures that support SPs is analogous to the acoustic case, although there are
important differences, in particular, with respect to the polarisation of the incident
beam.

In order to calculate the V(z) response of a heterodyne interferometer we first
need to calculate the field reflected to the back focal plane of the microscope ob-
jective, see Fig. 14.18. Consider linearly polarised light incident on the back focal
plane of the microscope objective. The field amplitude passing through the objective
is assumed to vary radially as P(r), where the pupil function may include amplitude
and phase variations (introduced by, for example, aberrations). For simplicity we
normalise the aperture of the objective to unity. As discussed in Sect. 14.5 a point
excitation in the back focal plane can be considered to be transformed to a plane
wave in a specific direction and polarisation state after passing through the objective.

Consider a plane wave emerging from a point r, φ, in the back focal plane. The
field reflected back along the original polarisation direction due to this source will
be given by

Ereflected = P2(sin θ)
[
Rp(sin θ) cos2 φ + Rs(sin θ) sin2 φ

]
exp( j2n1k cos θz) (14.7)

The pupil function appears squared since the light passes through the objective
twice. Rp(sin θ) and Rs(sin θ) refer to the Fresnel reflection coefficients for p- and
s-polarisations. The terms cos2(φ) and sin2(φ) refer to the fact that the proportion of
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each incident polarisation changes with azimuthal angle. The p-incident light is the
component resolved radially and the s-incident light is resolved along the tangent.
The interference signal arises from the component of the field resolved along the
direction of the original polarisation direction; so it is necessary to resolve each
reflected component a second time. The final term in the exponential refers to the
phase shift due to defocus, z, k is the wavenumber in free space (2π/λfree), where
λfree is the free space wavelength. Negative z refers to movement of the sample
towards the objective.

The field reflected in the back focal plane is interfered with a frequency shifted
reference beam Eo so that the frequency shifted output from the heterodyne inter-
ferometer is given by:

2Re
(
EreflectedE∗o

)
The instantaneous interference signal from the heterodyne interferometer is a time
varying signal proportional to the instantaneous change in intensity, and is thus real.
The amplitude and phase of this signal can, of course, be represented as a complex
phasor. We can thus represent V(z), omitting constant terms and assuming a uniform
reference beam as:

V(z) =
�

lens aperture

P2(sin θ)
[
Rp(sin θ) cos2 φ + Rs(sin θ) sin2 φ

]

× exp( j2n1k cos θz)d(sin)θ)dφ (14.8)

The interesting thing about this expression is that, as we will see, the modulus of
the V(z), |V(z)|, gives a considerable amount of information about the behavior of
the SPs. Despite this it is still necessary to detect the modulus of the interferometer
output in order to get this information. Moreover, it is the phase behavior of the
reflectance functions that give V(z) its interesting properties. In all the experimental
and theoretical V(z) curves presented in this article we only present |V(z)|; since the
phase is not used modulus signs are omitted for brevity.

Figure 14.40 shows a theoretical V(z) curves calculated using Eq. (14.8). This
curve is formed from contributions from and Rp and Rs respectively, we note that
excitation of SPs represented by the phase change in Rp induces a periodic ripple
at negative defocus, whose periodicity depends on θp, whereas no such structure
is visible in the V(z) formed from Rs. For a full aperture objective there will be
equal contributions from s- and p-incident polarisations, which still gives the SP
induced ripple shown albeit with reduced relative amplitude compared with pure
p-incidence.

When the sample is defocused curvature is introduced to the reflected wavefront;
the ripple arises from the deformation of the curved wavefront by the phase change
in the reflection coefficient. This means that there are two principal components
corresponding to the output signal: the reflection close to normal incidence and the
reflection around θp. This effect has been explained for the case of the scanning
acoustic microscope by Atalar (1979). These two contributions may be represented
by ray paths A and B (Fig. 14.41); as the defocus changes the relative path length
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Fig. 14.40. Theoretical V(z) curve corre-
sponding to reflectance functions shown in
Figs. 14.2 and 14.3. Note the periodic rip-
ple at negative defocus

Fig. 14.41. Ray paths showing principal contributions contributing the ripple in the V(z)
curve. a Rays in plane of incidence showing normally reflected contribution (A) and surface
plasmon contribution (B). b Schematic of sample showing surface plasmons excited over
a ring, from which they can focus to the optical axis

between the rays changes. Ray paths A and B do not interfere with each other di-
rectly because they return in different positions, however, they each interfere with
a common reference beam (Offside et al. 1989). This means that the strength of the
interference signal will oscillate periodically, going through a complete cycle when
the phase difference between A and B changes by 2π. The periodicity, Δz of the
oscillations in the |V(z)| signal can be obtained by noting that a defocus, z, intro-
duces a phase shift in the wave travelling along the optical axis of 2kn1z; the phase
difference in the wave exciting the SP is 2kn1 cos θ; Δz is obtained by setting the dif-
ference in these two phase shifts equal to 2π. The periodicity, Δz, is thus given by:

Δz =
λfree

2n1(1 − cos θp)
(14.9)

This expression is similar to the analogous expression for the V(z) periodicity in the
acoustic microscope.
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Fig. 14.42. Experimental V(z) curves ob-
tained on samples coated with gold (bare)
and gold with an additional 20 nm layer of
SiO2 (coated)

Figure 14.42 shows V(z) curves obtained on a coverslip coated with 44 nm of
gold and a similar sample on which a further layer of 20 nm of silicon dioxide was
deposited on the gold. A very thin layer of approximately 1 nm of chromium was
deposited between the gold and the coverslip to improve adhesion. The presence
of the dielectric perturbs θp, which, in turn, perturbs the periodicity of the ripple.
The measured periodicity of the ripple for the bare metal film was 761 nm, which is
extremely close to the value of 758 nm predicted from Eq. (14.9). The periodicity
obtained on the dielectric coated sample was 676 nm compared to 672 nm predicted
from a metal layer coated with 20 nm of silicon dioxide. The experiments indicate
that the presence of the dielectric increase θp from 43.6 degrees to 46.4 degrees with
a corresponding increase in the k vector of the excited SP.

We have also inserted apertures in the back focal plane of the illumination optics
to vary the proportion of s- and p-polarisations. These show that, as expected, when
a narrow aperture is placed normal to the direction of the incident polarisation, most
of the p-polarised light is suppressed and as expected the ripples in the V(z) curve
are substantially suppressed.

We now turn our attention to how the V(z) curve can be related to imaging with
the heterodyne interferometer. The V(z) curve indicates that at focus there is very
little contrast between different samples, but as the sample is defocused the different
periodicities of the ripple patterns means that there is contrast between a bare metal
film and a dielectric coated metal film. For instance, defocus A on Fig. 14.42, shows
a region where the bare region will appear bright compared to the coated region.
For larger defocuses the contrast will reverse, at, for instance, defocus B. Although
the V(z) curves indicate that the microscope will detect contrast between a bare
metal surface and a dielectric coating, they do not give any indication concerning
the lateral resolution. When the sample is in focus the wavefront of the returning
beam will make a substantial contribution to the output interference signal except
where the phase changes rapidly over the region where the SPs are excited. For this
reason the interferometer is not expected to give much SP contrast in focus. It is
thus necessary to defocus the sample to obtain good contrast.
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The advantage in terms of contrast of operating with a negative defocus may,
at first sight, appear to be a problem with the technique since defocus, of course,
results in spreading of the focal spot. The SPs are, however, excited on a ring so that
they propagate towards the optical axis where they come to a focus. This indicates
that there will be a large increase in intensity over a highly localized diffraction
limited region. The diameter of the spot will be small (although not equal) in both
horizontal and vertical directions, since the polarisation state, and hence the strength
of SP excitation, varies with azimuthal angle. It is this self-focusing that leads to the
possibility of high resolution imaging in the defocused state. The fact that the SPs
are excited over a ring means that the SP microscope can be thought of as a 2π
(radians) microscope by analogy with the 4π (stereoradians) microscope used in
3-D confocal microscopy (Hell et al., 1994).

A series of images were obtained on the structure shown schematically in
Fig. 14.25d. A piezo-drive stage was used to scan in increments of 0.02 µm. The
images shown in Fig. 14.43a,b and c were obtained by scanning the objective rel-
ative to the coverslip. Figure 14.43a was obtained with the sample close to the fo-
cus and shows barely discernible contrast as expected from the V(z) curves. Fig-
ure 14.43b was obtained at a defocus of −1.5 µm (A on Fig. 14.42) and shows the
stripes (bare metal) bright, whereas Fig. 14.18c taken at −1.85 µm (B on Fig. 14.42)
shows the stripes dark. Below each of the images horizontal line traces starting
1.6 µm from the top left hand corner of the images are shown. The image corre-
sponding to Fig. 14.43a shows little contrast as expected. The traces corresponding
to Fig. 14.43b and c show opposite contrast to each other and, more importantly,
the transition across the stripes in both cases is less than 0.5 µm. Since the traces
are horizontal and the stripes are not exactly vertical the actual transitions are at
least 10% sharper than this value. These results clearly indicate that the resolution

Fig. 14.43. Image of sample shown schematically in Fig. 14.25d. Picture width 10 microns.
a In focus-little contrast. b Defocus −1.5 µm-good contrast bare region appears bright. c De-
focus −1.85 µm-good contrast coated region appears bright
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is limited by diffraction rather than the propagation length of the SPs. These effects
are discussed in more detail in Somekh et al. (2000a, 2000b).

It is interesting to estimate the sensitivity of the interferometric V(z) measure-
ment to small variations in layer thickness. We consider a heterodyne interferometer
limited operating in the shot noise limit. Provided the reference beam is sufficiently
powerful the signal to noise ratio can be readily shown to be given by:

SNR =
ηP
hνB

(14.10)

Where η is the quantum efficiency, P is the optical power detected from the sample, h
is Planck’s constant, ν is the optical frequency and B is the measurement bandwidth.
Using values of η = 0.8, P = 0.1 mW and B = 8 kHz and a wavelength of 633 nm we
obtain a signal to noise ratio of 3.2× 109. This means that the number of resolvable
voltage levels is approximately 5.6 × 104. We now look at the signal change on the
V(z) curve, such as that shown in Fig. 14.14, at a fixed defocus corresponding to
approximately 1.8 microns as a layer of SiO2 is deposited onto bare metal. This
gives a signal change of approximately 1 part in 500 per nm. This indicates that the
V(z) should be capable of resolving changes in layer thickness of less than 10−2 nm.
Clearly, in practice a system may give a noise performance a few dBs worse than
the shot noise limit. On the other hand, using 1 point only of the V(z) to measure
a change in layer thickness is rather crude. We are confident therefore that the V(z)
technique can be used for measuring small fractions of a monolayer on localised
regions.

14.7.2 Widefield Interferometric Techniques

From Subsect. 14.7.1 it is clear that the confocal transfer function confers highly de-
sirable properties when performing SP microscopy. Indeed, the resolution is hardly
influenced by the SP propagation length but is now diffraction limited.

It is highly desirable to be able to achieve these properties with widefield op-
eration. Confocal transfer functions can be achieved in a widefield configuration
using a speckle interferometer as shown schematically in Fig. 14.24. To construct
the interferometer we now incorporate the reference arm shown in the dashed box
of Fig. 14.24. The microscope is Köhler illuminated from the ground glass surface
of the diffuser. A speckle pattern is then imaged onto the back focal planes of the
microscope objective and also the reference objective8. The spatial variation in the
back focal plane ensures that a wide area of the sample is illuminated. The back
focal plane distribution ensures that another speckle pattern illuminates the sample
and the reference mirror. These distributions are imaged through the system back
to the image plane, where diffraction limited speckle patterns from sample and ref-
erence are projected. Figure 14.44 shows the interfering speckle patterns from the

8 It is not necessary to match the objectives indeed, a low NA objective can be used in the
reference arm. All that is necessary is that the returning speckle patterns match. The long
temporal coherence greatly relaxes the alignment conditions.
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sample and reference beams interfering to form fringes formed by tilting the refer-
ence beam, when the diffuser is stationary. Rotating the diffuser produces different
speckle patterns which are averaged away in the CCD camera leaving the clean
fringes shown in Fig. 14.44b.

In (Somekh et al. 2000) we showed that the interference term from the speckle
interferometer is a widefield analogue of the confocal output from a heterodyne
interferometer. This interference term may be readily extracted using a standard
phase stepping algorithm, for this reason the piezoelectric actuator was inserted
behind the reference mirror.

In physical terms the confocal response may be understood by regarding the in-
terference terms as the correlation between the reference arm and the sample arm.
When the sample is defocused the speckle pattern from the sample decorrelates
so that the interference signal decreases. The rate at which the interference sig-
nals decorrelate is directly related to the speckle dimension in the axial direction,
which is in turn determined by the square of the numerical aperture of the objec-
tive (Somekh et al., 2000). In principle, then the speckle interferometer provides
a means to get similar performance in a widefield configuration to a scanning one.
There is, however, one practical difference related to the dynamic range of the de-
tectors. From the V(z) curves in Fig. 14.40 and 42 we can see that the interference
signal level in the region of interest is small compared to the in focus value. If
we want to see small changes in the signal then this places even more significant
demands on the dynamic range of an optical detector. This presents no serious prob-
lem with a photodetector as used in the scanning heterodyne interferometer, where
the desired signal and the background are separated. The CCD camera used in the
widefield configuration suffers from the large background reducing the smallest re-
solvable change. The simplest solution is to use a mask in the back focal plane.
Following the view that output from interferometer is formed as the phasor sum of
two beams A and B of Fig. 14.41 we simply use a mask with small aperture in the
middle and annulus to allow the low angles of incidence and the angles around the
SP resonance to pass. The intermediate regions do not make a significant contribu-
tion to the V(z) response when the sample is above the focus, so the output above

Fig. 14.44. Speckle fringe pattern with obtained with widefield interferometer. a Stationary
diffuser. b Moving diffuser
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Fig. 14.45. Images with widefield SP inteferometric microscope of sample in Fig. 14.25d.
Input polarisation parallel to grating vector. Picture width 65 microns. a Reference focus.
b −2.4 microns from reference. c −3.5 microns from reference

focus is relatively unaffected. The signal at focus is, of course, reduced but as shown
with the scanning configuration this gives relatively poor image contrast.

The images of Fig. 14.45a,b,c show widefield interferometric images of the grat-
ing structure of Fig. 14.25d. These images were obtained with the input polarisation
parallel to the grating vector. Figure 14.46a,b and c show three images of the grat-
ing taken with the incident polarisation perpendicular to the grating vector. These
images were selected from a stack of images taken at different defocuses over ap-
proximately 6microns of defocus, in both cases the images show frequent contrast
reversals, the contrast, however, differs for each orientation, so for this reason differ-
ent defocus values were chosen for each orientation. For both orientations, however,
the lateral resolution was better than the non-interferometric microscope on account
of the confocal operation. The lateral resolution is similar to the scanning configu-
ration as expected. Figure 14.47 shows two V(z) curves extracted from a sequence
of images taken with the incident polarisation perpendicular to the grating vector
(Fig. 14.46). The solid curve corresponds to the region where the sample is bare
and the dotted curve corresponds to the coated region. The V(z) curve is distinctly
less beautiful than those obtained with the scanning configuration largely because
the annulus affects the region around focus. The observed periodicity corresponds
to excitation angles of 47.8 degrees and 46.3 degrees for the coated and uncoated re-

Fig. 14.46. Images with widefield SP inteferometric microscope of sample in Fig. 14.25d.
Input polarisation perpendicular to grating vector. Picture width 65 microns. a Reference
focus. b−1.2 microns from reference. c −2.4 microns from reference
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Fig. 14.47. V(z) curves for input polari-
sation perpendicular to grating vector ex-
tracted from image stack. Solid curve on
bare uncoated gold, dotted curve on coated
region

Fig. 14.48. Interferometric microscope im-
age of protein grating, image width 65mi-
crons

gions respectively. This is a rather different from the values expected from the bare
material but shows the expected difference between the bare gold and the coated
region. The curves do indicate the rich contrast available from this form of SP mi-
croscopy.

Figure 14.48 shows a a widefield SP image of a 5micron protein grating mono-
layer taken at a defocus of approximately−1 µm, there is strong image contrast and,
more importantly, superior lateral resolution compared to the non-interferometric
microscope.

14.8 Discussion and Conclusions

Many aspects of SP and surface wave microscopy have been discussed in this chap-
ter. We have concentrated on imaging modes that use non-localised surface waves
essentially on planar substrates. In order to give a more rounded view of the field
some brief mention of areas not covered is needed. For this reason we will very
briefly mention the following areas: (i) total internal reflection (fluorescence) mi-
croscopy, TIR(F)M. (ii) Localized SPs and (iii) ‘Exotic’ techniques.
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14.8.1 Relationship of SP Methods with TIR(F)M Methods

Total internal reflection microscopy is far more mature than surface wave mi-
croscopy (Axelrod, 1984, Toomre and Mannstein, 2001, Axelrod, 2001, see also
Chap. 8 in this book). It is therefore certainly not appropriate to review this area but
this section will indicate the relation between the two techniques. The transmission
coefficient for p-polarized light is shown in Fig. 14.49, this is obtained under simi-
lar conditions to Fig. 14.31 except that the guiding layers are no longer present. The
transmitted field shows quite a large peak above the critical angle, we also note that
although there is a phase variation it is, however, considerable weaker compared
to the case where a surface wave is excited. The mean gradient is smaller indicat-
ing that considerable energy is only transported for short distances, moreover, the
gradient does not remain constant so the displaced field will be distorted. Mod-
elling, the situation with annular excitation we see that when the sample is moved
above the focus there is only a tiny increase in signal, of approximately 3%; this
indicates that the self-focusing and improved generation efficiency are extremely
weak compared to the case when SPs are excited. On the other hand, the fact that
TIR occurs for all angles above the critical angle indicates that the control of the
incident angle is much less stringent (also allowing for tuning of the penetration
depth).

Total internal reflection microscopy is usually operated with fluorescent labels
and the technique is powerful and less experimentally demanding compared to the
SP and SW fluorescent methods discussed earlier. This technique should, however,
have advantages for pump/probe experiments and harmonic imaging where the field
enhancement is crucial. For practical biological imaging with fluorescent labels sin-
gle photon and two photon TIRFM represent a more convenient means for imaging
cell surfaces unless the techniques are to be combined with other more exotic tech-
niques.

Where SP techniques have a major advantage compared to TIR methods is for
label-free detection. A great merit of SP methods is that the two contrast mecha-
nisms mentioned in Sect. 14.3 operate. For instance, the interferometers discussed
in Sect. 14.7 give strong quantitative contrast arising from the change in k-vector
of the travelling wave. This is demonstrated in the V(z) curves whose periodicity is
a function of wave number of the propagating surface wave modes. TIR methods are

Fig. 14.49. Transmission coefficient for
uncoated glass layer (n = 1.518) corre-
sponding to total internal reflection. Solid
curve amplitude, dotted curve phase
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insensitive to this contrast mechanism, so that label-free binding studies, material
adhesion etc is best performed with SPs. This is not to say that TIR methods cannot
be used for label-free imaging, but only when the scattering mechanism (mecha-
nism 2 of Sect. 14.3) predominates. Indeed TIR can be very effective for monitoring
local scatters such as the passage of particles through, for instance, a cell membrane
(Byrne et al. 2007).

In summary despite the instrumental similarity SP, SW and TIR techniques have
distinct areas of application, which usually depends on the contrast mechanisms one
wishes to exploit.

14.8.2 Localized SPs

We have concentrated on SPs and SWs propagating along a plane. Another area of
growing interest is the use of localized SPs for microscopy. Typically, these involve
noble metal particles with diameter between 10 − 100 nm. Localized SPs propa-
gate on the surface of these nanoparticles, and like non-local SPs their propagation
properties is affected by the local environment within a distance comparable to the
particle diameter (Hutter and Fendler, 2004). These changes are usually addressed
by a change in the scattering cross-section as a function of interrogating wavelength.
Clearly the very localization of SPs on a nanoparticle means that many of the trade-
offs between resolution and sensitivity discussed in this chapter do not arise. The
challenges associated with these particles are more related to optimization of signal
levels and positioning the particles at the desired locations.

Both localized and non-localized SPs rely on field enhancement and environ-
mental sensitivity for their operation, they both represent powerful tools for label-
free imaging, and there are many areas in, say, binding studies where they are com-
peting techniques. It should be noted that although the physics of the environmental
interactions are similar the instrumentation necessary to exploit their properties are
rather different.

14.8.3 ‘Exotic’ Techniques

The methods discussed here have concentrated on obtaining diffraction limited res-
olution with surface waves, we will briefly discuss two methods which potentially
break the normal diffraction limit by (i) utilizing evanescent waves in image for-
mation and (ii) using surface waves with extraordinarily small wavelength so that
diffraction limit becomes extremely small. Both methods are in their infancy and
are a long way off from being practical imaging techniques, on the other hand, their
potential is such that it would be a pity not to mention them.

The first method involves the use of the ‘Pendry’ lens (Pendry, 2000), referred
to briefly in footnote 1. The essential idea is that if both the permittivity and per-
meability can be made negative then a material has a negative refractive index.
The result is that evanescent waves can be amplified with the result that ‘per-
fect’ image contruction is possible. Consider a sample with very fine features, the
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light scattered from this will consist of propagating waves and evanescent waves
which will decay as they propagate through ‘free’ space. A slab of negative in-
dex will regenerate the evanescent waves so that, in principle at least, the origi-
nal spectrum is recovered in the image plane. Such negative index materials are
not presently obtainable at optical wavelengths (although in the microwave region
these can be constructed, Wiltshire et al. 2001). It has been shown, however, by
Pendry 2000, that the electric and magnetic fields are decoupled in the near field
so that only the permittivity need to be considered hence plasmonic materials such
as silver can be used as (imperfect) ‘Pendry’ lens. Fang et al. (2005) have per-
formed an elegant if somewhat contrived experiment where a fine featured struc-
ture was imaged through a 35 nm of PMMA and a 35 nm slab of silver. The image
was projected onto photoresist, which was read with an atomic force microscope.
The results showed that the image resolution was considerably enhanced compared
to free space propagation, indicating that the plasmon structure had enhanced the
resolution.

The second technique that should be mentioned involves genuine generation of
far field imaging with SPs (Smolyaninov et al., 2005a and 2005b). The method uses
a small drop of glycerine placed on a gold coated prism. The sample to be exam-
ined is positioned on the gold under the droplet. At first sight this might appear to
be rather like a Kretschmann confiuguration, it is, however, very different. A key
concept behind the experiment is that the k-vector of the SP becomes vanishingly
large when the dielectric constant of the metal is equal and opposite to that of the
dielectric (assuming no losses). The glycerine is used because it best meets this con-
dition. The illuminating light is converted to a very short wavelength SP mode by
the sample. The droplet subsequently performs its second function; that is acting as
a mirror for the surface waves thus forming a greatly magnified (if distorted) image
of the sample. Since the surface roughness in the sample scatters light back into
free space the image can then be viewed with a conventional objective, since the
magnified image can be faithfully represented with propagating light. Lateral res-
olution consistent with the predicted SP wavelength of 70 nm has been observed.
Clearly, the experiment as it stands is a long way from routine use, however, the
observation that ultrashort wavelength SPs excited at optical wavelengths can be
exploited is extremely signficant and is sure to find considerable future applica-
tion.

In summary this chapter has reviewed some of the recent developments in SP
and surface wave microscopy. In particular, the need to monitor samples for long pe-
riods with large bandwidth means that there is a growing need to extract maximum
information from each pixel. This sets a limit on the minimum number of photons
that need to be observed, on the other hand, fluorophores are limited in the maxi-
mum number of photons they can emit before photobleaching. Label-free detection
will thus become increasingly important and it is in this area that SP techniques are
expected to play a major role in biological imaging.
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15 Optical Coherence Tomography

Adam M. Zysk and Stephen A. Boppart

15.1 Introduction

Optical coherence tomography (OCT) is an established imaging technique for
a wide range of biological, medical, and material investigations [1–3]. Advances in
the use of OCT for microscopy applications have provided researchers with a means
by which biological specimens and non-biological samples may be visualized in
cross-section. OCT was initially developed for imaging biological specimens be-
cause it permits the imaging of tissue microstructure in situ, yielding micron-scale
image resolution without the need for excision of a specimen or for tissue pro-
cessing. OCT is analogous to ultrasound B-mode imaging except that it uses low-
coherence light rather than high-frequency sound and performs imaging by meas-
uring the backscattered intensity of light from structures in tissue. OCT can im-
age tissue or specimens in cross-section, as is commonly done in ultrasound, or in
en face sections, as in confocal and multi-photon microscopy. The OCT image is
a gray-scale or false-color multi-dimensional representation of backscattered light
intensity that represents the differential backscattering contrast between different
tissue types on a micron scale. Because OCT performs imaging using light, it has
a one to two order-of-magnitude higher spatial resolution than ultrasound and does
not require contact with the specimen or sample. The use of light also enables char-
acterization of the spectroscopic and birefringence properties of tissue and cellular
structures.

OCT was originally developed and demonstrated in ophthalmology for high-
resolution tomographic imaging of the retina and anterior eye [4–7]. Because the
eye is transparent and is easily accessible using optical instruments and techniques,
it is well suited for diagnostic OCT imaging. OCT is routinely used for the diagnosis
of retinal disease because it can provide images of retinal pathology with micron-
scale resolution. Clinical studies have been performed to assess the application of
OCT for a number of macular diseases [5–7]. OCT is especially promising for the
diagnosis and monitoring of glaucoma and macular edema associated with diabetic
retinopathy because it permits the quantitative measurement of changes in the retina
or the retinal nerve fiber layer thickness. Because morphological changes often oc-
cur before the onset of physical symptoms, OCT provides a powerful approach for
the early detection of these diseases.

Since the application of OCT in ophthalmology, OCT has been applied for imag-
ing in a wide range of nontransparent tissues [8–12]. In tissues other than the eye,
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the imaging depth is limited by optical attenuation due to scattering and absorp-
tion. Ophthalmic imaging is typically performed at a center wavelength of 800 nm.
Because optical scattering decreases with increasing wavelength, OCT imaging
in nontransparent tissues is possible using 1.3µm or longer wavelengths. In most
tissues, imaging depths of 2 − 3 mm can be achieved using a system detection sen-
sitivity of 100 to 110 dB. Imaging studies have also been performed in virtually
every organ system to investigate applications in cardiology [13–16], gastroenterol-
ogy [17,18], urology [19,20], neurosurgery [21], and dentistry [22], to name a few.
High-resolution OCT using short coherence length, short pulsed light sources has
been demonstrated and axial resolutions of less than 1 µm have been achieved [23–
28]. High-speed OCT at image acquisition rates of up to 200 frames per second
have been achieved, depending on the image size [29]. OCT has been extended
to perform Doppler imaging of blood flow [30–32], birefringence imaging to in-
vestigate laser intervention [33–35], and spectroscopic imaging for the evaluation
of sub-cellular structures [36]. Forward imaging delivery systems, including trans-
verse imaging catheter/endoscopes, needles, and handheld devices, have been de-
veloped to enable in vivo internal body OCT imaging in animal models and human
patients [37–45].

15.2 Principles of Operation

OCT is based on optical ranging, the high-resolution, high dynamic range detection
of backscattered light as a function of optical delay. In contrast to ultrasound, the
velocity of light is extremely high. Therefore, the time delay of reflected light can-
not be measured directly and interferometric detection techniques must be used.
One method for measuring time delay is to use low coherence interferometry or
optical coherence domain reflectometry. Low-coherence interferometry was first
developed in the telecommunications field for measuring optical reflections from
faults or splices in optical fibers [46]. Subsequently, the first applications in biolog-
ical samples included one-dimensional optical ranging in the eye to determine the
location of different ocular structures [47,48].

The time delay of reflected light is typically measured using a Michelson inter-
ferometer (Fig. 15.1). Other interferometer designs, such as a Mach-Zehnder in-
terferometer, have been implemented to optimize the delivery and collection of the
OCT beam [49,50]. The light reflected from the specimen or sample is interfered
with light that is reflected from a reference path of known path length. Interference
of the light reflected from the sample arm and reference arm of the interferome-
ter can occur only when the optical path lengths of the two arms match to within
the coherence length of the optical source. Depth scanning can be performed in the
time- or spectral-domain. Time-domain OCT systems vary the reference arm path-
length, inducing changes in the depth from which the backscattered light from the
sample is detected. Measured at the interferometer output port, the signal is elec-
tronically band-pass filtered, demodulated, digitized, and stored on a computer [2].
Spectral-domain OCT systems keep the reference path stationary and calculate the
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Fig. 15.1. Low coherence interferometry. Using a short coherence length light source and
a Michelson-type interferometer, interference fringes are observed only when the path lengths
of the two interferometer arms are matched to within the coherence length of the light source

axial signal intensity from changes in the interference spectrum by way of the time-
frequency relationship [51,52]. Spectral-domain detection may be accomplished by
using a spectrometer for measurement of the interfered light from a broadband
source [53], or by rapidly and repeatedly sweeping a narrow-linewidth laser source
through a gain-medium spectrum in a mode called swept-source OCT [54,55].

The position of the incident beam on the specimen is scanned in the trans-
verse plane and multiple axial measurements are performed. This generates a two-
dimensional (2-D) data array that represents the optical backscattering through
a cross-sectional plane in the specimen (Fig. 15.2). The logarithm of the backscatter
intensity is then mapped to a false-color or gray-scale and displayed as an OCT im-
age. The interferometer in an OCT instrument can be implemented using a fiber op-
tic coupler and beam-scanning can be performed with small mechanical galvanome-
ters in order to yield a compact and robust system (Fig. 15.3).

In contrast to conventional microscopy, the axial resolution in OCT images is
determined by the coherence length of the light source. The axial point spread func-
tion of the OCT measurement, as defined by the signal detected at the output of
the interferometer, is the electric-field autocorrelation of the source. The coherence
length of the light is the spatial width of the field autocorrelation and the envelope of
the field autocorrelation is equivalent to the Fourier transform of its power spectrum.
Thus, the width of the autocorrelation function, or the axial resolution, is inversely
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Fig. 15.2. OCT image formation. An OCT image is based on the spatial localization of varia-
tions in optical backscatter from within a specimen. Images are acquired by performing axial
measurements of optical backscatter at different transverse positions on the specimen and
displaying the resulting two-dimensional data set as a gray-scale or false-color image

proportional to the width of the power spectrum. For a source with a Gaussian spec-
tral distribution, the axial resolution Δz is given by

Δz =
2 ln 2
π
· λ

2

Δλ
, (15.1)

where Δz and Δλ are the full-widths at half-maximum of the autocorrelation func-
tion and power spectrum respectively and λ is the center wavelength of the optical
source. Figure 15.4 illustrates the dependence of the axial resolution on the band-
width of the optical source. High axial resolution requires broad bandwidth opti-
cal sources. Curves are plotted in Fig. 15.4 for three commonly used wavelengths.
Higher resolutions are achieved with shorter wavelengths, however, shorter wave-
lengths are more highly scattered in biological specimens, resulting in less imaging
penetration.

The transverse resolution in an OCT imaging system is determined by the fo-
cused spot size in analogy with conventional microscopy and is given by

Δx =
4λ
π
· f

d
, (15.2)

where d is the beam diameter incident on the objective lens and f is the focal length
of the objective. High transverse resolution can be obtained by using a large numer-
ical aperture and focusing the beam to a small spot size. The transverse resolution
is also related to the depth of focus or the confocal parameter 2zR (two times the
Raleigh range),

2zR =
πΔx2

2λ
. (15.3)
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Fig. 15.3. Schematic of an OCT system implemented using fiber optics. The Michelson in-
terferometer is implemented using a fiber-optic coupler. Light from the low-coherence source
is split and sent to a sample arm with a beam delivery instrument and a reference arm with
an optical pathlength scanner. Reflections from the arms are combined and the output of the
interferometer is detected with either a photodiode for time-domain (TD) detection or a spec-
trometer for spectral-domain (SD) detection. The signals are processed by a computer and
displayed as an image

Fig. 15.4. Dependence of coherence length
(axial resolution) on optical source band-
width. Curves are plotted for 800 nm,
1300 nm, and 1500 nm, three common
wavelengths used in OCT. High axial
imaging resolution is achieved with broad
spectral bandwidths and shorter wave-
lengths. Shorter wavelengths, however, are
more highly absorbed in biological tissue,
decreasing imaging penetration depth

Thus, increasing the transverse resolution results in a reduced depth of field. Typi-
cally, the confocal parameter or depth of focus is chosen to match the desired depth
of imaging. High transverse resolutions may be utilized in OCT, however, the short
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depth of field requires spatially tracking the focus in depth along with the axial OCT
scanning.

Finally, the detection signal-to-noise (S NR) is given by the optical power
backscattered from the sample (PSAM) divided by the noise equivalent bandwidth
(NEB)

S NR = 10 log
(
η

�ω

PSAM

NEB

)
, (15.4)

where η is the quantum efficiency of the detector,ω is radian frequency of the source,
and � is Plank’s constant divided by 2π.

Depending upon the desired signal to noise performance, incident powers of
1−10 mW are required for OCT imaging. It is possible to acquire 2048×2048 pixel
images at a rate of over 14 frames per second and a signal-to-noise ratio of 100 dB
with 1 − 10 mW of incident optical power [56]. If lower data acquisition speeds or
signal-to-noise can be tolerated, power requirements can be reduced accordingly.

15.3 Technological Developments

Since the inception of OCT in the early 1990’s, there have been rapid technologi-
cal developments aimed at improving the imaging resolution, acquisition rate, and
methods of beam delivery to the tissue or sample. Investigators have also explored
other imaging methods using the principles of OCT to extract information from the
tissue or sample. Some of these methods have included acquiring optical Doppler
signals from moving scatterers or structures, obtaining images based on the polar-
ization state of the incident and returned light, mapping refractive index distri-
butions, and extracting spectroscopic information based on the local absorption or
scattering properties of the tissue [30,33,57–59].

15.3.1 Optical Sources for High-Resolution Imaging

The majority of OCT imaging systems to date have used superluminescent diodes
(SLDs) as low coherence light sources [60,61]. Superluminescent diodes are com-
mercially available at several wavelengths including 800 nm, 1.3µm, and 1.5 µm,
and are attractive because they are compact, are highly efficient, and have low noise.
However, output powers are typically less than a few milliwatts, limiting fast real-
time image acquisition rates. Additionally, the available bandwidths are relatively
narrow, permitting imaging with 10 − 15 micron resolution. Recent advances in
short-pulse solid-state laser technology make these sources attractive for OCT imag-
ing in research applications. Femtosecond solid-state lasers can generate tunable,
low-coherence light at powers sufficient to permit high-speed OCT imaging. Short
pulse generation has been achieved in titanium:sapphire (Ti:Al2O3) across the
full wavelength range from 0.7 µm to 1.1 µm and over more limited tuning ranges
near 1.3 µm and 1.5 µm in chromium:forsterite (Cr4+:Mg2SiO4) and chromium:
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ytterbium-aluminum-garnet (Cr4+:YAG) lasers, respectively. OCT imaging with
axial resolutions of 0.5-2µm and 5 µm has been demonstrated at 800 nm and 1.3µm,
respectively, using Ti:Al2O3 and Cr4+:Mg2SiO4 sources [25–28]. A comparison be-
tween the power spectra and autocorrelation functions of a 800 nm center wave-
length SLD and a short pulse (≈5.5 fs) titanium:sapphire laser is shown in Fig. 15.5.
An order-of-magnitude improvement in axial resolution is noted for the short pulse
titanium:sapphire laser source [26]. More compact and convenient sources, such
as rare-earth-element-doped fiber sources, have also been investigated, yielding
very broad bandwidths in the 1.1 µm to 1.6 µm spectral range and resolutions

Fig. 15.5. High-resolution OCT imaging. A comparison of optical output spectrum (top), in-
terference signals (bottom left column), and envelopes (bottom right column) for a Kerr-lens
modelocked titanium:sapphire (Ti:Al2O3) laser versus a superluminescent diode (SLD) is
shown. The broad optical bandwidth of the titanium:sapphire laser (260 nm) permits a free-
space axial resolution of 1.5 µm. In comparison, the superluminescent diode with a 32 nm
spectral bandwidth permits an axial resolution of 11.5 µm. Figure reprinted with permis-
sion [26]
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of up to 2 µm [62–64]. Fiber-optic bandwidth broadening has also been investi-
gated using titanium:sapphire and neodymium:glass laser sources [65–67]. Non-
linear and ultrahigh-numerical-aperture fibers have been used to increase the
source bandwidth by several orders of magnitude, up to hundreds of nanometers
of spectral bandwidth, representing a supercontinuum optical source [68]. The tita-
nium:sapphire (Ti:Al2O3) laser technology is also routinely used in multi-photon
microscopy (MPM) applications for its high peak intensities to enable multi-photon
absorption and subsequent emission of fluorescence from exogenous fluorescent
contrast agents [69,70]. Combined OCT and multi-photon microscopy has been
used to provide complementary image data using a single optical source [53,56,71].

New sources have also been developed for high speed spectral-domain data ac-
quisition [54,55]. Rapid scanning of a narrow output spectrum over a broad band-
width, which enables swept-source OCT, has typically been implemented by scan-
ning the output of a semiconductor optical amplifier (SOA) across a grating with
a galvanometer or polygonal-scanning mirror. Systems have achieved rapid sweep
rates of up to 290 kHz, instantaneous spectral linewidths of approximately 0.07 nm,
and scanning bandwidths of over 100 nm [72–74]. For example, the Fourier domain
mode locked swept source, constructed using a long fiber ring cavity, semiconduc-
tor amplifier, and Fabry-Perot filter, has achieved OCT imaging at acquisition rates
up to 232,000 axial scans per second [74]. As the development of new swept-source
laser technologies continues, the rapid acquisition rates that they enable are expected
to lead to their broad adoption in real-time OCT imaging systems.

15.3.2 Spectroscopic OCT

OCT techniques can be used to extract spatially-distributed spectroscopic informa-
tion from within the tissue specimen or material sample [57]. In standard OCT
imaging, the amplitude of the envelope of the field autocorrelation is acquired and
used to construct an image based on the magnitude of the optical backscatter at
each position. Spectroscopic OCT information can be obtained by digitizing the
full interference signal and performing digital signal processing on various time-
frequency distributions. The Morlet wavelet transform was first used, rather than
the short-time Fourier transform, because it reduced windowing artifacts [75,76].
Spectroscopic data can be extracted from each point within the specimen. The spec-
tral center of mass can be calculated and compared to the original spectrum from
the laser source. Shifts from the center of mass are displayed on a 2-D image using
the multi-dimensional hue-saturation-luminence (HSL) color space. At localized re-
gions within the tissue, a color is assigned with a hue that varies according to the
direction of the spectral shift (longer or shorter wavelength) and a saturation that
corresponds to the magnitude of that shift. The luminance is held constant.

In scattering media, longer wavelengths of light are scattered less. Therefore,
for a homogeneous scattering sample, one would expect shorter wavelengths to be
scattered near the surface and a smooth color-shift to occur with increasing depths
as longer wavelengths are scattered. In more heterogeneous samples, such as tissue,
scattering objects such as cells and sub-cellular organelles produce variations in the
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Fig. 15.6. Spectroscopic OCT imaging. Conventional OCT imaging (top) and spectroscopic
OCT imaging (bottom) of in vivo mesenchymal cells in a Xenopus laevis (African frog) tad-
pole. Conventional OCT images represent the optical backscatter intensity while spectro-
scopic OCT images represent local changes in the absorption or scattering properties of the
incident optical spectrum. Melanocytes (arrows) appear red because the melanin within these
cells absorb shorter wavelengths of light. The color scale represents the shift of the center of
gravity of the optical spectrum for each pixel in the image. Figure reprinted with permis-
sion [57]

spectroscopic OCT data (Fig. 15.6) [57,77]. Although images can indicate changes
in the spectroscopic properties of the tissue, further investigation is needed to de-
termine how the spectroscopic variations relate to the biological structures and how
this information can be used for diagnostic purposes.
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15.3.3 Real-Time Volumetric OCT Imaging

Short-pulse solid-state laser technology not only provides broad spectral bandwidths
for high-resolution OCT imaging, but also higher output powers to enable fast real-
time OCT imaging. Higher incident powers are required to maintain equivalent
signal-to-noise ratios when scanning at a faster rate. Linearly translating a reference
arm mirror provides axial scan frequencies of approximately 100 Hz, depending on
the mirror size and the translating galvanometer, but is problematic at higher rates.
In the past, several investigators utilized rotating glass cubes, piezoelectric modu-
lators, and multi-pass optical cavities to increase axial scan rates while maintaining
scan ranges of 1 − 2 mm [78–80]. Advances in spectral-domain detection technolo-
gies have made these techniques obsolete, however, bringing significant increases
in scan rate and SNR [51,52]. Figure 15.7 shows the potential SNR advantages of
spectral-domain detection.

With the introduction of these high-speed scanning capabilities, technological
limitations have shifted from high-speed scanning methods to computational data
processing and management. A set of two hundred 500 × 500 pixel 16-bit images,
which can now be acquired in approximately one second, requires 100 MB of dig-
ital storage without compression. Additionally, the Fourier-domain scan line data
acquired in spectral-domain systems must be transformed into the spatial domain
prior to display. Therefore, displaying the same data set in real-time requires that
100,000 Fast-Fourier Transform (FFT) operations be performed. The computer re-
sources required to process and store data acquired at this rate are substantial. The
most advanced spectral-domain systems are capable of sustaining this acquisition
rate for only about 3 seconds [29]. Beyond the computational challenges presented
by this new technology are the clinical issues that arise when attempting to eval-
uate large data sets. For example, SD-OCT of the entire human esophagus will
yield a very high-resolution 3-D data volume spanning a length of about 20 cm.
Assessment and storage of this entire data set in the manner currently employed
for radiological imaging would be exceptionally costly. Clinical standards must be
established in order to alleviate potential expense and liability concerns.

Depth-priority scanning, commonly implemented in OCT, is performed by
acquiring a single axial scan before translating the beam laterally and repeating the
depth-acquisition. An alternative method for generating OCT images is transverse-

Fig. 15.7. Signal-to-noise advantage
gained through spectral-domain (SD) de-
tection. A plot of the coherence envelope
from four spectrally-dispersed detection
channels is shown. The SNR advantages
of SD detection, gained by bandpass
filtering each channel individually, is
evident. Modified figure reprinted with
permission [51]
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priority scanning [81,82]. For this method, the optical pathlength in the reference
arm is held momentarily constant, apart from a low-amplitude, high-frequency mod-
ulation to enable time-domain heterodyne detection. The OCT beam in the sam-
ple arm is then scanned laterally across the specimen in both the X and Y planes
while the amplitude of the interference signal is recorded. The result, in contrast to
a cross-sectional plane in depth, is a horizontal (en face) plane at a constant depth
within the specimen. This is equivalent to optical sectioning in traditional, confocal,
and multi-photon microscopy techniques. Three-dimensional (3-D) OCT imaging
using transverse-priority scanning can be obtained by stepping the position of the
reference arm mirror after each en face image is acquired [83].

The OCT images produced from transverse-priority scanning are readily cor-
related with confocal or multi-photon microscopy images, which are typically ac-
quired with a similar scanning method. En face OCT imaging with high-numerical
aperture objectives has been termed optical coherence microscopy (OCM) [84].
This method can also utilize higher numerical aperture objective lenses to provide
high transverse resolutions since a large depth of focus is not needed as in depth-
priority OCT scanning. Recently introduced computational techniques are poised
to change these tradeoffs by providing depth-invariant transverse resolution. Inter-
ferometric synthetic aperture microscopy (ISAM) accounts for scattering, diffrac-
tion, and beam parameters in the raw OCT data to computationally improve image
quality [131]. The technique yields high-resolution data over large volumes without
requiring mechanical focus scanning or modification of existing hardware.

15.3.4 Optical Coherence Microscopy

Optical coherence microscopy combines the advantages of confocal microscopy
with the principles of low-coherence interferometry [84,85]. High contrast and de-
tection sensitivity are achieved via rejection of out-of-focus light, resulting in im-
proved optical sectioning capabilities deep within highly-scattering specimens. Re-
cent advancements include the integration of spectroscopic processing and phase-
contrast into OCM imaging as shown in Figs. 15.8 and 15.9 [36,86].

The axial point-spread function (PSF) in OCM is narrower, given by the prod-
uct of the field autocorrelation PSF and the microscope objective PSF, and enhances
the optical sectioning capabilities of the microscopy technique. Figure 15.10 shows
experimental measurements of the axial point-spread function with a 20× micro-
scope objective (NA = 0.4) [84]. This data was obtained by scanning a mirror
through the focal plane, with and without coherence gating. Considering a single-
backscatter model for photons, two limits define when OCM can outperform confo-
cal microscopy. A parametric plot of these theoretical limits is shown in Fig. 15.11
[84]. The first limit, for shorter mean-free-paths, defines when the coherence gat-
ing of OCM enhances the confocal microscopy image. This occurs only when the
collected scattered light from outside of the focal plane dominates the light col-
lected from within the focal plane. The second limit, for longer mean-free-paths, is
determined by the maximum depth at which single-backscattered photons can be
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Fig. 15.8. Spectroscopic optical coherence microscopy (OCM). An OCM image (a) of tissue
with regions of adipose (center) and muscle (upper right, lower left) acquired with spectral
domain detection can be compared with a light microscope image (b) of the correspond-
ing H&E stained histology. Spectroscopic processing by two techniques, metameric (c) and
light scattering spectroscopy (d), reveals differences in scatterer size and organization. Figure
reprinted with permission [36]

detected given quantum detection and the tissue laser damage thresholds. For ap-
proximately 5 − 15 scattering mean-free-paths, the use of OCM enables imaging of
structures that would otherwise be obscured by scattering in conventional confocal
microscopy.

While the use of OCM can improve the optical sectioning capability of confocal
microscopy, further enhancement is likely with MPM. For several years investiga-
tors have recognized that OCT and MPM can utilize a single laser source for multi-
modality imaging. An integrated OCM and two-photon-excitation fluorescence mi-
croscope has been used to image cells in Drosophila embryos and green fluorescent
protein (GFP)-vinculin transfected fibroblasts (Fig. 15.12) [36,71]. OCT and MPM
provide complementary image data. OCT can image deep through transparent and
highly-scattering structures to reveal the 3-D structural information. OCT, however,
cannot detect the presence of fluorescent particles. In a complementary manner,
MPM can localize fluorescent probes in three-dimensional space. MPM can de-
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Fig. 15.9. Differential phase contrast optical coherence microscopy (OCM). The human ep-
ithelial cheek cells shown here were imaged with phase contrast OCM (a) and phase contrast
light microscopy (b). The scale bar is 20 µm in length. Modified figure reprinted with per-
mission [86]

Fig. 15.10. Comparison of confocal and
optical coherence microscopy point-spread
functions. Experimental confocal mi-
croscopy data was obtained using a 20×
microscope objective (N.A. = 0.4). A mir-
ror was scanned through the focal plane
and reflected signal power was measured
with and without coherence gating. Figure
reprinted with permission [84]
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Fig. 15.11. Theoretical parametric plot of limits in optical coherence microscopy. Assuming
a single-backscatter model for photons, this plot illustrates that optical coherence microscopy
can enhance detection in highly-scattering media, beyond the limits of confocal microscopy
alone. The right-most limit is bounded by the quantum noise sensitivity. Figure reprinted with
permission [84]

tect the fluorescence, but not the microstructure nor the location of the fluorescence
relative to the microstructure. Hence, the development of an integrated microscope
capable of OCT and MPM uniquely enables the simultaneous acquisition of mi-
crostructural data and the localization of fluorescent probes.

15.3.5 Beam Delivery Systems

The OCT imaging technology is modular in design. This is most evident in the var-
ious optical instruments through which the OCT beam can be delivered to the tissue
or sample. Because OCT systems can be implemented using fiber optics, single op-
tical fibers can be used to deliver the OCT beam and collect the reflected light. The
OCT technology can readily be integrated into existing optical instruments such
as research and surgical microscopes [71,87], ophthalmic slit-lamp biomicro-
scopes [4], catheters [40], endoscopes [41–44,88,89], laparoscopes [38], needles
[39,90,130], and hand-held imaging probes [38].

Imaging penetration is determined by the optical absorption and scattering prop-
erties of the tissue or specimen. The imaging penetration in OCT ranges from tens
of millimeters for transparent tissues such as the eye to less than 3 mm in highly-
scattering tissues such as skin. To image highly-scattering tissues deep within the
body, novel beam-delivery instruments have been developed to relay the OCT beam
to the site of the tissue to be imaged. An OCT catheter has been developed for
insertion into biological lumens such as the gastrointestinal tract [40]. Used in con-
junction with endoscopy, the 1 mm diameter catheter can be inserted through the
working channel of the endoscope for simultaneous OCT and video imaging [41–
43]. Minimally-invasive surgical procedures utilize laparoscopes which are long,
thin, rigid optical instruments to permit video-based imaging within the abdomi-
nal cavity. Laparoscopic OCT imaging has been demonstrated by passing the OCT
beam through the optical elements of a laparoscope [38]. Deep solid-tissue imaging
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Fig. 15.12. Single cell optical coherence microscopy (OCM) and multi-photon microscopy
(MPM) imaging of a green fluorescent protein (GFP)-vinculin transfected fibroblast. An
OCM image acquired with spectral-domain detection (a) and spectroscopic analysis (b) show
localized regions of strong spectral scattering. MPM detection yields signals from GFP and
DNA nuclear dye (c) which can be combined with OCM imaging (d). Figure reprinted with
permission [36]

is possible with the use of fiber-needle probes [39,90,130]. Small (400µm diam-
eter) needles housing a single optical fiber and micro-optical elements, including
angle-polished rotating GRIN lens pairs, have been inserted into solid tissues to ac-
quire OCT axial-scans or images. Recently, microfabricated micro-electro-optical-
mechanical systems (MEOMS) technology has been used to miniaturize the OCT
beam scan mechanism [88].

15.3.6 Contrast Agents and Molecular Imaging

While the use of bioluminescent and fluorescent probes has become commonplace
in optical molecular imaging, OCT and other in vivo optical imaging modalities have
had limited use of molecular probes. Novel nonfluorescent and nonbioluminescent
molecular imaging probes for OCT have recently been developed [91]. These probes
may alter the local optical scattering or absorption properties of the tissue, modulate
these properties in a predictable manner, or be detected using spectroscopic OCT
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principles. Nonlinear interferometric imaging techniques have also recently been
developed to detect endogenous molecules.

Light scattering probes are either sensed directly by detecting scattered light
or indirectly by detecting their attenuation properties. These probes work by in-
troducing local refractive index changes using, for example, air, metals, or oils in
microbubbles or engineered microspheres containing scattering nanoparticles of
gold, melanin, carbon, or iron-oxide in the shell or core [92,93]. Novel ferromag-
netic agents have also been developed for use in magnetomotive OCT, a modifi-
cation of traditional OCT imaging wherein a modulated magnetic field is applied to
a sample in order to perturb susceptible agents and thereby gain improved detection
sensitivity. Magnetomotive detection has been shown to be highly sensitive to low
concentrations (220µg/g) of magnetite particles in tissue phantoms and in single
cells [94]. In vivo magnetomotive imaging has been demonstrated using Xenopus
laevis tadpoles and iron oxide particles, as shown in Fig. 15.13 [95]. Absorbing
probes, which modify the endogenous regional absorption properties of tissue, may
be detected by optical pumping of modifiable probes or spectroscopic evaluation
of absorbers with specific spectral signatures (See Fig. 15.14, for example) [96].
Methylene blue, which can be excited by 650 nm light to shift its absorption band
from 650 nm to 830 nm, is one example of a modifiable absorption probe [97]. The
simplest spectroscopic probes are NIR dyes, but tunable plasmon-resonant nanopar-
ticles also may hold promise.

While typical OCT measurements are limited to the detection of linear elastic
scattering properties of tissue, techniques have been developed to exploit the non-
linear optical effects exhibited by biomolecules. Only processes emitting light that

Fig. 15.13. In vivo magnetomo-
tive OCT. These composite im-
ages show a 3-day-old Xenopus
laevis tadpole that was exposed
to magnetic nanoparticles in its
tank water. The red channel dis-
plays structural OCT data and
the green channel shows the
magnetomotive signal. Signifi-
cant uptake of magnetic agents
is evident in the gastrointestinal
tract. Note that the magnetomo-
tive signal in the heart is due
to motion artifacts only, as the
mean magnetomotive signal in
the heart is zero
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Fig. 15.14. Spectral triangulation in OCT.
A Xenopus laevis tadpole imaged in the
region marked with the dark line in (a)
using OCT (b) and molecular contrast
agent mapping of indocyanine green (c).
Evident morphological features include
the parabranchial cavity (i), gill arches
(ii), and opercular field (iii). Modified fig-
ure reprinted with permission [96]

Fig. 15.15. Nonlinear interferometric vibrational imaging (NIVI) images of a quartz cuvette
filled with acetone. The imaging system was tuned to a vibrational resonance of 2925 cm−1

corresponding to the C–H stretch of acetone. NIVI images of the meniscus formed at the air-
acetone interface inside the cuvette (a) and the curved bottom of the cuvette (b) are shown
along with a light microscope image (c) showing the visible optical transparency of the sam-
ple. Signal is only produced in the acetone, and not in the quartz, air bubbles, or other con-
taminants. Figure reprinted with permission [91]

remains coherent with the incoming radiation may be used with OCT. Second har-
monic generation (SHG), wherein a nonlinear material converts two photons of
one frequency to one photon of twice that frequency, and coherent anti-stokes Ra-
man scattering (CARS), in which signal is derived from the nonlinear resonances
among molecular bonds, are two processes that have been investigated [98–100].
When coupled with the interferometric gating of OCT, these methods may provide
molecularly sensitive imaging of three-dimensional tissue structure and function. As
shown in Fig. 15.15, an OCT system utilizing a CARS contrast mechanism, which
is referred to as nonlinear interferometric vibrational imaging (NIVI), has high
sensitivity to specific molecular species [101].
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15.4 Applications

In parallel with the development of OCT technology has been the investigation of
a wide range of applications in the fields of biology, medicine, and material science.
A brief overview of these fields with representative images follows.

15.4.1 Developmental Biology

OCT has been demonstrated in the field of developmental biology as a method to
perform high-resolution, high-speed imaging of developing morphology and func-
tion. Cellular-level imaging is possible, providing a non-invasive technique for vi-
sualizing cellular processes such as mitosis and migration. Imaging studies have
been performed on several standard biological animal models commonly employed
in developmental biology investigations including embryos and eggs from Rana
pipiens (Leopard frog), Xenopus laevis (African frog) [102], and Brachydanio re-
rio (zebra fish), as well as the murine (mouse) model [103–108].

A series of cross-sectional images acquired in vitro from the dorsal and ven-
tral sides of a Stage 49 (12 day) Rana pipiens (Leopard frog) tadpole are shown
in Fig. 15.16 [103]. These images were acquired using a SLD source operating at
1.3µm center wavelength. Axial and transverse resolutions were 16µm and 30 µm,
respectively. Features of internal architectural morphology are clearly visible in the
images. The image of the eye differentiates structures corresponding to the cornea,
lens, and iris. The corneal thickness is on the order of 10 µm and can be resolved due

Fig. 15.16. OCT of developing biology. OCT images and corresponding histology acquired
from a Stage 49 (12 day) Rana pipiens (Leopard frog) tadpole. OCT images in the left and
middle columns were acquired with the OCT beam incident from the dorsal and ventral sides
of the tadpole, respectively. Structures including the eye (ey), respiratory tract (rt), gills (g),
heart (h) and gastrointestinal tract (i) are observed. The corresponding histology in the right
column correlates strongly with the structures observed using OCT. Figure reprinted with
permission [103]
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to the differences in index of refraction between the air, cornea, and aqueous humor.
By imaging through the transparent lens, the incident OCT beam images several of
the posterior ocular layers including the ganglion cell layer, retinal neuroblasts, and
choroid. Other identifiable structures include several different regions of the brain as
well as the ear vesicle. The horizontal semicircular canal and developing labyrinths
can be observed. Internal morphology not accessible in one orientation due to the
specimen size or shadowing effects can be imaged by re-orienting the specimen and
scanning in the same cross-sectional image plane. The images in the middle column
in Fig. 15.16 were acquired with the OCT beam incident from the ventral side to
image the respiratory tract, ventricle of the heart, internal gills, and gastrointestinal
tract.

Work has also been conducted to assess the development of mouse embryos.
Figure 15.17 shows OCT images of a fresh embryo specimen and the correlation
to corresponding histology. Histological images are acquired by euthanizing the
specimen, immersing the specimen in a chemical fixative, and physically sectioning
thin (2−5 micron-thick) slices using a microtome. The slices are placed on a micro-
scope slide, selectively stained to highlight particular features, and viewed with light
microscopy. The correlations between OCT and histology images are strong, sug-
gesting that OCT images can accurately represent the in vivo specimen morphology.
The potential exists to repeatedly image specimens to quantify organo- and morpho-
genesis throughout development. Technologies such as OCT are likely to become
increasingly important in functional genomics, relating genotype to morphology
(phenotype) and function in living specimens.

OCT images represent the optical backscatter intensity from regions within the
tissue or sample. Because OCT relies on the inherent optical scattering changes
to produce image contrast, no exogenous contrast agents or fluorophores are nec-
essary. This permits long-term sequential imaging of development in vivo without
loss of specimen viability. Repeated imaging of the Xenopus laevis hind limb pat-
terning and formation has been demonstrated (Fig. 15.18) without loss of speci-
men viability [109]. In this example, formation of the cartilaginous skeletal system
and the developing vascular system was observed. By imaging subtle differences in
backscattering intensity, morphological features millimeters deep within specimens
can be clearly delineated.

OCT images used to characterize morphological features within biological spec-
imens show static structures even though they may have been acquired from in vivo
specimens. In vivo imaging in living specimens, particularly in larger organisms and
for medical diagnostic applications, must be performed at high speeds to eliminate
motion artifacts within the images. Functional OCT imaging is the quantification
of in vivo images which yield information characterizing the functional properties of
the organ system or organism. Studies investigating normal and abnormal cardiac
development have been frequently limited by an inability to access cardiovascu-
lar function within the intact organism. OCT has been demonstrated for the high-
resolution assessment of structure and function in the developing Xenopus laevis
(African frog) cardiovascular system and, more recently, in the chick embryo [108].
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The morphology of the in vivo cardiac chambers can be clearly delineated and im-
age acquisition rates are fast enough to capture the cardiac chambers in mid-cycle.
With this capability, images can be acquired and displayed in real-time to produce
a movie illustrating the dynamic, functional behavior of the developing heart. Addi-
tionally, four-dimensional imaging, which captures both three-dimensional struc-
ture and movement of the developing heart has been demonstrated in chick embryos
(Fig. 15.19). OCT, like technologies such as computed tomography and magnetic
resonance imaging, provides high-speed in vivo imaging, allowing quantitative as-
sessment of dynamic activity, such as ventricular ejection fraction.

15.4.2 Cellular Imaging

Although previous studies have demonstrated in vivo OCT imaging of tissue mor-
phology, most have imaged tissue at ∼10− 15 µm resolutions, which does not allow
differentiation of cellular structure. The ability of OCT to identify the mitotic activ-
ity, the nuclear-to-cytoplasmic ratio, and the migration of cells has the potential to
not only impact the fields of cell and developmental biology, but also impact medical
and surgical disciplines for the early diagnostics of diseases such as cancer.

The Xenopus laevis (African frog) tadpole has been used to demonstrate the fea-
sibility of OCT for high-resolution in vivo cellular and subcellular imaging [26,105].
Many of the cells in this common developmental biology animal model are rapidly
dividing and migrating during the early growth stages of the tadpole, providing an

Fig. 15.17. Evaluation of mouse embryo morphology with OCT. Computational sections
along sagittal planes extracted from a 3-D OCT dataset of an E10.5 embryo are shown in (a)
and (c) along with corresponding H&E-stained histological sections (b, d). OCT images of
the embryonic heart are shown in (e–h), with detailed internal structures evident at varying
cross-sectional planes. A 3-D volume rendering of the OCT dataset is shown in (i) along with
a digital photograph of the embryo (j). Abbreviations: ba - branchial arch, hp - hepatic pri-
mordial, fv - fourth ventricle, sv - subcardinal vein, vch - ventricular chamber, cav - cushion
tissue lining the atrio-ventricular canal, ach - atrial chamber, bc - bulbus cordis, and uc - um-
bilical cord. Scale bar lengths are 200 µm in (a–d,i), 100 µm in (e–h), and 1 mm in (j). Figure
reprinted with permission [107]
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Fig. 15.18. Tracking biological development over time. The top sequence illustrates hind limb
development (arrows) in a Xenopus laevis tadpole over several weeks. Images were acquired
at days 5, 12, 15, and 17. The bottom sequence represents multiple OCT images of a single
hind limb acquired at day 28. Images were acquired proximal-to-distal along the length of
the hind limb, revealing the vasculature (v), the tibia (t), the fibula ( f ), and multiple digits
(d) [109]

opportunity to image dynamic cellular processes. Three-dimensional volumes of
high-resolution OCT data have been acquired from these specimens throughout de-
velopment [105]. From these data sets, cells undergoing mitosis have been identi-
fied and tracked in three dimensions (Fig. 15.20). In a similar manner, 3-D data sets
have been acquired to track single melanocytes (neural crest cells) as they migrate
through the living specimens. The ability of OCT to characterize cellular processes
such as mitosis and migration is relevant for cancer diagnostics and the investigation
of tumor metastasis in humans.
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Fig. 15.19. Assessment of cardiac development. OCT images and three-dimensional recon-
structions of the embryonic chick heart are shown at two stages of development. The red and
green outlines indicate contraction and relaxation and asterisks mark the outflow tract cush-
ions. Abbreviations: EC – endocardial cushions, oft – outflow tract, IVF – interventricular
foramen, LA – left atrium, LV – left ventricle, RV – right ventricle. Figure reprinted with
permission [108]

An example of cellular-level OCT imaging in these specimens using a state-
of-the-art femotosecond laser is shown in Fig. 15.21 [26]. This composite image
(0.83×1 mm, 1800×1000 pixels) was acquired using a titanium:sapphire laser with
an extremely broad bandwidth (∼260 nm). The axial and transverse resolutions for
this image are 1 µm and 5 µm, respectively. Because the high transverse resolution
reduced the depth-of-focus to 49 µm, separate OCT images were first acquired with
the focus at different depths within the specimen. These images were then assembled
to produce the composite image shown in Fig. 15.21. This type of image construc-
tion is similar to C-mode ultrasound. Cellular features including cell membranes,
nuclei, and nuclear morphology are clearly observed up to nearly 1 mm into the
specimen. The high-resolution, optical-sectioning ability of this system enables 3-
D imaging of a single cell, as shown in Fig. 15.22, in which sections were acquired at
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Fig. 15.20. Tracking cell mitosis. OCT imaging of the mesenchymal parent cell in (a), which
undergoes mitosis, dividing into two daughter cells (b–f). Following cell division, daugh-
ter cells migrate apart and increase in size, preparing for subsequent cell division. Images
were extracted from 3-D data sets acquired at 10 min intervals. Figure reprinted with permis-
sion [105]

2 micron intervals [110]. Sub-cellular organelles are observed in several of the sec-
tions. The images presented here approach the resolutions common in confocal and
multi-photon microscopy, but were obtained at greater depths in highly-scattering
specimens.

Studies have also been conducted to monitor the migration of cells in engineered
tissue scaffolds [111]. Figure 15.23 shows 3-D volume rendered OCT images of
a time study of NIH 3T3 fibroblast cells seeded in a porous chitosan scaffold. While
OCT is not capable of resolving the features of these cells individually, the dynam-
ics of the cell population are clearly visible from various viewpoints with arbitrary
sectioning planes at any angle and direction. These capabilities allow for the inves-
tigation of tissue porosity and cell distribution during growth.

15.4.3 Medical and Surgical Microscopy – Identifying Tumors
and Tumor Margins

OCT has been used to differentiate between the morphological structure of normal
and neoplastic tissue for a wide-range of tumors [21,112–118]. The use of OCT
to identify tumors, tumor margins, and metastatic cell groupings in situ will repre-
sent a significant advancement for medical or image-guided surgical applications.
OCT has been demonstrated for the detection of brain tumors and their margins
with normal brain parenchyma, suggesting a role for guiding surgical resection [21].
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Fig. 15.21. Ultrahigh resolution OCT imaging. Using a titanium:sapphire laser, broad spectral
bandwidths enable high axial resolutions. This composite OCT image was acquired with axial
and transverse resolutions of 1 and 5 microns, respectively. The high transverse resolution
corresponds to a confocal parameter (depth-of-field) of 49 µm. Therefore, multiple images
were acquired at increasing depths, then combined to produce this composite image. Figure
reprinted with permission [26]

Fig. 15.22. Cell sectioning. At high imaging resolutions, OCT can perform optical section-
ing similar to confocal and multi-photon microscopy. Multiple sections at 2 µm intervals
are shown for a single Xenopus laevis mesenchymal cell. These sections reveal sub-cellular
organelles and can be assembled to produce a 3-D data set. Figure reprinted with permis-
sion [110]
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Fig. 15.23. Monitoring engineered tissue. Three-dimensional OCT volumetric images of fi-
broblast cells seeded in a porous scaffold, as viewed at three rotational angles (rows). Tis-
sues culture ages are indicated below each column. Modified figure reprinted with permis-
sion [111]

A hand-held surgical imaging probe was constructed for this application. The com-
pact and portable probe permits OCT imaging within the surgical field while the
OCT instrument can be remotely located in the surgical suite.

Figure 15.24 shows an in vitro specimen of outer human cerebral cortex with
metastatic melanoma. The OCT images in Fig. 15.24a and b were acquired through
the tumor. These original images were threshold-segmented to identify regions of
high backscatter within the tumor. The original images were then overlaid with the
segmented data and shown in Fig. 15.24c and d. The OCT images show increased
optical backscatter in the region of the tumor (white arrows). Smaller tumor lesions
also appear within the image. A shadowing effect is observed below each tumor site
due to the increased optical backscatter and the subsequent loss of optical power
penetrating beneath the tumor. In Fig. 15.24a and c, the boundary of the tumor can
be identified. In Fig. 15.24b and d, the tumor is identified below the surface of
normal cortex. The histology in Fig. 15.24e and f confirms the presence and relative
sizes of the metastatic tumors.

The system resolution used to acquire the images in Fig. 15.24 was as high
as 16 µm, higher than current ultrasound, CT, or MRI intraoperative imaging tech-
niques. This allowed the tumor-cortex interface and the extent of tumor below the
surface to be defined with high resolution. At higher imaging resolutions, it may be



426 A.M. Zysk, S.A. Boppart

Fig. 15.24. Tumor detection.
OCT imaging of metastic
melanoma in in vitro human cor-
tical brain tissue. Original OCT
images (a,b) were threshold-
segmented (c,d) to highlight
backscattering tumor. The cor-
relation with histology (e,f) is
strong. Figure reprinted with per-
mission [21]

possible to image individual tumor cells that have migrated away from the central
tumor. OCT, therefore, has the potential to identify tumors and tumor margins on
the micron scale and in real-time. OCT also offers imaging performance not achiev-
able with current imaging modalities and may contribute significantly toward the
surgical resection of neoplasms.

Investigations have also been made into the use of OCT imaging for breast tu-
mor localization. Against the background of healthy fatty tissue and fibrous stroma,
breast carcinomas are visible in OCT images due to their increased scattering
density. Accurate differentiation, with histological confirmation, has been success-
fully demonstrated in tumors from animal models and human patients. Potential
breast cancer applications include biopsy needle guidance, margin detection in
open surgery, and the detection of microscopic clusters of metastatic cells in lymph
nodes [115–118].

15.4.4 Image-Guided Surgery

The repair of vessels and nerves is often necessary to restore function following
traumatic injury [119]. Although the repair of these sensitive structures is performed
with the aid of surgical microscopes and loupes to magnify the surgical field [120],
surgeons are limited to the en face view that they provide. A technique capable of
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subsurface, three-dimensional, micron-scale imaging in real-time would permit the
intraoperative monitoring of microsurgical procedures. The capabilities of OCT
for the intraoperative assessment of microsurgical procedures have been demon-
strated [87]. High-speed OCT imaging was integrated with a surgical microscope to
perform micron-scale three-dimensional imaging of microsurgical specimens.

The ability of OCT to assess internal structure and vessel patency within an arte-
rial anastomosis (surgical repair) is shown in Fig. 15.25 [87]. Cross-sectional OCT
images (2.2 × 2.2 mm, 250 × 600 pixel) and 3-D projections of a 1 mm diameter
rabbit inguinal artery are illustrated. The two-dimensional cross-sectional images in
Fig. 15.25b–e were acquired from the locations labeled in Fig. 15.25a. Figure 15.25b
and e were acquired from each end of the anastomosis. The patent lumen is readily
apparent. This is in contrast to what is observed in Fig. 15.25d, where the lumen
had been occluded by tissue at the site of anastomosis. By assembling a series of
cross-sectional 2-D images, a 3-D data set was produced. From this data set, arbi-
trary planes can be selected and corresponding sections displayed. Figure 15.25f is
a longitudinal section from the 3-D data set that confirms the occlusion within the
anastomosis site. These results have shown how 2-D OCT images and 3-D OCT
projections can provide diagnostic feedback to assess microsurgical anastomoses.
This previously unavailable diagnostic ability offers the potential to directly impact
and improve patient outcome by incorporating high-speed, high-resolution intraop-
erative image-guidance during microsurgical procedures.

Surgical intervention requires adequate visualization to identify tissue mor-
phology, precision to avoid sensitive tissue structures, and continuous feedback to
monitor the extent of the intervention. The feasibility of OCT to perform image-
guided surgical intervention has been investigated [121,122]. High-power argon
laser (514 nm wavelength) ablation has been used as the representative interven-
tional surgical technique. Figure 15.26 illustrates the use of OCT for real-time
monitoring of surgical intervention, including dosimetry of laser ablation [122].
A surgical ablation threshold is documented by a comparison of thermal injury in
rat kidney and liver for thermal energy doses below and above the ablation thresh-
old. Two sequences with corresponding histology are shown in Fig 15.26. The first
exposure of 1 W on in vitro rat kidney is halted after 1 s, prior to the ablation thresh-
old. The second exposure of 1 W on in vitro rat liver is allowed to continue for 7 s,
past the ablation threshold, resulting in ejection of tissue and crater formation. The
corresponding histology for the sub-threshold lesion indicates a region of coagulated
tissue (arrows). In contrast, the above-threshold lesion histology shows marked tis-
sue ablation and fragmentation within the lesion crater. Below the crater extends
a zone of coagulated tissue (arrows) which is not observed in the OCT image due to
the poor penetration through the carbonized crater wall.

Although a continuous-wave argon laser was used as the interventional device
in this study, the argon laser is only a representative technique for a wide range of
instruments and techniques including scalpels, electrosurgery, radiofrequency, mi-
crowaves, and ultrasound ablation [123]. OCT imaging was performed at 8 frames
per second, fast enough to capture dynamic changes in the optical properties of the
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tissue during thermal ablation. These image sequences provide interesting insight
into ablation mechanisms for a variety of tissue types. OCT can monitor the extent
of thermal injury below the surface of the tissue by imaging the changes in optical
backscatter. OCT imaging can, therefore, provide empiric information for dosime-
try to minimize the extent of collateral injury. The use of OCT for guiding surgical
interventions has the potential to improve intraoperative monitoring and more effec-
tively control interventional procedures.

15.4.5 Materials Investigations

While the majority of OCT applications have been in the fields of biology and
medicine, OCT has also been demonstrated in the non-biological areas of materials
investigation [124,125], optical data storage [126], microfluidic devices [127,128],
and tissue engineering scaffolds [111]. The highly-scattering or reflecting optical
properties of many materials prohibit deep imaging penetration using OCT. Many
material defects, however, originate at surface or interfacial boundaries, making
the use of OCT a possibility for inspection and quality control. For transparent
or translucent materials such as plastics or polymer composites, defect imaging at
larger depths is feasible.

Fig. 15.25. Microsurgical guidance of arterial anastomosis. Labeled vertical lines in (a) refer
to cross-sectional imaging locations (b–e) from an anastomosis of an in vitro rabbit artery. An
obstructive flap in (c) is marked. By resectioning the 3-D data set, a complete obstruction is
observed in (f), as indicated by the arrow. Horizontally- and vertically-rotated 3-D projections
are shown in (g) and (h), respectively. Modified figure reprinted with permission [87]
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Fig. 15.26. Image-guided surgery. Top OCT image sequence: Argon laser (514 nm, 1 W, 3 s
exposure) thermal injury to in vitro rat kidney with exposure stopped prior to membrane rup-
ture. Arrows in the corresponding histology indicate zone of thermal damage. Bottom OCT
image sequence: Above-threshold argon laser ablation (1 W, 7 s exposure) of rat liver. Ar-
rows in histology image illustrate regions of thermal damage surrounding a region of ablated
tissue. Scale bars are 1 mm in length. Figures reprinted with permission [122]

Microfluidic mixers, which are used extensively in biochemical processing, rely
on rapid and effective mixing mechanisms for proper operation. Most evaluations
of the mixing efficiency have been performed by en face light microscopy imaging,
which is difficult to interpret due to complex mixing geometries. OCT has been
used for cross-sectional characterization of the mixing patterns and quantification
of critical device parameters [127,128]. Figure 15.27 shows a comparison of light
microscopy and OCT images of a vortex mixer. While the mixing efficiency appears
high in the light microscope images, the OCT images reveal a far more complex
pattern.

The increasing demand for compact, high-density, optical data storage has
prompted the investigation of optical sources at shorter visible (blue) wavelengths.
The optical ranging capabilities of OCT through scattering materials has the po-
tential for increasing the data storage capacity by assembling multiple layers of
optically-accessible data [126,129]. Figure 15.28 illustrates a schematic for the use
of OCT in optical data readout as well as images comparing OCT and direct opti-
cal detection from a compact disk [126]. The short-coherence length light sources
used in OCT can be used for reading high volume density data from multi-layer
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Fig. 15.27. OCT of microfluidic devices. Mixing patterns in a vortex microfluidic mixer are
observed with light microscopy (a), where inlet flow rates are indicated above, and volume
rendered OCT cross-sectional imaging (b-e). Three-dimensional mixing patterns are shown
at flow rates of 100 µl/min (c), 500 µl/ min (d), and 800 µl/min (e). Images are not to scale
and have been rotated from the original geometry to show specific features of interest. Figure
reprinted with permission [127]

optical disks. Because OCT can share much of the existing hardware and utilize
similar scanning techniques present in existing optical data storage system, a high
likelihood exists for rapid integration.

15.5 Conclusions

The capabilities of OCT offer a unique and informative means of imaging biological
specimens and non-biological samples. The non-contact nature of OCT and the use
of low-power near-infrared radiation for imaging make this technique non-invasive
and safe, even for extended imaging periods of hours, days, or weeks. OCT relies on
the inherent optical contrast generated from variations in optical scattering and in-
dex of refraction, but may also be augmented by various exogenous contrast agents,
which can target specific tissues of interest or add molecular sensitivity. OCT per-
mits the cross-sectional imaging of tissue and samples and enables in vivo structure
to be visualized in opaque specimens or in specimens too large for high-resolution
confocal or light microscopy.

Imaging at cellular and subcellular resolutions with OCT is an important area of
ongoing research. The Xenopus laevis developmental animal model has been com-
monly used because its care and handling are relatively simple and it contains cells
with a high mitotic index. Cellular imaging in humans, particularly in situ, is a chal-
lenge because of the smaller cell sizes (10 − 30 µm) compared to larger undifferen-
tiated cells in developing organisms. To the advantage of scientists and physicians,
poorly differentiated cells present in many neoplastic tissues tend to be larger, in-
creasing the likelihood for detection using OCT at current imaging resolutions. With
further advances in OCT technology, improved discrimination and imaging of more
detailed structures should be possible. New laser sources can enhance tissue con-
trast, improve acquisition rates, and potentially provide functional information since
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Fig. 15.28. Multi-layer optical data readout. Schematic illustrating the use of OCT for reading
optical data from a multi-layer optical disk. Gray-scale images from a CD-ROM layer of
optical data acquired with (a) OCT and (b) direct detection. Modified figure reprinted with
permission [126]

tissue scattering and absorbance properties in specimens are wavelength dependent.
Short coherence length short pulse laser sources have been used to achieve higher
axial resolutions on the order of 1− 3 microns. Unfortunately, unlike superlumines-
cent diode sources, these high-speed and high-resolution systems have traditionally
been relatively large, complex, and costly. Developing compact, portable, turn-key
optical sources at near-infrared wavelengths, with broad spectral bandwidths, and
with high output powers is an area of ongoing research. Image quality will con-
tinue to benefit from techniques such as SD-OCT, swept-source OCT, and OFDI
that allow for improved SNR, fast acquisition and volumetric microscopy.

Optical coherence tomography provides high-resolution morphological, func-
tional, and cellular information of biological, medical, and material specimens and
samples. OCT represents a multifunctional investigative tool which not only com-
plements many of the existing imaging technologies available today, but over time,
is also likely to become established as a major optical imaging modality.
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16 Near-Field Optical Microscopy
and Application to Nanophotonics

Motoichi Ohtsu

16.1 Introduction

Near-field optics deals with the local electromagnetic interaction between optical
field and matters in a nanometric scale. Due to the size-dependent localization and
size-dependent resonance, optical near-field is completely free from diffraction of
light. The initial idea of near field optics as a super-resolution imaging tool, in
a somewhat primitive form, has been proposed in 1928 [1]. After about half a cen-
tury of silence, basic research has been started early 1980’s by several groups in
Europe, US and Japan almost independently. A short comment has been written in
the author’s laboratory notebook on February 26, 1982, pointing out that the chemi-
cal etching of fiber for fabricating a probe is not straightforward, and thus, requires
a continuous effort to establish a nano-fabrication technology [2]. However, after
continuous efforts, study of near field optics showed a lot of progress. For example,
the single string of DNA molecule has been successfully imaged. The linewidth of
the image has been as narrow as 4 nm or even less [3]. As a result of this progress it
can be claimed that a new field, the so called “nano-photonics” has been started as
a basic technology to support the society of the 21st century. Further, a novel field
of “atom-photonics” has also been started, which controls the thermal and quantum
motions of atoms precisely by the optical near-field [4,5].

Three examples of technical trends and technical problems for the present and
future optical industry are presented here. (1) It has been estimated that the society
of the year of 2010 requires the high-density optical storage and readout technology,
with the storage density of 1 Tb/in2 and data transmission rate of 1 Gbps. Since the
mark-length for 1 Tb/in2 is as short as 25 nm, writing such a small pit is far beyond
the diffraction limit of light. (2) The progress of DRAM technology requires the
drastic improvement of photo-lithography. It is estimated that the size of the fabri-
cated pattern should be as narrow as 50 nm or even narrower. Though novel methods
using excimer lasers, EUV, and SR light sources have been developed, this required
linewidth is far beyond the diffraction limit of the methods using a conventional
visible light source. (3) The progress of optical fiber transmission system requires
the improvement of the photonic integration technology. It is estimated that the pho-
tonic matrix switching device should be sub-wavelength in its size in order to realize
more than 1000× 1000 element integration of the devices for the 10 Tbps switching
capability in the year of 2015. Since the conventional photonic devices, e.g., diode
lasers and optical waveguides have to confine the light in them, their minimum sizes
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are limited by the diffraction of light. Thus, the size required above is beyond the
diffraction limit.

By the three examples shown above, it can be easily understood that a novel
optical nanotechnology is required to go beyond the diffraction limit to support the
science and technology of the 21st century. Near field optics can be used as such
a novel one to meet this requirement. This paper reviews the recent progress of au-
thor’s works on near-field optical microscopy and its application to chemical vapor
deposition, nano-photonic switching, and optical storage/readout by optical near-
field for nano-photonics.

16.2 Nano-Scale Fabrication

There has been an interest in application to nano-structure fabrication because of
the possibility of realizing nano-photonic integration [6]. For the realization of a de-
vice which uses the optical near-field as a carrier for signal transmission, various
materials with nanometric size must be integrated laterally on a substrate. For this
integration, we need an advanced nano-structure fabrication technique, able to re-
alize spatially high resolution, precise control of size and position, and be appli-
cable for various materials. Photo-enhanced chemical vapor deposition (PE-CVD)
method has been attracting attention. Based on photochemical reaction, PE-CVD
offers not only the possibility for the lateral integration of different in a truly single
growth run [7,8] but also the option of chemical selective growth by varying the
wavelength of the light source used. Since the optical near-field energy is concen-
trated within nanometric dimensions smaller than the wavelength of light [9,10],
we are able to deposit various materials of nanometric dimensions by utilizing the
photo-decomposition of chemical gases. The combination of optical near-field tech-
nology with the PE-CVD, i.e., a near-field optical CVD (NFO-CVD) thus appears
to be the most suitable technology for the integration of nanometer scale elements,
because it not only allows us to fabricate nanostructures but also gives dual ad-
vantage of in-situ measurement of the optical properties of the fabricated nano-
structures.

16.2.1 Depositing Zinc and Aluminum

Let us discuss the deposition of Zn as an example of NFO-CVD by using a di-
ethlzinc (DEZ) as a parent gas. As NFO-CVD is based on a photodissociation
reaction, it is necessary for a reactant molecule to absorb photons with a higher
energy than its dissociation energy. This molecule absorbs light with a photon en-
ergy higher than 4.59 eV (λ < 270 nm), and the photodissociation reaction occurs
as: Zn(C2H5)2 + 2.256 eV → ZnC2H5 + C2H5, and ZnC2H5 + 0.9545 eV → Zn +
C2H5. Thus the second harmonic light (SH light) of an Ar+ laser (λ = 244 nm)
and an ArF excimer laser (λ = 193 nm ) were used as the light source for pho-
todissociation of DEZ gas. For the purpose of generating the UV optical near-field
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with sufficient power density to decompose DEZ gas, an UV fiber with transmis-
sion loss as low as 1.1 dB/m at 244 nm was used to fabricate a probe [11]. An
UV probe was coated with 200 nm thick Al film after being tapered by chemical
etching. The throughput of the probe was 1 × 10−4 and the power density at the
probe tip with a sub-100 nm aperture for 1 mW of incident UV light was as high as
1 kW/cm2. Figure 16.1a, b shows two methods of NFO-CVD, i.e., direct gas phase
photodissociation method and prenucleation method, respectively. The advantage
of the direct gas phase photodissociation method Fig.16.1a lies in the possibility of
selective deposition of various materials by changing parent gases, which is useful
for lateral integration [12]. One disadvantage of this method is that the probe tip is
also gradually covered with the depositing materials while it is fabricating a nano-
structure on the substrate. In our experience, however, this only becomes a problem
after a few hours of operation, while only a few seconds are necessary to fabricate
a nano-structure. It is therefore not a serious problem. In order to examine the ef-
fect of optical near-field energy on the growth, an experiment was performed by
varying the illumination time at a constant gas pressure of 1 mTorr and an input
SH light power of 15 mW. The value of the optical near-field energy was evaluated
by measured SH light power × illumination time. It was confirmed that the dot size
depends on the spatial distribution of the optical near-field in a direction lateral to
the substrate surface, while depending on the optical near-field energy in the nor-
mal direction. One of the most attractive features of this technique is its high spatial
resolution. The lateral size of the fabricated pattern depends on the spatial distri-
bution of the optical near-field energy and its reproducibility also depends on the

Fig. 16.1. Principles of NFO-CVD. (a) Gas phase direct photodissociation method. (b) Prenu-
cleation method
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Fig. 16.2. Shear-force image of Zn dots

reproducibility of fabricating probes. Figure 16.2 shows the shear-force image of
dots. Two dots with a diameter of 52 nm and 37 nm (FWHM of the cross-sectional
profile) were fabricated at a very close distance of 45 nm. Since the measured di-
ameter of the dot image includes the resolution of a vacuum shear-force micro-
scope(VSFM) [13], the intrinsic diameter may be smaller than the value estimated
from these figures.

Figure 16.3 shows the shear-force image of the loop-shaped Zn pattern on a glass
substrate produced by the prenucleation method Fig. 16.1b [14]. The vacuum cham-
ber was evacuated to below 10−5 Torr prior to the prenuclei fabrication stage, then
filled with about 10 Torr of DEZ gas, maintaining the pressure for 20 min. Next,
the chamber was re-evacuated to the pressure of 10−5 Torr, leaving a few adsorbed
monolayer on the substrate surface. Prenucleation was performed by delivering the
SH light on the substrate covered with adsorbed molecules using a probe. Nuclei
of Zn were formed by the decomposition of DEZ gas adsorbed on the substrate

Fig. 16.3. Shear-force image of a loop-shaped Zn deposited on a glass substrate by the prenu-
cleation method
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with the optical-near field at the probe tip. In the growth stage after nuclei fabri-
cation, DEZ gas was refilled in the chamber with a few Torr and the unfocused
ArF excimer laser with the maximum energy of 10 mJ was directly irradiated on
the prenucleated substrate. Then growth proceeded only on the pre-existing nuclei.
As this figure shows, the minimum width of the pattern is as small as 20 nm. The
width achieved here is two orders smaller than the minimum width reported so far
by conventional PE-CVD using a far-field light [15]. Since the measured width in-
cludes the resolution of VSFM, the intrinsic width can be smaller than the value
estimated from this figure. This method has the advantage of being free from the
deposition at the probe tip, but otherwise has the drawback that the lateral integra-
tion of various materials is not easy due to using the propagating light in the second
step. for the first time by NFO-CVD of nanometer-sized Zn dots with nonresonant
light [16]. In order to investigate the deposition effect by nonresonant light, the fiber
probe without metal coating on it, i.e., a bare fiber probe, was used for deposition.
Therefore, the far-field light leaked to circumference of the fiber probe. The solid
curve in Fig. 16.4 shows the cross-sectional profile of a Zn dot on the sapphire step
substrate deposited by using the 244 nm-wavelength light, i.e., the light resonant
to the absorption spectrum. It has tails of 4 nm height on both side of the dot. The
tails correspond to the deposition by the leaked far-field light. The broken curve in
this figure shows the profile of the dot deposited by using the light of λ = 488 nm,
i.e., the nonresonant light. This curve has no tails since, in the case of the far-field
PE-CVD, Zn deposition using the nonresonant light is not possible [17]. We discuss
the possible mechanism of DEZ dissociation and deposition by the nonresonant op-
tical near-field. In the case of using the far-field light, the dissociation of DEZ is
induced by photo-absorption and predissociation. In contrast, in the case of using
the optical near-field, the dissociation can take place even under the nonresonant
condition. Its first reason is two-photon absorption process due to the high energy
density of the optical near-field at the apex of the high throughput fiber probe. The

Fig. 16.4. Cross sectional profiles of
Zn dots deposited on a sapphire step
substrate deposited by the light of λ =
244 nm (solid curve) and λ = 488 nm
(broken curve)



442 M. Ohtsu

second is the induced transition to the dissociation channel by the apex of the fiber.
The third involved the direct coupling between the optical near-field and the dis-
sociation molecular vibration mode. This nonresonant deposition method has high
potential for the application to the NFO-CVD of gas sources for which far-field
PE-CVD is unrealizable. NFO-CVD also allows us to fabricate nanostructures of
several metals (Al, Cr, W, etc.) as well as Zn. For example, Fig. 16.5 shows shear-
force image of five Al dots deposited on a sapphire substrate by dissociating the
trimethylalminium (TMA) using the light of λ = 244 nm [18]. The TMA partial
pressure and the light power incident into the fiber probe were 10 mTorr and 1 mW,
respectively. The FWHM of the dots are typically 25 nm, which is comparable to the
apex diameter of the used probe. As demonstrated by the deposition of Zn and Al,
various materials can be deposited selectively by only changing the reactant gases.
Furthermore, there is no limitation in regard to substrate and deposited materials.
Zn and Al were deposited on an insulator substrate like sapphire. These are the ad-
vantage of this technique. Another of the most attractive points of this technique

Fig. 16.5. Shear-force image of five Al dots deposited on a sapphire substrate

Fig. 16.6. Zn and Al dots deposited closely
on a sapphire substrate
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is the possibility for in-situ lateral integration of nano-scale structures of different
materials with ease, which is difficult in conventional technique. In order to demon-
strate the possibility, Zn dots were deposited at the first step, under the DEZ pres-
sure of 10 mTorr. As the second step, Al dots were deposited under TMA pressure
of 10 mTorr after evacuating the deposition chamber to 5 × 10−6 Torr. Figure 16.6
shows the result, i.e., shear-force image of deposited Zn and Al dots at closely posi-
tion on a sapphire substrate. The distance between the Zn and Al dots was as close
as 100 nm.

16.2.2 Depositing Zinc Oxide

One of the advantages of this NFO-CVD is the fact that there is no limitation in
regard to substrate and deposited materials. That is, nanostructure of oxides, in-
sulators, and semiconductors are deposited as well as metals. As an example, let
us demonstrate the nanofabrication by NFO-CVD of ZnO on a sapphire substrate
as insulator [19]. As a preliminary experiment, ZnO films were deposited by the
PE-CVD method by using a propagating far-field light. Here, we used the reaction
between oxygen and DEZ conveyed by a carrier gas (Ar) into the chamber during
the irradiation by the propagating SH light (λ = 244 nm) of an Ar+ laser. A (0001)
sapphire was used as a substrate for the epitaxial growth of ZnO. The reaction cham-
ber was filled with the reactant gases at the ratio of DEZ : O of 1 : 10 at a working
pressure of 10 mTorr. The chamber pressure was maintained at 10 mTorr during the
growth. In order to find the optimal growth conditions, the crystallinity, stoichiom-
etry, optical transmission, and photoluminescence were evaluated. The PE-CVD of
ZnO was carried out for 10 min within a range of the substrate temperature from
room temperature to 300 ◦C. The energy density of the laser source and the spot
size were 10 mW and 600µm, respectively. Crystalline films were deposited at sub-
strate temperatures over 100 ◦C and the films with c-axis oriented crystalline. For
films deposited at a substrate temperature above 150 ◦C, the atomic ratio of Zn : O

Fig. 16.7. Photoluminescence spectra
of ZnO films deposited at the substrate
temperature of 150 ◦C (A), 200 ◦C (B),
and 300 ◦C (C). They were measured at
room temperature
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Fig. 16.8. Shear-force image of a ZnO
dot deposited on the (0001) sapphire
substrate by NFO-CVD

was 1.00 : 1.00 within an accuracy of a few percent. The optical properties were
also investigated. Transmission fell off steeply at around 380 nm, a characteristic
of high-quality ZnO film. From the plot of the wavelength vs. the absorption co-
efficient, optical band gap energies ranging from 3.26 to 3.31 eV were estimated,
which is identical to the value recorded for high-quality ZnO films [20]. The pho-
toluminescence spectra were measured using the 325 nm line of a CW He-Cd laser.
Figure 16.7 shows the emission spectra measured at room temperature from films
deposited at the substrate temperature from 150 ◦C to 300 ◦C. The emission peak
position is coincident with the expected energy of the free exciton, and a strong
free exciton emission at 380 nm can be clearly observed even at room temperature
[21,22]. This confirms that if we use PE-CVD method at a low temperature, a ZnO
film emitting UV light at room temperature can be fabricated. This was the first
observation of room temperature UV emission from ZnO films deposited by PE-
CVD. Under the growth conditions studied by the preliminary experiments men-
tioned above, the ZnO nanostructure fabrication was carried out by NFO-CVD. The
fabrication was performed by introducing the SH light of an Ar+ laser onto the sap-
phire substrate surface through the fiber probe. Figure 16.8 shows the VSFM image
of fabricated nanometric scale ZnO. The dot was of a 200 nm diameter and a 5 nm
height. The diameter is smaller than the wavelength of the irradiating light source.
However, because this value includes broadening due to the resolution of VSFM,
the real diameter should be much smaller than that observed.

16.3 Nanophotonic Devices and Integration

Future optical transmission systems require an advanced photonic integrated circuit
(IC) for increasing speed and capacity. To meet this requirement, its size should
become much smaller than that of a conventional diffraction-limited photonic IC.
The concept of such a nano-photonic IC is shown in Fig. 16.9, where metallic wires,
light emitters, optical switches, input/output terminals, and photo-detectors are all
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Fig. 16.9. Concept of a planar nano-photonic integrated circuit

controlled by nano-scale single dots and lines [6]. These devices use the optical
near-field as a carrier for signal transmission.

As has been demonstrated in the previous sections, the NFO-CVD constitutes
a very promising tool for in-situ patterning of nanostructures for this integration be-
cause this technique exhibits extraordinarily high controllability and reproducibil-
ity in fabricating nanostructures at desired position. This has never been demon-
strated by any other conventional self-organized growth technique for semiconduc-
tor nanostructures. What is excellent is that as it is based on a photodissociation reac-
tion, selective growth of various materials, i.e., metals, insulators, and semiconduc-
tors, can be accomplished by the choice of light source. It allows us to realize a nano-
photonic IC composed of nanostructures. This section reviews our recent works on
nano-switching devices, which is a key device for nano-photonic integration.

16.3.1 Switching by Nonlinear Absorption in a Single Quantum Dot

In order to demonstrate, e.g., a nonlinear optical switching capability of a sin-
gle quantum dot (QD), we measured the nonlinear absorption change in a self-
assembled single InGaAs QD grown on a (100) GaAs substrate by gas-source
molecular beam epitaxy [23]. The average QD diameter was 30 nm and the height
was 15 nm. The QD density was about 2 × 1010 dots/cm2. These QDs were cov-
ered with cap layers with a total thickness of 180 nm. As schematically explained
in Fig. 16.10a, a probe light (λ = 900–980 nm) was introduced into the back of the
sample, and the transmitted light was collected and detected by a high throughput
fiber probe with a double tapered structure [24] placed in the vicinity of the sample
surface. When the sample was illuminated by a pump light (λ = 635 nm) passing
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Fig. 16.10. Saturated absorption spectroscopy of a semiconductor quantum dot. (a) Schematic
explanation of the principle. (b) An experimental result of optical switching properties of
a single InGaAs quantum dot

through the fiber probe, carriers were generated in the barrier layer, and flew into
the QDs. The ground states of the QDs were occupied by the carriers. The resultant
reduction of the absorption of the QDs was measured by detecting the transmis-
sion change in the probe light. Experiments were carried out in a liquid helium
cryostat, where a double modulation/demodulation technique was used for detect-
ing very weak signals. Figure 16.10b shows an experimental result demonstrating
a deep modulation of the transmitted probe light power due to irradiation of the
pump light. This result confirms that a single QD works like an optical switch, and
moreover, the switching operation can be detected by a conventional optical signal
detection technique, which is advantageous for application to nano-photonic IC.

16.3.2 Switching by Optical Near-Field Interaction Between Quantum Dots

We have proposed another novel approach towards a nano-photonic switch for both
elementary and functional photonic devices [25]. The building blocks of the pro-
posed device consist of three nanometric QDs as illustrated in Fig. 16.11. The dis-
crete energy levels of each dot are described as

En = EB + (h2/8Ma2)(n2
x + n2

y + n2
z), (nx, ny, nz = 1, 2, 3, · · · ) , (16.1)

where the mass and size are denoted as M and a, respectively. When the sizes of dots
1, 2, 3 are respectively chosen as a/2, a/

√
2, and a, two neighboring dots with the

distance ri j (i, j = 1, 2, 3) have the same excited energies denoted as E1, E2, and E3

in Fig. 16.11. The energy level E3 of dot 1, e.g., specified by (nx, ny, nz) = (1, 1, 1), is
resonant with states specified by both (2, 1, 1) for dot 2 and (2, 2, 2) for dot 3. Dot 1 is
coupled to the input light, which is transmitted by the inter-dot Yukawa interaction
[26] to dot 2 that is connected to the output light. Dot 3 is coupled to the control
light that governs the switching mechanism. When the control light is on, optical
near-field interaction of dot 3 with the other dots are forbidden, since the level E1
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Fig. 16.11. Three-dot configuration as fun-
damental block of the proposed device.
Optical near-field is abbreviated by ONF

of dot 3 is occupied and the intra-dot relaxation time is much faster than the inter-
dot transfer time. In contrast, when the control light is off, those interactions are
allowed, which results in the population difference in dot 2 producing a difference
in the transmission signal. It should be noted that the fast intra-dot relaxation time
guarantees a single direction for the signal transmission, and that the frequency
conversion from input to output avoids irrelevant cross-talk.

In order to analyze dynamic properties of the device, we solved the following
master equations for the population P j

n(t) of dot j to remain the excited states En

at time t. We adopted CuCl dots for the following case study though any arbitrary
material system is, in principle, suitable. These QDs have discrete energy levels due
to quantum size effects, as a result of exciton confinement [27]. The energy levels
are described as in (16.1), which means the energy structure reflecting each size of
the QDs. Figure 16.12 shows an example of the time evolution of P j=2

n=2(t), where the
largest dot size is assumed to be 10 nm and the distance between neighboring dots is
10 nm. The intra-dot relaxation time is set as 1 ps. The curve with circles represents
the ON condition while the curve with triangles shows the OFF condition. We esti-

Fig. 16.12. Population of dot 2 as a func-
tion of time when control light is ON and
OFF
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Fig. 16.13. Spectral and spatial information of a sample. (a) Curves A and B show the far-field
and near-field photoluminescence spectra, respectively, of CuCl quantum dots embedded in
NaCl matrix at 15 K. (b) and (c) Spatial distributions of the photoluminescence peaks X and
Y, respectively, marked in a. The spatial distributions for peaks X and Y correspond to the
spatial distributions of the quantum dots with sizes of 4.3 nm and 3.4 nm, respectively

mate from this figure that an optical near-field nano-switch can be operated within
a few hundred picoseconds, and expect that it would, in principle, be applicable to
other material systems like ZnO and GaAs. In order to experimentally verify the
switching mechanism and operation proposed, we need to overcome several kind of
difficulties. The first step is to identify a specific QD with a desirable size or energy,
after observing the spatial and spectral distribution of QDs. Then it is necessary to
verify the excitation energy transfer between two QDs, i.e. to detect the desirable
frequency conversion from ω3 to ω2. Finally we have to show the switching oper-
ation of the proposed device. Here we review experimental results on the first step,
using CuCl QDs embedded in NaCl matrix. The spatial and spectral characteristics
of the sample were investigated by using a near-field optical spectrometer [28]. The
curves A and B of Figure 16.13a show the far-field and near-field photolumines-
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cence spectra, respectively, of a sample at 15 K that was excited by a He-Cd laser
(λ = 325 nm). The far-field spectrum is inhomogeneously broadened by the size
distribution of QDs while the near-field spectrum has the very fine structure that
ideally corresponds to a vertical scan at a specific spatial position of the sample.

Spatial distributions of photoluminescence with energies X and Y are shown in
Figs. 16.13b and c, respectively. These values of X and Y are respectively equivalent
to the dot sizes of 4.8 nm and 3.4 nm, which correspond to a pair of dots 2 and 1, or
dots 3 and 2. The spatial resolution of the images is close to the aperture diameter of
the fiber probe used. These results indicate that we have established how to identify
QDs selected both spatially and spectrally.

16.4 Optical Storage and Readout by Optical Near-Field

The use of an optical near-field for realization of a high-density optical storage
system has attracted a great deal of attention. This section propose and demon-
strate a new contact slider with a high throughput ratio of near-field intensity for
realization high recording density and fast readout to the phase-change medium
[29]. Schematics of the slider structure and the data storage system are illustrated
in Fig. 16.14. A pyramidal silicon probe array is arranged on the rear pad of the
slider. The advantages of such a slider are as follows: (1) The high refractive index
of the silicon (n = 3.67 at λ = 830 nm) leads to a short effective wavelength inside
the probe, which results in higher throughput and smaller spot size than those of
conventional fiber probes made of silica glass [30]. (2) The height of the pyrami-
dal silicon probe array is fabricated to be less than 10 µm so that sufficiently low
propagation loss in the silicon is maintained. Furthermore, the probe array has high

Fig. 16.14. Schematic of the
data storage/readout system
with a contact slider and
a pyramidal silicon probe
array (Lm: mesa length)
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Fig. 16.15. A contact
slider. (a) An optical im-
age. (b) A SEM image
of the pyramidal silicon
probe array

durability because it is bonded to a thick glass substrate. (3) Compared with those
of previously reported pyramidal probes fabricated by use of a focused ion beam
[31] or by the transfer mold technique in a pyramidal silicon groove [32], ultra-
high homogeneity in the heights of the probes and pads can be obtained, since the
flatness of the probe tip and the upper surface of the pads are determined by the
uniformity of the thickness of silicon wafer. (4) Use of a probe array with many
elements increases the total data transmission rate by parallel readout [32,33]. In
this system the incident light is spatially modulated by an electro-optics method,
and the scattered light from a different probe can be read out as a time-sequential
signal. Since the key issue in realizing a pyramidal silicon probe array is high ho-
mogeneity in the heights of the probes, the probe array is fabricated from a (100)-
oriented silicon-on-insulator (SOI) wafer. Figure 16.15a, b show an optical image
of the contact slider and a scanning electron microscopic image of the pyramidal
silicon probe array fabricated on the slider, respectively. The height dispersions of
the probes and pads should be less than 10 nm, because these dispersions are deter-
mined by the uniformity of thickness of the SOI wafer. Here the slider is designed
by use of the design criteria for a contact-type hard-disk head so that its jumping
height over the phase-change medium is maintained at less than 10 nm. Further-
more, since the phase-change medium is fragile, we designed the bank so that the
contact stress becomes 100 times weaker than the yield stress of the magnetic disk
at a constant linear velocity (CLV) of 0.3 m/s, corresponding to a data transmission
rate of 10 MHz for a data density of 1 Tbit/in2. To increase the readout speed 100
times, i.e., to realize a 1 Gbit/s data transmission rate for data density of 1 Tbit/in2,
we fabricated 100 probe elements on the inner part of the bank for parallel readout.

In recording and readout experiments with the fabricated contact slider, we com-
pared signals transmitted through phase-change marks recorded with a single ele-
ment of the probe array and focused propagating light. The experimental setup is
shown in Fig. 16.16. The contact slider was glued to a suspension. The slider was
in contact with a phase-change medium coated with a thin lubricant film (Fomblin
Z-DOL). A laser beam (λ = 830 nm) was focused on one element of the probe ar-
ray on the slider, where the frequency of the rectangularly modulated signal with
50% duty was changed from 0.16 to 2.0 MHz at a CLV of 0.43 m/s. Then the light
transmitted through the recording medium was detected with an APD. We used an
as-deposited AgInSbTe film as a recording medium. The optical recording powers
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Fig. 16.16. Experimental
setup for phase-change stor-
age/readout by the contact
slider

for a pyramidal silicon probe with a mesa length Lm of 150 nm (see Figs. 16.1 and
16.17a) and a focused propagating light with an object lens (NA= 0.4) were 200
mW and 15 mW, respectively, which in both cases is the lowest recording power
of which we are aware. The optical throughput of the pyramidal silicon probe with
a 30 nm thick aluminum coating is 7.5 × 10−2, which is estimated from the ratio
of the optical powers for near- and far-field recordings. Readout was carried out at
a CLV of 0.43 m/s, and the constant reading optical powers for the pyramidal silicon
probe and the focused propagating light were 20 mW and 3.6 mW, respectively. The
resolution bandwidth was fixed at 30 kHz.

Fig. 16.17. Experimental results of the optical storage and read out. (a) Magnified SEM image
of the pyramidal silicon probe tip used for the experiment. (b) Dependence of the CNR on
mark length for the optical near-field (closed circles) and propagating light focused by an
objective lens (open circles)
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The dependence of the carrier-to-noise ratio (CNR) on mark length is shown in
Fig. 16.17b. In this figure one can see that shorter crystalline phase-changed marks
beyond the diffraction limit were recorded and read out by an optical near field
generated on the pyramidal silicon probe. The shortest mark length was 110 nm at
a CLV of 0.43 m/s, corresponding to a data transmission rate of 2.0 MHz. This is,
to our knowledge, the first phase-change recording-reading with a contact slider.
Since this slider has 100 elements in the probe array, we expect a 100-fold increase
in the data transmission rate by parallel readout. Furthermore, a higher CLV can be
expected, since we did not observe any damage on the probe tip or the recording
medium after a series of experiments. The constant CNR of the pyramidal silicon
probe seen in Fig. 16.17b might be due to the small spot size for recording-reading
and the narrow recorded mark width, which are as small as Lm of the pyramidal
silicon probe. These results indicate that an increased CNR and decreases mark
length will be achieved by means of tracking during readout. Furthermore, it is
expected that the recording density can be increased to as high as 1 Tbit/in2 by
optimization of the interference characteristics of the guided modes in the pyramidal
silicon probe [34].

16.5 Conclusion

This paper reviewed the recent progress of application of interactions between opti-
cal near-fields and nanoscale materials. Photochemical vapor deposition of nanome-
teric Zn and Al were realized by using an UV optical near-field. Deposition of
nanoscale ZnO was also shown. Optical near-field technology offers the opportunity
of modifying surfaces and developing new nanostructures that may exhibit a quan-
tum effect due to their extremely small size. Utilizing the very advanced potential of
this technology, the concept of nano-photonic IC was proposed. The optical switch-
ing operation of a single InGaAs quantum dot was shown to be able to be used for
nano-photonic devices. Nano-photonic switching operation utilizing optical near-
field interaction was also proposed and related spectroscopy of CuCl quantum dots
were demonstrated. High density storage and read-out by optical near-field was also
demonstrated. By combining the technique reviewed here with atom manipulation
by the optical near-field [5,35], further progress in depositing novel materials and
operating more advanced photonic IC can be expected.
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17 Optical Trapping of Small Particles

Alexander Rohrbach, Ernst H.K. Stelzer

17.1 Introduction

Kepler postulated in the 17th century that light carries momentum and exerts a force
when reflected or refracted. Using this concept, he tried to explain why a comet’s
tail would always point away from the sun. Later, Sir William Crookes suggested
that light pressure was responsible for the rotation of a light mill. The light mill
consists of four vanes, which absorb light on one side and reflect it on the other.
The vanes form the arms of a vertically supported rotor, which turns with very little
friction. The light mill is usually encased in a glass bulb with a high, but not perfect,
vacuum. The vanes rotate when light shines on the apparatus. Crookes was wrong,
however, in attributing the rotation to the photons’ transfer of momentum: in fact it
is a heating effect [1]. Kepler was also wrong. The comet’s tail is formed by the solar
wind, i.e. by ionized particles. Although both Kepler and Crookes were mistaken,
they were nevertheless the first to treat the phenomenon of light pressure in physical
terms.

In 1873 James Clerk Maxwell provided a quantitative description of optical
forces using his electromagnetic theory. Later Lebedev was able to verify these pre-
dictions experimentally [2]. However, the calculated forces were so small, that there
seemed to be no application for optical pressure. John H. Poynting wrote in 1905:
“A very short experience in attempting to measure these light forces is sufficient
to make one realize their extreme minuteness—a minuteness which appears to put
them beyond consideration in terrestrial affairs.” Only in astronomy, in extraterres-
trial space where light intensities and distances are huge and the effects of gravity
are small, could one imagine any significant influence of optical forces on the move-
ment of small particles.

The invention of the laser changed the scientific world in many ways, also in
the field of optical manipulation. The high intensities and high gradients in the elec-
tromagnetic field of a laser beam suddenly made it possible to generate forces large
enough to accelerate and to trap particles. With lasers particles as small as atoms and
as large as whole organisms have been trapped and manipulated in various media.

Arthur Ashkin, considered by many to be the pioneer of optical trapping and
optical manipulation, performed his first experiments in the beginning of the 1970s,
studying the optical forces on small glass beads. Ashkin’s first publication on optical
forces described the acceleration of beads in water by a horizontal laser beam [3].
He also constructed a simple trap using two focused, counter-propagating beams:
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particles were trapped in between two foci. When the beam was directed upwards,
he caused the particles to float in air [4]. This feat, termed optical levitation, was
later also performed in vacuum [5] and with various particles. An overview of the
historical development of optical traps can be found in reviews by A. Ashkin (see
refs. [6] and [7]).

The developments of Ashkin culminated in the invention of the single-beam
trap [8]. Whereas in optical levitation gravity is necessary to confine particles, this
is not the case for a single-beam trap. In the single-beam trap, strong intensity gradi-
ents in a highly focused beam exert a “gradient force” that compensates the “scatter-
ing force” (radiation pressure), creating a three-dimensional trap with a single lens.
Because of the need for a high numerical aperture lens to strongly focus the laser
beam, it was straightforwardly realized in a microscope: a laser beam coupled into
a conventional microscope generates an optical trap in the focus of the objective
lens. Later called optical tweezers, the single-beam trap is now a highly developed
and heavily applied tool in biology, physics and chemistry. Optical tweezers have
become the tool of choice for many applications in which a gentle and remotely
controllable manipulation is required.

The following sections will cover optical trapping, including photon momen-
tum transfer and the arising trapping forces. Here the physical principles of optical
tweezers and how they are applied are outlined in reasonable detail. As an advance-
ment of optical tweezers the development of Photonic Force Microscopy is reviewed
and discussed as a high speed tracking system for small volumes. The theory section
sketches highly focused fields, particle scattering, interferometric position detection,
optical forces and thermal noise. This is followed by a description of a typical ex-
perimental setup optimized for 3D trapping and tracking. The section on calibration
techniques should give the reader an overview of state-of-the-art procedures. Also
in Sect. 17.4, principal benefits and drawbacks of holographic traps are discussed.
The last section describes two typical applications of Photonic Force Microscopy in
biophysics pointing out how to image interactions instead of structures.

17.2 Optical Trapping

17.2.1 Principles

Photons encode information with their wavelength, their number density, their polar-
ization, their propagation direction, or their phase relative to other photons (coher-
ence). A centuries old list of applications in optics in general and especially in mi-
croscopy results from these properties of photons. However, the momentum p con-
nected with the wavelength λ of a photon has been rarely exploited in microscopy,
because it was considered as negligibly weak. The momentum, i.e. the force F that
the photon exerts for a time period Δt, is

p = � · k = h/λ = F · Δt (17.1)
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with k-number k = 2π/λ and with Planck’s constant h = � · 2π = 6.626 · 10−34 Nms.
The momentum of a single photon is, for example, p ≈ 6.6·10−28 Ns at a wavelength
of λ = 1 µm in air. With other words, 5 · 1016 photons, corresponding to an optical
power of P = 10 mW, would exert a force on a particle of F = P/c = 30 picoNewton
(pN = 10−12 N) due to radiation pressure provided the particle absorbs all photons
(c is the speed of light). This force is of the same order as those forces that drive
organelles in biological cells. For a dielectric particle, which does not absorb light,
but scatters light in different directions, a momentum due to radiation pressure is
transferred with a pressure efficiency Qpr << 1. However, this results in an optical
force of F = Qpr ·P ·n/c, which is still in the range of pN. For example, a small glass
sphere with a diameter of λ/2 embedded in water (refractive index n = 1.33) has
a pressure efficiency Qpr = 0.035, and thus experiences an optical force of F ≈ 1 pN
when all 5 · 1016 photons hit the sphere [9].

However, to impinge a large number of photons onto a small particle, light must
be focused to a small spot where the smallest diameter that can be achieved is Δx ≈
λ. Only for coherent laser light, strong intensity gradients arise around the point of
maximum intensity. Assuming that a particle consists of a cluster of dipoles, these
dipoles oscillate in response to the incident electromagnetic field and emit radiation
(the scattered light). In consequence, the dipoles feel a Lorentz force towards the
point of the highest intensity if the light frequency ν is below the dipole’s resonance
frequency ν0, if ν > ν0 the dipole is drawn towards the point of minimum intensity.
The force generated as a reaction to the unscattered light is commonly called the
gradient force Fgrad. The force, which reflects the photon’s momentum transfer in
reaction to the scattered light is called the scattering force Fscat. This separation into
two forces is justified for particles with diameters not larger than the wavelength,
i.e. as long as the field inside the particle has a similar momentum spectrum as the
incident field. The gradient force pulls a particle, i.e. the dipoles, into the center
of the focus, while the scattering force pushes the particle away from the focus in
the direction of light propagation. For this reason, lateral optical forces are much
stronger than axial forces due to the strong lateral intensity gradients and the small
momentum transfer in the lateral direction. These characteristics are outlined in
Fig. 17.7 for a small latex sphere. The trapping position, an equilibrium point for all
forces, occurs behind the geometric focus, with the property that any displacement
of a particle from this point results in a restoring force.

At this point, we have to distinguish between different particle size ranges.
A scatterer with a diameter (2·a) much smaller than the incident wavelength, i.e.
2 · a << λ, is called a Rayleigh scatterer and has a gradient force, which is much
stronger than the scattering force. Rayleigh scatterers, such as atoms or small mole-
cules are stably trapped in the center of the focus. Larger particles, which are smaller
than or equal to the incident wavelength, in addition experience a scattering force
pushing the particle behind the geometric focus until equilibrium of both forces is
reached. With increasing particle diameter, the gradient force averages out because
different dipoles inside the scatterer experience different forces along different di-
rections. According to EM theory [10] the λ/2 diameter glass sphere embedded in
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Fig. 17.1. Momentum transfer and optical forces along the optical axis. Three positions (1) (2)
(3) of a spherical particle characterize the force profile Fz(0, 0, z). The momentum transferred
to the particle is the difference between the incident mean momentum kin and the outgoing
mean momentum kout of all photons. This is indicated by gray and white k-vectors, respec-
tively. The difference, indicated by a dark vector within the particle, is positive both in front
of and in the geometrical focus, resulting in an optical force that pushes the particle in the
direction of light propagation. If kin < kout , momentum is transferred in backward direction
and the particle is pulled back towards the geometrical focus (negative force at position (3)).
Stable trapping occurs behind the focus where the optical force is zero (Fz(0, 0, z) = 0)

water experiences a maximum backward force of Fgrad + Fscat ≈ 2.7 pN at a trans-
mitted laser power of P = 30 mW, although a maximum force of Fscat = 1 pN
pushes the sphere in the opposite direction out of the focus. For particles larger than
both the incident wavelength and the dimensions of the focus, the gradient force
becomes negligible, while momentum is transferred to the front and the back sur-
faces of the scatterer. These particles, which are often referred to as Mie-scatterers
can be treated with simple ray-optics. They experience approximately the same op-
tical force independently of their diameter. Figure 17.1 illustrates the momentum
transferred to a particle in the axial direction as the difference between the mean
momentum vector before and after scattering. It is shown, that in front of as well
as in the geometric focus, the incident momentum is larger than the outgoing mo-
mentum. Only at a certain distance behind the geometric focus is the outgoing mean
axial momentum larger than the incident momentum.

17.2.2 Optical Tweezers

Optical tweezers exploit the fact that optical forces in highly focused beams gen-
erate a stable three-dimensional optical trap. A particle captured in an optical trap
can be moved to different positions in three-dimensional space by moving the trap.
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Fig. 17.2. Simultaneous three-dimensional trapping of two beads indicated by B1 and B2.
Beads adhering to the coverslip are in a different focal plane and are visible as dark disks.
White arrows indicate the directions of the movements of the beads B1 and B2. (a) Beads B1
and B2 are trapped by time-multiplexed optical tweezers. (b,c) Beads B1 and B2 are moved
laterally one after the other. (d) Beads B1 and B2 are simultaneously moved further away
from the coverslip. The beads adhering to the coverslip are out of focus. (e) Beads B1 and B2
are simultaneously rotated. (f) Beads B1 and B2 are simultaneously moved to the right until
bead B1 is pushed out of the trap by a bead attached to the coverslip

The particle can be held at a fixed position by maintaining the position of the trap.
Particles undergo small position fluctuations inside the optical trap due to thermal
noise. These thermal fluctuations become stronger as the size of the trapped parti-
cle or the laser power decrease. However, because of the relatively small position
changes due to the particle’s Brownian motion, the optical trap can be switched on
and off for very short time periods or can be moved to another position to manipu-
late another particle simultaneously. By time-multiplexing in the 100 Hz range, the
un-trapped particle is not able to leave the trapping area. The idea of moving par-
ticles in three dimensions with optical tweezers is visualized in Fig. 17.2 by single
frames extracted from a movie. Here, two beads are simultaneously trapped and
moved laterally and upwards.

The main advantages of optical tweezers are that they are able to exert small, ad-
justable forces in the pN range and that manipulation of particles is realized without
mechanical contact. For comparison, atomic force microscopes [11] use a fine tip
that touches the sample, maintains the contact to its probing tip and exerts or mea-
sures much higher forces in the µN-range. The first demonstration of optical tweez-
ers in biology was realized by Ashkin et al. in 1987 by trapping viruses and E. coli
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bacteria [12,13]. A large number of experiments with this manipulative technique
followed, providing new insights especially in cell biology. For example, Block
et al. [14] measured the torsional compliance of bacterial flagella. The technique
of tweezing was extended to laser cutting (“Laser scissors”) of cells and organelles:
Greulich and co-workers cut and manipulated pieces of chromosomes for gene iso-
lation [15]; and Berns and co-workers brought cells into contact in order to effect
cell fusion by cutting the common wall [16]. In fertility studies, three-dimensional
manipulation of live sperm cells [17] and even insertion of selected sperms into
eggs [18] were performed with optical tweezers.

Holding a particle in a trap effectively prevents it from moving too far. A par-
ticle that tries to leave the optical trap exerts a force which is approximately linear
with the displacement and which can be measured. To do this, the trap has to be
calibrated, i.e. the optical force profile or the slopes of the force profiles (the force
constants κx, κy, or κz , see Fig. 17.7) has to be determined. Calibrated traps allowsed
studying the forces exerted by molecular motors that move along microtubules or
actin filaments of cells. In such experiments a small bead was used as a handle that is
linked to a motor protein. The motor, activated by ATP or GTP, tried to pull the bead
out of the trap by moving forward [19–21]. In addition, it was possible to observe
the exact position of a moving motor protein: Svoboda et al. measured the motion of
a kinesin molecule along a microtubule using an interferometric technique with sub-
nanometer resolution [22]. By using feedback techniques, the precision of force and
position measurements could be further increased, which was applied for studying
the interaction of myosin-actin systems [23,24]. Stretching macro-molecules such
as DNA by exerting optical forces enabled studies of the micro-mechanical proper-
ties, but also of the dynamical behavior of DNA polymers [25–27].

Numerous applications grew up during the last years using optical traps in chem-
istry, polymer and colloidal physics, to measure surface and colloidal forces or the
dynamics and the visco-elastic properties of polymer chains. Only a small part is
mentioned here (see [28] for a recent review).

17.2.3 Photonic Force Microscopy

For a long time, the thermal motion Δx of a trapped particle seemed to limit the
resolution of force measurements due to ΔF = κ · Δx and the precision of position
measurements. This became especially apparent when an optically trapped particle
was used as a probe to scan and image soft surfaces. The first scanning probe micro-
scope was reported by Hertz and co-workers, who captured a 290 nm diameter silica
particle, which was scanned around the object at a distance of more than 10λ [29].
The light scattered by the trapped particle was altered by the object, which con-
sisted of thin, freestanding wires. By the early 90s, it became apparent that the key
to a high-resolution scanning instrument was the position detection of the trapped
particle, when it is also used as a probe.

Several detectors have since been developed, which record and analyze the po-
sition fluctuations of a trapped bead. Denk and Webb measured the lateral thermal



17 Optical Trapping of Small Particles 461

motion of microscopic objects with a two-dimensional detector [30]. Their instru-
ment, based on a modified differential interference contrast microscope, was used
to investigate the motion of hair bundles. Ghislain and Webb used a trapped stylus
(a small glass shard) to scan a soft surface [31]. The probe’s axial position changed
according to the scanned surface profile and was measured by a photo detector. The
detector signal, determined by the intensity of the forward scattered light, was found
to be linearly dependent on the particle’s displacement within a certain range. At the
same time Kawata et al. presented a laser trapped probe scanning microscope [32],
which exploited the illumination of the sample with evanescent waves. However,
determining the axial position of the probe turned out to be difficult, even by using
a spot illumination [33]. Friese et al. [34,35] evaluated the intensity of light reflected
from a trapped sphere, which was used to probe three-dimensional surfaces. Florin
et al. [36] scanned a trapped fluorescent latex bead across a soft surface. Here, two-
photon fluorescence of a 1064 nm Nd:YAG laser was exploited to determine the
axial position of the probe, which was displaced by contacting the surface. The
scanning could be performed either in a ‘rolling mode’ or in a ‘tapping mode’. This
device, which is considered as the first version of the Photonic Force Microscope
(PFM) [37], did not yet exploit thermal motion. All the techniques described so
far required high laser powers to achieve a good spatial resolution by minimizing
thermal noise fluctuations, and, therefore, presented a high risk of photo damage to
living specimen.

A major step towards modest illumination strength of the biological sample and
towards a precise and flexible three-dimensional position detection of the probe was
to take advantage of the coherent nature of the trapping light. The interference of
unscattered and forward scattered light produces an interference pattern, which can
be recorded with a spatially resolving detector (e.g. a quadrant photodiode) in the
back-focal plane of the detection lens [38]. This technique provides not only a lat-
eral position signal similar to that obtained by Denk and Webb [30] and Ghislain
and Webb [31], but also encodes the axial position of the particle [39–41] due to the
phase anomaly of focused beams [42]. With this detection technique, position dis-
placements of a particle in x, y and z could be tracked at a rate of more than 0.5 MHz
with nm spatial precision. Hence, it became possible to perform three-dimensional
topography scans around three-dimensional objects by exploiting the Brownian mo-
tion of the probe inside the trap [43].

The three basic principles driving a PFM [44], optical forces, thermal fluctu-
ations, and position detection of the probe, are outlined in Fig. 17.3. An objective
lens generates a focus with an Airy-disc diameter Δx ≈ λ, which is necessary for the
generation of strong intensity gradients in all three dimensions. A particle is drawn
into the focal region and is trapped stably provided the applied laser power is in the
milliwatt range. Due to stochastic collisions with the surrounding fluid, the parti-
cle undergoes a random walk (Brownian motion) and thus scans a specific volume
within a certain time period. The volume in which these thermal fluctuations are de-
tected is the volume of the optical trap (see random track and trap border outlined in
Fig. 17.3). When the laser power and thus the optical forces decrease, the trapping
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Fig. 17.3. Principles of a Photonic Force Microscope (PFM). A laser beam is tightly focused
by a high NA objective lens (OL). The incident light is scattered by the local probe in the
focal region. The resulting optical forces generate a three-dimensional optical trap. The local
probe explores the trapping volume due to Brownian motion. Light scattered by the probe
and unscattered light generate an interference pattern, which is projected by a detection lens
(DL) onto a quadrant photodiode (QPD) that is placed in the back focal plane (BFP) of the
detection lens. The quadrants are numbered 1 to 4. The detector signals generated by the fluc-
tuating probe are analyzed to determine the interaction with the local environment. Typical
experiments are outlined by three boxes on the right: (a) The probe is fixed to a coverslip
(CS), which is moved with the stage along a specific path to characterize the detection sys-
tem. (b) A structure (S) penetrates and alters the trapping volume of the fluctuating probe
disclosing the interaction between structure and probe. (c) A single molecule (SM) is teth-
ered between the local probe in the trap and a bead (B) attached to a micro pipette (PP) to
measure the visco-elastic properties of the molecule

volume increases. If the optical forces become too weak, the collision forces can
kick the particle out of the trap. The position fluctuation, i.e. the rate with which the
particle changes its direction, is influenced by the viscous drag γ and the force pro-
file of the optical trap. The optical trap can be calibrated by determining the force
profile at known viscous drag γ [45].

The local environment (as outlined in Fig. 17.3) influences the position fluctua-
tions of the trapped probe in a specific manner. By analyzing the altered fluctuations,
it is possible to determine the coupling of the probe with external forces. These
forces might be due to mechanical linkage or contact with cells, macromolecules or
motor proteins [46–50], due to viscosity changes or local flow gradients [51–53], or
due to the presence of electrostatic [54,55] or entropic potentials [56]. By moving
the trap volume along a grid and repeating the procedure, it is possible to establish
complete multi-dimensional maps of the parameters described above [37,43].
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17.2.4 3D Tracking with Coherent Light

How is it possible to measure the position changes of the probe inside the optical
focus – orders of magnitude smaller than the extensions of the focus? A conden-
sor, which can be another objective lens, collects the unscattered light and the light
scattered at the particle in the forward direction (see Fig. 17.3). A quadrant photo-
diode or a fast camera placed in the back focal plane of the detection lens, records
the interference pattern as a function of time and particle position [39,40]. Analyz-
ing the position signals determines the particle’s fluctuations and positions in three
dimensions at a rate of 500 kHz with an accuracy of better than 5 nm [57]. Alter-
native methods, such as measuring the power of the back scattered light [34,58],
the forward scattered light [59] or exploiting evanescent waves [54,60], provide the
same information, but with a lower spatial precision and less flexibility. Another
method exploits the strong axial intensity gradient of a two-photon focus that gener-
ates a signal that is also approximately linear with the intensity [36]. This method is
rather insensitive to phase distortions induced by the specimen, but requires higher
laser powers.

The interference intensity of the scattered and the unscattered field, Ei and Es,
at the detector is usually not a ring pattern, but the overlap of smoothly decaying
spots: a constant bright spot from the unscattered wave |Ei|2, and a position depen-
dent dim spot produced by the scattered wave |Es|2 + 2Re

{
EiE∗s

}
. The interference

intensity changes depending on the scatterer. If a position detector consists of at
least 4 diodes, the sum of two adjacent detector element intensities is different than
the sum of the other two pixel intensities. Applying this technique, lateral displace-
ments of the scatterer from the optical axis can be measured with nm-precision.
Surprisingly, axial displacements of the scatterer can be measured when the sum
of all 4 pixel intensities is recorded [40]. This only works for coherent scattering
processes, where the Gouy phase shift (also phase anomaly) is exploited, which is
inherent in every non-plane wave. The Gouy phase shift is a phase shift of π of the
electromagnetic field along the region of the maximum intensity of a focused beam
and results in a longer wavelength and a shorter momentum vector in the focus. This
effect is illustrated in Fig. 17.4, where axial line scans of the electric fields of an in-
cident focused beam and a scattered wave is shown for three different axial positions
of a scatterer. The abscissas of the plots are scaled in λ, but the distances between
field maxima are larger than λ. Because of this effect, the interference intensity at
the detector plane, i.e. the phase difference of the scattered and the unscattered wave
depend on the position of the scatterer. The detected intensity is linear over a range
of several hundred nanometers with the z-position of the scatterer [57].

17.2.5 Atom Traps

Since the presentation of the first optical trap [61], the field of atom trapping in-
creased in significance in an impressive manner and resulted in several Nobel prizes.
Atoms absorb a net momentum h/ν from photons with a rate depending on the fre-
quency ν of the incident field. The deceleration of atoms flying along a direction
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Fig. 17.4. Axial line scans of the electric field around the geometric focus (z = 0) illustrate the
effect of the Gouy-phase shift on different particle positions. The incident field is indicated
by the dotted curve and identical in all three figures. The scattered wave, indicated by the
solid curve, is emitted at three positions of the particle (gray spot) where the amplitude of
the incident field is maximal. The interference between the scattered and the unscattered field
(see arrow marker on the right) depends on the position of the particle

opposite to the momentum transport of the photons was used for optical cooling.
With a red detuned laser, i.e. a laser with a frequency ν − Δν below the atomic
resonance frequency, atoms take up momentum from photons coming from oppo-
site direction, who have an absorption frequency ν + Δν due to the Doppler-shift.
Using six lasers along three orthogonal and anti-parallel directions it becomes pos-
sible to generate ‘optical molasses’, consisting of atoms cooled down to a few micro
Kelvins [62]. By using focused laser light, the gradient forces acting on dipoles are
used to realize three-dimensional atom traps [7]. The polarizability α of the atoms
can be adjusted by the laser frequency and results in an optical force acting on the
atoms towards the point of highest (α > 0) or lowest (α < 0) intensity of a static
light distribution. This simple trap is the foundation for the development of Bose-
Einstein-Condensates (BEC) [63], i.e. an atom vapor that is coherent in a single
ground state and reveals the fascinating properties inherent to bosons.

17.3 Theory

In order to understand the interaction of photons with a particle and the interaction
of the trapped probe with its local environment, one has to appreciate the following
points theoretically: the fields in a highly focused beam, the scattering of various
particles therein, the interference of the scattered and the unscattered fields for the
particle’s position detection, the arising trapping forces and the thermal position
fluctuations. We want to mention that neither ray optics calculations for trapping
forces of particles smaller than or equal to the wavelength provide correct results,
nor do Gaussian optics describe highly focused beam correctly [10].

17.3.1 Arbitrary Focused Fields

A flexible and elegant method to calculate arbitrary focused fields is the following
approach: we start with a field distribution Ẽ0

(
kx, ky

)
in the back focal plane of an
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objective lens. Since we use lasers, this will be an expanded Gaussian beam in the
TEM00-mode. This distribution will be altered by passing the aperture stop (usually
of a circular shape) and in the focus will deviate from a Gaussian shape. We define
an arbitrary focused field as an electromagnetic field Ẽi(kx, ky) with an arbitrary
magnitude and phase across the aperture of the back focal plane of the lens. The
field distribution in the focal region of an ideal lens can then be obtained by taking
the three-dimensional inverse Fourier transform of the field Ẽi(kx, ky) [64,65].

E(x, y, z) can be written as a decomposition of plane waves with directions (kx, ky):

Ei(x, y, z) = (2π)−3
�

k⊥≤k0·NA

Ẽi(kx, ky, kz) · exp[−ikr]dkxdkydkz

= (2π)−2
�

k⊥≤k0·NA

Ẽi(kx, ky) · exp
[
−i

(
kxx + kyy +

√
k2

n − k2
x − k2

y · z
)]

dkxdky

(17.2)

is called the pupil function and lies on a spherical surface, since in coherent optics
the z-component of the k-vector is kz = ±(k2

n − k2⊥)1/2 = kn · cos θ, k⊥ = (k2
x + k2

y )1/2,
k0 = |k0| = 2π/λ0 = kn/nm. Therefore, Ẽi(kx, ky, kz) is fully described by its two-
dimensional projection, the angular momentum representation Ẽi(kx, ky). NA = nm ·
sinα is the numerical aperture of the objective lens. Ẽi(kx, ky) can be further split into
a product that describes the field strength E0(k), the transmission and phase A(k), the
polarization P(k) and the apodization B(k) of the incident electric field at the back
focal plane (BFP) such that Ẽi(kx, ky) = E0(kx, ky) ·A(kx, ky) ·P(kx, ky) ·B(kx, ky) [10].
The apodization function B(k) =

√
(kn/kz) = 1/

√
cos(θ) obeys the sine-condition.

The polarization function P(k) = (Px(k), Py(k), Pz(k)) describes the components
of the electric field vector of a polarized beam that changes its direction from k =
(0, 0, 1) to k = (kx, ky, kz). A calculation result of the intensity of (17.2) in the yz-
plane is shown in Fig. 17.5.

There are other calculation methods that deliver the same results by solving inte-
grals corresponding to that of (17.2) in space domain [66], but become more compli-

Fig. 17.5. Intensity distribution in the xz-plane (y = 0). The scaling is in wavelengths
(λ = λ0/nm) of the laser in the medium. The intensity in the focus results from a x-polarized
Gaussian beam with a two-fold over-illumination of the back focal plane of an ideal lens with
NA = nm · 0.9 = 1.2 in water. Contour levels are non-linearly scaled
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cated when modified to account for aberrations in amplitude and phase. A method
frequently used to calculate scattering in focused beams or trapping forces starts
with a small-angle approximation equation and then corrects with higher orders of
a Gaussian beam [67]. This method delivers correct widths of a highly focused beam
in the lateral direction, but produces differences of up to 60% for the slope of the
axial focus profile in comparison to a realistic, aperture limited focus calculated
with our method. The correct description of the electromagnetic fields in the focus
is required in order to calculate the correct trapping forces.

17.3.2 Scattering by Focused Fields

It is about a century ago that Rayleigh investigated the scattering of sunlight by
point-like particles. His theory was extended by Gans and by Debye for particles of
arbitrary shape with sizes of up to the wavelength, but with relatively small refrac-
tive indices [68]. At about the same time, Mie derived exact solutions for spherical
particles of arbitrary size and refractive index. Their calculations took account of
the scattering of a single plane wave by a particle.

However, using the superposition principle it is possible to extend their theories
to arbitrary incident fields, which can be decomposed into a spectrum of plane waves
with directions (kx, ky). The concept is the following: first, the spectrum Ẽs

(
kx, ky

)
,

resulting from the scattering of a single plane wave with amplitude E0 and direction
ki = knez at a sphere is calculated with Mie-theory:

Ẽs

(
kx, ky

)
= E0 ·T2

(
kx, ky

)
· kx kz

kn k2⊥
·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

kx

ky

−k2⊥/k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠+E0 ·T1

(
kx, ky

)
· ky

k2⊥
·
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

ky

−kx

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (17.3)

Here T1 and T2 are the angle-dependent Mie-scattering functions parallel and
perpendicular to the plane of incidence [69]. In a next step, all other scatter spectra
M · Ẽs

(
kx, ky

)
from the scattering of plane waves with amplitudes Ẽi

(
kix, kiy

)
and di-

rections (kix, kiy, kiz) are obtained by multiplying Euler rotation matrices M
(
kix, kiy

)
[41]. All M

(
kix, kiy

)
· Ẽs

(
kx, ky

)
with ki⊥ < k0 · NA are superposed. The scattered

field Es(r,b) at point r or its angular spectrum Ẽs

(
kx, ky, b

)
change with the particle

position b relative to the center of the focus. It simplifies the calculations to leave the
particle at its position (0, 0, 0) and to shift the incident beam by −b, (i.e. to modulate
the spectrum of the incident field).

17.3.3 Interferometric Position Detection

The interference intensity in the back focal plane (BFP) of the detection lens, i.e. the
angular intensity distribution of scattered and unscattered light is determined up to
an angle αD in the BFP of the lens with NAD = nm · sinαD. The interference pattern
is projected directly onto a quadrant photodiode (QPD) where the quadrants are
numbered 1 to 4. Either an aperture stop or a magnifying lens system regulates the
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effective NAD and hence the contribution of high-angle rays to the position signal.
Both detection linearity and sensitivity depend on NAD [70,71]. The interference
pattern is described as follows:

ID

(
kx, ky, b

)
=
ε0c
2
·
∣∣∣∣Ẽi

(
kx, ky

)
+ Ẽs

(
kx, ky, b

)∣∣∣∣2

=Ii

(
kx, ky

)
+ Is

(
kx, ky, b

)
+ 2

√
IiIs(b)

· cos
(
φi

(
kx, ky

)
− φs

(
kx, ky, b

))
(17.4)

This intensity is integrated over the area of each quadrant with index m ∈ [1, 4],
where the integration limits A, C are either 0 or k0·NAD and B, D are either −k0·NAD

or 0, respectively:

S m(b) =

A∫

B

C∫

D

ID(kx, ky, b) · step(k0 · NAD −
√

k2
x + k2

y)dkxdky (17.5)

The distribution ID(kx, ky, b) is delimited in its spatial extent by the diameter of the
pupil plane 2 ·k0·NAD, which is expressed by the Heavyside step function. Typically
ID(kx, ky, b) is imaged by over-illuminating the QPD 2-3 fold [57].

The three components of the signal S (b) = (S x, S y, S z) for a particle located at
b are then obtained as follows:

S(b) = (S x(b), S y(b), S z(b)) = ((S 1 − S 2 + S 3 − S 4), (S 1 + S 2 − S 3 − S 4) ,

(S 1 + S 2 + S 3 + S 4))/S 0 (17.6)

S 0 is a constant value and is obtained by the total intensity incident on the diode
when no scatterer is present. The dependency on b has been omitted for the signals
S 1,2,3,4 to improve readability of (17.6).

For a small particle displacement b from the center of the focus a linear relation-
ship between S(b) and b can be expected, i.e. S(b) = ĝ · (b − b0) ≈ (gx · bx, gy · by,
gz · (bz − b0z)). b0 indicates the center of the optical trap. The detection sensitivity ĝ
is a matrix, which is diagonal over a sufficiently large range of b. This is illustrated
by Fig. 17.6 for lateral and axial displacements of a 300 nm latex sphere for a nu-
merical aperture n · sinαD = n · 0.5 of the detection lens. Higher angular apertures
(sinαD > 0.7) decrease the linear detection range in axial direction. This is due to
the fact that a lower NAD of the condenser lens results in a larger extent of the de-
tection point-spread function, which improves its overlap with the trapping volume.
For these reasons, we recommend to adjust the aperture stop of the detection lens to
values of sin(α) = 0.3 to 0.5.

Secondly, one can deduce from Fig. 17.6 how strong the coupling between
the lateral and the axial position signals is, when particles are displaced off-axis?
In Fig. 17.6 the signal distributions S x(bx, 0, bz) and S z(bx, 0, bz) are shown for
a (4 × 1.6) µm range of particle positions b = (bx, 0, bz). The detector signals are
displayed by contour lines, while the probability density is shown in a gray level
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Fig. 17.6. Lateral and axial detector signals for particle positions in the xz-plane. The particle
is a 300 nm latex sphere. The central regions of (a) and (b) are magnified and overlaid in an
additional contour plot (c). The probability density pB(x, 0, z) of finding the trapped particle
at a certain position in the xz-plane is shown by the gray level image in the center plot.
A darker gray level indicates a higher probability to find the particle within this volume
element. The position signals S x and S z are displayed by labeled contour lines. Each line
represents a constant signal value at the detector. Vertical contour lines in the S x-plot indicate
a signal that is independent of the axial particle position; horizontal contour lines in the S z-
plot represent a signal that is independent of the lateral particle position (a, b, c)

image (center) for different particle displacements. Here, darker gray levels indicate
a higher probability to find the particle at this position. A particle moving along
a contour line provides a constant detector signal. Vertical contour lines in the Sx-
plot indicate a signal that is independent of the axial particle position; horizontal
contour lines in the S z-plot represent a signal that is independent of the lateral par-
ticle position. Magnifications of the central regions of S x(bx, 0, bz) and S z(bx, 0, bz)
reveal that nearly all lines are curved. The curvature increases with the displacement
from the point (0, 0, bz0). The signals become non-linear for small off-axis displace-
ments but are still unique This is not the case for larger displacements. Since nearly
all curves are closed, a straight line scan in one direction intersects a contour line
twice and the two particle positions deliver the same diode signal.

Interestingly the interferometric tracking technique can also be applied to elon-
gated probes, which undergo fluctuations in position and orientation [72].

Besides reducing the numerical aperture of the detection lens, the linear detec-
tion range can also be increased by lowering the numerical aperture of the trap-
ping lens. In this case, the trapping position (the trap center) is shifted due to
a stronger relative radiation pressure and the interference pattern is altered advanta-
geously [50].
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17.3.4 Trapping forces

Trapping forces are derived from the Lorentz force density f = (p∇E) + ∂p/∂t × B
for dipoles, where a linear response on the total electric field p(r, t) = α0εE(r, t)
is assumed [73]. Higher polarization moments are neglected, which is valid for
reasonable laser powers and the specified particle sizes. E(r, t) and B(r, t) are the
total electric and magnetic field, respectively. The polarizability on a volume el-
ement V is α0 = 3V(m2 − 1)/(m2 + 2), where m = ns/nm is the ratio of the
refractive indices of the scatterer and the surrounding medium and ε = n2

m · ε0

is the electric permittivity [74]. After integrating the time-averaged force density
〈f(r, b)〉 = Re

{
α0ε∇ |E(r, b)|2

}
/4V over the volume of the scatterer at position b,

one obtains the expression of the optical force without the detour of the Maxwell
stress tensor [75]:

F(b) =
1

4V
Re

∫

V

α0ε∇ |Ei + Es(b)|2dV

=
1

4V
Re

∫

V

α0ε∇ |Ei|2dV

+
1

4V
Re

∮

∂V

α0εn
(
E∗i Es(b) + EiE∗s (b) + |Es(b)|2

)
dA (17.7)

The force is split into two components, the gradient force and the scattering force,
resulting from the incident and the scattered field, Ei and Es. The scattering force
(described by the surface integral) results from the extinction and redistribution
of momentum. For dielectric particles in the Rayleigh-Gans regime (also known
as Born approximation), the following expression for the two force components is
valid [74]:

F(b) = Fgrad(b) + Fsca(b)

≈ α0nm

2cV

∫

V(b)

∇I0(r)d3r +
nm

kc
I0(b) (Cext(b) 〈ki(b)〉 − Csca(b) 〈ks(b)〉) (17.8)

The space-variant gradient ∇I0 of the incident intensity I0(r) = cε/2|Ei(r)|2 is
averaged over the particle volume in real space. With this first-order Born ap-
proximation one avoids the elaborate calculation of the electric fields on the sur-
face of the scatterer or the exact internal fields. The second term in (17.8) de-
scribes the extinction and redistribution of momentum, given by the cross sections
Cext = Csca = Qsca · π (d/2)2 together with the mean momentum vectors 〈ki〉 and
〈ks〉 of the incident and scattered fields, respectively [10]. They are all functions of
the far-field spectra Ẽext(kx, ky, b) = FT

{
Ei(x, y, bz) · q(x − bx, y − by)

}
for extinction

and Ẽs(kx, ky, b) for scattering, (FT = Fourier transform). q(x, y) is an extinction
function removing the fraction Qsca from the incident intensity |Ei (x, y, bz)|2 at the
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position (bx, by) of the scatterer,
(
q(x, y)

)2
= 1−Qsca · step(d/2− r), r = (x2 + y2)1/2,

step(r) = Heaviside step function.
Both from (17.7) and (17.8) the optical forces on a Rayleigh scatterer [76–78]

can be derived and simplified to

F(b) =
nm

2c
∇Ii(b) · α0 · V + nm

6πc
· Ii(b) · k3

n 〈ki〉 · (α0 · V)2 (17.9)

with volume V = 4/3πa3 (a is the radius of the scatterer), Csca = (2/3)3 ·π ·a6 ·k4
n ·α2

and with momentum transfer 〈ki〉. In the center of the focus, 〈ki〉 is the mean k-
vector, which is shortened due to the Gouy-phase shift.

A direct derivation from Maxwell equations leads to the following integral for
the optical force:

F(b) = Re
�

A

ε
(
E∗(n · E) − 1

2 · n |E|2
)
+

(
B∗(n · B) − 1

2 n|B|2
)

dA (17.10)

The integrand is the Maxwell stress tensor T̂ acting on the vector n, which is
normal on the surface element dA. The surface integral surrounds the scatterer in
an arbitrary manner. The surface should have a large distance to the scatterer so
that near fields can be neglected. The electric field E = Ei + Es as well as the
magnetic field B = Bi+Bs , are the sums of the respective scattered and the incident
fields. All fields must be evaluated on the enclosing surface. The asterix* indicates
the complex conjugate field. Although (17.10) delivers the correct optical force for
every particle, the integral is less intuitive and rather complicated to solve [79,80].

While (17.10) is universal, but difficult to solve and not descriptive, the two
components approach of (17.8) is limited to dielectric particles not larger than the
wavelength. However, it is more descriptive and has proven to achieve a quantitative
agreement with experiments in all three dimensions [81]. It separately describes the
scattering force and the gradient force. The first results from a momentum transfer
from the incident photons onto the scatterer while the latter is the dipole force act-
ing on each volume element by drawing it towards the brightest point of the incident
intensity. The gradient force, therefore, enables stable trapping, whereas the scatter-
ing force pushes the scatterer out of the trap in the direction of light propagation
(radiation pressure).

The effect of the two components is illustrated by the axial force profile in
Fig. 17.7 left, where the point Fz(b0) = 0 is behind the center of the focus. The pro-
files are plotted with the dimensionless trapping efficiency Q(b) = F(b) · c/(P · nm),
where c/nm is the speed of light in the immersion medium and P is the total
incident optical power P. For particles smaller than the wavelength, the scatter-
ing force is always positive and the gradient force is always bipolar. The force
constants κi at the trapping position b0 = (0, 0, bz0) are obtained according to

κi = ∂iFi(xi)|b0 = ∂i

[
Fi,grad(xi) + Fi,sca(xi)

]∣∣∣∣
b0

and are indicated on the right in

Fig. 17.7 . Calculations indicate that in lateral direction ∂iFi,grad and ∂iFi,sca have
opposite signs, whereas in axial direction they have the same sign. Therefore, the
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Fig. 17.7. Force profiles calculated with the two component approach for a 216 nm latex bead
(n = 1.57) in axial and lateral directions. The trapping forces refer to a water immersion lens
with NA = 1.2, illuminated with a Gaussian beam with waist w0 = 2 · R (R = aperture
radius), i.e. the aperture is over-illuminated, the wavelength is λ0 = 1.064 µm, the field is
linearly polarized in x. The axial profile (left) represents the sum of the scattering and the
gradient force. The lateral profiles (right) differ due to the field polarization, the ratio of the
slopes fx and fy is about 60%

scattering force decreases the trap stiffness in lateral direction, but increases the
stiffness in axial direction [81].

In Fig. 17.7, a small bead is trapped in water with a water immersion lens and
for an incident wave polarized in x. The lateral force profiles on the right hand side
clearly show that in the direction of polarization the maximum force and the force
constant are weaker. The force constants κi are connected in a nonlinear relation to
the maximum (backward) force and the depth of the trapping potential. The latter is
decisive for the stability of an optical trap. The three force constants κi are strongly
affected by spherical aberrations, which often occur in trapping experiments due to
refractive index mismatch [82].

17.3.5 Thermal Noise

We assume to have a small particle of mass m in a viscous medium where the friction
γ damps the particle thus that γ · ẋ >> m · ẍ. In addition to that, the driving force for
the particle’s motion is assumed to be a random function of time. This situation is
described by the Langevin equation [83]:

γ(r) · ṙ(t) + Fopt(r) + Fext(r, t) = Frand(t) (17.11)

Fopt is the optical force in the trap, Fext is the external force one wants to measure,
Fth is the thermal random force and ṙ(t) is the velocity of the particle. The viscous
drag of the immersion fluid (also friction constant) is γ = 6π · a · η (a = sphere
radius, η = viscosity) for a spherical particle, which is Stokes’ law. The viscous
drag increases significantly close to interfaces and γ(r) becomes a space-dependent
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tensor [52]. However, a few particle diameters away from the surface, γ is constant.
The diffusion constant D(r), defined by the Stokes-Einstein-relation,

D = kBT/γ (17.12)

is related to the strength of the collision forces, which are uncorrelated according
to 〈Fth(t) · Fth(t + τ)〉 = 6Dγδ(τ). kB is the Boltzmann constant, T is the temper-
ature in Kelvin and δ(τ) is the delta function. However, due to friction, and even
for Fopt = 0 and Fext = 0, the resulting small displacements r(t) of the particle
are correlated, i.e. the particle does not undergo a pure random walk. Therefore,
the position correlation is linearly decaying with the time period τ according to
〈r(t) · r(t + τ)〉 = const. − 3D · τ. In other words, the memory of the particle’s mo-
tion, which is proportional to −D, can be extended by lowering the temperature T
or increasing the friction (see (17.12)).

17.4 Experimental Setup and Techniques

17.4.1 Mechanics and optics

Figure 17.8 summarizes the main mechanical and optical components of a typical
setup for optical trapping, tracking and imaging. A low noise Nd:YAG-laser (RMS-
noise ≈ 0.03%) operating in the near infrared (λ0 = 1064 nm) is used for optical
trapping and interferometric position detection. The IR-beam passes a first beam-
expander and then an acousto-optic modulator (AOM), which, in combination with
a reference diode (RD) and an electronic feedback, stabilizes the output power of
the laser. Subsequent devices are a beam steering or shaping device (BSD), a sec-
ond beam expander (Exp) and a dichroic beam splitter (BS). The aperture of the
BSD is imaged with a telecentric system onto the back focal plane (BFP) of the
objective lens (OL, infrared water immersion, NA = 1.2). The object plane (OP),
defined by a standard glass cover slip, can be moved with a xyz-scanner (stage),
consisting of a coarse manual xy-translation stage and a fine xyz-piezo scanner. Mi-
cromanipulation can also be performed in an open chamber with a patch-pipette
(PP). A detection lens (DL, water immersion, NA = 0.3 − 0.9) collects scattered
and unscattered light of the trapping laser, which is projected with a lens system
(L) and by a dichroic beam splitter onto the InGaAs quadrant photodiode (QPD).
Either visible laser light (Argon-Ion laser and a Helium-Neon) in combination with
an acousto-optic tunable filter (AOTF) or incoherent light of a Hg-lamp is expanded
and is directed via dichroic beam splitters to illuminate the object plane. Fluores-
cence light excited in the object plane is imaged with the objective lens and the tube
lens (TL) by a CCD-camera. The visible light of a halogen lamp is linearly polar-
ized (P) and passes both a mirror (M) and the dichroic beam splitter. A Wollaston
prism (WP) near the BFP of the detection lens splits the beam for DIC microscopy.
After transmitting the object, a second Wollaston prism behind the objective lens
recombines the two beams. After passing a mirror and the DIC analyzer (A), the
light is focused by the tube lens onto the CCD-camera.
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Fig. 17.8. Schematic and photo of a typical setup for optical trapping and tracking. Light
paths from four light sources (infrared laser, visible lasers, Hg-lamp and halogene lamp) pass
several optical and mechanical elements: acousto-optical modulator (AOM), acousto-optical
tunable filter (AOTF), beam steering device (BSD), beam expander (Exp), dichroic beam
splitters (BS), reference diode (RD), objective lens (OL), xyz-scan stage (stage), object plane
(OP), patch-pipette (PP), detection lens (DL), mirrors (M), lenses (L), quadrant photodiode
(QPD), reference diode (RD), polarizer (P), Wollaston prisms (WP), analyzer (A), tube lens
(TL), filters (F), CCD-camera (CCD)

The influence of the setup’s mechanical vibrations on the position signals can be
tested by fixing a bead on the coverslip in the center of the focus. The tiny vibrations
of the environment are transferred via the coverslip to the bead. Over a range of sec-
onds, rms-noise <3 nm was measured with the interferometric detection system. By
neglecting noise below 2 kHz, the remaining mechanically induced motion signals
of the bead were <1 nm in all three dimensions [57].

17.4.2 Lasers and Probes

Trapping wavelengths of λ0 = 0.8µm and λ0 = 1.06µm were found to be most
appropriate because cell damage is relatively low in comparison to that caused by
visible light [84]. A wavelength of λ0 = 800 nm would result in stronger optical
forces, but here is still a lack of suitable laser sources, i.e. lasers that offer a good
performance at reasonable prices such as Nd:YAG lasers (λ0 = 1064 nm). For non-
biological or some in-vitro applications shorter laser wavelengths in the visible
range enable higher trapping forces at the same laser power. Typically, the parti-
cle is spherical, with a diameter between 0.05 and 2 times the incident wavelength
and a refractive index sufficiently large in comparison to that of its environment.
The immersion medium is typically water, aqueous solution or cytoplasm with in-
dices nmed = 1.33−1.39. Refractive indices ns of dielectric scatterers are 1.39−1.48
for silica, about 1.57 − 1.60 for polystyrene (latex) and 3.5 for silicon. For metallic
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gold particles, such as gold beads, the complex refractive index is ns = 0.4 + 7.4i at
λ0 = 1.05µm [85]. The large imaginary part corresponds to a strong absorption of
light and leads to a high polarizability of the gold bead, but also to additional radio-
metric forces, which become significant for gold beads as large as the wavelength.
The high polarizability of gold results in stronger light scattering and stronger op-
tical forces. Gold beads down to 20 nm in diameter have been trapped stably [86].
Only small metallic scatterers with a diameter of less than λ/5 are trapped in the
lateral center of the focus, larger metal spheres are trapped off-axis [87,88].

17.4.3 Electronics

Besides all necessary controllers that drive scanners, acousto-optical devices, cam-
eras and lasers, the most interesting electronic component is required for amplifying
and acquiring the position data from the quadrant photodiode. An InGaAs pin pho-
todiode with a photosensitivity of 0.67 A/W is used for our setup, avoiding the low-
pass filtering effect of Silicon diodes. Pre-amplification of the signals by 20 V/mA
(up to 850 kHz) leads to a voltage of 13.4 V per 1 mW laser power at the detector.
The output noise of the pre-amplifier is 1 mV. Intensity noise of the diode-pumped
infrared laser is less than 0.03% in the range of 10 Hz − 1 MHz. Undulations be-
low 10 Hz are stabilized with an electronic feedback system. In addition, slow drifts
in the intensity signals can be subtracted from the QPD signal by simultaneously
measuring the laser’s output with the reference diode.

The performance limit of the detector due to electronic noise can be estimated by
taking account of the scattering efficiency of a weak scatterer (radius a = 150 nm, in-
dex n = 1.39), which is e.g. Qsca (sca subscript) = 0.3% (at a radius a = 150 nm and
n = 1.39). A mean axial sensitivity of 0.25%/µm for this scatterer can be estimated
(see Table I in [41]). Assuming that 20% of the light in the focus is projected onto the
diode, a laser power of 40 mW in the focus will be reduced to 8 mW at the diode.
Pre-amplification provides a voltage of 8 mW·13.4 V/mW = 107 V. A change of
0.25%/µm results in 268 mV/µm. In our setup, the minimum voltage due to noise is
1 mV, hence the axial resolution limit due to noise is 1 µm/268 = 3.7 nm. For a scat-
terer with a = 108 nm, n = 1.57 at P = 30 mW, this value is 1 µm/313 = 3.1 nm. In
the lateral direction, the sensitivity is better by a factor of 2.5 to 4 for all investigated
scatterers [57].

The three pre-amplified signals for the x-, y- and z-positions are further amplified
by a factor of 2 − 50, depending on the particle parameters and the trapping laser
power. The large DC-part is subtracted electronically from the z-signal. Afterwards,
a fast data acquisition PC-card converts simultaneously up to 4 voltages at a rate of
up to 5 MHz to 12 bit signals, which are then analyzed as described in the last part
of the theory section.

17.4.4 Calibration of Trap and Position Detector

In order to measure external forces Fext and small particle displacements Δb, or, to
record complete particle trajectories b(t) for deriving interaction potentials Wext(b),
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it is necessary to calibrate both the optical trap and the position detection sys-
tem [28,89]. In nearly every application one aims to configure the experiment and
the setup such that the force and the position measurements can be performed in the
linear regime. More precisely, this means that both the signal S at the detector and
the force F are proportional to the position b. We find, S(b) = ĝ · (b− b0) ≈ (gx · bx,
gy·by, gz ·(bz−b0z)) and F(b) = κ̂·(b−b0) ≈ (κx·bx, κy ·by, κz ·(bz−b0z)). b0 = (0, 0, b0z)
is the center of the optical trap. If the displacements are not too large, the tensors ĝ
and κ̂ are diagonal matrices and, therefore, the components of the force constants κi

do not couple, as well as the components of the position sensitivities gi(i = x, y, z).
It is likely useful to separate calibration techniques in those that exploit ther-

mal noise and those that do not use the Brownian motion of the particle inside the
trap. In the following, we want to present the most important calibration techniques.
Therefore, we return to the equation of motion (11) with zero external force Fext and
disregard its vector character:

γ · g−1 · Ṡ (t) + κ · g−1 · S (t) = Fdrive(t) (17.13)

The force Fdrive(t) on the right hand side, driving the particle displacements b =
g−1 ·S , can either be the thermal random force Fth(t) or a defined force generated by
the user.

Calibration without Thermal Noise The easiest way to calibrate the detection
system is to displace the particle by a defined Δb and measure the resulting signal
ΔS (Δb). Then the calibration factor, i.e. the sensitivity is g = ΔS/Δb. The particle is
typically displaced by fixing it to a coverslip and moving the (piezo-electric) stage
with the coverslip by Δb. The signals S are recorded by a QPD or by taking two
images of the particle with a CCD camera before and after the displacement.

The viscous drag method allows us to calibrate the optical trap, i.e. to determine
the trap stiffness κ. If the stage and the fluid medium are moved sinusoidally with the
velocity v = ω0 · x0 · cos(ω0t), then the driving force displacing the trapped particle
Fdrive(t) = F0 · cos(ω0t) is equal to the viscous drag force v · γ. Equation (17.13)
represents a damped driven oscillator with driving frequency ω0, damping γ and
position b(t). From the solution

b(t) =
F0√

ω2
0γ

2 + κ2
sin (ω0t − ϕ) ; ϕ = − arctan

(
κ

ω0γ

)
(17.14)

it is possible to deduce the desired κ provided γ is known.

Calibration with Thermal Noise If one of the calibration factors κ and g is known,
it is possible to determine the other one by the equipartition theorem:

1
2

kBT =
1
2
κ · 〈b2〉 (17.15)
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The energy of 1/2 kBT is distributed equally in every degree of freedom, which are
three translational and three rotational for a stiff particle. 〈b2〉 is the variance of all
particle displacements in the trap and can be obtained from a position histogram
(see Fig. 17.9b). From this value the stiffness of the trap can be obtained by κ =
kBT/〈b2〉. A great advantage is that it does not depend on the viscous drag γ and
calibration is possible also at varying viscosity and at low temporal sampling rates
as it is typical for CCD-cameras. If κ is known, the sensitivity g can be obtained via〈
S 2

〉
/g2 = kBT/κ, where

〈
S 2

〉
is the variance of the signal histogram:

g =

√〈
S 2

〉
κ

kBT
(17.16)

The assumption of a linear relationship between trapping force Fopt and displace-
ment b entails the assumption of harmonic trapping potentials W(b) = 1/2 κ ·
(b − b0)2+const. If we further assume that the trapped particle is in thermal equilib-
rium, then the probability density pB(b) (or the position histogram) to find a particle
at position b obeys Boltzmann statistics and is related to the trapping potential W(b).
W(b) and the force in arbitrary direction F(b) is obtained as follows [9]:

W(b) = −kBT · ln (pB(b)) +W0 ⇔ F(b) = −kBT · ∇(pB(b))
pB(b)

≈ κ · b (17.17)

The parameter p0 normalizes the distribution pB. Figure 17.9a shows the position
track b(t) of the bead. The three-dimensional distribution of positions (Fig. 17.9b)
corresponds to the three-dimensional probability density. Tracks at the very edge of
the distribution (see Fig. 17.9e) correspond to high thermal energies of the diffusing
particle, which can achieve about 8 kBT within a time period of few seconds. The
potential W(b) can also be the sum of the trapping potential Wopt(b) and an external
potential Wext(b) as pointed out in Sect. 17.5.2.

If a fast position detector is available that samples in the kHz range (typically
a QPD or a PSD), a correlation analysis of the fluctuation signals enables an ele-
gant way of determining very precisely the trap stiffnesses κi in all three directions
i = x, y, z [81]. The position autocorrelation function ACF of a diffusing particle in
a harmonic potential W(bi) = 1/2 κi · (bi − bi0)2 decays exponentially (Fig. 17.9d).
If the position signal S i(bi) = gi · bi is linear, one can fit an exponential function to
the ACF [45,90]

〈S i(t) · S i(t + τ)〉 =
〈
|S i(0)|2

〉
exp(−τ/τi) . (17.18)

The autocorrelation time in direction i is τi = γ/κi. Brownian dynamics sim-
ulations reveal that the sampling time of the position detection should be at least
five times the autocorrelation time of the trap or the external potential. The total
sampling period T should be at least 2 − 6 seconds depending on the trap stiffness.
However, the reproducibility of finding κ is still improved for times T > 20 s. De-
termining trap stiffnesses with the ACF is equivalent to determining trap stiffnesses
with the mean square displacement MSD. The ACF is depicted in Fig. 17.9d.
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Fig. 17.9. (a) Measured positions of a fluctuating particle inside a soft optical trap as a func-
tion of time and (b) Gausssian shaped position histogram. (c) The corresponding power spec-
tral density (PSD) has a linear decay in a double logarithmic plot indicating free diffusion of
the particle for high frequencies. The arrow indicates the characteristic frequency ωx defin-
ing the stiffness of the optical trap in this direction at 3 dB. (d) The auto-correlation function
(ACF) of the same data shows an exponential decay. The arrow indicates the autocorrelation
time τx of the particle inside the optical trap, i.e. the decay of the normalized ACF to 1/e.
(e) Position trajectories of a particle inside an optical trap for the first 100, 1000 and 5000
points at a time sampling of dt = 50 µs

The trap stiffness κi can also be evaluated by a power spectrum analysis. Per-
forming the Fourier transform and the modulus square of (17.13) provides the force
spectral density |F̃th|2 = γ · kBT/π in units of N2·s and the power spectral density
(PSD) of the signal component S i(t):

∣∣∣S̃ i(ω)
∣∣∣2 = γ · kBT/

(
π · g2

i

)
κ2

i + γ
2ω2

=
D/

(
π · g2

i

)
ω2

i + ω
2

(17.19)
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By fitting a Lorentzian to
∣∣∣S̃ i(ω)

∣∣∣2 in a double logarithmic plot, it is possible to obtain
the corner frequency ωi = 2π fi = 2π · γ · κi at a decay of 3dB. The power spectrum
density is depicted in Fig. 17.9c.

17.4.5 Time-Multiplexed and Holographic Optical Traps

In various applications in biology and physics there is need to manipulate or sort
several particles in parallel [56,91], to induce many body effects and phase transi-
tions [92,93], to enable particle transport and noise induced phenomena [94], or, to
orientate non-spherical structures in addition to a simple translation [95].

Two competing methods take part in a continuing revolution, presenting readers
with novel research tools and applications. The first is the rather old technique of
time-multiplexed optical tweezers [96], where an optical point trap is translated in
lateral direction at rates between 50 Hz − 50 kHz with either scanning mirrors or
acousto-optical deflectors (AOD). The other technique uses a phase hologram in
the back focal plane of the trapping lens [97], enabling not only a distribution of
point traps in 3D space (see Fig. 17.10), but also the generation of nearly arbitrary
landscapes of optical energy potentials. At this point an alternative method [98]
must be mentioned, which produces optical trap arrays using a generalized phase
contrast (GPC) in a plane conjugated to the focal plane. The resulting traps lack of
high angular components of the incident beam and produce traps that are only stable
in two dimensions. However, by adding a second optical system on the side opposite
to the focal plane, the radiation pressures from both directions cancel out and the
GPC method allows also 3D trapping [99].

As already mentioned, holographic optical traps (HOTs) allow 3D trapping in
3D space, whereas time-multiplexed traps (TMTs) enable 3D trapping in 2D space
(in the focal plane). In addition, TMTs give a continuous kick to the trapped particles
while translating to the next location. Especially in Brownian systems and for slow
trap displacements, this interferes with establishing thermal equilibrium.

In their infancy, static HOTs were realized by using diffractive optical phase
elements, which were produced by printing or reactive ion etching. Only dynamic

Fig. 17.10. Holographic optical trapping. Left: Parallel trapping of ten polystyrene spheres
(each 3 µm in diameter) in three different axial planes spaced 5 µm apart. Right: Correspond-
ing phase hologram produced by a spatial light modulator (phase range from 0 to 2π indicated
in gray levels, pictures by courtesy of C. Schmitz and J. Curtis, University of Heidelberg, Ger-
many)
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HOTs [100–102] allowed the manipulation and movement of several particles in
parallel. Modern spatial light modulators (SLMs) are able to retard pixel wise an
incident wavefront as it is reflected from the SLM. Finer pixelation and increasing
phase shifts of the SLMs provide higher diffraction efficiency and the generation
of more refined optical traps, which allows trap displacements in the nanometer
regime.

Another interesting feature offered by HOTs is the capability to transfer a de-
fined orbital angular momentum from a special beam to the particle [103–105].
With these higher order Laguerre-Gaussian beams which are characterized by their
helical wavefronts, toroidal optical traps are formed, called optical vortices. The
phase of such beams exp {i(kz + θ�)} has a winding number � called the topological
charge which quantifies the helicity of the beam’s wavefronts. Since each photon
carries orbital angular momentum ��, the total torque of the beam is proportional
to its intensity and can be precisely controlled by �. The orbital angular momentum
can exert stronger torques than the corresponding spin angular momentum (±�), al-
though both can be tuned by increasing the total photon flux by adjusting the power
The diameter of the toroidal trap scales linearly with �, and depending on the optics
can be many 10’s of microns in size [105]. When the toroidal trap is larger in diam-
eter than the trapped particle, particles become confined to the ring. In such cases,
the particles can only be maintained in two dimensions pressed up the coverglass
where they are driven around the ring by transferred orbital angular momentum.
The flexibility of dynamic HOTs makes the creation of optical vortices as well as
other types of unique optical manipulation tools (Bessel beams, modulated optical
vortices, Matthieu beams, cogwheel traps to name a few) relatively straightforward.

Although the manipulation of several particles in parallel can be accomplished
elegantly with HOTs, a so far unsolved problem aggravates their applications in biol-
ogy and biophysics: fast and precise tracking of several particles in parallel remains
restricted to image based systems, which typically are CCD cameras operating at
rates below 100 Hz. And, video based position tracking in axial direction remains
awkward and less precise. As pointed out in the earlier sections, the steering of op-
tical traps is usually less important and critical than the 3D tracking of the particle.
The position of the particles encodes the measured force or the interaction potential.
Parallel tracking of several particles is not possible with a single QPD, but would
require an array of QPDs placed in a plane conjugated to the focal plane.

A versatile alternative is time chopping, which is automatically provided for
TMTs. The optical trap generates an interference pattern in the BFP of the detection
lens while it scans over the particle or rests a short time at the particle. The tem-
porally chopped interference signals are recorded with a single QPD and allow fast
parallel position tracking of several particles [106,107] even in 3D.

17.5 Applications in Brownian Systems

Photonic Force Microscopy is a special variant of an optical tweezers based micro-
scope. In a PFM the optical trap is used to make unlikely interaction events more
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likely, or in other words, it is used to bring two interaction partners together. At
least one of them is a Brownian particle, which approaches the other by diffusion.
The time until the partners get into contact is greatly reduced by bringing them to-
gether with an optical trap. The concept of position and orientation fluctuations is
still maintained, but now within a small volume (inside the optical trap) and close
to the binding partner. As soon as the partners come into contact, the very precise
high-speed tracking system of the PFM records the fluctuation changes due to the
mechanical, electrostatic, electrodynamic, or entropic interactions of the binding
partners. Therefore it is justified to identify the PFM as a system being able to im-
age interactions – besides a conventional imaging of structures. In this last section
we present two examples of Brownian systems. They are related to cell biology and
biophysics and describe a long ranging, smooth interaction, and, a short ranging
interaction, respectively.

17.5.1 Particle Binding and Uptake by a Living Cell

Macrophages, as a part of our immune system, are cells that take up bacteria and
small particles. This process is called phagocytosis. After the initial binding of the
particle to the macrophage’s cell membrane, the cell engulfs the particle if cer-
tain mechano-chemical conditions are met. In the positive case, the particle will
be transported (as a so-called phagosome) by various motor proteins along differ-
ent cytoskeletal filaments from the periphery of the cell to the perinuclear region.
During this transport, the phagosome fuses with other organelles to digest the intra-
phagosomal object (e.g. the bacterium).

The processes of binding, uptake and intracellular transport of 1µm sized
spheres are studied by using photonic force microscopy. With an optical trap, a par-
ticle is brought in close proximity to the cell membrane, where the particle binds
to either the flat membrane or to a tentacle like structure called protrusion. Upon
binding, thermal position fluctuations of the softly trapped particle change in am-
plitude and time [50]. The fluctuation amplitudes decrease as well as the temporal
auto-correlation due to the contact with the membrane. In addition the mean fluctu-
ation value (the mean position) changes, since the cell actively moves the particle
with force Fext(r, t) as introduced by (17.11). The position fluctuations are recorded
interferometrically with a QPD. The weak trap (laser power P < 1 mW) does not
inhibit the uptake process and after binding the focused IR-light can be used for 3D
tracking only. Because of large and active displacements of the particle, an auto-
matic feedback system shifts the stage with cell and particle relative to the trap cen-
ter. Figure 17.11 illustrates binding and uptake by (a) DIC-images, (b) a schematic
and (c) a plot of temporal fluctuation changes. Since the system is hardly reaching
thermal equilibrium, a correlation or a PSD analysis over time-windows of 1 − 2
seconds must be performed (see Sect. 17.4.4). The fluctuations encode information
about local rearrangements of the cytoskeleton and about membrane receptors and
molecular motors that exert forces on the particle during binding, uptake and intra-
cellular transport.
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Fig. 17.11. Induction of a binding event and interferometric position tracking. (a) DIC image
sequence of a trapped particle i) before binding to the membrane of a living cell, ii) during
the binding process and iii) during the active response of the macrophage. (b) Experimental
scheme: the particle is moved close to the cell membrane by an optical trap. The 3D ther-
mal position fluctuations of the particle before and after the binding process are recorded
with a QPD. (c) Position traces as a functions of time. (Pictures by Holger Kress, EMBL
Heidelberg)

17.5.2 Imaging Nano-Mechanical Properties of Single Molecules

Understanding the elasto-mechanical properties of the motor protein Myosin-II
helps us to understand how structural changes of this protein influence its molecular
function. Depending on the type of Myosin, it can consist of 1 or 2 heads, which are
connected via hinges to a stalk-like part. This so-called tail of the molecule consists
of subunits, which have specific mechanical properties and functions.

A typical experimental assay is depicted in Fig. 17.12a [47–49]. A rod like
macromolecule, e.g., Myosin-II, is attached at one end to an actin filament adhering
to the coverslip, and to a bead of 500 nm in diameter at the other. The bead is trapped
in 3D in a weak optical trap. The random trajectory of the bead is recorded in 3D
with the PFM at a sampling rate of 100 kHz. An estimate of the bead’s position au-
tocorrelation time gives τz = γ ·

〈
Δb2

z

〉
/kBT ≈ 3 ms, where γ is the Stokes viscous
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Fig. 17.12. Probing the elasto-mechanical properties of a motor protein. (a) An actin-myosin
molecular tether, with a short segment of the Brownian bead center trajectory. (b) The same
molecular bead system represented as a robot arm with two segments. (c) Three position
histograms of the fluctuating bead before binding of the myosin to the surface, after binding
and without the influence of an optical trap. Dark gray values indicate large position counts.
(d): Line scan through the third histogram (points) and three fits derived from two different
robotic models. (Pictures by Nils Becker, EMBL Heidelberg)

drag of the bead at room temperature. The bead position histogram of this trajec-
tory re-presents an effective free energy landscape Wmes(b) = Wmol(b) + Wopt(b)
for the bead according to (17.17), resulting from both the molecule and the op-
tical trap. The three histograms of the bead center positions popt(b), pmes(b) and
pmol(b) ∼ pmes(b)/popt(b) are shown in Fig. 17.12c from left to right. It is remark-
able that the histogram resulting from the pure molecular tether pmol(b) is symmetric
after removing the influence of the optical trap. The radial profile of pmol(b), plot-
ted with dots in Fig. 17.12d, encodes the visco-elastic information about myosin-II.
Therefore, the histogram is an image of the enthalpic and entropic energy landscape
of the molecule.

The nano-mechanical properties were identified by best-fits based on robotic
models [49]. As depicted in Fig. 17.12b, the macro-molecule is assumed to consist
of rigid segments concatenated with hinges. These hinges have angular restall forces
with mean stiffnesses κi. As a problem of inverse kinematics, the end-point distribu-
tion of the sphere center reveals the number, the strengths and the positions of the
hinges. Figure 17.12d shows the best fit results, clearly favoring the model with three
hinges and angular spring constants κ1,2,3. The lengths of the segments coincide with
those obtained by electron-microscopy. However, our results were obtained under
near physiological conditions and by using IR-light at 1.06µm for position track-
ing of the tethered probe. The radial interaction profile in Figure 17.12d has a total
length of 80 nm with structural details far beyond the optical resolution limit!



17 Optical Trapping of Small Particles 483

17.6 Summary and Outlook

In this disquisition of optical trapping we concentrated on investigating particles
smaller than the incident wavelength. These particles with diameters of about 0.1 µm
to 1 µm are of special interest for several reasons. Most cell organelles are in that
size regime, colloidal suspensions consist of these particles and they are in the size
regime equal to or below the optical resolution and therefore offer new imaging
properties as local probes. But these particles are also interesting, since they are ac-
companied with an attractive theory on light focusing, scattering and optical forces,
with coincides well with experiments [81]. Using computer simulations, this en-
ables a more effective planning of experiments, of feasibility studies and data anal-
ysis, which is of great relevance since the trapping conditions become more crit-
ical for smaller particles and environmental forces gain more impact. Especially
thermal forces leading to Brownian motion and surface forces play a crucial role,
when optical manipulation has to be performed on the nanometer-scale. Control
or even exploitation of thermal fluctuations of smallest particles is expected to be-
come a key in nano-technology. Here, optical energy landscapes in combination
with noise-enhanced phenomena and self-organization seem to become inseparable.
As discussed in Sect. 17.4.5, holographic trapping is the top candidate for exerting
unlimited variations of optical torques and forces on several particles of arbitrary
shape. However, optical trapping alone is limited in its applications as long as 2D
video microscopy is used as an optical control. Only 3D optical tracking of posi-
tions and orientations allows observing and interpreting processes correctly. A fast
and precise control of all thermal and non-thermal displacements of the particles
remains indispensable and still great efforts have to be undertaken, to improve cur-
rent techniques and to realize new ideas. For probing of even smaller structures and
samples relevant in (bio-) nanotechnology, novel probes have to be found, enabling
a stronger interaction with light, resulting in more stable traps and more precise po-
sition tracking. Plasmon and exciton resonances have to be exploited while using
metallic or semi-conductor materials for tiniest probes. A fascinating entanglement
of basic research and technical applications on trapping and tracking of small parti-
cles is awaiting all of us!
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fluorophores, 257
focal contact, 195
focal volume, 238
focus

best, 97, 98, 101
marginal, 95, 97
paraxial, 95, 97

focus error signal, 81
‘spot-size’ detection, 82
astigmatic, 81
Foucault knife-edge, 82, 84

focused ion beam, 450
four-dimensional imaging, 420
four-wave mixing, 252
Fourier transform, 123, 126, 131, 132, 465
frequency

transfer function, 76, 78
frequency conversion, 447
Fresnel coefficients, 384
Fresnel zone plate (FZP), 46
Fried parameter, 308

wavelength dependence, 308
functional genomics, 419
functional OCT imaging, 419

galvanometer, 403, 408, 410
geometric phase shifter, 337
GFP, see green fluorescent protein
gold layer, 349, 350, 353
Gouy phase shift, 463
gradient force, 456–470
gravity, 455, 456
green fluorescent protein, 17, 18, 412, 415
guided wave, 350

hand-held imaging probe, 414, 425
harmonic generation, 270

second, 272, 287
third, 269–271, 273, 275, 287

harmonic generation microscopy, 303
harmonic generation, second, 269, 291, 417
HeNe laser, 73
heterodyne interferometery, 383–385, 387,

389, 390
high aperture

imaging, 172
theory, 178

histology, 412, 418, 419, 425–427, 429

image-guided surgery, 423, 426, 427, 429
image-plane optical masks, 114, 120–122,

126, 129, 130, 133
imaging, 269, 272, 273, 276–278, 282, 286,

287
infrared microscopy, 237
interface, 348–377
interference effects, 243
interference lithography, 55
interferometer

fibre-optic, 24
Mach-Zender, 32
phase-shifting, 25, 32
Twyman-Green, 21

interferometric detection, 402
interferometric synthetic aperture

microscopy (ISAM), 411
intersymbol interference, 71, 97
intra-dot relaxation time, 447
inverse problems, 113, 120
inversion symmetry, 239

Kino lens, 117
Kolmogorov turbulence, 308
Kretschmann configuration, 351, 354, 361

Langevin equation, 471
Langmuir monolayer, 240
Langmuir–Blodgett films, 369
laparoscope, 414
laser ablation, 427
laser scanning microscopy, 292
laser scissors, 460
lateral displacement, 352
lateral resolution, 347–392
LC Pol-Scope, see video-enhanced

microscopy, polarized light
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light mill, 455
light path, 84, 100
light scattering, 457, 466
light scattering probes, 416
living cells, 3, 4, 7, 9, 11, 12, 14, 17, 18, 238

cell division, 3
microtubules in, 9, 11–13, 15, 18
mitosis, 3, 9, 10, 15, 18

localization, 437
Lorentz force, 457
low coherence interferometry, 402, 403
low coherence light, 401, 406
low coherence tomography, 329
low cost adaptive optics, 320
lubricant film, 450

magnetomotive OCT, 416
manipulation, 455, 456, 459, 460
mask inspection, 53
master equations, 447
materials investigation, 428
Maxwell stress tensor, 470
methylene blue, 416
Michelson interferometer, 402, 403, 405
micro-electro-optical-mechanical systems

(MEOMS), 415
microbubbles, 416
microfluidic devices, 428, 430
microlenses array, 260
microscope

centrifuge polarizing, 13–17
classical, 76, 78
confocal, 177
fluorescence, 169
scanning, 72, 76–78

confocal, 72
Type I, 101

microscopy, 269, 270, 272, 274–278,
280–282, 285–287, 291, 347–395

high aperture, 270
infrared, 237
phase-contrast, 92, 276
three-dimensional microscopy, 282

microspheres, 416
migration, 418, 420, 421, 423
minimally-invasive, 414
Minsky M., 72
mitosis, 418, 421, 423
modulation, 125, 127, 128

modulation transfer function (MTF), 99,
123

modulation/demodulation technique, 446
molecular imaging, 415
molecular orientation, 239
momentum, 455–470
monolayer sensitivity, 237
motor protein, 460, 462, 480–482
multi-photon excited fluorescence

microscopy, 256
multi-photon microscopy, 401, 408, 411,

415, 423, 424
multiplex CARS, see CARS, multiplex

nano-photonic, 437
nano-photonic crystal, 293
nano-photonic IC, 445
nano-photonic integration, 445
nano-structure, 439
nano-switching, 445
near-field optical CVD, 438
near-field optical microscopy, 438
near-field optical spectrometer, 448
near-field optics, 437
nerves, 426
NIR dye, 416
non-invasive micrsoscopy, 302
non-linear imaging, 347
nonlinear absorption, 445
nonlinear interferometric vibrational

imaging (NIVI), 417
nonlinear optical microscopy, 237
nonlinear optics, 269, 270, 272, 286
nonlinear photonic crystal, 293–294
nonlinear process

second-order, 237
third-order, 237

nonlinear susceptibility, see susceptibility,
nonlinear

nonresonant light, 441
numerical aperture, 71, 73, 75, 76, 78, 80,

93, 95, 100

objective, 71–73, 75–78, 80–84, 88, 95, 96,
99, 100, 102–105, 107, 109

objective lens, 21–43
polarization effects, 42

oil immersion objective, 364
optical coherence domain reflectometry, 402
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optical coherence microscopy, 329, 411–414
optical coherence tomography (OCT), 344,

431
optical coherence tomography (OCT), 331,

401, 402–412, 415
optical cooling, 464
optical data storage, 71, 73, 428
optical disc systems, 71, 113, 114, 117, 131,

132
optical forces, 455–483
optical levitation, 456
optical microscopy, 348, 363
optical near-field interaction, 446
optical proximity correction (OPC), 53
optical scattering, 402, 415, 419, 430
optical sectioning, 195, 231, 232, 411, 412,

422
optical storage, 437, 449
optical transfer function

vectorial, 182
optical transfer function (OTF), 77, 80, 99
optical trap, 456–483
optical tweezers, 456–479
orthogonal function, 109

exit pupil, 107, 109
image plane, 107, 109

parametric processes, 269–272, 286
Pendry lens, 116
PFM, 456, 461, 479
phase anomaly, 461, 463
phase contrast microscopy, 9
phase matching, 253
phase shift mask (PSM), 52
phase-change material, 74
phase-change medium, 449
phase-contrast, 243, 411
photo-lithography, 437
photodissociation, 438
photoluminescence, 443
Photonic Force Microscopy (PFM), 456,

462
photonic integrated circuit, 444
photonic integration, 437
point spread function (PSF), 23–28, 32, 34,

117–119, 122, 378, 403, 411
three-dimensional, 36
vectorial, 180

polarisation state, 363, 364, 377, 384, 388

polarizability, 464, 469
polarization, 195, 197, 199–204, 206, 209,

224, 225, 406
polarizing microscope, 4, 6, 9, 10, 17

diffraction pattern, 5
fluorescence, 13, 17, 18
rectification, 4–6

polarizing microscopy
maltese cross, 5

position detection, 456, 460, 461, 464, 472
position fluctuations, 459, 462, 480
prenucleation, 439
prism illumination, 348, 354, 361–363, 395
probe, 437
pump beam, 361
pupil, 93, 101, 104, 109

coordinates, 102
exit pupil, 104, 107, 109, 110
pupil function, 23, 31–36, 42, 107, 108,

465
pyramidal silicon probe, 449

quadrant photodiode, 462, 463, 466, 472,
474

quantum dot, 445
quantum size effects, 447

radial error signal, 82, 85
‘twin-spot’ method, 82, 85, 86
Differential Phase Detection (DPD), 83,

86, 89
Differential Time Detection (DTD), 83,

86, 90
DTD2-signal, 92
DTD4-signal, 92
Push-Pull method, 83, 84, 86
wobble method, 82

Radial Push-Pull signal, 87
radial tracking, 71
radiation pressure, 457
radiometric forces, 474
Raleigh range, 404
Raman, 269, 270, 274, 281, 282, 284, 285,

287
spontaneous, 274, 281, 283, 285–287
stimulated, 270, 281

Rana pipiens (Leopard frog), 418
ray-optics, 458
Rayleigh scatterer, 457, 470



496 Index

Rayleigh waves, 384
real-time monitoring, 427
real-time OCT, 408, 410
rectifier, 5, 6

meniscus type, 4
sectored liquid crystal, 6

reflection coefficient, 348–385
refractive index, 406, 416
resolution, 449
resolution limit, 120
retardance, 14, 15

scattering force, 456–470
second harmonic generation (SHG), see

harmonic generation, second
second harmonic generation microscopy,

291
second harmonic microscopy, 239

coherence effects, 242
far-field, 240
near-field, 243
plane-wave approximation, 240

secondary spectrum, 48
secretion, 195
sectioning, 238
sectored LC-rectifier, see rectifier, sectored

liquid crystal
self-focusing, 388, 393
self-organized growth, 445
SH light, 439
Shack–Hartmann wavefront sensor, 313
Shannon number, 120, 122
shear-force, 440
shot noise, 389
signal-to-noise ratio, 186
silicon-on-insulator, 450
simultaneous SHG/TPEF microscopy, 262
single molecule, 195, 197, 205, 206
single-mode fiber, 244
singular value decomposition, 120, 121
slider, 449
slit-lamp biomicroscopes, 414
solid immersion lens (SIL), 60, 65, 117
spectral-domain OCT (SD-OCT), 402, 403,

405, 408, 410, 414, 431
spectroscopic, 401, 402, 406, 408, 409, 411,

416
spectroscopic OCT, 408, 409, 415

stimulated-emission-depletion microscopy,
263

Strehl ratio, 35, 311
substrate

comatic aberration, 94
spherical aberration, 95, 96, 99, 100
thickness, 93
tilt, 94

sum frequency generation microscopy, 246
far-field, 247
near-field, 250

superluminescent diode (SLD), 406, 407,
431

superresolution, 113
surface fluorescence, 195, 200, 227
surface plasmon, 347, 349, 352, 354, 386
surface properties, 352, 360, 362
surface sensitivity, 354
surface specificity, 239
surface topography, 244
surface vibrational spectrum, 246
surface wave, 347–349, 384, 392–395
surgical intervention, 427–428
surgical microscope, 414, 426, 427
susceptibility

nonlinear, 241, 270, 271, 273, 274, 276,
279, 281, 283, 287

swept-source OCT, 403, 408
switching, 437

tadpole, 409, 416–418, 420, 421
Tangential Push-Pull signal, 87
thermal injury, 427–429
thermal noise, 456–475
third harmonic generation, 291
third harmonic generation microscopy, 251,

291
third harmonic microscopy

phase mismatch, 252
third order susceptibility, 252

three-dimensional microscopy, see
microscopy, three-dimensional

three-dimensional OCT imaging, 411, 419,
425, 427

three-photon-excited fluorescence, 263
through-focal optical sections, 13
throughput, 439
time-domain OCT, 402
tissue engineering scaffolds, 428
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titanium:sapphire laser, 406–408, 422, 424
Toraldo masks, 113, 118
torque, 479, 483
total internal reflection microscopy, 353
transient microscopy, 264
transmission coefficient, 376, 393
transverse-priority scanning, 411
tube lens, 22, 30, 43
tumor margins, 423, 426
tumors, 423, 423, 425, 426
tunable infrared, 246
two-photon absorption, 269, 441
two-photon excited fluorescence

4-Pi microscopy, 261
intensity distribution, 257

two-photon excited fluorescence mi-
croscopy, 257

far-field, 257
multipoint excitation, 260
near-field, 258

two-photon imaging, 393
type I systems, 113
type II systems, 114

ultrahigh-numerical-aperture fibers, 408

V(z) curve, 385–393
vessels, 426
vibrational resonance, 246, 253
video-enhanced microscopy, 12

DIC, 12, 13, 17
polarized light, 13–15, 17, 18

viscous drag, 462, 471

wavefront coding, 171
wavefront generator, 321
wavefront sensing, 312

different methods of, 313
errors, 312
Shack–Hartmann, 313

Xenopus laevis (African frog), 409,
416–421, 424, 430

Yukawa interaction, 446

Zernike
expansion, 110
phase-contrast, 92
polynomials, 107–110

Zernike polynomials, 33, 37, 42
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