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Preface

The twofold aim of this book is to provide both a wide coverage of modern game
theory and a detailed account of many of its economic applications. The book is
possibly too extensive to be fully covered in a single course. However, selected
parts of it could be used in a variety of alternative courses, by adapting either
the focus (e.g., altering the relative emphasis on theory and applications) or the
technical difficulty of the discussion (e.g., approaching the more advanced topics
less formally). I have written the book with the aim of rendering these different
routes to using the book reasonably easy to pursue.

The material is organized in twelve chapters. The first nine of them embody the
topics that generally would be included in a standard course of game theory and
economic applications. In line with my objective of providing a smooth integration
of theory and applications, these nine chapters display a repeated alternation of one
and the other. Thus, on the one hand, there are five theory chapters that cover in turn
the basic Theoretical Framework (Chapter 1), Strategic-Form Analysis (Chapter 2),
Refinements of Nash Equilibrium (Chapter 4), Incomplete Information (Chapter 6),
and Repeated Interaction (Chapter 8). In each of these five chapters, the first part
is devoted to “core topics,” while the more demanding discussion is gathered next
under the heading of “supplementary material.” In principle, most of the core topics
could be taught at an undergraduate level, whereas the supplementary material
typically would be covered only in more advanced (possibly graduate) courses.

Except for Chapter 1, each of the theory chapters has a subsequent companion
one centered on applications (i.e., Chapters 3, 5, 7, and 9, respectively). These
companion chapters include a thorough discussion of some of the most paradigmatic
economic applications that rely on the corresponding theory. They are organized
into three blocks or “general themes”: Oligopoly, Mechanism Design, and Markets,
with each of them including five different applications (labeled I through V). The
study of these applications could be conducted in at least three ways. One possibility,
of course, is to discuss them in association with the companion theory. A second
option is to cover these applications in separate blocks, each block then being used
for a monographic course on the respective topic. Still a third approach is to gather
them in terms of comparative difficulty, selecting those applications in each block
that are best suited to the target level. To facilitate this route, the harder applications
are singled out by adding a star (∗) to their headings, a general convention that is
also used throughout this book in other respects (e.g., to mark those exercises that
are somewhat more challenging than the others).

xi



xii Preface

The methodological standpoint adopted in the first nine chapters of the book
is the classical one in the discipline – that is, players are assumed to know the
game, behave rationally, and believe that others will do so as well. In recent times,
however, there has been a strong move among game theorists to consider more
realistic scenarios, in which players are assumed subject to limited (typically called
“bounded”) rationality. The last three chapters of the book are concerned with these
developments. Thus, Chapter 10 focuses on the relationship between evolution and
rationality, Chapter 11 discusses different models of learning in games, and Chap-
ter 12 deals with issues of equilibrium selection. Some, or all, of these chapters
could be used for a specific course on the subject, but they could also serve to com-
plement selectively some of the subjects (either concerning theory or applications)
that are studied earlier in the book.

I would like to conclude this brief Preface by thanking the large number of people
who have helped me in a variety of different ways to complete this book. First, I
must refer to the colleagues and students at the Universidad de Alicante and the
Universitat Pompeu Fabra, where I have been teaching different courses on game
theory in recent years. Even though they are too numerous to list in detail, it is all too
clear to me how their constructive feedback all along has helped to improve the book
very substantially. I want to single out, however, the role played by four doctoral
students: Dunia López Pintado, Rafael López, Miguel Angel Meléndez Jiménez,
and Fernando Luis Valli. They have invested much time and effort in reading the
twelve chapters of the book very thoroughly and have provided numerous helpful
suggestions. I also want to thank my colleague Giovanni Ponti, who helped me,
generously and cheerfully, with the simulations and graphical illustrations of the
various learning dynamics studied in Chapter 11. Finally, as always, my deepest
sense of gratitude belongs to my family, whose support for my work has always
been so generous, even at times when it was a powerful contender for time and
attention. The fact that we have nevertheless managed quite well is the essential
merit of Mireia, my partner in so many other endeavors.



CHAPTER 1

Theoretical framework

1.1 Introduction and examples

In ordinary language, we speak of a “game” as a (generally amusing) process of
interaction that involves a given population of individuals, is subject to some fixed
rules, and has a prespecified collection of payoffs associated to every possible
outcome. Here, the concept of a game mostly embodies the same idea. However, in
contrast to the common use of this term, the kind of interaction to be studied may
be far from amusing, as illustrated by the following example.

Consider the game usually known as the prisoner’s dilemma (PD). It involves
two individuals, labeled 1 and 2,who have been arrested on the suspicion of having
committed jointly a certain crime. They are placed in separate cells and each of them
is given the option by the prosecutor of providing enough evidence to incriminate
the other. If only one of them chooses this option (i.e., “defects” on his partner), he
is rewarded with freedom while the other individual is condemned to a stiff sentence
of twelve years in prison. On the other hand, if both defect on (i.e., incriminate)
each other, the available evidence leads to a rather long sentence for both of, say,
ten years in prison. Finally, let us assume that if neither of them collaborates with
the prosecutor (i.e., they both “cooperate” with each other), there is just basis for a
relatively light sentence of one year for each.

The payoff table corresponding to this situation (where payoffs are identified
with the negative of prison years) is shown in Table 1.1.

Table 1.1: Prisoner’s dilemma

2
1 D C

D −10, −10 0, −12
C −12, 0 −1, −1

What would be your prediction on the most likely outcome of this situation? It
seems clear that the prediction must be (D, D) because D is a dominant strategy,
i.e., it is better than the alternative C , no matter what the other individual might
choose to do; and this is so despite the fact that (C,C) would indisputably be a better
“agreement” for both. However, unless the agents are somehow able to enforce such
an agreement (e.g., through a credible threat of future revenge), they will not be
able to achieve that preferred outcome. If both individuals are rational (in the sense

1



2 Theoretical framework

of aiming to maximize their individual payoffs), choosing D is the only course of
action that makes sense under the circumstances described.

It is important to emphasize that the former line of argument continues to apply
even if the individuals are not isolated in separate cells and may instead com-
municate with each other. As long as their decisions have to be taken indepen-
dently (e.g., in the prosecutor’s office, one by one), the same reasoning applies.
No matter what they might have agreed beforehand, when the time comes to imple-
ment a decision, the fact that D is a dominant choice should lead both of them to
adopt it.

The game just outlined is paradigmatic of many situations of interest. For ex-
ample, the same qualitative dilemma arises when two firms are sharing a certain
market and each one must decide whether to undertake an aggressive or concil-
iatory price policy (see Chapter 3). Now, we turn to another example with a very
different flavor: the so-called battle of the sexes. It involves a certain young couple
who have just decided to go out on a date but still have to choose where to meet
and what to do on that occasion. They already anticipate the possibilities: they may
either attend a basketball game or go shopping. If they decide on the first option,
they should meet by the stadium at the time when the game starts. If they decide
on the second possibility, they should meet at the entrance of a particular shopping
mall at that same time.

Let us assume they have no phone (or e-mail), so a decision must be made at this
time. The preferences displayed by each one of them over the different alternatives
are as follows. The girl prefers attending the basketball game rather than going
shopping, whereas the boy prefers the opposite. In any case, they always prefer
doing something together rather than canceling the date. To fix ideas, suppose
payoffs are quantified as in Table 1.2.

Table 1.2: Battle of the sexes

Boy
Girl B S

B 3, 2 1, 1
S 0, 0 2, 3

where B and S are mnemonic for “basketball” and “shopping,” respectively, and the
pairs of numbers specified quantify the utilities obtained by each individual (first
the girl’s, second the boy’s) for each choice combination. In principle, the couple
could “agree” on implementing any pair of choices on the day in question. However,
only (B, B) and (S, S) represent robust (or stable) agreements in the sense that if
they settle on any of them and each believes that the other side is going to abide by
it, both have incentives to follow suit. Each of these agreements will be labeled a
Nash equilibrium and either of them may be viewed as a sensible prediction for the
game. The problem, of course, is that there is an unavoidable multiplicity in the task
of singling out ex ante which one of the two possible equilibria could (or should)
be played. In contrast with the previous PD game, there is no natural basis to favor
any one of those outcomes as more likely or robust than the alternative one.
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Figure 1.1: Battle of the sexes, sequential version.

Let us now explore a slight variation of the previous story that is not subject to the
aforementioned multiplicity problem. On the day set for the date, rather than both
individuals being out of reach, it turns out that the boy (only he) is at his home, where
he can be contacted by phone. Suppose that the girl knows this and that, initially
(i.e., when the plans were drawn), the boy managed to impose the “agreement” that
they both would go shopping. The girl, angry at this state of affairs, may still resort
to the following course of action: she can arrive at the stadium on the specified day
and, shortly before the boy is ready to leave for the shopping mall, use the phone to
let him know unambiguously where she is. Assume that it is no longer possible for
the girl to reach the shopping mall on time. In this case, she has placed the boy in a
difficult position. For, taking as given the fact that the girl is (and will continue to
be) at the stadium waiting for him, the boy has no other reasonable option (if he is
rational) than to “give in,” i.e., go to the stadium and meet the girl there. What has
changed in this second scenario that, in contrast to the former one, has led to a single
prediction? Simply, the time structure has been modified, turning from one where
the decisions were independent and “simultaneous” to one where the decisions are
sequential: first the girl, then the boy.

A useful way of representing such a sequential decision process diagrammati-
cally is through what could be called a “multiagent decision tree,” as illustrated
in Figure 1.1. In this tree, play unfolds from left to right, every intermediate
(i.e., nonfinal) node standing for a decision point by one of the agents (the boy
or the girl) and a particular history of previous decisions, e.g., what was the girl’s
choice at the point when it is the boy’s turn to choose. On the other hand, every final
node embodies a complete description of play (i.e., corresponds to one of the four
possible outcomes of the game), and therefore has some payoff vector associated
to it.

In the present sequential version of the game, it should be clear that the only
intuitive outcome is (B, B). It is true that, at the time when the plans for the date
are discussed, the boy may threaten to go shopping (i.e., choose S) even if the girl
phones him from the stadium on the specified day (i.e., even if she chooses B).
However, as explained above, this is not a credible threat. Or, in the terminology
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to be introduced in Chapter 4, such a threat does not belong to a (subgame)
“perfect” equilibrium – only (B, B) defines a perfect equilibrium in the present
case.

The representation of a game by means of a multiagent decision tree permits
an explicit description of the order of movement of the different players as well
as their information and possible actions at each point in the game. It is called
its extensive-form representation and provides the most fundamental and complete
way of defining any game. The next section formalizes this theoretical construct in
a general and rigorous manner.

1.2 Representation of a game in extensive form

1.2.1 Formalization

The extensive form of a game requires the description of the following items.

1. The set of players. It will be denoted by N = {0, 1, 2, . . . , n}, where
player 0 represents “Nature.” Nature performs every action that is exoge-
nous to the game (whether it rains, some player wins a lottery, etc.). When
it has no specific role to play, this fictitious player will be simply eliminated
from the description of the game.

2. The order of events. It is given by a certain binary relation, R, defined
on a set of nodes, K . More precisely, the set K is identified with the col-
lection of events that can materialize along the game, whereas the relation
R embodies a suitable criterion of precedence (not necessarily temporal,
possibly only logical) applied to those events.1 Here, the notion of event is
the usual one, i.e., a description of “what is possible” at any given juncture
in the game. Thus, in particular, an “elementary event”2 is to be conceived
simply as a sufficient description of a complete path of play, whereas the
“sure event” refers to the situation that prevails at the beginning of the game
(where still any path of play is attainable). As the players make their choices,
the game advances along a decreasing (or nested) sequence of events, with
a progressively narrower set of possibilities (i.e., paths of play) becoming
attainable. Formally, this is captured through the relation R, which, for any
pair of nodes x, y ∈ K , declares that x Ry whenever every path of play that
is (possible) in y is (possible) as well in x . Thus, for example, if y stands
for the event “both agents attend the basketball game” in the sequential
battle of the sexes represented in Figure 1.1, the event x given by “the girl
attends the basketball game” precedes y. Thus, by writing x Ry in this case,

1 A binary relation R on K is defined as some subset of the Cartesian product K × K . If (x, y) ∈ R, then we say
that x is related to y and typically write x Ry.

2 In the language of traditional decision theory [see, e.g., Savage (1954)], an elementary event is the primitive
specification of matters that would correspond to the notion of a “state,” i.e., a description of all relevant aspects
of the situation at hand. For a formal elaboration of this approach, the reader is referred to the recent (and
somewhat technical) book by Ritzberger (2002).
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we mean that x logically precedes y in the set of occurrences that underlie
the latter event – therefore, if y occurs, so does x as well.

Given the interpretation of R as embodying some notion of precedence,
it is natural to postulate that this binary relation is a (strict) partial ordering
on K , i.e., it displays the following properties3:

Irreflexivity : ∀x ∈ K ,¬(x Rx).

Transitivity : ∀x, x ′, x ′′ ∈ K , [x Rx ′ ∧ x ′Rx ′′] ⇒ x Rx ′′.

Associated to R, it is useful to define a binary relation, P , of immediate
precedence in the following manner:

x Px ′ ⇔ [(x Rx ′) ∧ (�x ′′ : x Rx ′′ ∧ x ′′Rx ′)].

Correspondingly, we may define the set of immediate predecessors of any
given x ∈ K as follows:

P(x) ≡ {x ′ ∈ K : x ′Px}
and the set of its immediate successors by

P−1(x) = {x ′ ∈ K : x Px ′}.
Having interpreted (K , R) as the set of partially ordered events that reflect
the unfolding of play in the game, it is useful to postulate that every y ∈ K
uniquely defines the set of its preceding events – or, expressing it somewhat
differently, that y uniquely induces the chain (or history)4 of occurrences
that give rise to it. In essence, this is equivalent to saying that (K , R) must
have the structure of a tree of events, thus displaying the following two
properties:
(a) There exists a unique root (or initial node) x0 that has no immediate

predecessor (P(x0) = ∅) and precedes all other nodes (i.e., ∀x �= x0,

x0 Rx). This initial node is to be viewed as the beginning of the game.
(b) For each x̂ ∈ K , x̂ �= x0, there exists a unique (finite) path of prede-

cessors {x1, x2, . . . , xr } joining x̂ to the root x0 – i.e., xq ∈ P(xq+1),
for all q = 0, 1, . . . , r − 1, and xr ∈ P(x̂).

As intended, (a) and (b) permit identifying each node in K with a (unique)
particular history of the game – possibly partial and incomplete if it is an
intermediate node, or even “empty” if it is the initial x0. Also note that,
from (a) and (b), it follows that every x �= x0 has a unique immediate
predecessor (i.e., P(x) is a singleton). Indeed, this is precisely the key
feature that allows one to associate to every node the set of its preceding
events (i.e., the underlying history) in a univocal fashion. A possible such

3 As customary, we use the symbol ¬(·) to denote the negation of the statement in question, or ∧, ∨ to join
two statements by “and,” “or.” An alternative way of expressing negation is by superimposing / on a certain
symbol, e.g., � stands for the negation of existence.

4 Its temporal connotations notwithstanding, the term “history” is typically used in game theory to describe the
unfolding of a path of play even when the implied irreversibility does not involve the passage of time. An
illustration of this point may be obtained from some of our upcoming examples in Subsection 1.3.2.
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x0

x

x'
z

z'

z''

x''

P (x) = P(x'' ) P –1(x'' )

Figure 1.2: Tree of events with x0 P x P x ′ P z; x0 P x P z′; x0 P x ′′ P z′′.

tree of events is graphically illustrated in Figure 1.2, where the play of the
game unfolds from left to right and any two nodes linked by a line segment
are taken to be immediately adjacent according to the relation P.

For simplicity, let us posit here that every path of the game reaches a
definite end.5 Denote by Z ≡ {x ∈ K : P−1(x) = ∅} the set of final nodes,
i.e., those nodes with no successors (for example, the nodes z, z′, and z′′

in Figure 1.2). As explained, the interpretation of any such node is that of
a primitive event, a complete history, or simply a game play. It is worth
emphasizing that every final node includes not only information on the
“characteristics” of the final outcome of the game but also describes in full
detail its underlying history. To illustrate this point, consider for example
the event “wearing the two gloves” resulting from the concatenation of the
intermediate events “not wearing any glove” and “wearing just one glove.”
Then, the two different ways in which one may end up wearing the two
gloves (either the right or the left glove first) give rise to two different final
nodes, even though they both display the same relevant features.

3. Order of moves. The set K\Z of intermediate nodes is partitioned into
n + 1 subsets K0, K1, . . . , Kn. If x ∈ Ki , this simply means that when the
event reflected by x materializes, it is player i’s turn to take an action. For
convenience, it is typically assumed that, if Nature moves in the game, it
does so first, thus resolving once and for all any bit of exogenous uncertainty
that may affect the course of play. In terms of our previous formalization,
this amounts to making K0 ⊆ {x0} – of course, K0 is empty if Nature does
not have any move in the game.

4. Available actions. Let x ∈ Ki be any node at which some player i ∈ N
moves. The set of actions available to player i at that node is denoted by

5 Some of the game-theoretic models proposed at later points in this book (cf., for example, Subsections 5.2.1
and 8.2) admit the possibility that the game never ends, a case that requires a natural extension of the present
formulation. Then, every infinite history must be interpreted as a different “end node,” which again embodies
a full description of the whole turn of events that underlie it.
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A(x).Naturally, the cardinality of A(x) must be identical to that of P−1(x),
the set of immediate successors of x . This simply reflects the fact that it
is player i who decides how the game proceeds after x along one of the
possible ensuing directions. Formally, what is required is that the sets A(x)
and P−1(x) be isomorphic, i.e., each immediate successor of x must have
a unique and different action a in the set A(x) associated to it, and vice
versa.

5. Information sets. For every player i, we postulate that her corresponding
set of decision nodes Ki can be partitioned into a set Hi of disjoint sets, i.e.,
Ki =

⋃
h∈Hi

h with h ∩ h′ = ∅ for all h, h′ ∈ Hi (h �= h′). Each of these
sets h ∈ Hi is called an information set and has the following interpretation:
player i is unable to discriminate among the nodes in h when choosing an
action at any one of them. Intuitively, if player i cannot distinguish between
two different nodes x, x ′ ∈ h, it must be that player i did not observe (or has
forgotten – see Section 1.4) the preceding occurrences (choices) on which
x and x ′ differ. Obviously, this interpretation requires that A(x) = A(x ′) –
that is, there must exist the same set of available actions at both x and
x ′. Otherwise, the inconsistency would arise that player i could in fact
distinguish between x and x ′ on the basis of the different set of actions
available at each node (an information that of course player i should have
because she is the decision maker at both of those nodes).

6. Payoffs. Associated with every possible game play (i.e., final node or
complete history of the game) there is a certain payoff for each of the
different players. Thus, for every one of the final nodes z ∈ Z , we assign
an n-dimensional real vector π (z) = (πi (z))n

i=1, each πi (z) identified as
the payoff achieved by player i = 1, 2, . . . , n if the final node z is reached.
These real numbers embody how players evaluate any possible outcome
of play and thus reflect every consideration they might deem relevant –
pecuniary or not, selfish or altruistic. Payoffs for Nature are not specified
since its behavior is postulated exogenously. (Fictitiously, one could simply
posit constant payoffs for Nature over all final nodes.)

Payoff magnitudes are interpreted as von Neumann–Morgenstern util-
ities and, therefore, we may invoke the well-known theorem of expected
utility6 when evaluating random outcomes. That is, the payoff or utility of a
certain “lottery” over possible plays (or final nodes) is identified with its ex-
pected payoff, the weights associated with each one of those plays given by
their respective ex ante probability. This implies that payoffs have a cardinal
interpretation (i.e., payoff differences have meaning) and embody players’
attitude to risk. Formally, it amounts to saying that the specification of the
payoffs in the game is unique only up to monotone affine transformations.7

Finally, note that even though “payoff accounting” is formally performed
at the end of the game (i.e., payoffs are associated with final nodes alone),

6 See, e.g., Kreps (1990) for a classical textbook treatment of this topic.
7 A monotone affine transformation of a utility function U (·) is any function Ũ (·) over the same domain, which

may be written as follows: Ũ (·) = α + βU (·) for any real numbers α, β, with β > 0.
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this does not rule out that partial payoffs may materialize at intermediate
stages. In those cases, the payoff associated with any final node is to be
interpreted as the overall evaluation of the whole stream of payoffs earned
along the unique history that leads to it.

The above six components define a game in extensive form. Often, we shall rely on
a graphical description of matters where

� the unfolding events x ∈ K induced by players’ actions are represented
through a tree structure of the sort illustrated in Figure 1.2;

� intermediate nodes are labeled with the index i ∈ N of the player who takes
a decision at that point;

� the edges departing from intermediate nodes x ∈ K are labeled with the
respective actions a ∈ A(x) leading to each of its different successors in
P−1(x);

� the intermediate nodes {x ∈ h} that belong to the same information set h
are joined by a dashed line;

� the final nodes z ∈ Z have real vectors π (z) associated with them, express-
ing the payoffs attained by each player in that game play.

A simple illustration of such a graphical way of describing a game in extensive
form is displayed in Figure 1.3.

1.2.2 Examples

1.2.2.1 A simple entry game. Consider two firms, 1 and 2, involved in the following
game. Firm 1 is considering whether to enter the market originally occupied by a
single incumbent, firm 2. In deciding what to do (enter (E) or not (N )), firm 1
must anticipate what will be the reaction of the incumbent (fight (F) or concede
(C)), a decision the latter will implement only after it learns that firm 1 has entered
the market. Assume that the monopoly (or collusive) profits to be derived from the

2

2

(0, 2, 0)

B
a

(0, 1, 1)

(1, 0, 0)

1

A

C

a

α

β

b

b

3

(5, 1, 0)

(5, 0, 1)

(–5, 2, 3)

Figure 1.3: A game in extensive form.



Representation of a game in extensive form 9

1

2

N

E F

C

(–1, –1)

(1, 1)

(0, 2)

Figure 1.4: A simple entry game, extensive form.

market are given by two million dollars, which firm 2 either can enjoy alone if it
remains the sole firm or must share with firm 1 if it concedes entry. On the other
hand, if firm 2 fights entry, both firms are assumed to incur a net loss of one million
dollars because of the reciprocal predatory policies then pursued.

The extensive-form representation of the entry game considered is described in
Figure 1.4. In this simple extensive form, each firm has just one information set
consisting of only one node. Thus, in both of these information sets, the corre-
sponding firm is fully informed of what has happened at preceding points in the
game. With this information at hand, each firm has two possible actions to choose
from (N or E for firm 1; F or C for firm 2).

1.2.2.2 A matching-pennies game. Consider the following game. Two players si-
multaneously choose “heads” or “tails.” If their choices coincide (i.e., both select
heads, or both select tails) player 2 pays a dollar to player 1; in the opposite cases,
player 1 pays this amount to player 2.

As explained above, the extensive form is to be conceived as the most basic and
complete way of representing a game. However, since an extensive-form represen-
tation displays, by construction, a sequential decision structure (i.e., any decision
node can belong to only a single agent), one might be tempted to think that it is
inherently unsuited to model any simultaneity of choices such as the one proposed
here. To resolve this puzzle, the key step is to grasp the appropriate interpretation
of the notion of “simultaneity” in a strategic context. In any given game, the fact
that certain actions are described as “simultaneous” does not necessarily reflect the
idea that they are chosen at the same moment in real time. Rather, the only essential
requirement in this respect is that at the time when one of the players takes her
decision, she does not know any of the “simultaneous” decisions taken by the other
players.

To formalize such a notion of simultaneity, we rely on the concept of information
set, as formulated in Subsection 1.2.1. This allows us to model the matching-pennies
game through any of the two extensive-form representations displayed in Figures 1.5
and 1.6 (recall the graphical conventions illustrated in Figure 1.3). In either of
these alternative representations, each player has just one information set and two
possible actions (heads (H ) or tails (T )). However, while in the first representation
it is player 1 who “fictitiously” starts the game and then player 2 follows, the second
representation has the formal roles of the players reversed. Clearly, both of these
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1

2

2

H

H

T

T H

T

(1, –1)

(1, –1)

(–1, 1)

(–1, 1)

Figure 1.5: A matching-pennies game in extensive form, alternative 1.

2

1

1

H

H

T

T H

T

(1, –1)

(1, –1)

(–1, 1)

(–1, 1)

Figure 1.6: A matching-pennies game in extensive form, alternative 2.

alternative extensive-form representations of the game should be viewed by the
players as strategically equivalent. In both of them, no player is informed of the
action played by the opponent, either because she moves first or because she is
unable to distinguish between the possible “prior” moves of the other player.

1.2.2.3 Battle of the sexes. Along the lines pursued for the previous example,
we may return to the battle of the sexes introduced in Section 1.1 and describe
the extensive-form representation of its simultaneous version as displayed in
Figure 1.7.

Again, the alternative representation of the simultaneous battle of the sexes where
the formal roles of the boy and the girl are reversed is strategically equivalent to
the one described in Figure 1.7. Of course, this is no longer the case if we consider
instead the sequential version of the game where the girl moves first. Such a game
has the extensive-form representation described in Figure 1.1. In it, the girl still
has only one information set (she moves without knowing the decision her partner
will make), but the boy has two information sets (he already knows the decision
adopted by the girl at the time he makes his own decision). As explained in our
informal discussion of Section 1.1, this sequential version of the game leads to a
rather strong strategic position for the girl. It is obvious, however, that the relative
strength of the strategic positions is reversed if the roles of the players (i.e., their
order of move) is permuted. Thus, in contrast with the simultaneous version, such
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Boy

Boy

(3, 2)

B

B

S

S

B

S

(1, 1)

(0, 0)

(2, 3)

Girl

Figure 1.7: Battle of the sexes, simultaneous version; extensive form.

a permutation does not produce strategically equivalent extensive-form games in
this case.

1.2.2.4 The highest-card game. Two players use a “pack” of three distinct cards,
C ≡ {h(high), m(medium), l(low)}, to participate in the following game. First,
player 1 picks a card, sees it, and then decides to either “bet” (B) or “pass” (P). If
player 1 bets, then player 2 picks a card out of the two remaining ones, sees it, and
chooses as well to either “bet” (B ′) or “pass” (P ′). If both players bet, the player
who has the highest card (no ties are possible) receives a hundred dollars from the
opponent. On the other hand, if at least one of the players does not bet, no payments
at all are made.

The extensive-form representation of this game is displayed in Figure 1.8. First,
Nature moves at the root of the game (recall Subsection 1.2.1) and chooses one
of the six possible card assignments for the two players in the set D ≡ {(c1, c2) ∈
C × C : c1 �= c2}. Next, there are three possible information sets for player 1, as
she is informed of her own card but not of that of the opponent. (Again, we use
the convention of joining the nodes included in the same information set by a
discontinuous line.) In each of these information sets there are two nodes (those
that correspond to the opponent receiving one of the two cards she herself has not
received) and the same two choices available (B or P).8 In case player 1 decides
to bet, three further information sets for player 2 follow, each of them reflecting
analogous information considerations for this player. If both bet (i.e., choose B and
B ′, respectively), the induced final nodes have a payoff vector that assigns 100 to
the player with the highest card and −100 to the opponent. On the other hand, if
one of them does not bet (i.e., passes), the corresponding final node has a payoff
vector (0, 0) associated with it.

8 Note that, for notational simplicity, the same label (P or B) is attributed to pass or bet in different information
sets of player 1. To be fully rigorous, however, we should have different labels in different information sets
because their respective actions of passing and betting should be conceived as different in each of them. Of
course, the same comment applies to the action labels of player 2 in the subsequent information sets.
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B'

B'
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B'
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(h, m)

(h, l)

(m, h)

(m, l)

(l, h)

(l, m)

Figure 1.8: The highest-card game, extensive form.

1.3 Representation of a game in strategic form

1.3.1 Formalization

Consider a game in extensive form:

� = {
N , {Ki }n

i=0, R, {Hi }n
i=0, {A(x)}x∈K\Z ,

{
[πi (z)]n

i=1

}
z∈Z

}
(1.1)

where each of its components has been formally defined in Subsection 1.2.1. All
players involved in the game are assumed to be perfectly informed of its underlying
structure, i.e., they know each of the components listed in �. Therefore, every one
of them can precisely identify the different situations in which she might be called
upon to play and consider, hypothetically, what her decision would be in every
case. In modeling players who can perform ex ante such an exhaustive range of
hypothetical considerations, we are led to the fundamental notion of strategy.

For each player, a strategy in � is a complete collection of contingent choices
that prescribe what this player would do in each of the occasions in which she
might have to act (i.e., make some decision). Thus, a strategy has to anticipate
every possible situation in which the player could be asked to play and, for each
of them, determine a particular choice among the alternative options available.
Obviously, since it is impossible to demand from a player that she make a decision
that depends on information she does not hold, a strategy must prescribe the same
action for all the nodes included in any particular information set. Or, rephrasing
it somewhat differently, a strategy can make players’ decisions contingent only on
their respective information sets, not on the particular decision nodes (among which
they are not always able to discriminate).
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A different and complementary perspective on the concept of strategy is to view
it as a sufficient set of instructions that, if the player were to convey them to some
intermediary, would allow the former to leave the game and have the latter act on
her behalf. Only if this set of instructions can never leave the intermediary at a
loss (i.e., not knowing how to proceed in some circumstances), can we say that it
properly defines a strategy for the player in question.

To proceed now formally, recall that, for each player i ∈ N , Hi denotes the par-
tition of her respective decision nodes Ki in disjoint informations sets. For any
h ∈ Hi and x ∈ h, consider the simplifying notation A(h) ≡ A(x), and denote
Ai ≡

⋃
h∈Hi

A(h). Then, as explained above, a strategy for player i is simply a
function

si : Hi → Ai , (1.2)

with the requirement that

∀h ∈ Hi , si (h) ∈ A(h), (1.3)

i.e., any of the actions selected at given information set h must belong to the
corresponding set of available actions A(h).

Note that since any strategy si of player i ∈ N embodies an exhaustively contin-
gent plan of choice, every particular strategy profile s ≡ (s0, s1, s2, . . . , sn) speci-
fying the strategy followed by each one of the n + 1 players uniquely induces an
associated path of play. Denote by ζ (s) ∈ Z the final node representing this path
of play. Because all players are taken to be fully informed of the game � (i.e.,
know the different items specified in (1.1)), every player can be assumed to know
as well the mapping ζ : S0 × S1 × · · · × Sn → Z . Therefore, the decision prob-
lem faced by each player i can be suitably formulated in the following fashion:
choose strategy si ∈ Si under some anticipation, conjecture, or guess concerning
the strategies s j ∈ Sj to be chosen by the remaining players j �= i . But then, if
players may approach the strategic situation from such an ex ante viewpoint (i.e.,
by focusing on their own and others’ plans of action), the same must apply to us,
game theorists, who aim to model their behavior. Indeed, this is in essence the per-
spective adopted by the model of a game that is known as its strategic (or normal)
form representation, which is denoted by G(�).9 It consists of the following list of
items:

G(�) = {
N , {Si }n

i=0, {πi }n
i=1

}
,

where

1. N is the set of players.
2. For each player i = 1, 2, . . . , n, Si is her strategy space, i.e., the set of

possible mappings of the form given by (1.2)–(1.3). Often, if we denote
by |Hi | the cardinality of the set Hi , it will be convenient to think of Si

9 The notation G(�) responds to the idea that � is taken to be the most fundamental representation of the game,
whereas G(�) is conceived as a “derived” representation. Nevertheless, we often find it convenient to formulate
a game directly in strategic form, thus dispensing with the explicit detail of its extensive-form structure.
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Table 1.3: A simple entry game,
strategic form

2
1 F C

N 0, 2 0, 2
E −1, −1 1, 1

as contained in the Cartesian product A|Hi |
i , a set that is isomorphic to the

family of functions of the form (1.2).10

3. For each player i = 1, 2, . . . , n,

πi : S0 × S1 × · · · × Sn → R (1.4)

is her payoff function where, abusing former notation, the payoff associated
to every strategy profile s ≡ (s0, s1, s2, . . . , sn) is identified with the payoff
πi (ζ (s)) earned by player i in the final node z = ζ (s) uniquely induced by
those strategies.

The apparent simplicity displayed by the strategic-form representation of a game
is somewhat misleading. For if the underlying game is complex (e.g., displays an
involved sequential structure), a complete specification of the strategy spaces may
become a quite heavy task. Then, the full richness of detail (order of movement,
dispersion of information, player asymmetries, etc.), which is explicitly described
by the representation of the game in extensive form, becomes implicitly “encoded”
by a large set of quite complex strategies. To illustrate matters, we now focus on
the collection of leading examples introduced in Subsection 1.2.2 and describe for
each of them in turn their corresponding strategic form.

1.3.2 Examples

1.3.2.1 A simple entry game (continued). Consider the entry game whose exten-
sive form is described in Figure 1.4. In this game, both players have only one
information set. Therefore, their respective strategy sets can be simply identi-
fied with the set of possible actions for each of them. That is, S1 = {N , E} and
S2 = {F,C}. To complete the specification of the strategic form, one still has to
define the players’ payoff functions. These may be characterized by a list of payoff
pairs [(πi (s1, s2))i=1,2](s1, s2)∈S1×S2 , as displayed in Table 1.3, where each row and
column, respectively, is associated with one of the strategies of individuals 1 and 2.

1.3.2.2 A matching-pennies game (continued). Consider now the matching-
pennies game whose two equivalent extensive-form representations are described
in Figures 1.5 and 1.6. Again in this case, because each player has only one

10 Let the elements of Hi be indexed as h1, h2, . . . , hr . Then, any y = ( y1, y2, . . . , yr ) ∈ A|Hi |
i can be identified

with the mapping si (·) such that si (hk ) = yk . Of course, for such a mapping to qualify as a proper strategy, it
has to satisfy (1.3).
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Table 1.4: A matching-pennies game,
strategic form

2
1 H T

H 1, −1 −1, 1
T −1, 1 1, −1

Table 1.5: Battle of the sexes, sequential version; strategic form

Boy
Girl (B, B) (B, S) (S, B) (S, S)

B 3, 2 3, 2 1, 1 1, 1
S 0, 0 2, 3 0, 0 2, 3

information set, her strategies can be identified with the actions available in that
single information set. That is, S1 = {H, T }, S2 = {H, T } where, for simplicity, we
do not distinguish notationally between each player’s strategies. Finally, to define
the payoff functions, the induced payoff pairs are arranged in Table 1.4 with the
aforementioned conventions.

1.3.2.3 Battle of the sexes (continued). The simultaneous version of the battle of
the sexes (cf. Figure 1.7) is formally analogous to the previous example, its payoffs
as given by Table 1.2. On the other hand, its sequential version, whose extensive-
form representation is given by Figure 1.1, has the girl displaying one information
set and the boy displaying two of them. Thus, for the girl, her strategy set is simply
Sg = {B, S}, whereas for the boy we have Sb = {(B, B), (B, S), (S, B), (S, S)}.
Here (recall Subsection 1.3.1), we view each of the boy’s strategies as an element of
{B, S}|Hb| = {B, S}2, with the information sets indexed downward (i.e., the upper
one first, the lower one second). With this notational convention, the payoff functions
are as indicated in Table 1.5.

An interesting point to note in this case is that the payoff table displays a number
of payoff-vector equalities across pairs of different cells. This simply reflects the
fact that, given any particular girl’s strategy, only that part of the boy’s strategy
that pertains to the information set induced by the girl’s decision is payoff relevant.
Therefore, the two different boy’s strategies that differ only in the information set not
reached (given the girl’s chosen strategy) lead to the same payoff for both players.

1.3.2.4 The highest-card game (continued). Consider the game whose extensive-
form representation is described in Figure 1.8. In this game, the players’ strategy
spaces (including Nature in this case) are as follows:

� Nature: S0 = {(c1, c2) ∈ C × C : c1 �= c2}.
� Player 1: S1 = {s1 : C −→ {Bet (B), Pass (P)}} = {B, P}|C |.
� Player 2: S2 = {s2 : C −→ {Bet (B ′), Pass (P ′)}} = {B ′, P ′}|C |.
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Table 1.6: Highest-card game; payoff table when Nature chooses (m, l)

2
1 (B, B, B) (B, B, P) (B, P, B) · · · (P, P, P)

(B, B, B) 100, −100 0, 0 100, −100 · · · 0, 0
(B, B, P) 100, −100 0, 0 100, −100 · · · 0, 0
(B, P, B) 0, 0 0, 0 0, 0 · · · 0, 0
...

...
(P, P, P) 0, 0 0, 0 0, 0 · · · 0, 0

The strategies of players 1 and 2 may now be represented by terns, whose com-
ponents are, respectively, associated with each of their three information sets
(a different one for each of the three cards that may be drawn). Thus, indexing
information sets downward on the associated card number received (i.e., starting
with the highest card and finishing with the lowest one), we can write:

S1 = {(B, B, B), (B, B, P), (B, P, B), . . . , (P, P, P)}
S2 = {(B ′, B ′, B ′), (B ′, B ′, P ′), (B ′, P ′, B ′), . . . , (P ′, P ′, P ′)}.

Once the strategy spaces have been determined, to complete the specification of the
game’s strategic form we just need to list the collection of payoff pairs for players 1
and 2, [π1(s), π2(s)], associated with every possible strategy profile s = (s0, s1, s2).
Since the strategy profiles are three-dimensional in the present case, this may be
done by specifying the collection of two-dimensional payoff tables involving player
1’s and player 2’s strategies that is spanned by the whole range of possible strategy
choices on the part of Nature. In this fashion, for each s0 = (c1, c2) ∈ S0,we obtain
a payoff table analogous to those used in previous examples. Rather than tediously
describing all such six payoff tables in detail, let us illustrate matters by focusing on
just one particular Nature’s choice, say (c1, c2) = (m, l). For this case, the induced
payoffs (for player 1 and 2) are as described in Table 1.6.

1.4 Mixed extension of a game

The concept of strategy introduced above corresponds to what is usually known as a
pure strategy, i.e., it prescribes the choice of a specific action at every information set
in a deterministic fashion. However, as we shall see (cf., e.g., Section 2.4), there are
many games of interest where the analysis would be unduly limited if one were to be
restricted to pure strategies. In particular, it turns out that, under such a restriction,
even the most basic equilibrium notions customarily proposed to study strategic
situations are often subject to troublesome problems of nonexistence. This is the
main motivation that has led game theorists to extend the deterministic decision
framework considered here so far to a more general one that allows for so-called
mixed strategies. In essence, what this extension provides is the possibility that
players may select one of the pure strategies in a random fashion; that is, through
an associated (ex ante uncertain) lottery whose induced consequences must then
be evaluated in expected terms.
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Formally, the space of mixed strategies for any player i coincides with the
set of probability measures on her space of pure strategies Si . Assume that
Si ≡ {si1, si2, . . . , siri } is a finite set with cardinality ri = |Si |. Then, player i’s
space of mixed strategies, denoted by �i , may be simply identified with the
(ri − 1)-dimensional simplex �ri−1 = {σi = (σi1, σi2, . . . , σiri ) ∈ R

ri : σiq ≥ 0
(q = 1, 2, . . . , ri ),

∑ri
q=1 σiq = 1}, i.e., the set of the ri -dimensional real vectors

whose components are nonnegative and add up to one. Given any σi ∈ �i , its qth
component σiq (sometimes, alternatively denoted by σi (siq)) is interpreted as the
probability with which player i actually adopts (ex post) the pure strategy siq when
choosing the mixed strategy σi .

Once mixed strategies are allowed as a possible object of choice on the part
of players, their payoff functions πi (·) in (1.4) must be extended to the full set
of mixed-strategy profiles � = �0 × · · · ×�n. Recalling from Subsection 1.2.1
that the payoffs of the game are to be conceived as von Neumann-Morgenstern
utilities, this may be done simply by computing the corresponding expected payoffs.
Thus, abusing previous notation and letting πi (·) denote both expected as well as
realized payoffs, the (expected) payoffsπi (σ ) induced by any given profile of mixed
strategies σ = (σ0, σ1, . . . , σn) ∈ � are given by

πi (σ ) =
r0,r1,...,rn∑

q0,q1,...,qn=1

σ0q0σ1q1 . . . σnqnπi

(
s0q0, s1q1, . . . , snqn

)
. (1.5)

Note that

r0,r1,...,rn∑
q0,q1,...,qn=1

σ0q0σ1q1 . . . σnqn =
r0∑

q0=1

σ0q0

(
r1∑

q1=1

σ1q1

(
. . .

(
rn∑

qn=1

σnqn

)
. . .

))
= 1

so that [σ0q0 σ1q1 . . . σnqn ]r0,r1,...,rn
q0,q1,...,qn=1 embodies a suitable probability vector, each

component σ0q0σ1q1 . . . σnqn indicating the probability that each of the n + 1 players
i = 0, 1, . . . , n happens to select the pure strategy siqi thus leading to a pure-strategy
profile (s0q0, s1q1, . . . , snqn ).Of course, a crucial implicit assumption underlying this
formulation is that the randomization induced by each player’s mixed strategy is
stochastically independent of that performed by any other player.11 Given any game
in strategic form G = {

N , {Si }n
i=0, {πi }n

i=1

}
, the extended framework where players

i ∈ N may use mixed strategies �i and payoff functions πi (·) are defined by (1.5)
is known as the mixed extension of G.

Heuristically, a mixed strategy reflects a randomization whose induced uncer-
tainty over the alternative plans (i.e., pure strategies) is fully resolved at the begin-
ning of the game. That is, once the particular deterministic plan has been chosen, it
is maintained unchanged throughout the game. In contrast with this approach, we
could also conceive of a situation in which a player may wish to perform an inde-
pendent (ad hoc) randomization when choosing an action at each of the information

11 This requirement of stochastic independence across players’ choices may be relaxed, as in the concept of
correlated equilibrium discussed in Section 2.6.
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sets visited along the game. This is the idea that underlies the concept of behavioral
strategy.

Formally, a behavioral strategy is a function

γi : Hi −→ �(Ai ), (1.6)

which for each h ∈ Hi associates a probability vector [γi (h)(a)]a∈Ai ∈ �(Ai ) with
the following interpretation: for every a ∈ A(h), γi (h)(a) is the probability with
which player i selects action a at node x ∈ h. Naturally, it must be required that
γi (h)(â) = 0 if â /∈ A(h); i.e., the support of γi (h) is included in A(h). The set of
behavioral strategies of player i will be denoted by �i ≡ {γi : Hi → �(Ai )}, with
� ≡ �0 ×�1 × · · ·�n.

In a certain sense, we may view the notion of behavioral strategy as introducing
the possibility of “mixing” directly in the extensive form of the game, in contrast
with the notion of mixed strategy, which is a concept derived from its strategic form.
Clearly, any profile of behavioral strategies γ ∈ � induces a probability measure
on the set of possible paths of play and, therefore, on the set of final nodes and
corresponding payoffs as well. This allows players to evaluate the performance of
any behavioral strategies on the extensive form in the same way they do it for mixed
strategies on the strategic form. The parallelism between the two choice constructs
(mixed and behavioral strategies) naturally leads to the following question: Might
players ever prefer to “mix” (or randomize) in one way over the other? We do
not address this question here in any detail other than saying that, under standard
conditions, mixed and behavioral strategies are strategically equivalent. That is,
under those conditions, players (as well as ourselves, the analysts of the situation)
are not limited in any significant way by relying on either of the two approaches
to plan (or analyze) strategic behavior. The conditions that have been generically
referred to as “standard” always obtain whenever the game displays perfect recall,
in the sense that players never forget what each of them formerly knew or chose.
All our applications and further theoretical developments in this book will have
players display perfect recall. However, because of the theoretical and pedagogical
interest of the issue, further discussion of it (in particular, a formal definition of
perfect recall) is included in the supplementary material of this chapter.

Supplementary material

1.5 Mixed and behavioral strategies

1.5.1 Formal relationship

As a preliminary step in contrasting the strategic implications of mixed and behav-
ioral strategies, it is useful to start with the explicit description of a procedure that,
given any mixed strategy σi ∈ �i for some player i, associates a behavioral strategy
γi ∈ �i in a univocal and coherent fashion. Intuitively, the behavioral strategy γi

induced by any mixed strategy σi must have, at each information set h ∈ Hi and
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Figure 1.9: Extensive-form structure.

for every a ∈ A(h), the following equality satisfied:

γi (h)(a) = Pr σi [si (h) = a | h];

that is, the probability of choosing a at h must coincide with the probability asso-
ciated by σi to choosing a pure strategy that prescribes a at h (of course, the latter
probability computed conditional on reaching this information set).

To understand some of the subtle issues that arise in this connection, consider a
game with the extensive-form structure represented in Figure 1.9. (Payoffs are not
included here because they are immaterial to the argument.) In this game, player 1
has four pure strategies: (A,C), (A, D), (B,C), (B, D). Focus, for example, on
the mixed strategy σ̃1 = (1/2, 0, 0, 1/2) and the second information set of player 1.
Within this information set (which is referred to as h̃) the strategy σ̃1 associates
with action D a “total” probability equal to∑

{s1∈S1:s1(h̃)=D}
σ̃1(s1) = 1/2.

However, this is not the conditional probability of choosing D, provided the in-
formation set h̃ is effectively reached. In fact, this probability is zero because this
information set is reached (given σ̃1) only if player 1 adopts strategy (A,C).

To obtain a suitable formalization of matters, denote by Ŝi (h) the set of pure
strategies by player i that are compatible with a certain information set h, i.e.,
admit the possibility that realized play may visit a node in h for some profile of the
remaining players. (For example, in the game illustrated in Figure 1.9, if h̃ continues
to refer to the second information set of player 1, Ŝ1(h̃) = {(A,C), (A, D)}.) Then,
the behavioral strategy associated with any given strategy σi ∈ �i may be formally
constructed as follows:

∀h ∈ Hi , ∀a ∈ A(h),

γi (h)(a) =
∑

{si∈Ŝi (h) : si (h)=a} σi (si )∑
si∈Ŝi (h) σi (si )

if
∑

si∈Ŝi (h) σi (si ) > 0;

γi (h)(a) = ∑
{si∈Si : si (h)=a} σi (si ) otherwise.

(1.7)
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Figure 1.10: Extensive-form structure.

That is, the probability that the behavioral strategy γi attributes to playing any
action a in some information set h is identified with the conditional probability
induced by σi , as long as such strategy renders it possible that the information set h
be reached (i.e., as long as

∑
si∈Ŝi (h) σi (si ) > 0). Otherwise, if the strategy σi itself

rules out that h could be visited, then the contemplated conditional probability is
not well defined. In those cases, we follow the somewhat arbitrary procedure of
identifying the probability of playing each action a in h with the total probability
that (in an essentially irrelevant manner) the strategyσi associates with this choice.12

Note that, by construction, the formulation described in (1.7) guarantees that both
σi and γi induce the same “conditional randomization” over available actions at
each information set. From this viewpoint, therefore, both of them reflect the same
contingent behavior on each separate information set.

In general, the procedure embodied by (1.7) defines a mapping from mixed to
behavioral strategies that, although single-valued and on-to (cf. Exercise 1.9), is not
injective. That is, generally there will be more than one mixed strategy that induces
the same behavioral strategy. To illustrate this fact, consider the extensive-form
structure displayed in Figure 1.10.

Player 2 has four pure strategies in this game: (A,C), (A, D), (B,C), (B, D).
Consider the following two mixed strategies: σ2 = (1/4, 1/4, 1/4, 1/4) and σ ′

2 =
(1/2, 0, 0, 1/2). Both generate the same behavioral strategy γ2 = ((1/2, 1/2),
(1/2, 1/2)), where the first pair corresponds to the probabilities applied in the
first information set and the second pair to those applied in the second informa-
tion set.

As advanced in Section 1.4, the fact that there may well be a common behav-
ioral strategy induced by several different mixed strategies poses no fundamental
problem in the analysis of a game if players display perfect recall. Under these
conditions, it turns out that every behavioral strategy is fully equivalent (from a
strategic viewpoint) to any of the mixed strategies that induces it. These issues are
explained in more detail in Subsection 1.5.2, once the concept of perfect recall has
been rigorously defined.

12 There would be other alternative ways of completing the behavioral strategy at information sets that are not
reachable (with positive probability) given the mixed strategy in question. The particular choice to be made
in this respect nevertheless would have no important implication on the analysis of the game. For example,
one could associate a uniform conditional probability with each of the actions available in any unreachable
information set.
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Figure 1.11: Game with perfect recall.

1.5.2 Perfect recall and strategic equivalence

A game is said to exhibit perfect recall if, throughout it, players never forget either
the actions they previously took or the information they formerly knew. How can
one formalize this twin and seemingly vague idea? Relying on the versatile and by
now familiar notion of information set, we next provide a transparent and rigorous
formalization of it.

Formally, a player i does not forget a certain action a ∈ A(x) adopted at some
preceding node x ∈ Ki if

∀x ′, x ′′ (x ′ �= x ′′), x = P(x ′) = P(x ′′),

(x ′R x̂, x ′′R x̃, x̂ ∈ Ki , x̃ ∈ Ki ) ⇒ h(x̂) �= h(x̃),

where h(·) denotes the information set to which the node in questions belongs.
Analogously, we may now turn to the requirement that any given player i does

not forget any information she previously knew. This is equivalent to asserting that
if a player does not hold some particular information at a certain point of the game,
she did not hold it before. Formally, it can be described as follows13:

∀x, x ′ ∈ Ki , x ′ ∈ h(x), [x̂ ∈ Ki , x̂ R x] ⇒ [∃ x̃ ∈ h(x̂) : x̃ R x ′].

When a game exhibits perfect recall, mixed and behavioral strategies are strategi-
cally equivalent forms of modeling players’ behavior. That is, for any player and
any particular strategy profile of her opponents (either mixed or behavioral), the
probability distribution over paths of play (or final nodes) generated by

(i) a particular behavioral strategy on the player’s part, or
(ii) any of her mixed strategies that induce that behavioral strategy

are completely identical. In this sense, therefore, players should be indifferent about
using one form of strategy or the other in shaping their (random) behavior along
the game.

To illustrate the issue, consider the simple games displayed in Figures 1.11 and
1.12. Their extensive-form structure is the same, except that the first displays perfect
recall, whereas the second does not.

13 Of course, x̃ may well coincide with x̂ .
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Figure 1.12: Game with imperfect recall.

In the first game, player 1 has eight pure strategies:

(T, X, X ), (T, X, Y ), (T, Y, X ), (T, Y, Y ), (B, X, X ),

(B, X, Y ), (B, Y, X ), (B, Y, Y ),

where, for our present purposes, we find it convenient to abuse notation and iden-
tify with the same labels (X and Y ) the actions available in each of the two
last information sets of player 1. Consider any mixed strategy σ1 ∈ �7 and let
γ1 ≡ (γ11, γ12, γ13) ∈ �1 ×�1 ×�1 be its induced behavioral strategy. It is easy
to see that both are equivalent in the above indicated sense. Let us focus, for exam-
ple, on the probability that the path T -c-X be realized when player 1 adopts strategy
σ1 ∈ �1. Denoting the first information set of player 1 by h1 and her second upper
one by h2, that probability is given by

Prσ1 (T -c-X ) = Prσ1{(s1(h1)=T ) ∧ (s1(h2)= X )}
= Prσ1 {s1(h1)=T }×Prσ1 {s1(h2)= X | s1(h1)=T } .

On the other hand, using (1.7), we have

γ11(T ) = Prσ1 {s1(h1) = T }
γ12(X ) = Prσ1 {s1(h2) = X | s1(h1) = T } ,

which indicates that player 1 enjoys the same range of possibilities over the final
course of play by either using σ1 or its associated γ1. That is, even “restricting” to
a behavioral strategy such as γ1 above, player 1 may guarantee that

Prγ1 (T -c-X ) = Prσ1 (T -c-X ).

In contrast, consider now the alternative version of the game with imperfect
recall displayed in Figure 1.12, where player 1 forgets what action she took in
her first information set. In this game, player 1 has only two information sets and
the following four pure strategies:

(T, X ), (T, Y ), (B, X ), (B, Y ).
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Let us focus on the following mixed strategy σ̃1 = (1/2, 0, 0, 1/2). It gives rise
to the behavioral strategy γ̃1 = ((1/2, 1/2), (1/2, 1/2)) , where each of the two
vectors in it correspond to the conditional choice probabilities at the two alternative
information sets of player 1 in the game. In this case, strategy γ̃1 is no longer
equivalent to σ̃1. To see it, note that strategy σ̃1 induces probability 1/2 for each of
the two paths T -c-X and B-d-Y . Instead, γ̃1 induces a uniform probability of 1/4
over all four possible paths in the game. This different performance obtained with
the two types of strategies (mixed and behavioral) is a direct consequence of the
lack of perfect recall displayed by player 1 in the second game. By means of strategy
σ̃1, this player can correlate the actions chosen in her first and second information
sets, something that is not feasible (because of “memory failure”) when relying on
strategy γ̃1.

Kuhn (1953) showed that, as illustrated by our example, the only reason why
mixed and behavioral strategies can fail to be equivalent is due to the presence of
imperfect recall. This is the content of the next theorem, whose proof is omitted.

Theorem 1.1 (Kuhn, 1953): In a game with perfect recall, mixed and behavioral
strategies are strategically equivalent – i.e., they generate the same set of
possibilities (probability measures) over alternative paths of the game.

1.6 Representation of a game in coalitional form

The two alternative forms of representing a game introduced so far (extensive and
normal forms) emphasize the strategic aspects of player interaction. This is the
main focus of the so-called noncooperative game theory that represents our main
concern in this book. In addition to this approach, game theorists have pursued
another parallel (and, to a large extent, independent) route, which proceeds under
the general heading of cooperative game theory. In it, the main focus is not on the
strategic interactions of individuals, but on the set of possibilities jointly available
to the different coalitions in which they may participate. Given such a range of
coalitional possibilities, this alternative cooperative theory is built under the im-
plicit assumption that players must always be able to reach a satisfactory ex ante
agreement (which has to be efficient) and that this agreement may be enforced by a
binding contract. Then, in a nutshell, the essential concern becomes to study what
kind of contract will (or should) be signed and how its features are to depend on
the coalitional possibilities of each player.

Associated with different possible rules for “signing a contract,” the theory has
proposed a wide range of different solutions for cooperative games. Some of the
most widely used include the following: Shapley value, the core, the nucleolus,
the Nash bargaining solution, and the Kalai-Smorodinsky solution. We end this
introductory chapter with a simple example used to provide a heuristic explanation
of some of the main underlying ideas. The interested reader is referred to other
sources (e.g., Myerson, 1991) for a detailed and rigorous discussion of this vast
field of inquiry.
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Let there be a set of individuals N = {1, . . . , n}, n ≥ 2, to whom the follow-
ing tempting possibility is offered: a thousand dollars will be freely given to any
subgroup of N for which both of the following conditions apply:

(a) it includes a (strict) majority of individuals, and
(b) their members fully agree on a precise form of dividing the money among

them.

The coalitional representation of this game is known as its characteristic function.
This function associates to every possible coalition of individuals (the collection
of subsets of N , P(N ) = {M : M ⊆ N }) a complete specification of its range of
possibilities (in our example, the different possible money allocations that can be
implemented by its members, given the rules of the game).

Consider first the context with n = 2. In this case, the characteristic function (in
fact, a correspondence) is of the following form14:

V : P(N ) ⇒ R
2
+

where, under the simplifying assumption that agents’ payoffs coincide with their
monetary rewards (measured in dollars),15 we have

V (∅) = V ({1}) = V ({2}) = {(0, 0)};
V ({1, 2}) = {

(x1, x2) ∈ R
2
+ : x1 + x2 = 103

}
.

In this situation, fully symmetric, every solution proposed by the theory naturally
prescribes a symmetric outcome. For example, the Shapley value assigns to each
individual her average marginal contribution in the sequential process of formation
of the grand coalition N , where every possible order in which this process may
be carried out is attributed the same weight. Thus, given that N = {1, 2}, there are
only two possible orders in which the grand coalition can be formed: first player 1,
followed by player 2; or vice versa. In the first case (i.e., the order 1-2), the marginal
value of player 1 is zero because, when she is the first to enter the process of forma-
tion of the grand coalition, she is still short of the strict majority at the point of entry.
Instead, in the second case (the order 2-1), her marginal value is the full thousand
dollars because it is precisely her participation that allows the resulting coalition
to gain a majority. Overall, therefore, her average marginal contribution (i.e., her
Shapley value) is 103/2 = 1/2 × 0 + 1/2 × 103. The argument is symmetric for
player 2, who therefore obtains an identical Shapley value.

The approach taken by the alternative solution concept known as the core is
very different. Informally, this concept focuses on those agreements that are stable
against the possibility of being “blocked” by some coalition. More specifically,
an agreement is judged stable in this case when there is no coalition that can
guarantee for itself an outcome that is preferred by every member of the coalition
to the agreement in question. In the example considered, when N is composed

14 As customary, Rk
+ denotes the nonnegative orthant of the Euclidean space Rk , k ∈ N. That is, Rk

+ ≡ {x =
(x1, x2, . . . , xk ) ∈ Rk : xi ≥ 0 for each i = 1, 2, . . . , n}.

15 If this were not the case, the possibility sets would have to be formulated in payoff (or utility) space.
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of only two agents, it is clear that the core consists of the whole set {(x1, x2) ∈:
x1 + x2 = 103}. Therefore, the symmetry of the solution is maintained, although
now it does not involve a specific allocation but a whole (in fact, the full) set of
efficient, nonwasteful, outcomes.

Let us now reconsider the situation with n = 3. In this case, the characteristic
function

V : P(N ) ⇒ R
3
+

is as follows:

V (∅) = V ({1}) = V ({2}) = V ({3}) = {(0, 0, 0)} ;

V ({i, j}) = {
(x1, x2, x3) ∈ R

3
+ : xi + x j = 103

}
(i, j = 1, 2, 3, i �= j);

V ({1, 2, 3}) = {
(x1, x2, x3) ∈ R

3
+ : x1 + x2 + x3 = 103

}
.

The Shapley value reflects again the symmetry of the situation and prescribes that
the thousand dollars be divided equally among the three players, i.e., 103/3 for each
of them. To see this, consider the six possible sequences of formation of the grand
coalition. Among them, each individual has a zero marginal contribution in four of
them (specifically, when she occupies either the first or the last position). Instead,
when she occupies exactly the second position, her marginal contribution is 103.

Averaging over all these six possibilities, the indicated conclusion follows.
In contrast to the preceding discussion, it is interesting to note that the core of the

game with three players is empty. This responds to the following considerations.
Suppose that three individuals sit down at a table to sign a “stable” agreement. If
two of them (say players 1 and 2) intend to reach a bilateral agreement that ignores
player 3, the latter will react immediately by offering to one of them (say, player 2)
an alternative contract that improves what 2 would otherwise receive in the intended
contract and still leaves some positive amount for herself. It is clear that this option
is always feasible, thus ruling out the existence of strictly bilateral contracts.

And what about stable contracts that are fully trilateral? Do they exist? To see
that they do not, observe that any contract among the three individuals in which
all receive some positive amount admits the possibility that two of them improve
their part by signing a separate bilateral contract. (Consider, for example, an alter-
native contract in which any two of the players supplement their initially intended
amounts with an equal split of what the other individual would have received ac-
cording to the original contract.) We may conclude, therefore, that neither bilateral
nor trilateral contracts can be stable, which implies that no contract is stable. That
is, for any coalition that could be formed, there is always an alternative one whose
members would benefit by signing a different agreement. In sum, this implies that
the core is empty in the context described when n = 3. In fact, it is easy to see that
the same nonexistence problem persists in this setup for all n > 3.
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Summary

This preliminary chapter has introduced the basic theoretical framework required to
model and analyze general strategic situations. It has presented two alternative ways
of representing any given game: the extensive form and the strategic (or normal)
form.

The first approach (the extensive form) is the most general, in that it describes
explicitly the players’ order of moves and their available information at each point
in the game. It embodies a formal specification of the tree of events, where each
of its intermediate nodes has a particular player associated with it who decides
how play (i.e., the “branching process”) unfolds thereafter. Eventually, a final node
is reached that has a corresponding vector of payoffs reflecting how the different
players evaluate such a path of play.

In contrast, the strategic form of a game is based on the fundamental notion of
strategy. A player’s strategy is a contingent plan of action that anticipates every
possible decision point at which the player may be in the course of game. Given
a profile of players’ strategies, the path of play is uniquely defined and so is the
corresponding outcome and payoffs. In essence, the strategic form of a game is
simply a compact description of the situation through the corresponding mapping
from strategy profiles to payoffs.

Often, we shall be interested in allowing players to randomize when selecting
their strategy. This possibility gives rise to the so-called mixed extension of a game,
where (von Neumann-Morgenstern) payoffs associated with mixed strategies are
defined in expected terms. If a player’s randomization can occur independently
at each one of her information sets, the induced plan of (randomized) action is
called a behavioral strategy. One can establish the formal relationship between
mixed and behavioral strategies. At a strategic level, however, they turn out to be
fully equivalent, as long as players display perfect recall (i.e., never forget prior
information or their own previous choices).

Finally, we have briefly outlined the sharp change of focus adopted by the branch
of game theory that has been labelled “cooperative,” as opposed to the noncooper-
ative game theory which is the object of the present book. The implicit assumption
of cooperative game theory is that players can jointly enforce (or commit to) the
implementation of any outcome and will use this possibility to reach some efficient
configuration. To illustrate the nature of this approach, we have outlined the impli-
cations of two of the most widely used solution concepts (the core and the Shapley
value) within a very simple setup.

Exercises

Exercise 1.1: Represent in extensive form the following variations of the example
described in Figure 1.8.

(a) An initial amount has to be paid by both players at the start of the game,
which is added to their bet if neither passes or it is received by the player
who does not pass if one of them passes.
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(b) As in (a), with the additional possibility that player 1 may bet after having
passed initially, if player 2 bets. In this case, if both players decide to pass
(note that now both receive this option), the initial payment is returned to
the players.

Exercise 1.2: Two generals, A and B, whose armies are fortified in opposite hills
have to decide whether to attack the enemy camped in a valley separating them. For
the attack to be successful, General A must receive reinforcements. The arrival of
these reinforcements on time has a prior probability of 1/2 and depends on weather
conditions not observed by the generals. They have reached the agreement that if
A receives the reinforcements, he will send an emissary to B. They both know,
however, that in this case the emissary has only probability 1/3 of being able to
cross the enemy lines. The payoffs have been evaluated as follows. They are equal
to 50 for each general in case of victory. If they both refrain from attacking, their
payoff is zero. If one attacks and the other does not, the former obtains a payoff of
−50 and the latter a payoff of −10. Finally, if both generals attack but are defeated
(because A has not received the reinforcements) each of them receives a payoff
of −40.

(1) Represent the game described in extensive form.
(2) As in (1), for a modified game where General A now has the possibility

of deciding whether to send an emissary, both when reinforcements arrive
and when they do not.

(3) As in (1), for a modified game where General A always attacks but sends
an emissary only in case he receives reinforcements.

(4) As in (1), for a modified game where General A always sends an emissary
but attacks only if he receives reinforcements.

(5) Propose a prediction (perhaps in probabilistic terms) for the outcome of
the battle in the latter two cases.

Exercise 1.3: Two individuals have to agree on how to divide 4 dollars. Two di-
visions are being considered: an even split that would give 2 dollars to each of
them, and an asymmetric division that would leave 3 dollars with one of the players
(labeled player 1) and one dollar with the other (player 2). The following allocation
procedure is considered. First, player 1 has to make a proposal (i.e., one of the pre-
vious two possibilities), to which player 2 then has to respond with acceptance or
rejection. If the proposal is accepted the 4 dollars are divided accordingly, whereas
in the alternative case neither of them receives any money at all. Formulate the situ-
ation as a game in extensive form and discuss informally the likelihood of different
outcomes.

Exercise 1.4: Consider the game described in Exercise 1.3. Define the players’
strategy spaces formally, and specify in detail its strategic-form representation.

Exercise 1.5: Consider three individuals involved in the following situation. There
is a certain good, originally in possession of individual 1, that may end reaching
individual 3. However, individuals 1 and 3 are not in direct contact so that, if the first
individual wants to send the good to individual 3, she must count on individual 2
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to pass it on. At each stage, both individual 1 and individual 2 (for the latter, only
if she receives the good from 1) may decide to pass the good or keep it. Eventually,
individual 3 knows only whether she has received the good or not (i.e., if she does
not receive the good, she does not know who has kept it). On the basis of that
information, she has to decide whether to punish individual 1, individual 2, or
either of them. Assume that the good has a valuation equal to 2 dollars for any of
the three individuals and that the punishment inflicted by individual 3 on either 1 or
2 is quantified to have a monetary value of 3 dollars (which is subtracted from the
payoffs of the punished party but does not affect either of the other two). Formulate
the situation as a three-player game and represent it in extensive form.

Exercise 1.6: Consider the game described in Exercise 1.5. Specify the players’
strategy spaces and provide a precise definition of its strategic-form representation.

Exercise 1.7: Let there be two individuals, 1 and 2, who play the traditional rock-
scissors-paper (R-S-P) game: R beats S, S beats P , and P beats R. Suppose that
“beating the opponent” amounts to receiving one dollar from her, whereas if both
individuals choose the same action no payment is made.

1. Represent the game in extensive and strategic forms. What would be your
prediction on the strategy used by each player?

2. Consider now the following variation of the previous game: the order of
movement is sequential (first one of them, then the other), each of the two
possibilities being chosen with equal probability (say, by tossing a fair coin)
at the beginning of the game.
(a) Represent the game in extensive and strategic forms.
(b) Propose a prediction for the strategy that will be played by each player.
(c) Suppose that one of the individuals is given the option of choosing

whether to play first or second in the sequential game. Which option
will she prefer?

Exercise 1.8*: Consider the game represented in Figure 1.11 and suppose that
player 1 uses a mixed strategy σ1 that assigns an equal weight of 1/3 to the three
following pure strategies: (T, X, Y ), (T, Y, Y ), (B, X, X ), where the first compo-
nent refers to her first information set, the second one to the information set that
follows action T , and the third one to the information set that follows B.Determine
the behavioral strategy associated with σ1. Consider now the mixed strategy σ ′

1
that associates an equal weight of 1/2 to the strategies (T, X, Y ) and (T, Y, Y ).
Determine the behavioral strategy associated with σ ′

1.

Exercise 1.9*: Prove that the mapping from mixed to behavioral strategies is on-to,
i.e., given any behavioral strategy γi , there is a mixed strategy, σi , that gives rise to
the former through the application of (1.7).

Exercise 1.10*: Consider the game with imperfect recall represented in
Figure 1.12. In your view, what is the most natural concept of “stochastic plan
of action”: that embodied by a mixed or a behavioral strategy? Justify your answer.
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Figure 1.13: Extensive-form game.

Exercise 1.11*: Consider the extensive-form game with perfect recall represented
in Figure 1.13, at which Nature moves first with two equiprobable choices.

Propose and justify a prediction for this game. Alternatively, propose and justify
a prediction for the game with imperfect recall obtained from the original game by
integrating the last two information sets of player 1 into a single one.

Exercise 1.12*: There are 2n + 1 individuals with a single glove each, n of them
having a right-hand glove and the remaining n + 1 having a left-hand one. Suppose
a trader in gloves offers to pay 10 dollars for each complementary pair of gloves
that is delivered to her. Modeling the situation as a cooperative game, specify its
characteristic function and determine its core. (Recall from Section 1.6 that the core
coincides with the set of “stable agreements” that may be signed by the agents.)



CHAPTER 2

Strategic-form analysis: theory

2.1 Dominance and iterative dominance

Consider again the prisoner’s dilemma game introduced in the previous chapter
(Table 1.1). It will be recalled that, in this game, D is the best strategy for each
player, independently of what her opponent does. In other words, C is a dominated
strategy, which led us to predict that both players would choose D instead when
playing the game.

The use of such payoff-dominance criteria becomes much more interesting when
it is applied iteratively. Consider the following bilateral game in strategic form,
where no player has a dominant (i.e., uniformly best) strategy:

Table 2.1: A strategic-form game with
no dominant strategies

2
1 A B C

X 2, 7 2, 0 2, 2
Y 7, 0 1, 1 3, 2
Z 4, 1 0, 4 1, 3

First, we observe that player 1’s strategy Y gives her a payoff higher than that of
strategy Z , irrespectively of the strategy chosen by player 2. That is, strategy Y
dominates strategy Z (sometimes the qualifier “strongly” will be added). Thus,
assuming that player 1 is rational (i.e., aims at maximizing her payoffs), we can
guarantee that she will never use strategy Z . But if player 2 reasons along these
same lines, she may discard the possibility that 1 adopts Z . And once this is done,
the relevant game to be considered is reduced to:

2
1 A B C

X 2, 7 2, 0 2, 2
Y 7, 0 1, 1 3, 2

In this modified game, it is now player 2 who has a dominated strategy: strategy B,
which is dominated by strategy C . Therefore, if player 1 knows that 2 is rational,
she will rule out that 2 might play B. Note the important point that, when player 1

30
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reasons on the reduced game (rather than on the original one), she is implicitly
relying on the belief that player 2 knows that 1 (i.e., herself) is rational. Once B is
discarded, the game becomes:

2
1 A C

X 2, 7 2, 2
Y 7, 0 3, 2

On the basis of this new payoff table, player 1 has a new dominated strategy, X,
which becomes dominated by strategy Y . Therefore, if 2 knows that 1 reasons on
the basis of this table, she can rule out that 1 will adopt X . Again, note that in
supposing that 1 reasons on the latter payoff table, it is implicit that 1 knows that 2
knows that 1 is rational. Once X is discarded, 2 confronts the following table:

2
1 A C

Y 7, 0 3, 2

which will of course lead 2 to choosing C , because this is the strategy that entails
her highest payoff. Overall, therefore, we reach the conclusion that only the profile
(Y,C) may (or should) be played, because it is the unique outcome that survives
the whole series of aforementioned rationality-based considerations.

The former discussion can be summarized in a somewhat more systematic fashion
through the following chain of (roughly) “nested” statements. First, if

(a) player 1 is rational,

it can be ruled out that player 1 might choose strategy Z . Next, if

(b) player 2 is rational and she knows (a),

it can be asserted that player 2 will not play B. Next, if

(c) player 1 is rational and she knows (b),

it can be ensured that player 1 will not play X. Finally, if

(d) player 2 is rational and she knows (c),

it can be guaranteed that player 2 will not play A. Thus, to reach the prediction that
the profile (Y,C ) will be played it is enough that

(i) players 1 and 2 are rational,
(ii) players 1 and 2 know that both are rational,

(iii) players 1 and 2 know that both know that both are rational,
(iv) players 1 and 2 know that both know that both know that both are rational.

The unbounded chain of assertions obtained by extrapolating (i)–(iv) ad infinitum
defines what is labeled common knowledge of rationality (Aumann, 1976). Thus,
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common knowledge of rationality refers to a state of affairs where players’ ratio-
nality is not only known but is also known to be known at any higher level. That is,
it is known at the “second level” (which pertains to what players know about the op-
ponent’s knowledge); it is known at the “third level” (which concerns each player’s
knowledge about what the opponent knows about what she herself knows), etc.

Traditionally, common knowledge of rationality has been an implicit (or even
explicit)16 axiom on players’ understanding of the situation that has been used
to motivate most of the solution concepts proposed for the analysis of games.
As in the previous considerations, “rationality” may be minimally identified with
“not playing dominated strategies.” Alternatively, one could identify it with the
(stronger) condition that players should choose a “best response to some beliefs”
about what their opponents will play. But then one would have to face the delicate
issue of what beliefs are admissible and, most importantly, whether they should be
consistent across the different players (see Sections 2.2 and 2.7). Here, we choose
to ignore for the moment these problems and insist that common knowledge of
rationality (in the minimal sense of eschewing dominated behavior) should provide
the sole basis for players’ analysis of the game.

Under these circumstances, each player should reason about the game in a fully
separate and independent manner. The “mental process” thus induced, which was
illustrated by the example above, is now formalized precisely. To this end, we
first define and discuss the notion of payoff dominance that underlies the resulting
iterative process. Let G = {N , {Si }n

i=1, {πi }n
i=1} be any game in strategic form.17

Definition 2.1: The strategy si ∈ Si of player i is (strongly)18 dominated if there
exists some σ̃i ∈ �i such that

∀s−i ∈ S−i ≡ S1 × · · · × Si−1 × Si+1 × · · · × Sn,

πi (σ̃i , s−i ) > πi (si , s−i ). (2.1)

The above concept focuses on pure dominated strategies but allows players to
rely on mixed strategies to evaluate payoff dominance. It is easy to see, however,
that if some pure strategy is dominated, so is any mixed strategy that assigns to
that pure strategy any positive probability (cf. Exercise 2.1). That is, if si ∈ Si is
dominated and σi ∈ �i has σi (si ) > 0, then there exists some alternative σ ′

i ∈ �i

such that

∀s−i ∈ S−i ≡ S1 × · · · × Si−1 × Si+1 × · · · × Sn,

πi (σ
′
i , s−i ) > πi (σi , s−i ).

16 There is a branch of the literature that studies the epistemic basis of game-theoretic solution concepts. Its aim
is to develop formal models of players’ reasoning in order to study the implications of alternative assumptions
on what players know and how they use that knowledge. See, for example, Aumann (1987), Tan and Werlang
(1988), or the more informal discussion in Binmore and Brandenburger (1990).

17 Throughout this chapter, we shall dispense with an explicit consideration of Nature as a distinct player since
it has no important role to play in the issues discussed here.

18 Typically, we shall dispense with the qualifier “strongly,” unless we want to underscore the contrast between
the present concept of payoff dominance and some other weaker notions (cf., for example, Definition 4.9).
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Of course, the converse is not true, which implies that the set of dominated mixed
strategies is never smaller (and generally larger) than the set of mixed strategies
whose support19 contains some dominated pure strategies.

Further elaborating on the contrast between pure and mixed strategies concerning
issues of payoff domination, it is natural to wonder about the relationship between
the concept presented in Definition 2.1 and the following two, seemingly stronger,
versions.

Definition 2.1′: The strategy si ∈ Si of player i is dominated (alternative 1) if there
exists some σ̃i ∈ �i such that

∀σ−i ∈ �−i ≡ �1 × · · · ×�i−1 ×�i+1 × · · · ×�n,

πi (σ̃i , σ−i ) > πi (si , σ−i ). (2.2)

Definition 2.1′′: The strategy si ∈ Si of player i is dominated (alternative 2) if
there exists some s̃i ∈ Si such that

∀s−i ∈ S−i ≡ S1 × · · · × Si−1 × Si+1 × · · · × Sn,

πi (s̃i , s−i ) > πi (si , s−i ). (2.3)

Clearly, the notions of domination reflected by Definitions 2.1′ and 2.1′′ are at least
as demanding as that embodied by Definition 2.1. In other words, if pure strategy si

is dominated according to either of those two latter alternatives, it is dominated as
well in terms of the former notion. This is a simple consequence of the following two
facts. First, the collection of inequalities contemplated in (2.2) subsumes those in
(2.1); second, the pure strategy s̃i considered in (2.3) can be viewed as a degenerate
mixed strategy in (2.1).

However, concerning the first alternative (Definition 2.1′), it turns out that, in
fact, (2.2) is not really stronger than (2.1). To see this note that we can write:

πi (si , σ−i ) =
∑

s−i∈S−i

πi (si , s−i ) [σ1(s1) · · · σi−1(si−1)σi+1(si+1) · · · σn(sn)].

Thus, if (2.1) applies, i.e., there exists some σ̃i such that πi (σ̃i , s−i ) > πi (si , s−i )
for every s−i ∈ S−i , we must also have∑

s−i∈S−i

πi (σ̃i , s−i ) [σ1(s1) · · · σi−1(si−1)σi+1(si+1) · · · σn(sn)]

>
∑

s−i∈S−i

πi (si , s−i ) [σ1(s1) · · · σi−1(si−1)σi+1(si+1) · · · σn(sn)],

or

πi (σ̃i , σ−i ) > πi (si , σ−i )

for every σ−i ∈ �−i ; i.e., (2.2) holds as well. We conclude, therefore, that (2.1) and
(2.2) are in fact equivalent requirements.

19 Since a mixed strategy defines a probability vector (or measure) over the set of pure strategies, the support of
any such mixed strategy is given by the set of pure strategies that display positive weight.
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Turning next to Definition 2.1′′, we now show that this second alternative criterion
of domination is indeed substantially stronger than that embodied by Definition 2.1.
To confirm this point, simply consider a game whose strategic form has payoffs for
player 1 given by the following table (the payoffs of player 2 are immaterial for the
discussion):

2
1 A B

X 1, ∗ 1, ∗
Y 3, ∗ 0, ∗
Z 0, ∗ 3, ∗

In this game, none of the pure strategies of player 1 is dominated by an alterna-
tive pure strategy. However, it is clear that the mixed strategy σ1 = (0, 1/2, 1/2)
dominates the pure strategy X : it guarantees a larger expected payoff than X , inde-
pendently of the strategy adopted by player 2. We conclude, therefore, that requiring
payoff domination in terms of a pure strategy may, in general, reduce significantly
the set of strategies (pure or mixed) that qualify as “dominated.” Reciprocally, of
course, it follows that the set of a player’s strategies that are undominated is typically
larger when one insists that payoff domination materializes through “dominating”
pure strategies (Definition 2.1′′) than when it may take place through mixed strate-
gies (Definition 2.1).

To conclude this section, we are now in a position to provide a general formal-
ization of the iterative process of strategy elimination based on payoff-dominance
considerations which was illustrated by our opening example. This process unfolds
along a sequence of iterations q = 0, 1, 2, . . . . At the start, one makes S 0

i = Si and
�0

i = �i , i.e., all pure and mixed strategies are available at the beginning of the
process. Then, for q ≥ 1, one defines

S q
i = {

si ∈ S q−1
i : ¬(∃σi ∈�q−1

i : ∀s−i ∈ S q−1
−i , πi (σi , s−i )>πi (si , s−i )

)}
(2.4)

�
q
i = {

σi ∈ �q−1
i : supp (σi ) ⊆ S q

i

}
, (2.5)

where, as customary, supp (σi ) stands for the support of the mixed strategy, i.e., the
set of those pure strategies to which σi assigns positive weight (cf. Footnote 19).
Thus, at each stage of the process, every player is taken to eliminate from her strategy
set all those mixed strategies whose support includes “currently dominated” (pure)
strategies, where the set of opponents’ strategies that are judged admissible (or
possible) at that stage include only those that have not been eliminated so far in
previous stages.

Note that, by construction, the chain of undominated strategy sets prevailing at
each stage defines a nonincreasing sequence, i.e., S q

i ⊇ S q+1
i for every q and each

i ∈ N . Therefore, the set of strategies eventually surviving the indefinite process
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of elimination,

S∞
i = lim

q→∞ S q
i =

∞⋂
q=0

S q
i , (2.6)

is well defined. If we restrict attention to finite games (i.e., games with a finite
number of players and finite strategy spaces), such an elimination process must
necessarily finish in a finite number of iterations (see Part (a) of Exercise 2.2).
Moreover, it is clear that S∞

i �= ∅ for every i = 1, 2, . . . , n because there must
always be at least one undominated strategy in every round of elimination.20 When
each S∞

i is a singleton, the game in question is called dominance solvable. In this
case, iterative elimination of dominated strategies gives rise to a unique strategy
profile s∗, i.e., S∞

1 × · · · × S∞
n = {s∗}.A simple example of a dominance-solvable

game is provided by the one described in Table 2.1, where an iterative elimination
of dominated strategies was found to yield a unique outcome.

2.2 Nash equilibrium

2.2.1 Formalization and discussion

As explained in Section 2.1, dominance-solvable games admit a very transparent
and clear-cut analysis, based on quite uncontroversial postulates: players eschew
dominated strategies and it is common knowledge that everyone does so. Unfortu-
nately, few games of interest qualify as dominance solvable, thus allowing for such
a straightforward approach.

Consider, for example, the simple games battle of the sexes and matching pennies,
which were described in Subsection 1.2.2. In neither of these games is there a
player with a dominated strategy. Therefore, the process of iterative elimination
formulated above cannot have any “bite,” leaving the strategy sets of both players
unaffected. That is, any of their strategies is consistent with common knowledge of
rationality, when rationality is understood in the weak sense of leading players to
avoid dominated strategies.

As advanced, however, the postulate of rationality can be understood in the
stronger sense of having players maximize their respective expected payoff on the
basis of some expectations (or beliefs) about what their opponents will do. If, hold-
ing this view of rationality, it is further postulated that the underlying expectations
have to be accurate (sometimes, misleadingly labeled as “rational”), the key theo-
retical concept known as Nash equilibrium arises. It embodies the two following
requirements:

(1) Players’ strategies must be a best response (i.e., should maximize their
respective payoffs), given some well-defined beliefs about the strategies
adopted by the opponents.

20 More formally, note that payoff domination defines a strict partial ordering and, therefore, the maximal set is
always well defined and nonempty.
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(2) The beliefs held by each player must be an accurate ex ante prediction of
the strategies actually played by the opponents.

Given conditions (1) and (2), it is natural to raise the basic question of how players
should be conceived to achieve, in general, the consistency between optimality
and beliefs required at every Nash equilibrium. Is there any simple “algorithmic”
process (e.g., an iterative procedure such as the one described in Section 2.1) by
which players may hope to attain such an equilibrium? Unfortunately, there are not
very good answers to this crucial issue. Three possible routes for addressing it are
now outlined in turn.

One way of understanding that players may end up playing a Nash equilibrium
is to invoke the power of players’ reasoning in analyzing the situation. Suppose
that (rational) players are perfectly informed of all relevant details of the game and,
in particular, can count on the assumption that rationality is common knowledge.
Then, if their analysis of the game aims at identifying logically coherent outcomes
of play, they will find that, indeed, only Nash equilibria qualify as such. That is,
only a Nash equilibrium reconciles a definite prediction of play with rationality and
common knowledge thereof. If players were to predict some other, nonequilibrium,
kind of play, there would always be a player who (trusting the prediction as it
pertains to others) would nevertheless fail to play her part in it. Thus, unless limited
reasoning capabilities prevent them from identifying the contradiction embodied by
nonequilibrium behavior (something that is implicitly ruled out in this approach),
they should never predict or play anything other than some Nash equilibrium.

The former approach exhibits major shortcomings. Not only does it ignore the
possibility that no Nash equilibrium might exist (a problem discussed at some length
in Subsection 2.2.3 and Section 2.4) but, typically more important, the possibility
that several of them could coexist. In the latter case, the following obvious ques-
tion arises: How will agents coordinate their actions on one particular (the same)
equilibrium?

To illustrate matters, consider the battle of the sexes (Table 1.2). Both strategy
profiles (B, B) and (S, S) satisfy (1) and (2). In view of this, one might suggest
that, in the presence of such equilibrium ambiguity, players (the boy and the girl
in this case) should discuss matters in advance and eventually reach an agreement
about what particular Nash equilibrium to play. This approach, however, amounts to
embedding the original game (which allowed for no explicit communication) into
a larger one where communication is possible. But then, “talking” (sending mes-
sages) becomes in itself a new strategic component of the problem, and its analysis
should be carried out strategically as well. The threat of an infinite (unbounded)
regress becomes apparent: possibly, the new enlarged game exhibits equilibrium
multiplicity as well, and further communication procedures should then be habili-
tated to resolve it. Thus, in the end, one may well find that an explicit modeling of
communication does not prove to be an effective or practical way of addressing the
problem in many cases.

It could be argued, however, that it is not necessary to model communication
explicitly to have it exert a useful role in tackling equilibrium multiplicity. The
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battle of the sexes again illustrates the weakness of this point. In this game, as
in many others, the complete ex ante symmetry of the situation implies that any
informal appeal to player’s implicit communication can hardly be of any help in
understanding equilibrium play. Any argument that could be informally used to
support, say, (B, B) could be used to suggest that (S, S) should (or will be) played
instead.

A second route for motivating Nash equilibrium play adopts a very different
perspective. It espouses the viewpoint that the concern of game theory is not to
understand how players will reach an agreement on play but to help them (or us,
the analysts) identify the consistent, robust, or otherwise appealing possibilities at
their disposal. A somewhat related stand suggests that players often face passively
some given pattern of play that has been proposed by external agents (tradition,
a planner, or a mediator), and the role of game theory simply is to check out the
coherence of the proposals. The implicit idea here is that any solution concept
(e.g., Nash equilibrium) is to be conceived as an analytical tool in the hands of
“society,” helping it to evaluate what patterns of play are incentive compatible and
can thus be actually implemented. Of course, a natural criticism to this approach
is that, in essence, it “solves” the problem by simply assuming it away. If tradition,
say, plays such an important role in equilibrium determination, any history-free
model of strategic situations is crucially incomplete.

Finally, a third way of tackling the problem partly elaborates on the latter point
concerning the potential importance of “history.” It views any Nash equilibrium
as the limit outcome of some genuine process of adjustment taking place in real
(rather than virtual) time. That is, instead of formulating a tâtonnement process
that models agents’ hypothetical reasoning (e.g., the iterative procedure considered
in Section 2.1), it conceives the adjustment dynamics as having tangible payoff
consequences at every point in time. Two possibilities along these lines are studied
in later chapters. First, in Chapter 10, we focus on evolutionary dynamics that
reflect considerations akin to those of biological natural selection and happen to
select undominated (i.e., “rational,” sometimes even equilibrium) behavior in the
long run. Second, in Chapters 11 and 12, we study population-based models of
learning that, under certain circumstances, turn out to lead agents toward playing
some Nash equilibrium in the long run. Even though neither of these approaches is
free of theoretical problems, they prove successful in some important cases where
other approaches fail to provide satisfactory answers.

We now formalize the concept of Nash equilibrium. In contrast with other more
“refined” concepts (see Chapter 4), it is defined on the strategic form of a game;
i.e., it requires only information contained in a more compact representation of the
situation.

Definition 2.2 (Nash, 1951): Given a game G in strategic form, the profile s∗ ≡
(s∗1 , s

∗
2 , . . . , s

∗
n ) is called a Nash equilibrium if ∀i = 1, 2, . . . , n, ∀si ∈ Si ,

πi (s∗) ≥ πi (si , s∗−i ).

It is easy to verify that, in any given strategic-form game G, every Nash
equilibrium must involve only strategies that survive the iterative elimination of
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Table 2.2: A strategic-form game with a
unique Nash equilibrium

2
1 A B C

A 1, 1 1, 0 1, 0
B 0, 1 2, −2 −2, 2
C 0, 1 −2, 2 2, −2

dominated strategies. Thus, in particular, if the game is dominance solvable and
{s∗} = S∞

1 × · · · × S∞
n , then s∗ is the unique candidate to being a Nash equilib-

rium of the game (see Exercise 2.5). In this general sense, therefore, the concept
of Nash equilibrium can be said to embody behavioral requirements that are at
least as stringent as those reflected by the approach based on payoff dominance.
This in turn implies that the predictions derived from the former must always be at
least as sharp as (i.e., a subset of ) those induced by the latter. To illustrate that the
latter conclusion generally holds strictly, consider the strategic-form (symmetric)
game described in Table 2.2. This game has no dominated strategy and, therefore,
S∞

i = {A, B,C}; i.e., it includes all three possible strategies for each i = 1, 2. In
contrast, it is straightforward to see (cf. Exercise 2.6) that it has a unique Nash
equilibrium given by (A, A).

The previous example notwithstanding, it is important to bear in mind that unique-
ness of Nash equilibrium is not a feature to be expected for general games. Indeed,
in many cases of interest (recall our former discussion of the battle of the sexes),
one should expect that several strategic configurations satisfy the optimality and
consistency conditions underlying the concept of Nash equilibrium, all of them
being therefore “valid predictions” for the game. But, of course, polar to such dis-
turbing problems of equilibrium multiplicity, there is the even more basic issue of
equilibrium existence. When can the existence of some Nash equilibrium be guar-
anteed? Unfortunately, even the simplest games can pose insurmountable problems
of nonexistence if, as in Definition 2.2, we restrict to pure strategy profiles.

By way of illustration, consider for example the matching-pennies game des-
cribed in Table 1.4 (see also Subsection 2.2.2 for a formal analysis of it). In this
game, for each of the four possible profiles of pure strategies, there is always a player
who benefits from a unilateral deviation. Thus, none of them may qualify as a Nash
equilibrium of the game. Intuitively, the problem is that, given the fully opposite
interests of players (that is, if one gains the other loses), accuracy of prediction and
individual optimality cannot be reconciled when players’ strategies are deterministic
or pure. Given this state of affairs, it seems natural to try to tackle the problem by
allowing for the possibility that players can “hide” their action through a stochastic
(i.e., mixed) strategy. Indeed, suppose that both players were to choose each of their
two pure strategies (heads or tails) with equal probability. Then, even if each player
would know that this is the case (i.e., beliefs are correct concerning the mixed
strategy played by the opponent), neither of them could improve by deviating from
such a mixed strategy. This happens because both pure strategies (and thus any
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mixed strategy) induce the same expected payoff. In a natural sense, therefore, this
provides accuracy of ex ante beliefs and individual optimality, as required by the
notion of Nash equilibrium.

How can one generalize the Nash equilibrium concept to allow players to rely on
mixed strategies? Clearly, this must involve modeling the game through its mixed
extension, as explained in Section 1.4. Within such an enlarged framework, the
former notion of Nash equilibrium (cf. Definition 2.2) can be readily reformulated
as follows.

Definition 2.3: Given the mixed extension of a game G in strategic form, the profile
σ ∗ ≡ (σ ∗

1 , σ
∗
2 , . . . , σ

∗
n ) is called a Nash equilibrium if ∀i = 1, 2, . . . , n,

∀σi ∈ �i , πi (σ ∗) ≥ πi (σi , σ
∗
−i ).

To gain a complementary perspective on the notion of Nash equilibrium, it is
useful to restate matters in terms of what are known as the players’ best-response
correspondences. For each player i , her “best-response” correspondence

ρi : �−i ⇒ �i

is defined as follows:

ρi (σ−i ) = {σi ∈ �i : πi (σi , σ−i ) ≥ πi (σ̃i , σ−i ), ∀σ̃i ∈ �i }. (2.7)

That is, for each player i and any σ−i ∈ �−i , ρi (σ−i ) consists of all those (mixed)
strategies for player i that maximize her expected payoffs when the profile of
opponents’ strategies is σ−i . Then, if we define21

ρ : � ⇒ � (2.8)

as the Cartesian product of those correspondences, ρ ≡ ρ1 × ρ2 × · · · × ρn , the
concept of Nash equilibrium can be simply recast as follows.

Definition 2.3′: Given the mixed extension of a game G in strategic form, the profile
σ ∗ ≡ (σ ∗

1 , σ
∗
2 , . . . , σ

∗
n ) is called a Nash equilibrium if σ ∗ ∈ ρ(σ ∗), i.e.,

∀i = 1, 2, . . . , n, σ ∗
i ∈ ρi (σ ∗

−i ).

Obviously, the formulation of Nash equilibrium presented in Definition 2.3 is
equivalent to that introduced in Definition 2.3′. Verbally, the latter one merely rede-
fines a Nash equilibrium as a (mixed-) strategy profile where every player’s strategy
is an (expected) best response to all others’ strategies. This alternative way of pre-
senting the concept underscores the fact that a Nash equilibrium may be identified
with a fixed point of ρ in the space of mixed-strategy profiles. Such a reformulation
of the concept of Nash equilibrium will turn out useful in two respects: first, to
facilitate the computation of equilibria in specific games (cf. Subsection 2.2.2);
second, to prove a general existence result (cf. Section 2.4).

21 Note that, even though each separate ρi has been defined on the respective �−i , the product correspondence ρ
must be defined on the whole space of mixed-strategy profiles �.
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Table 2.3: A simple entry
game, strategic form

2
1 F C

N 0, 2 0, 2
E −1, −1 1, 1

2.2.2 Examples

Now, for the sake of illustration, we turn to three of the games already considered
in Chapter 1, computing explicitly for each of them their corresponding Nash
equilibria.

2.2.2.1 A simple entry game. Consider the game described in Subsection 1.2.2.1,
whose strategic-form representation is recalled in Table 2.3.

Our first task is to determine the best-response correspondences ρi , i = 1, 2,
as given by (2.7). For notational simplicity, represent any mixed strategy σ1 =
(σ1N , σ1E ) of player 1 by σ1N ∈ [0, 1] – the weight associated with pure strategy
N – since σ1E = 1 − σ1N . Similarly, any mixed strategy σ2 = (σ2F , σ2C ) of player
2 is represented by σ2F ∈ [0, 1] – the weight of pure strategy F – with σ2C =
1 − σ2F . Then, each player i’s best-response correspondence can be defined as
a one-dimensional mapping ρi : [0, 1] ⇒ [0, 1]. For player 1, it is immediate to
compute that

π1(N , (σ2F , 1 − σ2F )) ≷ π1(E, (σ2F , 1 − σ2F )) ⇔ σ2F ≷ 1

2

and, therefore,

ρ1(σ2F ) =


0 if σ2F <

1
2

[0, 1] if σ2F = 1
2

1 if σ2F >
1
2 .

On the other hand, for player 2 we have

σ1N < 1 ⇒ π2(F, (σ1N , 1 − σ1N )) < π2(C, (σ1N , 1 − σ1N ))

σ1N = 1 ⇒ π2(F, (σ1N , 1 − σ1N )) = π2(C, (σ1N , 1 − σ1N )),

which implies that

ρ2(σ1N ) =
{

0 if σ1N < 1

[0, 1] if σ1N = 1.

From Definition 2.3′, a Nash equilibrium is a pair of mixed strategies σ ∗ =
[(σ ∗

1N , 1 − σ ∗
1N ), (σ ∗

2F , 1 − σ ∗
2F )] such that

σ ∗
1N ∈ ρ1(σ ∗

2F )

σ ∗
2F ∈ ρ2(σ ∗

1N ).
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σ2F

σ1N

(0, 0) 1

1 (1, 1)

ρ1

ρ
2

1/2

Figure 2.1: Best-response correspondences, a simple entry game.

An easy way of identifying those equilibrium configurations is to plot the two best-
response correspondences on the same σ2F – σ1N plane (with, say, ρ2 “rotated” 90◦)
and look for points of intersection. This is done in Figure 2.1.

Mere inspection of Figure 2.1 indicates that there are two kinds of Nash equilibria
in the game. On the one hand, there is the pure-strategy equilibrium [(0, 1), (0, 1)]
(i.e., the pure-strategy pair (E,C)), which corresponds to the intersection between
the best-response correspondences that occurs at the origin (0, 0). It reflects a
situation where firm 1 decides to enter the market under the (correct) anticipation
that firm 2 will concede entry. On the other hand, there is the component of Nash
equilibria

C ≡ {[(σ1N , σ1E ), (σ2F , σ2C )] : σ1N = 1, σ2F ≥ 1/2},

where the potential entrant (firm 1) is deterred from actual entry by firm 2’s “threat”
of fighting entry (i.e., choosing F) with high enough probability (larger than 1/2).
As explained in Chapter 4, such a threat is not a credible one, which casts doubt on
the robustness of those equilibria when tested against natural refinement criteria.

2.2.2.2 A matching-pennies game. Consider now the matching-pennies game,
whose strategic form is recalled in Table 2.4.

As explained in Subsection 2.2.1, no pure-strategy equilibrium exists in this
game. There, we also suggested that if players could rely on mixed strategies, they
might be able to tackle the problem of equilibrium existence satisfactorily. Now, we
explore this idea formally, again relying on a detailed analysis of the players’ best-
response correspondences. Denote their mixed strategies by σi = (σi H , σiT ), i =
1, 2, and identify each possible such strategy by its weightσi H on the pure strategy H
(with σiT = 1 − σi H ). Relying on this notation, the best-response correspondence
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Table 2.4: A matching-pennies
game, strategic form

2
1 H T

H 1, −1 −1, 1
T −1, 1 1, −1

σ2H

σ1H

(0, 0) 1

1 (1, 1)

ρ1

ρ
2

1/2

1/2

Figure 2.2: Best-response correspondences; a matching-pennies game.

of player 1 is easily seen to be of the following form:

ρ1(σ2H ) =


0 if σ2H <

1
2

[0, 1] if σ2H = 1
2

1 if σ2H >
1
2

and that of player 2 is as follows:

ρ2(σ1H ) =


1 if σ1H <

1
2

[0, 1] if σ1H = 1
2

0 if σ1H >
1
2 .

Combining again ρ1(·) and ρ2(·) into a single diagram (see Figure 2.2), it becomes
immediately apparent that the unique (mixed-strategy) Nash equilibrium of the
game has σ ∗

i = (1/2, 1/2) for each i = 1, 2.
When each player i chooses the mixed strategy σ ∗

i = (1/2, 1/2), the optimal-
ity and consistency required by Nash equilibrium are jointly met. For, under the
assumption that the opponent will indeed play in this fashion, both players are in-
different concerning the two possible pure strategies. Thus, they are indifferent as
well among all mixed strategies and, in particular, they find the one that attributes
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Table 2.5: Battle of the sexes

2
1 B S

B 3, 2 1, 1
S 0, 0 2, 3

an equal probability to each pure strategy as good as any other. In a sense, one may
interpret this equilibrium as reflecting a decision by each player to attach payoff-
irrelevant noise to her action in order to “strategically control” the uncertainty faced
by her opponent. As we shall see in further examples, this is an interpretation that
often can be attributed to equilibria involving mixed strategies.

2.2.2.3 Battle of the sexes. Finally, we reconsider the battle of the sexes, whose
strategic form is recalled in Table 2.5.

This game has the two pure-strategy Nash equilibria already discussed at some
length: (B, B) and (S, S). Are there any more (mixed-strategy) equilibria in this
game? To answer this question, we turn to specifying the best-response correspon-
dences of players 1 (the girl) and 2 (the boy). With the same notational conventions
as before (here mixed strategies are parametrized by the probability σi B of choos-
ing B), those correspondences may be defined as follows:

ρ1(σ2B) =


0 if σ2B <

1
4

[0, 1] if σ2B = 1
4

1 if σ2B >
1
4

ρ2(σ1B) =


0 if σ1B <

3
4

[0, 1] if σ1B = 3
4

1 if σ1B >
3
4 .

The best-response correspondences are represented diagrammatically in Fig-
ure 2.3. The two vertices of intersection, (0, 0) and (1, 1), correspond to the two
pure-strategy Nash equilibria of the game, (S, S) and (B, B), respectively. On the
other hand, Figure 2.3 also shows that there exists a third mixed-strategy Nash equi-
librium, σ ∗ = (σ ∗

1 , σ
∗
2 ) = ((3/4, 1/4), (1/4, 3/4)). In the latter equilibrium, players

behave asymmetrically, each of them placing a larger weight of 3/4 on the pure
strategy they would prefer to coordinate on (B for 1, S for 2).

2.2.3 Existence: informal discussion

Going beyond the simple examples considered above, one may naturally wonder
whether the existence of some Nash equilibrium may be guaranteed under reason-
ably general conditions. If one restricts consideration to finite games, the following
positive answer can be provided:
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σ2B

σ1B

(0, 0) 1

1 (1, 1)

ρ1

ρ
2

1/4

3/4

Figure 2.3: Best-response correspondences, battle of the sexes.

In every game where there is any finite number of players and these players
have only a finite number of pure strategies available, some Nash equilib-
rium (possibly in mixed strategies) always exists.

This result is formally stated and proven in the Section 2.4 (cf. Theorem 2.2) as
part of the Supplementary Material of this chapter.

The previous result does not apply to many economic applications that require
formulating strategic situations as an infinite game. Often, the game arising in these
applications involves only a finite number of players, but the strategy spaces are
infinite (typically, with the cardinality of the continuum). This happens, for exam-
ple, when the strategies pertain to the choice of some price or quantity, as in many
models of oligopolistic competition (cf. Subsection 3.1.1 or 3.1.2). In those cases,
the problem of equilibrium existence becomes mathematically more sophisticated
and has to deal with a number of technical issues. In particular, compactness of
the pure-strategy spaces must be required and the payoff functions are to be either
continuous or at least have the extent of their discontinuuity somewhat limited. A
more detailed discussion of these issues is postponed to Section 2.4.

Sometimes, the intuitive appeal of mixed strategies is criticized because of their
seeming lack of realism. Specifically, it is argued that, in economically relevant
strategic contexts, one seldom observes agents resorting to stochastic decision
mechanisms: the decision rules used may be quite complex but should usually
be conceived as deterministic. Naturally, these misgivings arise more forcefully
in connection with infinite games, where a mixed strategy (rather than being a
straightforward probability vector) is instead a probability measure belonging to
an infinite-dimensional space.

Even though, as discussed in Section 6.5, there are reasonable arguments justify-
ing mixed strategies as a useful theoretical construct (in particular, as a suitable de-
scription of agents’ perceptions on the opponents’ play), it is still worthwhile having
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conditions under which a game can be ensured to have pure-strategy Nash equilibria.
As it turns out, the existence of a Nash equilibrium involving only pure strategies can
be guaranteed in many infinite games (e.g., when the pure-strategy set is a compact
real interval of, say, quantities or prices) if each player’s payoff function is contin-
uous and quasi-concave (the latter, only with respect to her own strategy). This is
the content of Theorem 2.4, whose formal statement may be found in Section 2.4.

2.3 Zero-sum bilateral games

There is an important class of noncooperative games that, in the bilateral case with
just two players, admit a much more exhaustive analysis than is possible for other
kinds of games. They are the so-called zero-sum games, sometimes also referred to
as strictly competitive games.22 This class includes some of the games that ordinarily
are thought as such in the customary use of the term (bridge, chess, a tennis match).
Another simple example of a zero-sum game is the by now familiar one of matching
pennies.

The interest for this kind of game is threefold. First, there are historical reasons.
The original research on game theory focused, to a great extent, on this context. Later
on, as the discipline turned toward social and economic applications, the rigidly
noncooperative nature of these games was often found inappropriate to model
the strategic problems arising in those contexts. In economic relationships, there
is typically a mixture of cooperation and competitive dimensions, both playing
an essential part in how players perceive and analyze the situation. Indeed, it is
this mixture that underlies much of what makes most of the strategic problems in
economic environments interesting (e.g., the tension between selfish interest and
social efficiency in public-good allocation problems – cf. Section 3.2).

Second, an additional reason for studying zero-sum games resides in the fact that,
in the analysis of these games, we find an especially transparent illustration of some
of the key concepts underlying later developments for “varying-sum” games (e.g.,
the maximin or minimax values in the study of repeated games – cf. Chapter 9).
In this sense, therefore, their analysis has not only a historical but also a useful
pedagogical value.

Finally, a third motivation for the study of zero-sum games is derived from con-
siderations of esthetic value and theoretical elegance. For, as we shall see, the
approach to bilateral zero-sum games developed by John von Neumann and others
during the early part of the twentieth century is a masterful piece of mathemat-
ical analysis. Furthermore, with the concourse of modern tools and results (e.g.,
the guaranteed existence of Nash equilibrium, not yet available at that time), it is
surprisingly accessible as well.

Zero-sum games are just a special case of constant-sum games, the latter being
simply defined as those games in which the sum of players’ payoffs remains constant

22 Some authors use the term ”strictly competitive game” to refer to the wider class of games where players
display opposite interests concerning any pair of alternative profiles of pure strategies. The problem with this
categorization is that it does not guarantee that such opposing interests are “inherited” by the set of mixed-
strategy profiles (cf. Remark 2.1).
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across every possible strategy profile. It is easy to verify, however, that there is no
real loss of generality in focusing attention on the case where the “constant sum” is
identically equal to zero (see Exercise 2.11). There is, of course, significant loss of
generality in constraining to bilateral games (i.e., those with just two players). This
is nevertheless the context we mostly focus on here because, as explained below,
it represents the only one where the zero-sum condition allows for a truly sharp
analysis. Bilateral zero-sum games are defined as follows.

Definition 2.4: A bilateral game in strategic form G = {{1, 2}, {S1, S2}, {π1, π2}}
is said to be zero sum if it satisfies π1(s) + π2(s) = 0 for all s ∈ S.

Remark 2.1: Zero-sum condition and mixed strategies

Note that the zero-sum condition contemplated for pure-strategy profiles
extends without any loss of generality to the set of mixed-strategy pro-
files. That is, one may equivalently reformulate the zero-sum condition as
follows: ∀σ ∈ �, π1(σ ) + π2(σ ) = 0. �

Let G be a bilateral and finite zero-sum game. For each pair of strategies, s1 j ∈ S1,

s2k ∈ S2, denote by a jk ≡ π1(s1 j , s2k) and b jk ≡ π2(s1 j , s2k) the payoffs associated
with each respective player. Since the game is zero-sum, we must obviously have
that b jk = −a jk .Therefore, the game admits a compact but sufficient representation
through a matrix A of dimension r1 × r2, i.e., (cardinality of S1) × (cardinality of
S2), a typical entry a jk ( j = 1, . . . , r1; k = 1, . . . , r2) representing the payoff to
player 1 associated to the strategic profile (s1 j , s2k). Similarly, given any mixed-
strategy profile (σ1, σ2) ∈ �r1−1 ×�r2−1 , we have

π1(σ1, σ2) = −π2(σ1, σ2) = σ1 A σ2,

where σ1 is interpreted as a row vector and σ2 as a column vector.
Since both players have opposite interests in the game, while player 1 will aim

at maximizing the expression σ1 A σ2, player 2 will try to minimize it. Two specific
values for this expression enjoy special relevance: the maximin and the minimax.
They are explained in turn.

Heuristically, the maximin is the maximum payoff that player 1 would obtain if
2 could react (optimally) to every strategy on her (i.e., 1’s) part by minimizing 1’s
payoff. In a sense, this value corresponds to the payoff that 1 should expect if she
were extremely pessimistic over 2’s ability to anticipate her own actions. Formally,
it is equal to

v1 ≡ max
σ1∈�1

min
σ2∈�2

σ1 Aσ2, (2.9)

where we are allowing both players to rely on mixed strategies.
Symmetrically, the minimax is defined to embody an analogous “pessimistic”

interpretation for player 2, i.e.,

v2 ≡ min
σ2∈�2

max
σ1∈�1

σ1 Aσ2. (2.10)

The fundamental result for bilateral zero-sum games is contained in the following
theorem.
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Theorem 2.1 (von Neumann, 1928): Let G be a bilateral and finite zero-sum
game. Then

(i) There exists some v∗ ∈ R such that v1 = v2 = v∗.
(ii) For every Nash equilibrium (σ ∗

1 , σ
∗
2 ), σ ∗

1 A σ ∗
2 = v∗.

Proof: We prove first that v2 ≥ v1. Given any σ1 ∈ �1 and σ2 ∈ �2, we obviously
have

min
σ ′

2∈�2

σ1 Aσ ′
2 ≤ σ1 Aσ2 . (2.11)

Then, applying the operator maxσ1∈�1 to both sides of the preceding in-
equality, it follows that

v1 = max
σ1∈�1

min
σ ′

2∈�2

σ1 Aσ ′
2 ≤ max

σ1∈�1

σ1 Aσ2 (2.12)

for any given σ2 ∈ �2. Therefore, applying now the operator minσ2∈�2 to
both sides of (2.12), we obtain

v1 ≤ min
σ2∈�2

max
σ1∈�1

σ1 Aσ2 = v2,

which proves the desired inequality v2 ≥ v1.

We now show that v1 ≥ v2.23 Let (σ ∗
1 , σ

∗
2 ) be a Nash equilibrium of G (an

equilibrium always exists, by Theorem 2.2 below – recall Subsection 2.2.3).
From the definition of Nash equilibrium we know

σ ∗
1 A σ ∗

2 ≥ σ1 A σ ∗
2 , ∀σ1 ∈ �1 (2.13)

σ ∗
1 A σ ∗

2 ≤ σ ∗
1 A σ2, ∀σ2 ∈ �2. (2.14)

On the other hand,

v1 = max
σ1∈�1

min
σ2∈�2

σ1 A σ2

≥ min
σ2∈�2

σ ∗
1 A σ2.

Because, by (2.14),

min
σ2∈�2

σ ∗
1 A σ2 = σ ∗

1 A σ ∗
2 ,

it follows that

v1 ≥ σ ∗
1 A σ ∗

2 .

In view of (2.13), we then have

σ ∗
1 A σ ∗

2 = max
σ1∈�1

σ1 A σ ∗
2

23 In von Neuman’s original approach, this was the difficult part of the proof because, as mentioned, he could
not rely at that time on an existence result for Nash equilibrium. Our present proof is drastically simplified by
invoking such a result.
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and therefore

v1 ≥ max
σ1∈�1

σ1 A σ ∗
2

≥ min
σ2∈�2

max
σ1∈�1

σ1 A σ2 = v2.

Combining v2 ≥ v1 and v1 ≥ v2 we obtain part (i) of the theorem, i.e.,
v1 = v2 = v∗. Part (ii) is an immediate consequence of this equality. �

By part (i) of Theorem 2.1, the maximin and minimax of a bilateral and finite
zero-sum game always coincide. Then, along the lines of our former motivation of
these payoffs, one could interpret part (ii) as indicating that the most pessimistic
expectations of the two players are simultaneously confirmed at any Nash equilib-
rium (σ ∗

1 , σ
∗
2 ). That is, each player i obtains the best payoff consistent with “perfect

anticipation” by her opponent. For player 1 this means that

π1(σ ∗
1 , σ

∗
2 ) = max

σ1∈�1

min
σ2∈�2

σ1 A σ2 = v∗ (2.15)

and for player 2

π2(σ ∗
1 , σ

∗
2 ) = − min

σ2∈�2

max
σ1∈�1

σ1 A σ2 = −v∗. (2.16)

The common v∗ present in each of these expressions is called the value of the game.
Note that the clear-cut and rather startling twin conclusion embodied by (2.15) and
(2.16) implicitly assumes that each player has just a single opponent. In fact, it
is crucially dependent on this assumption because, as illustrated in Exercise 2.13,
the conclusions established by Theorem 2.1 do not extend to zero-sum games with
more than two players.

We observed above that parlor games in which players may just win or lose
are zero-sum. This is also the case if there are monetary bets involved (recall, for
example, the stylized card game represented in Figure 1.8), as long as players’
von Neumann-Morgenstern utility is linear in money – cf. Exercise 2.14. As yet a
further example of a zero-sum game, we have the matching-pennies game, whose
payoffs are given by Table 2.4. By virtue of Theorem 2.1, we know that the value
of this game is equal to the Nash equilibrium payoff

v∗ = πi (H, (1/2, 1/2)) = πi (T, (1/2, 1/2)) = 0 (1 = 1, 2). (2.17)

It is instructive, however, to derive v∗ directly, to illustrate the computation of the
maximin and minimax. First, for each strategy of player 1, σ1 = (σ1H , σ1T ), define

φ1(σ1H ) ≡ min
σ2H∈[0,1]

π1(σ1H , σ2H ),

where, as before, we identify any mixed strategy with the weight it assigns to
choosing H.And, analogously, for each strategy σ2 = (σ2H , σ2T ) of player 2, define

φ2(σ2H ) ≡ max
σ1H∈[0,1]

π1(σ1H , σ2H )

= − min
σ1H∈[0,1]

π2(σ1H , σ2H ),



Zero-sum bilateral games 49

σ1H ,

1

–1

11/2

φ2(σ2H)

φ1(σ1H)

0  σ2H

Figure 2.4: The (equilibrium) value of the matching-pennies game.

where the latter equality is simply a consequence of the fact that

π2(σ1H , σ2H ) = −π1(σ1H , σ2H )

for all σ1H and σ2H . It is immediate to compute that:

φ1(σ1H ) =


π1(σ1H , H ) = 2σ1H − 1 if σ1H <

1
2

π1(σ1H , H ) = π1(σ1H , T ) = 0 if σ1H = 1
2

π1(σ1H , T ) = 1 − 2σ1H if σ1H >
1
2

and similarly,

φ2(σ2H ) =


π1(T, σ2H ) = 1 − 2σ2H if σ2H <

1
2

π1(T, σ2H ) = π1(H, σ2H ) = 0 if σ2H = 1
2

π1(H, σ2H ) = 2σ2H − 1 if σ2H >
1
2 .

Hence, from (2.9) and (2.10), we have

v1 = max
σ1H∈[0,1]

φ1(σ1H ) = 0

v2 = min
σ2H∈[0,1]

φ2(σ2H ) = 0,

which reconfirms (2.17). A graphic illustration of the approach is presented in
Figure 2.4.

Remark 2.2: Maximin and minimax in general games

Note that the maximin and minimax values, v1 and v2, can always be defined
for arbitrary bilateral games (not necessarily zero-sum). The argument by
which we concluded in the proof of Theorem 2.1 that v2 ≥ v1 is valid
for any bilateral game. However, this is not the case for the reciprocal
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inequality v1 ≥ v2, which in turn led to the equality of both values – this
latter inequality holds only for zero-sum games. �

Remark 2.3: Equilibrium interchangeability

Theorem 2.1 indicates that, in any bilateral zero-sum game, players always
obtain the same equilibrium payoff, the value of the game, at each of the
(possibly multiple) Nash equilibria. In fact, it is interesting to note that, to
obtain this common equilibrium value, players do not even need to resort to
the implicit or explicit coordination usually required in the presence of equi-
librium multiplicity – recall for example our discussion of the battle of the
sexes in Subsection 2.2.1. In a zero-sum game, each player may select any
of her equilibrium strategies independently, nevertheless being sure that
an equilibrium will materialize if the remaining players behave similarly.
This interesting property is often labeled equilibrium interchangeability.24

To establish this property, consider any bilateral zero-sum game G and
two different Nash equilibria of it, σ̂ = (σ̂1, σ̂2) and σ̃ = (σ̃1, σ̃2). By
Theorem 2.1, both yield the same payoff for each player, as induced by
the value of the game v∗. But then, since both are Nash equilibria, it fol-
lows that

v∗ = σ̂1 A σ̂2 ≤ σ̂1 A σ̃2 ≤ σ̃1 A σ̃2 = v∗

and therefore

σ̂1 A σ̃2 = v∗ ≥ σ1 A σ̃2, ∀σ1 ∈ �1

σ̂1 A σ̃2 = v∗ ≤ σ̂1 A σ2, ∀σ2 ∈ �2.

That is, the profile (σ̂1, σ̃2) is a Nash equilibrium. Obviously, a similar
argument shows that (σ̃1, σ̂2) is a Nash equilibrium as well. �

Supplementary Material

2.4 Nash equilibrium: formal existence results

As advanced, the mixed extension of any finite game in strategic form can be
guaranteed to have some Nash equilibrium. Here, we formally establish this result,
stating as well other existence theorems that apply instead to the alternative class
of infinite-strategy games.

As it is clear from the formulation of Nash equilibrium presented in Definition
2.3′, this concept embodies the solution of a fixed-point problem for the joint best-
response correspondence ρ. Thus, to tackle the existence issue, it is natural to
rely on some of the wide variety of fixed-point theorems offered by mathematical
analysis. Specifically, we find it useful to invoke the following well-known result
(see e.g., Border, 1985).

24 Formally, equilibrium interchangeability implies that the set of equilibrium profiles�∗ has a Cartesian-product
structure, �∗

1 ×�∗
2 , where each �∗

i is the set of equilibrium strategies of player i.
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Kakutani’s Fixed-Point Theorem: Let X ⊂ R
m (m ∈ N) be a compact, con-

vex, and nonempty set, and ϕ : X ⇒ X an upper hemicontinuous cor-
respondence25 with convex and nonempty images (i.e., ∀x ∈ X, ϕ(x) is
a nonempty and convex subset of X ). Then, the correspondence ϕ has a
fixed point, i.e., there exists some x∗ ∈ X such that x∗ ∈ ϕ(x∗).

Based on this theorem, we may establish the following existence result.

Theorem 2.2 (Nash, 1951): Every finite game in strategic form – i.e., its mixed
extension – has a Nash equilibrium.

Proof: Consider any finite game and let ρ be its best-response correspondence. To
prove the existence of a fixed point ofρ (i.e., a Nash equilibrium), we invoke
Kakutani’s fixed-point theorem, as stated above. Specifically, we identify
X with � = ∏n

i=1�
ri−1 , ϕ with ρ, and check that its different hypotheses

are satisfied in our case. On the one hand, it is clear that � is compact,
convex, and nonempty. Moreover, for every σ ∈ �, ρ(σ ) is also nonempty
because each πi is a continuous function (it is separately linear, or bilinear,
in σi and σ−i ), which implies that its maximum is attained in the compact
domain �i . The bilinearity of each πi also implies the convexity of ρ(σ )
for any given σ ∈ �. To see this, take any σ ′, σ ′′ ∈ ρ(σ ) and denote

H ≡ πi (σ
′
i , σ−i ) = πi (σ

′′
i , σ−i ) = max

σi∈�i

πi (σi , σ−i ).

Then, for any given λ ∈ [0, 1], we compute

πi (λσ
′
i + (1− λ)σ ′′

i , σ−i )= λπi (σ
′
i , σ−i )+ (1− λ)πi (σ

′′
i , σ−i )= H,

which implies that λσ ′
i + (1 − λ)σ ′′

i ∈ ρ(σ ). Finally, the upper hemi-
continuity of ρ is a direct consequence of Berge’s theorem (cf. Border,
1985), whose line of argument is nevertheless spelled out next for the sake
of completeness.

First, note that it is enough to show that every “component” correspon-
dence ρi : �−i ⇒ �i (i = 1, 2, . . . , n) is upper hemicontinuous. Consider
any such ρi and let {σ q

−i }∞q=1 ⊂ �−i be any sequence converging to some
σ ∗
−i . On the other hand, let {σ q

i }∞q=1 ⊂ �i be a corresponding sequence of
player i’s strategies such that σ q

i ∈ ρi (σ
q
−i ) for each q = 1, 2, . . . ; i.e.,

∀σi ∈ �i , πi (σ
q
i , σ

q
−i ) ≥ πi (σi , σ

q
−i ). (2.18)

Since �i is compact, it can be assumed without loss of generality (taking
a subsequence if necessary) that limq→∞ σ

q
i = σ ∗

i for some σ ∗
i ∈ �i . We

want to show that

∀σi ∈ �i , πi (σ
∗
i , σ

∗
−i ) ≥ πi (σi , σ

∗
−i ).

25 Under the maintained assumption that X is compact, the correspondence ϕ : X ⇒X is said to be upper hemi-
continuous if its graph g(ϕ) ≡ {(x, y) : x ∈ X, y ∈ ϕ(x)} is a closed set (in the usual topology). An equivalent
requirement is that given any x∗ ∈ X and some sequence {xq }∞q=1 convergent to x∗, every sequence {yq }∞q=1
with yq ∈ ϕ(xq ) has a limit point y∗ such that y∗ ∈ ϕ(x∗).
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In view of the continuity of πi , this follows immediately from (2.18) by
taking limits in q within this expression. �

Since Kakutani’s fixed-point theorem only applies to finite-dimensional spaces,
the proof of Theorem 2.2 requires that each player’s set of pure strategies be finite
and, therefore, the corresponding space of mixed strategies be a finite-dimensional
simplex. There are, however, many economic applications where players’ strate-
gies are best modeled as part of an infinite set, say a continuum of possible outputs,
prices, or cost shares. For these contexts, a suitable extension of Kakutani’s theo-
rem to infinite-dimensional spaces can still be used to guarantee Nash equilibrium
existence in games where the sets of pure strategies are compact (e.g., compact
real intervals) and the payoff functions are continuous. The classical result in this
respect may be stated as follows.

Theorem 2.3 (Glicksberg, 1952): Let G be a game in strategic form such that,
for each player i = 1, 2, . . . , n, Si ⊂ R

m is compact and πi : S1 × · · · ×
Sn → R a continuous function. Then, the game G has a Nash equilibrium,
possibly in mixed strategies.26

The previous result requires that the payoff functions of all players be contin-
uous, a condition that is unfortunately violated in many applications (cf. the case
of Bertrand competition in oligopoly studied in Subsection 3.1.2). It turns out,
however, that such a continuity is not strictly required and the assumption may be
substantially generalized to fit most of the cases of interest. This was first shown
by Dasgupta and Maskin (1986a),27 who established the existence of Nash equi-
librium in mixed strategies when the players’ set of pure strategies Si are compact
subsets of a Euclidean space R

m and, even if some of the payoff functions πi are
discontinuous, they satisfy the following:

1. For any given s−i ∈ S−i , each functionπi (·, s−i ) is a lower semi-continuous
function of si .

28

2. The sum of players’ payoffs, i.e.,
∑

i∈N πi (s), defines an upper semi-
continuous function of the whole pure-strategy profile.29

3. For each i, the collection of points in S where the function πi is discontin-
uous is included in a subset of S displaying less than full dimension.

26 Here, mixed strategies are Borel probability measures on the corresponding space of pure strategies. Of course,
one needs to endow these sets with an appropriate topology to have corresponding notions of continuity and
compactness well defined. Specifically, this theorem may be proved using the so-called topology of weak
convergence (cf. Munkres, 1974) where, roughly, two probability measures are judged “close” if the integrals
they induce on any continuous function are close.

27 For a good discussion of more recent developments concerning equilibrium existence in discontinuous games,
the reader may refer to Reny (1999).

28 Let X be a subset of some Euclidean space. A real function f : X → R is lower semi-continuous at some
x∗ ∈ X if for any sequence {xq }∞q=1 convergent to x∗, lim infq→∞ f (xq ) ≥ f (x∗). In fact, Dasgupta and
Maskin (1986a) contemplate a substantially weaker form of lower hemi-continuity that requires the previous
inequality to hold only when x∗ is approached in a single direction or, even more generally, when one considers
some particular convex combination of the limits obtained along different directions.

29 A function f : X → R is upper semi-continuous at some x∗ ∈ X if for any sequence {xq }∞q=1 convergent to
x∗, lim supq→∞ f (xq ) ≤ f (x∗).
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As emphasized, none of the preceding existence results guarantees that there is
some Nash equilibrium involving only pure strategies. However, given the misgiv-
ings sometimes expressed against the concept of mixed strategy (recall the discus-
sion in Subsection 2.2.3), it is certainly of some interest to wonder under what con-
ditions the existence of a pure-strategy Nash equilibrium may be guaranteed. Within
the realm of infinite games, the following result identifies conditions on the payoff
functions that ensure the existence of some Nash equilibrium in pure strategies.

Theorem 2.4 (Debreu, 1952; Fan, 1952; Glicksberg, 1952): Let G be a game
in strategic form such that, for each i = 1, 2, . . . , n, Si ⊂ R

m is compact
and convex, and the function πi : S1 × · · · × Sn → R is continuous in
s = (s1, s2, . . . , sn) and quasi-concave in si .

30 Then, the game G has a
Nash equilibrium in pure strategies.

Proof: Exercise 2.10. �

As it turns out, the conditions spelled out in the previous theorem will be found of
some relevance in the study of many setups in economics. For example, a paradig-
matic case in point is provided by the basic model of Cournot oligopoly studied in
Subsection 3.1.1.

2.5 Strong and coalition-proof equilibria

Verbally, a Nash equilibrium may be described as a strategic profile for which
there are no profitable unilateral deviations. This concept is based on the implicit
assumption that players cannot coordinate on any joint, mutually beneficial, change
of strategies. In some contexts, however, this assumption might not be reasonable
and we would then like to have an equilibrium concept that is sensitive to the
possibility of multilateral deviations. Consider, for example, the game in strategic
form described in Table 2.6.

This game has two pure-strategy Nash equilibria: (T, L) and (B, R).Even though
players might have originally aimed at playing the inefficient equilibrium (B, R),
it is reasonable to argue that, if they could reconsider matters, the efficient equilib-
rium (T, L) would be targeted instead. Certainly, both profiles define robust Nash
equilibria and, therefore, from a purely strategic perspective, there are no essential
differences between them. In fact, it is precisely because of this comparable stand-
ing of the two equilibria that it becomes all the more plausible that players should
focus attention on Pareto efficiency, i.e., on achieving the equilibrium payoff that
they both prefer. But then, if this indeed happens, one would expect that only the
equilibrium (T, L) might be played.

A first attempt to address these issues was put forward by Aumann (1959),
who proposed the concept of strong equilibrium. Extending the concept of Nash
equilibrium, a strong equilibrium is defined as a strategic profile for which no subset
of players has a joint deviation that (strictly) benefits all of them. Formally, we have
the following:

30 The condition that πi (·) be quasi-concave in si is simply the requirement that, for any fixed s−i ∈ S−i , the
function πi (·, s−i ) be a quasi-concave function of its single argument, si .
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Table 2.6: A strategic-form game with two
pure-strategy Nash equilibria, one of them efficient

2
1 L R

T 2, 2 0, 0
B 0, 0 1, 1

Table 2.7: A three-player strategic-form game with no
strong equilibrium

2
1 A B

X 0, 0, 10 −5, −5, 0
Y −5, −5, 0 1, 1, 4

3 M

2
1 A B

X −2, −2, 0 −5, −5, 0
Y −5, −5, 0 −1, −1, 5

N

Definition 2.5 (Aumann, 1959): A strategic profile σ ∗ is a strong equilibrium
if ∀M ⊆ N , there is not any (σ j ) j∈M such that ∀ j ∈ M,

π j ((σ j ) j∈M , (σ
∗
i )i∈N\M ) > π j (σ

∗).

Obviously, the concept of strong equilibrium is substantially more demanding
than that of Nash because it requires immunity against a much wider set of devi-
ations. In particular, since the deviating coalition may coincide with the whole set
of players, it follows that every strong equilibrium must be weakly Pareto efficient
(i.e., there must not exist any alternative strategic profile preferred by all players).
Thus, in a terminology that will be profusely used in Chapter 4, the concept of
strong equilibrium can be viewed as a quite stringent refinement of Nash equilib-
rium. In fact, it is so demanding a refinement that it fails to exist in many situations
of interest, e.g., in those games in which every strategic profile that is efficient in
the weak Pareto sense is not a Nash equilibrium. This is not a problem in the game
described in Table 2.6 – where (T, L) is obviously the unique strong equilibrium –
but leads to nonexistence in a simple game such as the by now familiar prisoner’s
dilemma (cf. Table 1.1).

Furthermore, the concept of strong equilibrium is also subject to a difficult con-
ceptual problem, which may be illustrated through the following example proposed
by Bernheim, Peleg, and Whinston (1987). There are three players involved in a
game with the strategic form described in Table 2.7 (player 1 selects rows (X or Y ),
player 2 columns (A or B), and player 3 chooses between boxes (M or N )).

This game has two Nash equilibria. One of them, (X, A,M), Pareto dominates
the other one, (Y, B, N ). The latter, therefore, cannot be a strong equilibrium in
Aumann’s sense. Consider, however, the “deviation” on the part of all three players
from (Y, B, N ) to (X, A,M). If players 1 and 2 take indeed as given that player 3
will play M , the same motivation that underlies the notion of strong equilibrium
would require that there should be no joint deviation from (X, A) that improves
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both player 1 and player 2. Unfortunately, this is not the case. If player 3 chooses
the first payoff table, players 1 and 2 both prefer to play (Y, B), which is a Pareto
efficient equilibrium for their induced bilateral game. But then, if player 3 anticipates
this joint deviation, she will prefer to choose N rather than M , thus leading the
population back to the inefficient equilibrium (Y, B, N ).

In view of such conceptual problems afflicting the notion of strong equilibrium,
Bernheim, Peleg, and Whinston (1987) propose the concept of coalition-proof equi-
librium. We only provide a heuristic description of it. Informally, a strategic profile
is said to define a coalition-proof equilibrium if it is consistent with the following
inductive process.

� First, it must be a Nash equilibrium; i.e., it must be immune to profitable
unilateral deviations.

� Second, it must not allow for any bilateral deviation that is profitable for
the two players involved. Such a joint deviation, however, must induce a
Nash equilibrium of the bilateral game induced when the remaining players
keep their strategies fixed. Otherwise, it is not judged a valid deviation.

� Third, it must not allow for profitable trilateral deviations that qualify as
valid, in the sense that they are themselves immune to further bilateral
and unilateral (valid) deviations in the three-player game induced when all
other players keep their strategies fixed.

� Proceeding inductively, the former considerations are further iterated for
every coalition of size 4, 5, . . . . And at each such iteration, any joint devia-
tion by a certain coalition is judged valid only if it defines a coalition-proof
equilibrium of the game induced when the remaining players keep their
respective strategies fixed.

Clearly, the stability criterion embodied by the concept of coalition-proof equilib-
rium is substantially weaker than that of strong equilibrium: fewer joint deviations
are allowed, since some are declared invalid because of their “lack of internal con-
sistency.” For example, reconsidering again the prisoner’s dilemma, notice that its
Nash equilibrium (D, D) does qualify as a coalition-proof equilibrium. For, once
the aforementioned internal consistency of deviations is demanded, the joint bilat-
eral deviation to (C,C) is no longer admitted because it is not itself immune to a
deviation by the “subcoalition” consisting of just one player.

The previous considerations notwithstanding, the concept of coalition-proof
equilibrium has been shown to suffer from the same fundamental problem as strong
equilibrium. That is, despite being substantially weaker than the latter, it also fails
to exist in many interesting contexts.31 Because of this very basic problem, the ap-
plication of coalition-based approaches to the analysis of games has hitherto been
restricted to a rather limited set of socioeconomic contexts.

31 An interesting case where a coalition-proof equilibrium always exists is provided by those games where the set
S ∞ ≡ S ∞

1 × S ∞
2 × · · · × S ∞

n (cf. (2.6)) includes a strategy profile s∗ that Pareto dominates (weakly) all other
profiles s ∈ S ∞. Under these circumstances, Moreno and Wooders (1996) prove that s∗ is a coalition-proof
equilibrium.
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Table 2.8: A strategic-form game with
two pure-strategy Nash equilibria

2
1 A B

X 5, 1 0, 0
Y 4, 4 1, 5

2.6 Correlated equilibrium

Consider the bilateral game represented in strategic form whose payoffs are dis-
played in Table 2.8. This game is similar to the battle of the sexes in that it has
two Nash equilibria in pure strategies. One of them, (X, A), is that preferred by
player 1; on the other hand, player 2 prefers the alternative pure-strategy equilib-
rium (Y, B). If one insists on implementing a symmetric outcome, there is also
a symmetric equilibrium in mixed strategies that provides an identical expected
payoff equal to 5/2 for both players. However, this payoff is inefficient because the
profile (Y, A) induces a higher payoff of 4 for each player. This inefficiency can
be partly attributed to the independent randomization undertaken by the players at
the mixed-strategy equilibrium, which unavoidably induces positive probability to
the strategy profile (X, B). Conceivably, if players could resort to some suitable
coordination mechanism, possibly stochastic, efficiency and symmetry could be
restored as some sort of equilibrium outcome in this game.

This is the idea that largely underlies the concept of correlated equilibrium, again
proposed by Aumann (1974). Suppose that the players decide to adopt the following
mechanism of coordination: they toss a coin and, if heads turn out, they play (X, A);
if tails comes up instead, they play (Y, B). Since both of these alternative strategy
profiles are Nash equilibria, such a “random coordination” on each of them is also
an equilibrium. To be more precise, if the players agree to use this mechanism,
neither of them will have a unilateral incentive to deviate from its prescriptions.
Moreover, the ex ante (expected) payoff derived from using it is equal to 3 for each
player, thus narrowing significantly the inefficiency gap displayed by the symmetric
(mixed-strategy) Nash equilibrium.

Despite the improvement entailed by the contemplated mechanism, its outcome
is not yet efficient because the profile (Y, A) still dominates it. Unfortunately, this
strategy profile is not an equilibrium and appears, therefore, like too ambitious an
objective to be attained. Could the players nevertheless come somewhat closer to
its payoffs by going beyond a mere alternation of pure-strategy equilibria? At first
sight, the answer would seem negative: if a strategy profile does not define a Nash
equilibrium, nothing will make the agents want to play it through independently
adopted decisions. This intuitive assertion is indeed essentially true if, in the coor-
dination mechanism used, the signals sent to the players are common for both of
them (for example, if these signals are fully public as in the aforementioned flipping
of a coin).

Consider, however, the possibility that the mechanism used in the present context
may involve sending different (although typically correlated) signals to each player.
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Specifically, suppose the mechanism produces one of three states chosen from a
certain state space � = {ω1, ω2, ω3} with equal prior probability. But once the
particular state has materialized, the mechanism does not communicate any longer
the same signal to both players:

� If ω1 occurs, player 2 is informed only that the event U ≡ (ω1 ∨ ω2) – i.e.,
“ω1 or ω2” – has turned up, whereas player 1 is precisely informed of the
state ω1.

� If ω2 takes place, player 1 is informed that the event V ≡ (ω2 ∨ ω3) has
occurred, while player 2 continues to receive the information that U has
materialized.

� Finally, if ω3 results, player 1 is informed only of the event V but player 2
is precisely informed about the state ω3.

More compactly, such an asymmetric signaling framework may be described
by specifying the informational partition Pi assigned to each player i = 1, 2 as
follows:

P1 = {ω1, V },
P2 = {U, ω3}.

Assume now that the mechanism “recommends” the following responses to the
signals received by each player.

� For player 1: X if ω1, Y if V ;
� For player 2: A if U, B if ω3.

If the players follow these recommendations, the expected payoff for each of
them is 10/3, which is larger than the payoff of 3 they can obtain by simply ran-
domizing between the two pure-strategy Nash equilibria of the game. Furthermore,
it is easy to see that these recommendations will indeed be voluntarily followed by
the players, provided they believe the other player will also do so. Let us check it
in detail for the cases when ω2 and ω3 occur, the instance when ω1 happens being
analogous to that with ω3.

First, consider the case where ω2 materializes. Then, player 1 receives the signal
V and player 2 the signal U. Given the signal received by player 1, she knows that
either ω2 or ω3 has occurred and must attribute to each possibility a subjective
(posterior) probability of 1/2. Player 1 also knows that if, in fact, ω2 has occurred
(something she is uncertain of), player 2 will adopt A, whereas she will adopt B if
the state that has happened is ω3 (see the above recommendations). In view of this
information, the recommendation to play Y received by player 1 is indeed optimal
for her (although not uniquely so). The situation is analogous for player 2: after
this player receives the signal U, she will attribute an equal probability of 1/2 to
player 1 adopting either X or Y. In the face of it, the recommendation to play A is
indeed optimal for player 2 (again, not uniquely so).

Consider now the case in which the state ω3 occurs. Then, since player 1 receives
the same signal V as before, her posterior probabilities are of course the same (1/2
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for each possible choice by player 2). Therefore, the proposed recommendation
continues to be optimal. Concerning player 2, her posterior subjective probability
on player 1’s action after receiving the signalω3 is now concentrated on Y . Therefore,
the recommendation she receives of playing B is optimal as well, because it is a
best response to the strategy Y chosen by player 1 in this case.

We now formalize matters. Let G be a finite game in strategic form. A stochastic
coordination mechanism of the type discussed involves

(i) a random variable defined on the set� (assumed finite) with probabilities
p(ω) for each ω ∈ �, and

(ii) for each player i = 1, 2, . . . n, a partition Pi of the set � that reflects
player i ′s information on the realization of the underlying random variable.

In this context, a strategy for each player i is given by a function

γi : �→ �i ,

mapping each possible state to an associated mixed-strategy choice,32 which has to
be measurable with respect to Pi . That is, every function γi must satisfy

∀ei ∈ Pi , ∀ω,ω′ ∈ ei , γi (ω) = γi (ω
′).

This measurability requirement simply reflects the idea that each player i is informed
only about what element of her partitionPi prevails and, as usual (recall Section 1.2),
her strategy can depend only on information she actually has.

Based on a coordination mechanism and corresponding strategies as described,
the equilibrium notion proposed is formally defined as follows.

Definition 2.6 (Aumann, 1974): A strategy profile γ = (γ1, . . . , γn) is said to be
a correlated equilibrium if ∀i = 1, 2, . . . , n, ∀γ̃i : �→ �i that is mea-
surable with respect to Pi ,∑

ω∈�
p(ω)πi (γ (ω)) ≥

∑
ω∈�

p(ω)πi (γ̃i (ω) , γ−i (ω)).

Remark 2.4: Conditional payoff maximization

Note that the preceding definition embodies in essence a collection of inde-
pendent (“parallel”) maximization problems conducted by each individual
at every element ei of her partition Pi (see Exercise 2.16). That is, the
ex ante optimality displayed by any player i’s strategy at equilibrium re-
quires that the choice it prescribes for every signal ei maximizes the ex post
(conditional) payoffs associated with the posterior beliefs p(ω | ei ). �

As formulated in Definition 2.6, the concept of correlated equilibrium appears
to be quite a cumbersome construct. For, associated with any such equilibrium, it

32 Without loss of generality, strategies in this context could have been postulated to prescribe deterministic
choices (i.e., pure strategies in each corresponding Si of the underlying game). For, if some randomization on
choices is required, this may be implemented directly through the (stochastic) mechanism itself.
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seems necessary to define explicitly the stochastic mechanism (state space, ran-
dom variable, signals, recommendations) that support it. However, as it turns out,
this formal apparatus is largely unnecessary. Instead, one may focus directly on
the essential objective achieved by a correlated equilibrium, namely, to provide a
(stochastic) pattern of incentive-compatible recommendations.

To see this, let us approach matters in such a “reduced” fashion. Then, all that is
needed to define a correlated equilibrium is a direct specification of the probabilities
with which the mechanism issues the different profiles of player recommendations
(i.e., mixed-strategy profiles). And, with this perspective, a correlated equilibrium
may be simply reformulated as a probability density over recommendation pro-
files that, once the players are fully informed of their ex ante probabilities, induce
each player to follow her personal recommendations in every case. Formally, this
approach is embodied by the following alternative definition.

Definition 2.7: A correlated equilibrium is a probability density p : �1 × · · · ×
�n → [0, 1] such that ∀i = 1, 2, . . . , n, ∀ηi : �i → �i ,∑
σ∈�

p (σ )πi (σ ) ≥
∑
σ∈�

p (σ )πi (ηi (σi ) , σ−i ) .

The above definition may be interpreted as follows. Suppose that every player i
privately receives a recommendation to play some particular σi ∈ �i but is fully
aware of the probability density p(σ ) with which every recommendation profile σ
is issued by the mechanism. Then, if p(·) is to define a correlated equilibrium, no
player i should be able to improve by reacting to some of the recommendations
σi with a different choice σ ′

i . (That is, she must not gain by relying on a mapping
ηi (·) in Definition 2.7 that is different from the identity.) This alternative equivalent
way of defining correlated equilibrium stresses the important idea that the induced
recommendations are the only relevant information the mechanism provides to
each player i . Thus, any deviating strategy must be measurable with respect to the
partition generated by these recommendations, i.e., it should depend only on them.

As a further illustration of the crucial role played by informational asymmetries in
the present context, we consider now a somewhat paradoxical example. It illustrates
the important idea that, in contrast with what happens in single-agent (and, therefore,
nonstrategic) decision contexts, agents involved in genuinely strategic scenarios
may end up improving their (equilibrium) payoffs after losing some ex post valuable
possibilities. This general phenomenon will arise repeatedly throughout this book
in a number of different variants (here, the foregone possibilities will concern
“information,” but in Exercise 2.4 it will involve “utiles,” and in Chapter 4 it will
pertain to alternative choices).

There are three players, 1, 2, and 3, involved in the strategic-form game described
in Table 2.9: the first player selects rows, the second columns, and the third boxes.
If we restrict consideration to Nash equilibria in pure strategies, there are just two
of them: (Y, A,M) and (X, B, Q). In both of them, every player obtains a payoff
of 1. Suppose now that players contemplate introducing a stochastic coordination
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Table 2.9: A three-player strategic-form game with a correlated equilibrium
Pareto dominating Nash equilibria

2
1 A B

X 0, 0, 3 0, 0, 0
Y 1, 1, 1 0, 0, 0

3 M

2
1 A B

X 2, 2, 2 0, 0, 0
Y 0, 0, 0 2, 2, 2

N

2
1 A B

X 0, 0, 0 1, 1, 1
Y 0, 0, 0 0, 0, 3

Q

mechanism that might allow them to obtain the higher payoff of 2 available in
the middle box. As explained, if such a mechanism exists, its details need not be
given explicitly. That is, its performance may be compactly summarized through
a (stochastic) pattern of incentive-compatible recommendations as formalized by
Definition 2.7.

Consider therefore the probability density p : �1 ×�2 ×�3 → [0, 1], which
distributes all positive probability equally over the following two (pure) strategy
profiles: (X, A, N ) and (Y, B, N ). That is,

p(X, A, N ) = p(Y, B, N ) = 1/2. (2.19)

Then, if each player is communicated only her respectively recommended strategy
(but is aware of the way the whole pattern of recommendations is stochastically
chosen), it is immediate to check that such a strategy will be willingly followed in
every case. In other words, the probability density p(·) given by (2.19) defines a
correlated equilibrium.

Now, suppose player 3 is given the option of modifying the nature of the under-
lying mechanism, so that she may decide whether to access the recommendations
provided to her opponents. Will she want to exercise this option for more infor-
mation? If, as it is natural to assume, what player 2 decides in this respect will be
known by players 1 and 3, the answer must be negative: she will prefer to forego this
possibility. For, if she were to accept it, the above set of recommendations would not
define a correlated equilibrium any longer. Her opponents would understand that, if
player 3 were to trust that others will behave according to these recommendations,
she herself will react as follows:

� M when the recommendation to the other players is (X, A);
� Q when the recommendation to the other players is (Y, B).

This, of course, destroys the incentives of players 1 and 2 to behave as recom-
mended, leading to the collapse of the coordination device that allowed every player
to achieve a payoff equal to 2.

To end our discussion of correlated equilibrium, we address two pending but
crucial issues: its existence and its interpretation. Concerning existence, the problem
is particularly straightforward in this case. Simply note that every Nash equilibrium
of a strategic-form game trivially defines a correlated equilibrium in which
players’ recommendations are not correlated. That is, if σ ∗ = (σ ∗

i )n
i=1 defines a
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Nash equilibrium of the game, the pattern of probabilities p(·) given by

p(s1, s2, . . . , sn) = σ ∗
1 (s1)σ ∗

2 (s2) · · · σ ∗
n (sn)

for each (s1, s2, . . . , sn) ∈ S defines a correlated equilibrium. Therefore, we may
invoke Theorem 2.2 to assert that, in every finite game, some correlated equilib-
rium always exists. In general, however, the set of correlated equilibria will be
much larger than that of Nash equilibria. This is indeed the case when the Nash
equilibrium is not unique, as illustrated by one of our examples. In this case, any
probability distribution defined over the different Nash equilibria specifies a corre-
lated equilibrium, thus allowing players to achieve any point in the convex hull of
the set of Nash equilibrium payoffs.

If the coordination mechanism uses only public signals (or recommendations),
such stochastic alternation of Nash equilibria is the only kind of correlated equilib-
rium that exists. Nevertheless, our examples have also illustrated that players may
have access to a much richer set of possibilities if the signals they receive can involve
discretional (in particular, asymmetric) degrees of privacy. Under these conditions,
there often exist correlated equilibria in which players reach payoff levels that are
unattainable through mere convex combinations of Nash equilibria.

Finally, we address the issue of interpretation concerning the notion of correlated
equilibrium. In this respect, we can pursue a slight variation on one of the lines
used to motivate Nash equilibrium in Subsection 2.2.1. In view of the efficiency
gains that can be potentially achieved by correlating actions, we might anticipate
that the players involved in a game would often want to go through an initial
communication phase where they try to agree on some stochastic coordination
mechanism. That is, they would try to find and agree on some incentive-compatible
pattern of “recommendation probabilities” to guide their subsequent play. If such
an agreement were indeed reached, then all that would remain is to design a suitable
“machine” that implements it or, if not, trust a fair mediator to carry it out.

In a sense, the kind of interagent communication reflected by this interpretation
of correlated equilibrium is not very different from that invoked in Subsection 2.2.1
pertaining to Nash equilibrium. It is therefore subject to the same criticisms that
were raised there. In response to such conceptual difficulties, it often has been argued
that a satisfactory analysis of strategic situations should not rely on an “equilibrium
approach” but proceed instead from more fundamental, individualistic, premises.
This is indeed the route described in the following section.

2.7 Rationalizability

When no prior convergence or compatibility of players’ expectations is taken for
granted, their independent analysis of the game must be based exclusively on the
assumption of rationality of their opponents; more precisely, on the assumption that
rationality (hers and that of her opponents) is common knowledge. As explained
in Section 2.1, to say that players’ rationality is common knowledge amounts to
asserting that the following indefinite chain of statements is true:
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(i) every player is rational;
(ii) every player knows that every player is rational;

(iii) every player knows that every player knows that every player is rational;
(iv) every player . . . , etc.

Here, we contemplate a notion of rationality that is stronger than that introduced
in Section 2.1. Specifically, we postulate the idea of rationality implicitly underlying
the concept of Nash equilibrium, in that a player is called rational if she is max-
imizing her expected payoff on the basis of some expectations of what the other
players will do. Clearly, this precludes her from playing any dominated strategy
(in the sense of Definition 2.1), which indicates that this notion of rationality is
indeed stronger than that derived from payoff nondominance.

Suppose, for simplicity, that there are only two players, 1 and 2. If the above
chain of statements is true and no player experiences any limitation of her ability to
analyze the situation, the strategy chosen by any of them, say player 1, must satisfy
the following:

(i)′ By (i), her strategy must be a “best response” to some perceptions (sub-
jective probability measure) of what is the strategy chosen by player 2.
These perceptions are called her first-order beliefs.

(ii)′ By (ii), it must be possible to “rationalize” (i.e., provide some foundation
for) any first-order beliefs contemplated in (i)′ on the basis of some percep-
tion (by 1) of what 2 perceives at her first level and what is a corresponding
best response. These perceptions (subjective probability measures by 1
over first-order beliefs by 2) are called player 1’s second-order beliefs.

(iii)′ By (iii), it must be possible to rationalize any player 1’s second-order
beliefs contemplated in (ii)′ on the basis of some third-order perceptions
(by 1) on what are player 2’s second-order beliefs. These perceptions are
called player 1’s third-order beliefs.

(iv)′ By (iv), . . . .

Figure 2.5 illustrates the former process of “rationalizations”.
A strategy that fulfills the whole chain of assertions stated above is called ra-

tionalizable, a concept independently proposed by Bernheim (1984) and Pearce

P 1 P 1 P1

P 2 P 2 Σ2

Σ1
3

2

2

1

11 k {2 k {1 r}} 1 k {2 r } 1 r…

Figure 2.5: Beliefs that reflect “common knowledge of rationality.” “ jr” ( j = 1, 2) repre-
sents the statement “player j is rational”; “ jk{·} ” represents the statement “player j knows
{·}”; Pq

j represents beliefs of order q by player j , defined (i.e., are probability measures)
over the set Pq−1

j ′ (the beliefs of order q − 1 by player j ′ �= j , where P0
j = ∑

j ).Downward
vertical arrows point to the space where the upper beliefs are defined. Rightward horizontal
arrows stand for the consistency requirements higher-order beliefs impose on those of lower
order (of the same player) by common knowledge of rationality.
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(1984). Next, we present its formal definition, which reflects in a rigorous fashion
the considerations embodied by (i)′–(iv)′.

Let G = {N , {Si } , {πi }} be a finite game in strategic form. Consider, for each
player i, the sequence {�̂q

i }∞q=0 defined as follows:

(a) For q = 0, we make �̂0
i = �i ;

(b) ∀q = 1, 2, . . . ,

�̂
q
i = {

σi ∈ �̂q−1
i

∣∣ ∃σ−i ∈ �̂q−1
−i : ∀σ̃i ∈ �̂q−1

i ,
(2.20)

πi (σi , σ−i ) ≥ πi (σ̃i , σ−i )
}

Definition 2.8 (Bernheim, 1984; Pearce, 1984): For each i = 1, 2, . . . , n, Ri ≡
∩∞

q=1�̂
q
i is called the set of rationalizable strategies. Furthermore, a strate-

gic profile σ is said to be rationalizable if each of its components σi is
rationalizable.

The iterative process induced by (a) and (b) above formalizes the chain of heuris-
tic requirements listed above. Thus, for q = 1, the process discards all mixed strate-
gies that cannot be rationalized as a best response to some i’s first-order beliefs on
j’s strategy ( j �= i). For q = 2, the process discards those mixed strategies that can-
not be rationalized as a best response to some i’s second-order beliefs – or, more
precisely, as a best response to some first-order beliefs by i over j’s strategy, which
are in turn consistent with the rationality of j and some second-order beliefs about
what j believes at her first-order level. Proceeding inductively, the requirement that
any given player i satisfies an indefinite chain of such considerations is embodied
by the demand that her chosen strategy belongs to every �̂q

i , for q = 0, 1, 2, . . . ,
i.e., that it belongs to their intersection ∩∞

q=1�̂
q
i . (Note that we can also think of

this intersection as limq→∞ �̂
q
i because, by construction, {�̂q

i }∞q=0 is a decreasing
sequence, i.e., �̂q+1

i ⊂ �̂q
i for all q.)

First, we address the issue of existence of rationalizable strategies.

Theorem 2.5 (Bernheim, 1984; Pearce, 1984): The set R ≡ R1 × R2 × · · ·
× Rn �= ∅.

Proof: We argue, by induction, that {�̂q
i }∞q=0 is a sequence of closed and nonempty

sets. Therefore, since it is a decreasing sequence, their intersection is
nonempty by a well-known result of mathematical analysis (see, for ex-
ample, Rudin, 1976).

Consider any q and suppose that its associated �̂q = �n
i=1�̂

q
i is

nonempty and closed. We need to show that �̂q+1 is also nonempty and
closed. On the one hand, it is nonempty because it is the outcome of a
set of optimization programs conducted within a compact set. To see that
�̂q+1 is closed, it is enough to verify that each �̂q+1

i is closed, since the
Cartesian product of closed sets is itself closed. Thus, choose any given
i and consider a convergent sequence {σ r

i } ⊂ �̂q+1
i , with σ r

i → σ ∗
i . For
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each r, we have

∃σ r
−i ∈ �̂q

−i : ∀σ̃i ∈ �̂q
i , πi

(
σ r

i , σ
r
−i

) ≥ πi

(
σ̃i , σ

r
−i

)
.

Since �̂q
−i is a compact set, {σ r

−i } includes a convergent subsequence. Let
σ̂−i ∈ �̂q

−i be the limit of such a subsequence. This limit must satisfy

πi

(
σ ∗

i , σ̂−i

) ≥ πi (σ̃i , σ̂−i ) , ∀σ̃i ∈ �̂q
i ,

which confirms that σ ∗
i ∈ �̂q+1

i . By induction, the proof is complete. �

Even though the formal definition of each set Ri displays a potentially unbounded
number of iterations, in fact, the process may be completed in a finite number of
steps because the underlying game G is assumed finite. This is the content of the
next proposition, which is analogous to the similar conclusion found in Section 2.1
for the iterative process of elimination of dominated strategies.

Proposition 2.1: There exists some q̄ ∈ N such that ∀q ≥ q̄, ∀i = 1, 2, . . . , n,
�̂

q
i = �̂q+1

i .

Proof: See Exercise 2.18. �

It is straightforward to check (Exercise 2.19) that every strategy forming part of
some Nash equilibrium is rationalizable. Therefore, rationalizability is a concept
that generalizes that of Nash equilibrium. Sometimes, it can amount to such a wide
generalization that all its predictive power is utterly lost. To illustrate this, consider
the battle of the sexes (cf. Table 2.5). The set of rationalizable strategies in this
game coincides with the whole set of mixed strategies, i.e., Ri = �i . Thus, if the
boy and girl in this game are allowed no prior coordination possibilities (as implicitly
assumed by the notion of rationalizability), any strategy profile σ ∈ �1 ×�2 is a
possible outcome when players’ analysis of the situation is based alone on common
knowledge of rationality.

The previous discussion underscores the point that a profile of rationalizable
strategies need not define an equilibrium profile. However, this still leaves open the
question of whether an analogous conclusion should hold as well at the level of each
player’s individual strategies. Specifically, we may ask whether every rationalizable
strategy must assign positive weight only to those pure strategies that are played with
positive probability at some Nash equilibrium. To refute this conjecture, consider
the 4 × 4 bilateral game proposed by Bernheim (1984) whose strategic form is
described in Table 2.10 (see also Exercise 2.20).

This game turns out to have a unique Nash equilibrium given by the pure-strategy
profile (X, B) (cf. Exercise 2.9). Therefore, we know that the two pure strategies
involved in this equilibrium are rationalizable. Are there any other strategies that
qualify as such? We now argue that strategies W and Y for player 1, and strategies
A and C for player 2, are all rationalizable. To see this, consider, for example, strat-
egy W . How can we “rationalize” that player 1 may indeed choose this strategy? –
simply, by positing that she holds (point) expectations on player 2 choosing C.
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Table 2.10: A strategic-form game with a unique
(pure-strategy) Nash equilibrium

2
1 A B C D

W 0, 7 2, 5 7, 0 0, 1
X 5, 2 3, 3 5, 2 0, 1
Y 7, 0 2, 5 0, 7 0, 1
Z 0, 0 0, −2 0, 0 10, −1

And is this choice by 2 rationalizable? – certainly, by supposing that player 2 has
expectations concentrated on player 1 choosing Y. And what about the latter strat-
egy? It is enough to assume that player 1 expects player 2 to choose A. And for
this choice by player 2? It may be rationalized if player 2 is taken to hold point
expectations concentrated on 1 playing W. In this fashion, a “rationalizable cycle”
may be constructed that is able to rationalize ad infinitum that player 1 might choose
W. But, clearly, this cycle can be used to rationalize (ad infinitum as well) any of
the four pure strategies indicated, if started at the “right point.” Thus, we find that
all mixed strategies for player 1 with support in her first three strategies – W, X, Y
– and those of player 2 with support on her first three – A, B,C – are rationalizable.
Formally,

R1 ⊂ {σ1 ∈ �1 : σ1W + σ1X + σ1Y = 1}
R2 ⊂ {σ2 ∈ �2 : σ2A + σ2B + σ2C = 1}.

In fact, it can be easily shown that the above pair of inclusions hold reciprocally as
well (cf. Exercise 2.17), so that those strategies are the only rationalizable strategies
in the game considered. In line with our previous discussion, this illustrates the
fact that the notion of rationalizability generally embodies much more than mere
“equilibrium dis-coordination”, i.e., more than just Nash equilibrium strategies
played without the required players’ coordination.

The induction process that defines the set of rationalizable strategies is quite
parallel to that contemplated on undominated strategies in Section 2.1. Is there any
relationship between them? Clearly, the process of elimination based on the domi-
nance criterion is not stronger than that based on discarding suboptimal responses.
(As explained above, if a strategy is dominated, it can never be a best response
against any strategy profile by the other players.) Can it be strictly weaker? For the
bilateral case (i.e., two players), the next result establishes that it cannot.

Theorem 2.6 (Pearce, 1984): Let N = {1, 2} . For each player i = 1, 2, the set of
rationalizable strategies and the set of (mixed) strategies which are itera-
tively undominated coincide.

Proof: Denote by �q
i and �̂q

i the sets of mixed strategies of player i = 1, 2, that
survive iteration q in the processes that underlie the concepts of itera-
tive nondominance and rationalizability, respectively. The second one is
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as defined above (cf. (2.20)). The first one is the set of mixed strategies
that assign all positive weight to the following set of pure strategies
(cf. Section 2.1):

S q
i = {

si ∈ Sq−1
i : ¬(∃σi ∈ �q−1

i : ∀s−i ∈ Sq−1
−i , πi (σi , s−i )

> πi (si , s−i )
)}
.

We proceed inductively. By construction, �̂0
i = �0

i = �i . Now suppose
that �̂q

i = �q
i for some q.We shall prove that this implies �̂q+1

i = �q+1
i .

For each q = 1, 2, . . . , i = 1, 2, σi ∈ �̂q
i , consider those vectors of the

form

ρ (σi ) =
(
πi

(
σi , s j

))
s j∈Sq

j

whose dimension is equal to the cardinality of Sq
j , denoted by vq

j . Clearly,
the set

Cq
i ≡ {

ρ (σi ) : σi ∈ �̂q
i

}
is convex. Choose any strategy si ∈ S q+1

i . By the definition of S q+1
i , ρ(si )

must define a boundary point of C q
i . Therefore, invoking the separating

hyperplane theorem (see, e.g., Border, 1985), there exists a vq
j -dimensional

vector µ such that ∀σ̃i ∈ �̂q
i ,

µ · ρ (si ) ≥ µ · ρ (σ̃i ) ,

which may be rewritten as∑
s jr∈Sq

j

µr πi

(
si , s jr

) ≥
∑

s jr∈S q
j

µr πi

(
σ̃i , s jr

)
.

By choosing

σ̂ j

(
s jr

) = µr∑
r ′ µr ′

one concludes that si is indeed a best response against σ̂ j , an element of
�

q
j (= �̂q

j ). Therefore, si ∈ �̂q+1
i , which shows that �q+1

i ⊆ �̂q+1
i . Since

the converse inclusion is immediate, the identity of both sets follow. �

Theorem 2.6 indicates that the requirement of rationalizability provides little
cutting power in those bilateral games where a payoff-domination criterion alone
is by itself of limited predictive use. However, it is important to stress at this point
that, if the game involves more than two players, the conclusion does not hold. This
is illustrated by the trilateral game whose strategic form is given by Table 2.11 (only
the payoffs of player 2 are included, with the first player selecting rows, the second
columns, and the third boxes).
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Table 2.11: A three-player strategic form game – only the payoffs of
player 2 are specified

2
1 a b c

A 6 10 0
B 6 10 10

3 M

2
1 a b c

A 6 10 10
B 6 0 10

N

First, note that the pure strategy a of player 2 is undominated by any alternative
(possibly mixed) strategy on her part. That is, for any mixed strategy σ̂2 of the form
(0, σ̂2b, 1 − σ̂2b), σ̂2b ∈ [0, 1], strategy a provides a payoff at least as large as σ̂2 for
some associated (pure) strategies on her opponents’ part. Specifically, if σ̂2 ≤ 1/2,
then

π2(a, A,M) = 6 ≥ π2(σ̂2; A,M),

while if σ̂2 ≥ 1/2,

π2(a, B, N ) = 6 ≥ π2(σ̂2; B, N ).

However, there is no pair of opponents’ strategies for which a is a best response for
player 2. To see this simply note that, for any such pair σ1 = (σ1A, σ1B) and σ3 =
(σ3M , σ3N ), it is impossible to satisfy simultaneously the following two conditions:

π2(a, σ1, σ3) = 6 ≥ π2(b; σ1, σ3) (2.21)

π2(a, σ1, σ3) = 6 ≥ π2(c; σ1, σ3), (2.22)

For (2.21) to hold, one must have

10(σ1A + σ3M − σ1Aσ3M ) ≤ 6

whereas for (2.22) it is required that

10(1 − σ1Aσ3M ) ≤ 6.

It is straightforward to check that these two requirements are jointly incompatible
for any σ1A, σ3M ∈ [0, 1]. Therefore, no matter the opponents’ strategies, there is
always an alternative pure strategy (b or c) that provides player 2 with a strictly better
payoff. The key issue here is that because player 2′s opponents (i.e., players 1 and
3) randomize independently when carrying out their respective mixed strategies,
the space of feasible probability vectors over the set S1 × S3, which player 2 may
use to rationalize strategy a, is not the whole of �r1+r3−2. It is instead restricted to
the set of “product probability vectors”:{

µ ∈ �r1+r3−2 : ∃σ1 ∈ �1(= �r1−1), ∃σ3 ∈ �3(= �r3−1) s.t.
µ(s1 j , s3k) = σ1(s1 j ) · σ2(s3k) ∀s1 j ∈ S1, ∀s3k ∈ S3

}
.
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This constraint rules out precisely those subjective probabilities that are needed to
sustain as optimal (i.e., “separate,” in the proof of Theorem 2.6) the undominated
strategy a on the part of player 2.

Summary

This chapter has focused on the main theoretical tools and concepts available for the
analysis of games in strategic form. It has started with the most basic notion of payoff
dominance, for which we have contemplated a variety of different specific versions.
For the standard one, we have formulated an iterative process of elimination of
dominated strategies that responds to the idea that rationality (in a weak sense) is
common knowledge. In some games (those called dominance solvable), this process
leads to a unique prediction of play.

Then, we have turned to the concept of Nash equilibrium, a central notion in
game theory that embodies a joint requirement of individual rationality (in the
stronger sense of payoff maximization) and correct (“rational”) expectations. Even
though it is typically nonunique, at least one can guarantee its existence in every
finite game, provided players may use mixed strategies. Nash equilibrium becomes
a particularly well-behaved concept for the restricted class of strategic situation
known as zero-sum games, the original context studied by the early researchers in
game theory. In these games, players’ interests are strictly opposed, which turns
out to afford a very elegant and clear-cut analysis. In particular, all Nash equilibria
provide the same payoff and equilibrium play displays interchangeability, i.e., it
does not require any implicit or explicit coordination among players.

The last part of this chapter has discussed a number of different variations
(strengthenings or generalizations) on the notion of Nash equilibrium. First, we
have briefly focused on the concepts of strong and coalition-proof equilibria,
which require that the equilibrium configuration be robust to deviations jointly
devised by any coalition of players. Unfortunately, both of these notions (even the
latter weaker one) happen to be afflicted by acute nonexistence problems. Next,
we turned to the concept of correlated equilibrium, which allows players to rely
on incentive-compatible stochastic coordination mechanisms in choosing their ac-
tions. The wider possibilities this affords enlarge substantially the range of payoffs
that may be achieved in some games. In particular, payoffs that are larger than
those attainable at any Nash equilibrium can be achieved by a carefully designed
(in particular, asymmetric) pattern of individual signals.

Finally, we have discussed the notion of rationalizability. Its motivation derives
from the idea that, unless players explicitly communicate with each other (a possi-
bility that, in any case, would have to be modeled as part of the game), there is no
reason to believe they must succeed in coordinating on a particular Nash equilib-
rium. This suggests that players’ analysis of the game should often be based alone
on the knowledge of payoffs and the presumption that the opponents are rational
maximizers. Then, what arises is an iterative process of independent reasoning for
each player that has a close parallelism with the iterative elimination of dominated
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strategies. In fact, they both coincide for bilateral games, which indicates that a
wide range of non-Nash behavior should typically qualify as rationalizable.

Exercises

Exercise 2.1: Let G = {
N , {Si }n

i=1 , {πi }n
i=1

}
be a game in strategic form. Prove

that, for every player i ∈ N , every mixed strategy σi ∈ �i that assigns positive
weight to a pure strategy si ∈ Si that is dominated is itself dominated in the same
sense as indicated in Definition 2.1.

Exercise 2.2:

(a) Show that the iterative process of elimination of dominated strategies de-
fined in Section 2.1 may be completed in a finite number of steps.

(b) Reconsider now this process so that one, and only one, strategy of one, and
only one, player is eliminated in each iteration. Prove:
(i) The resulting process is independent of the order in which the elimi-

nation of strategies is carried out if, in any given step of the process,
there is more than one dominated strategy.

(ii) The limit set of this process coincides with the one originally defined
in Section 2.1.

Exercise 2.3: Consider the strategic-form game represented by the following payoff
table:

2
1 A B

X 100, 2 −1000 , 2

Y 99, 3 1000 , 2

What outcome would you predict? Discuss any relevant considerations that might
impinge on your prediction.

Exercise 2.4: Consider a simultaneous game with the following payoff table:

2
1 A B

X 1, 3 4, 1

Y 0, 2 3, 4

(i) Formulate a prediction of play.
(ii) Suppose now that player 1 has taken away two payoff units (“utiles”) if

she adopts strategy X. Does your prediction change?
(iii) Consider now the following second possibility. Player 1 may decide, in

an initial stage of the game, whether to have the two utiles mentioned in
(ii) removed. Once she has made this decision, both individuals play the
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resulting game. Represent the full game in both extensive and strategic
forms. After finding all its pure-strategy Nash equilibria, predict some
outcome and compare it with (ii).

Exercise 2.5*: Prove that if the game is dominance solvable, it has a unique Nash
equilibrium.

Exercise 2.6: Show that the strategic-form game whose payoffs are described in
Table 2.2 has (A, A) as its unique Nash equilibrium.

Exercise 2.7: Consider the game in strategic form represented by the following
payoff table:

R S

A 5, 0 0, 4

B 1, 3 2, 0

Compute all its Nash equilibria.

Exercise 2.8: Consider the game in strategic form represented by the following
payoff table:

R S T

A 3, 0 2, 2 1, 1

B 4, 4 0, 3 2, 2

C 1, 3 1, 0 0, 2

What strategies survive the iterative elimination of dominated strategies? Com-
pute all its Nash equilibria, in pure and mixed strategies.

Exercise 2.9: Show that the game in strategic form described in Table 2.10 has
only one Nash equilibrium in pure strategies.

Exercise 2.10*: Prove Theorem 2.4.

Exercise 2.11: Given any bilateral zero-sum game G, show that strategy profile σ
is a Nash equilibrium for G if, and only if, it is a Nash equilibrium for the constant-
sum game G̃ obtained from G by adding any fixed amount d to the payoffs of
both players. Is the conclusion affected if the fixed amount, call it now di for each
i = 1, 2, differs between the two players?

Exercise 2.12: Compute the value and equilibrium strategies of the zero-sum games
with the following payoff matrices:(

1 0
0 1

) 2 3
1 0
2 3

 2 3 1
1 0 3
2 3 0


Exercise 2.13: Show that the conclusions of Theorem 2.1 do not hold for the
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following zero-sum trilateral game in strategic form (player 1 chooses rows, player 2
columns, and player 3 boxes):

2
1 X Y Z

A 8 , 6 2 , 2 1 , 0

B 4 , 8 12 , 13 7 , 18

C 2 , 8 6 , 18 10 , 23

3 Q

2
1

X Y Z

A 10 , 8 4 , 4 3 , 2

B 6 , 10 14 , 15 9 , 20

C 4 , 10 8 , 20 12 , 25

R

Exercise 2.14: Show that, for any given specification of players’ von Neumann-
Morgenstern preferences over “winning” and “losing” (ties are not allowed), chess
may be regarded as a zero-sum game. What does this imply for chess tournaments?

Suppose now that there are two players involved in a game of poker who display a
common von Neumann-Morgenstern utility for money. Is the game zero sum?

Exercise 2.15: Construct a bilateral zero-sum game displaying two, and only two,
equilibria in pure strategies where, for each player, the particular strategies played
in each case have disjoint supports. Is it possible? Discuss any possible problems.

Exercise 2.16*: State formally and prove the conclusion described in Remark 2.4.

Exercise 2.17*: Show that the full sets of rationalizable strategies corresponding
to the strategic-form game described in Table 2.10 are as follows:

R1 = {σ1 ∈ �1 : σ1W + σ1X + σ1Y = 1}
R2 = {σ2 ∈ �2 : σ2A + σ2B + σ2C = 1}.

Exercise 2.18*: Prove Proposition 2.1.

Exercise 2.19*: Prove that every strategic profile that defines a Nash equilibrium
is rationalizable.

Exercise 2.20*: Consider the following assertion: “If a bilateral 3 × 3 game (i.e.,
with three strategies per player) has a unique Nash equilibrium, its constituent pure
strategies (i.e., those played with positive probability) are the only rationalizable
pure strategies.” Prove it or show a counterexample.



CHAPTER 3

Strategic-form analysis: applications

3.1 Oligopoly (I): static models

3.1.1 Cournot model

The first clear application of modern game-theoretic reasoning to be found in the
economic literature appears in Cournot’s (1838) discussion of oligopoly. By now, it
has probably become the most paradigmatic model of strategic interaction studied
in economics. It is just natural, therefore, that Cournot oligopoly should be the first
economic application to be presented in this book.

Let there be n firms operating in a certain market for a homogeneous good, where
the consumers’ aggregate behavior is captured by a demand function

F : R+ → R+. (3.1)

This function specifies, for each p ∈ R+, the corresponding total demand for the
good, F( p). It will be assumed that the function F(·) satisfies the so-called law
of demand, i.e., the total quantity demanded in the market is strictly decreasing in
the prevailing price. It is therefore an invertible function, with its corresponding
inverse being denoted by P(·). (That is, P(Q) = p ⇔ F(p) = Q.)

Identify each of the firms participating in the market with subindex i ∈
{1, 2, . . . , n}. Every firm i displays a respective cost function

Ci : R+ → R+,

assumed increasing, with Ci (qi ) standing for the cost incurred by firm i when it
produces output quantity qi .

In the present Cournot context, the decision of each firm concerns solely its output
produced, their respective amounts chosen independently (i.e., “simultaneously”)
by each of them. Given any output vector q ≡ (q1, q2, . . . , qn) resulting from these
independent decisions, the induced aggregate quantity is simply given by Q ≡
q1 + q2 + · · · + qn,which leads to a market-clearing price, P(Q), and the following
profits for each firm i ∈ {1, 2, . . . , n}:

πi (q) ≡ P(Q)qi − Ci (qi ). (3.2)

Note that the above expression implicitly assumes that all output produced by every
firm is sold in the market.

72
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The above elements define a strategic-form game among the n firms, where
each of them has an identical strategy space, Si = R+ (i.e., the set of its possi-
ble production decisions), and the payoff functions are identified with the profit
functions given in (3.2). In this game, a (Cournot-)Nash equilibrium is any vector
q∗ ≡ (q∗

1 , q
∗
2 ,. . . q

∗
n ) satisfying, for each i = 1, 2, . . . , n, the following conditions:

q∗
i ∈ arg max

qi

πi (qi , q
∗
−i ) (3.3)

or equivalently

∀qi ∈ R+, π i (q
∗) ≥ π i (qi , q

∗
−i ),

where (qi , q∗
−i ) is just the convenient shorthand for the output vector where firm i

chooses qi and the remaining firms j �= i choose their respective q∗
j .

Let us assume that the function P(·) as well as every Ci (·), i = 1, 2, . . . , n, are
differentiable. Then, for the n optimization problems in (3.3) to be simultaneously
solved at (q∗

1 , q
∗
2 ,. . . q

∗
n ), the following first-order necessary conditions (FONC)

must hold:

P ′(Q∗)q∗
i + P(Q∗) − C ′

i (q
∗
i ) ≤ 0 (i = 1, 2, . . . , n), (3.4)

where Q∗ ≡ ∑n
i=1 q∗

i and the notation g′(·) stands for the derivative of any arbitrary
function g(·) of a single variable with respect to its (only) argument. That is, each
firm i must have its respective q∗

i satisfy the FONC of its individual optimization
problem when the other firms are taken to choose their respective equilibrium values
q∗

j , j �= i.
Whenever the Nash equilibrium is interior (that is, q∗

i > 0 for each i = 1,
2, . . . , n), the weak inequalities in (3.4) must apply with equality. Moreover, pro-
vided standard second-order conditions hold (e.g., concavity of every firm’s payoff
function in its own output), one can ensure that such a system of n equations fully
characterizes the set of interior Nash equilibria. In what follows, we assume that
those second-order conditions are satisfied (cf. Exercise 3.2) and focus on interior
equilibria alone. In this case, (3.4) can be rewritten as follows:

C ′
i (q

∗
i ) − P(Q∗) = P ′(Q∗)q∗

i (i = 1, 2, . . . , n). (3.5)

Verbally, the above conditions can be described as follows:

At equilibrium, the (negative) deviation of each firm’s marginal cost from
the market price is proportional to its own output, with the proportionality
factor (common to all firms) equal to the slope of the demand function.

To understand the relevance of the previous statement, it must be recalled that,
under perfect competition, the prevailing price is assumed to be equal to the marginal
cost for each firm. In such a competitive setup, firms do not conceive themselves
as market participants of a significant size and, therefore, each of them takes the
price prevailing in the market, say p̄, as independent of its behavior. Consequently,
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each firm i maximizes

π̂i ( p̄, qi ) ≡ p̄ qi − Ci (qi )

with respect to qi ∈ R+,whose solution q̂ i ( p̄ ), if interior, must satisfy the following
FONC:

C ′
i (q̂ i ( p̄ )) = p̄. (3.6)

Naturally, the prevailing price p̄ must “clear” the market, given the vector of firm
outputs q̂( p̄ ) ≡ (q̂1( p̄ ), q̂2( p̄ ), . . . , q̂n( p̄ )) that solves their respective optimization
problems. That is, in a perfectly competitive equilibrium, the following “fixed-point
condition” must hold:

P

(
n∑

i=1

q̂ i ( p̄ )

)
= p̄.

Note that an analogous condition of market clearing is also required in the Cournot
model, as implicitly embodied by the function P(·) in (3.2).

In a heuristic sense, one can interpret the perfectly competitive scenario as a
pseudo-Cournotian context in which every firm perceives a totally “elastic” demand
function – that is, an inverse demand function that is essentially inelastic so that the
price is not affected by the quantity sold. In this case, (3.6) can be seen as a particular
case of (3.5). Of course, if the number of firms is finite and the law of demand
holds, this perception is wrong. Only when the number of firms is large enough
(and, therefore, the weight of each one of them is relatively insignificant) does a
very elastic demand function represent a good approximation of the situation faced
by each firm. Only then, that is, may the perfect-competition paradigm represent a
suitable strategic model of firm behavior and corresponding market performance.

In view of the former discussion, it is natural to conjecture that any discrepancy
between Cournot and perfect competition might be understood in terms of the
following two factors:

(a) the elasticity of the demand function (i.e., how sensitive is market demand
to price changes);

(b) the extent of market concentration (roughly, how many firms enjoy a signi-
ficant share of the market).

Focusing, for convenience, on the inverse demand function, its elasticity λ(Q)
(i.e., the “inverse elasticity”) is defined in the usual fashion: the relative (marginal)
decrease experienced by the market-clearing price for any given relative increase
(also marginal) in the quantity sold in the market. That is,

λ(Q) ≡ −d P/P

d Q/Q
= −P ′(Q)

Q

P
·

On the other hand, a traditional way of measuring market concentration is given
by the so-called Herfindahl index. This index is defined over the firms’ vector of
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market shares α ≡ (α1, α2, . . . , αn), where

αi ≡ qi

Q

represents the fraction of total output produced by each firm i = 1, 2, . . . , n.Given
any such vector α, its induced Herfindahl index H (α) is given by

H (α) ≡
n∑

i=1

(αi )
2.

Observe that, if the number of firms n is kept fixed, the function H (·) obtains its
maximum, as desired, whenαi = 1 for some firm i.That is, the maximum is attained
when the market is “fully concentrated.” In contrast, H (·) obtains its minimum
when the market output is uniformly distributed among all firms, i.e., all firms
display the same market weight and therefore the market is at its “least concentrated”
state. Thus, in a meaningful sense, the Herfindahl index does appear to reflect an
intuitive measure of market concentration.

To attain a clear-cut relationship between concentration, market elasticity, and
deviation from perfect competition, it is useful to rewrite (3.5) in the following way:

P(Q∗) − C ′
i (q

∗
i )

P(Q∗)
= −P ′(Q∗)

1

P(Q∗)
q∗

i (i = 1, 2, . . . , n). (3.7)

The left-hand side of the previous equation expresses, for each firm i, the propor-
tional deviation from the “individual” competitive situation where the firm’s
marginal cost would coincide with the market equilibrium price. If these relative
deviations are added across all firms, each of them weighted by the market share
α∗

i ≡ q∗
i /Q∗ commanded by the respective firm i in a Cournot-Nash equilibrium

q∗ = (q∗
1 , q

∗
2 , . . . , q

∗
n ), one obtains the so-called Lerner index

L(q∗) ≡
n∑

i=1

α∗
i

P(Q∗) − C ′
i (q

∗
i )

P(Q∗)
.

This index expresses the weighted-average deviation from perfect competition ob-
served in the Cournot-Nash equilibrium q∗. Adding up the terms in (3.7) and
carrying out suitable algebraic manipulations, we have

L(q∗) = −
n∑

i=1

α∗
i

q∗
i

Q∗ Q∗ P ′(Q∗)
1

P(Q∗)

= −P ′(Q∗)
Q∗

P(Q∗)

n∑
i=1

(α∗
i )2

= λ(Q∗) H (α∗),

which is indeed the sought-after relationship. It reflects, very sharply, the two consid-
erations (demand elasticity and market concentration) that were formerly suggested
as important to understand the magnitude of any discrepancy between competitive
and Cournot equilibria. It indicates, that is, that the average deviation from perfect
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competition (as given by Lerner’s index) is simply the product of the two measures
we have proposed to measure each of those two factors (i.e., the inverse-demand
elasticity and the Herfindahl index, respectively).

Now, we illustrate the previous developments for a particularly simple duopoly
context with linear cost and demand specifications (see Exercise 3.3 for a context
with more firms). Let there be two firms, i = 1, 2, with identical cost functions:

Ci (qi ) = c qi , c > 0. (3.8)

Let the demand function be also linear:

P(Q) = max {M − d Q, 0}, M, d > 0. (3.9)

For an interior Cournot-Nash equilibrium, the first-order conditions (3.5) are par-
ticularized as follows:

(M − d(q∗
1 + q∗

2 )) − c = dq∗
i ( i = 1, 2). (3.10)

Its solution,

q∗
i = M − c

3d
( i = 1, 2), (3.11)

defines an interior equilibrium, which exists as long as M > c.
The above computations may be fruitfully reconsidered by focusing on the firms’

best response correspondences (cf. (2.7)), which, in the present oligopoly context,
are denoted by ηi (·) and receive the customary name of firms’ reaction functions.
For each firm i = 1, 2, its ηi (·) may be obtained from the first-order condition
of its individual optimization problem, as this problem is parametrized by each
of the hypothetical decisions q j ( j �= i) that may be adopted by i’s competitor.
For interior configurations, these reaction functions may be implicitly defined by
adapting (3.10) as follows:

(M − d(ηi (q j ) + q j )) − c = dηi (q j ) ( i, j = 1, 2; i �= j).

Including as well the boundary points where one of the firms chooses not to produce,
they are found, explicitly, to be of the following form:

ηi (q j ) = max

{
0,

M − c

2d
− (1/2)q j

}
. (3.12)

Thus, for example, the optimal monopoly decisions may be obtained from these
functions as follows:

qm
i ≡ ηi (0) = M − c

2d
, ( i = 1, 2),

that is, they are simply the optimal reactions of each firm i when the competitor
produces no output.

In the present linear context, the reaction functions (3.12) are also linear (for
interior configurations). Their intersection obviously defines a Nash equilibrium;
that is, a pair of outputs such that, simultaneously, each one of them is a suitable
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Figure 3.1: Cournot-Nash equilibrium in a linear duopoly.

“reaction” to the other. A graphic illustration of this situation is depicted in Fig-
ure 3.1. There, the reaction function of each firm (1 or 2) is identified as the locus of
tangency points of its iso-profit curves to the straight lines (horizontal or vertical)
associated with each of the outputs (taken as fixed) on the part of the competitor.

In the specific duopoly context where the reaction functions are decreasing and
intersect only once (of which the linear case discussed above is just a particular
case), its Nash equilibrium enjoys a much stronger foundation than the ordinary one
discussed in Subsection 2.2.1. For, in this case, the (unique) Nash equilibrium is also
the unambiguous prediction resulting from an iterative elimination of dominated
strategies (cf. Section 2.1 and Exercise 2.5).

To verify this claim, it is convenient to use the identification of rationalizable
and iteratively undominated strategies established by Theorem 2.6.33 This result
allows us to focus on the firms’ reaction functions and, at each stage, rely on them
to discard those strategies that cannot be “rationalized” as a best response to some
of the remaining strategies by the opponent.

Proceeding in this fashion, we can first discard, for each firm i = 1, 2, those
outputs that exceed the monopoly levels, i.e., those qi such that

qi > qm
i ≡ ηi (0).

These outputs can never be an optimal response to any beliefs over the competitor’s
output – or, diagrammatically, they are not on the reaction function of firm i for
any possible output of j �= i. Once we have ruled out those outputs in the intervals

33 This theorem was stated and proven only for games involving a finite set of pure strategies. However, it is
extendable to contexts such as the present one where the spaces of pure strategies are infinite (a continuum).
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(qm
1 ,∞) and (qm

2 ,∞), we can do the same for those qi that satisfy

0 ≤ qi < ηi

(
qm

j

) = ηi (η j (0)), (i, j = 1, 2; i �= j),

because, having established that firm j �= i will not produce beyond the monopoly
output, any qi that verifies the above inequality cannot be a best response to any
admissible belief on the opponent’s output. Graphically, what this inequality reflects
is simply that, if outputs in the interval (qm

j ,∞) are not allowed on the part of the
opponent, there is no output qi ∈ [0, ηi (qm

j )) that is on the reaction function of
firm i. Or, somewhat more precisely,[

qi = ηi (q j ), q j ≤ qm
j

] ⇒ qi ∈
[
ηi

(
qm

j

)
, qm

i

]
for each i, j = 1, 2 (i �= j). Undertaking one further iteration after the elimination
of the intervals (qm

i ,∞) and [0, ηi (qm
j )), it is immediate to check that, for analogous

reasons, we can discard outputs qi that satisfy

qi > ηi (η j (ηi (0))) (i, j = 1, 2; i �= j).

Proceeding indefinitely along this process, it is clear that, in the limit, only the
outputs q∗

1 and q∗
2 that define the Nash equilibrium remain undiscarded.

More precisely, q∗
1 and q∗

2 are the only outputs that verify the following conditions:

ηi (η j (· · · (ηi (η j (0))))) ≤ qi ≤ ηi (η j (· · · (η j (ηi (0)))))

(i, j = 1, 2; i �= j).

for all (finite) alternate compositions of the reaction functions. The above expression
embodies, in a compact fashion, the progressively more stringent series of inequal-
ities induced by each of the iterations of the process. They can be summarized as
follows:

� First iteration: qi ≤ ηi (0);
� Second iteration: qi ≥ ηi (η j (0));
� Third iteration: qi ≤ ηi (η j (ηi (0)));
� Fourth iteration: qi ≥ ηi (η j (ηi (η j (0)))) . . .

This indefinite shrinkage of admissible outputs is illustrated in Figure 3.2 for the
linear case formerly considered in Figure 3.1.

3.1.2 Bertrand model

Almost half a century after Cournot’s work, Bertrand (1883) proposed an alternative
model of oligopolistic competition where firms have their prices (instead of outputs)
as their decision variable. Again, firms’ decisions in this respect are assumed to be
simultaneously adopted by all of them.

Let us focus first on the case where, as postulated in Section 3.1.1, the good
produced by every firm is homogeneous. Under these circumstances, it is clear that
if the market is “transparent to the eyes” of the consumers and frictionless, any
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Figure 3.2: Cournot duopoly – iterative elimination of dominated strategies. (The output
intervals discarded in iterations 1–4 are spanned by corresponding arrows.)

equilibrium of the induced game must have all active firms set the same price –
all firms demanding a higher price will enjoy zero demand because consumers
will buy the homogeneous good only from those that offer the cheapest price.
This gives rise to some especially acute competition among firms that, under quite
general conditions, tends to reduce very substantially their profits. In fact, as we shall
presently show, there exist paradigmatic conditions in which firms are forced to zero
profits at equilibrium, independently of how many of them there are (obviously, as
long as there are at least two). Because of its marked contrast with the Cournotian
conclusion presented in Section 3.1.1, this state of affairs is often referred to as
Bertrand’s paradox.

To illustrate this paradox in its starkest form, consider n (≥2) firms that confront
a continuous and nonincreasing demand function F(·) of the sort described in (3.1)
and display linear and identical production costs as given in (3.8) for some common
marginal cost c > 0. To render the setup interesting, suppose that F(c) > 0, i.e.,
there is positive demand at the price equal to the marginal cost. We posit that each
firm i decides on its respective price pi independently (i = 1, 2, . . . , n), which
results in a price vector p ≡ (p1, p2, . . . , pn) faced by consumers. As explained,
because the good is assumed homogeneous (and the information on market condi-
tions perfect), all consumer demand flows to those firms that have set the lowest
price.

Given any p, denote θ (p) ≡ min{p1, p2, . . . , pn} and let F(θ (p)) be the total
demand induced by such a configuration of firm prices. For simplicity, it will be
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supposed that this total demand is uniformly distributed among all firms that have
set the minimum price θ (p). Formally, this defines a strategic-form game for the n
firms, where Si = R+ is the strategy space of each firm i and the payoffs associated
to any strategy (i.e., price) vector p are as follows:

πi (p) = 0 if pi > θ ( p)

= ( pi − c)
F(θ (p))

# { j ∈ N : p j = θ (p)} otherwise,
(3.13)

where # {·} stands for the cardinality of the set in question.
Our first objective is to characterize the (Bertrand-)Nash equilibria of this game.

In this task, the key step is to show that every equilibrium price vector p∗ must
satisfy θ ( p∗) = c, i.e., the minimum price set by firms can neither be (strictly)
higher or lower than c.We now discard each of these two possibilities in turn.

On the one hand, it is clear that θ ( p∗) < c cannot hold. For, in this case, the firms
that set the minimum price θ ( p∗) would earn negative profits and therefore could
benefit by unilaterally deviating to a higher price – e.g., if they chose a price equal
to c, in which case they would make zero profits.

On the other hand, it can not happen that θ ( p∗) > c. To see this, let p∗ be some
such configuration and assume, for simplicity, that the induced demand F(θ ( p∗)) >
0. Consider any of the firms, say firm i, which does not capture the whole demand
F(θ ( p∗)). (There must always be at least one firm in this situation, either because
its price is higher than θ ( p∗) and therefore its demand is zero, or because it is
sharing the total demand F(θ ( p∗)) with some other firm whose price is also equal
to θ ( p∗).) If firm i were to deviate to a price “infinitesimally lower” than θ ( p∗),
say to some p′

i = θ ( p∗) − ε for some small ε > 0, it would absorb the whole of
the induced market demand F(θ ( p∗) − ε) and obtain profits

πi (p′
i , p∗

−i ) = [(θ ( p∗) − ε − c] F(θ ( p∗) − ε).
Instead, if it does not deviate, its profits are either zero or, if positive, no higher than

[θ ( p∗) − c]
F(θ ( p∗))

2

because, in the latter case, the set { j ∈ N : p∗
j = θ ( p∗)} includes firm i and at least

one additional firm. Obviously, if ε > 0 is low enough,

πi (p′
i , p∗

−i ) > [θ ( p∗) − c]
F(θ ( p∗))

2
.

Therefore, the deviation toward p′
i would be profitable for firm i , which implies

that p∗ cannot be a Nash equilibrium.
Since we have ruled out that θ ( p∗) might be higher or lower than c, only a

price vector p∗ that satisfies the equality θ ( p∗) = c remains a possible equilibrium
candidate. In fact, it is straightforward to check (cf. Exercise 3.4) that, if at least
two firms set the minimum price in p∗, this price profile defines a Nash equilibrium
of the Bertrand game; Bertrand-Nash equilibria p∗ can be simply characterized by
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the following twofold condition:

θ ( p∗) = c

# { j ∈ N : p∗
j = θ ( p∗)} ≥ 2.

(3.14)

Thus, in equilibrium, all firms in the market (both those that enjoy a positive indi-
vidual demand as well as those that do not) attain zero profits.

Under price competition, therefore, the Bertrand-Nash equilibrium gives rise to
a fully competitive outcome when firms display common and constant marginal
costs. This result contrasts sharply with that obtained in the Cournot model under
similar cost and demand conditions (cf. Section 3.1.1). This serves to underscore
the idea that, as suggested before, competition in prices (i.e., á la Bertrand) typically
leads to significantly more aggressive behavior than competition in quantities (à la
Cournot), at least under benchmark conditions.34

Naturally, the analysis turns out to be much less extreme (i.e., the contrast with
Cournot competition less “paradoxical”) if the stringent and somewhat unrealistic
assumption of good homogeneity is relaxed. Suppose, for example, that each firm
is taken to produce a different kind of car, computer, or cooking oil. That is, firms
produce different goods, but all of these cover similar consumer needs in a less-
than-perfect substitutable manner. Then, if we make the reasonable assumption
that consumers’ preferences over the range of differentiated goods are not fully
homogenous, some potential for variety arises concerning the range of possible
goods sold in the market as well as their corresponding prices. It also becomes
natural to posit that the specific demand for any particular good should be gradually
(i.e., continuously) responsive to price changes in all prices. Overall, this suggests
that, building upon the partially “monopolistic” features brought about by product
differentiation, firms might well be able to earn positive profits at equilibrium even
under Bertrand (price) competition.

To fix ideas, consider a simple model of oligopolistic competition with differ-
entiated products that involves just two “symmetric” firms with linear costs. Thus,
each firm i = 1, 2 displays a cost function of the form

Ci (qi ) = c qi , c > 0,

which specifies the cost at which firm i may produce any given qi units of its
firm-specific (differentiated) good. Concerning the demand side, suppose that each
product i (the good produced by firm i) faces an inverse (also linear) demand
function:

Pi (q1, q2) = max{0, M − qi − bq j } (i, j = 1, 2, i �= j), (3.15)

where M > 0. This formulation embodies the idea that, in general, the demands

34 For other cost and demand scenarios (e.g., when marginal costs are different and/or they are not constant), the
conclusions may be much less clear cut. In particular, one may even encounter that Nash equilibria in pure
strategies fail to exist due to the abrupt discontinuity induced on the payoff functions by the assumption of
good homogeneity (see Exercise 3.5). It can be seen, however, that existence of Bertrand-Nash equilibria in
mixed strategies always follows from the general existence results discussed in Section 2.4 (in particular, those
due to Dasgupta and Maskin (1986a)).
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for the goods are not independent nor are both regarded as indistinguishable by
consumers. To be more precise, the first consideration (nonindependence) would
be captured by the requirement that b �= 0, and the second (not perfect substitutes)
would be given by the condition b �= 1. In principle, the sign of b may be positive
or negative (see below). However, a natural assumption to make in every case is
that |b| < 1, i.e., the “direct effect” on the price of good i of a change in qi (i.e.,
the quantity of this same good being sold) is more important than the “cross effect”
induced by the quantity q j of the alternative good.

Since we are postulating here that the decision variables of firms are their re-
spective prices, the analysis must focus on the induced system of direct demand
functions whose arguments are precisely these price variables. By inverting (3.15),
it is straightforward to find that the corresponding system of demand functions is
of the following form:

Fi (p1, p2) = max

{
0,

M

1 + b
− 1

1 − b2
pi + b

1 − b2
p j

}
(i, j = 1, 2, i �= j). (3.16)

Note, from the above expression, that if b > 0 the goods are to be conceived as
partial substitutes; i.e., any increase in the price of one of them rises the demand
enjoyed by the other. On the other hand, if b < 0, the goods are complements.

In view of (3.16), the payoff functions of the game are as follows:

π̃i (p1, p2) = (pi − c) max

{
0,

M

1 + b
− 1

1 − b2
pi + b

1 − b2
p j

}
.

Therefore, the FONC for an interior (Bertrand-)Nash equilibrium gives rise to the
following system of equations:

∂π̃i

∂pi
(p∗

1, p∗
2) =

(
M

1 + b
− 1

1 − b2
p∗

i + b

1 − b2
p∗

j

)
− 1

1 − b2
( p∗

i − c) = 0

for i, j = 1, 2 (i �= j). Relying on the symmetry of the problem, they can be easily
solved to yield35:

p∗
1 = p∗

2 = M(1 − b)

2 − b
+ c

2 − b
. (3.17)

As explained, the parameter b reflects the degree of substitutability (or comple-
mentarity) between the two products. In particular, as b ↑ 1, the goods become
progressively better substitutes (or, equivalently, the two firms produce goods that
are less heterogeneous) and (3.17) tends to (3.14). In the limit, since the equilibrium
prices coincide with the (constant) marginal cost, profits are zero for both firms,
which was indeed the conclusion already obtained above when full homogeneity
was directly assumed. In general, it is easy to show (see Exercise 3.7) that the higher
the degree of heterogeneity between the two products (that is, the worse substitutes
they are), the higher the equilibrium profits earned by the firms.

35 Note that the second-order conditions for these optimization problems also hold since ∂2π̃i/∂p2
i ( p1, p2) < 0

for both i = 1, 2.
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The strategic model of differentiated-product oligopoly studied here displays
an important shortcoming: it imposes exogenously on the firms a certain degree
of differentiation between their products. In Section 5.3, we undertake a fuller
approach to the problem in which price competition is just the last stage of a larger
(multiperiod) game where firms themselves must previously determine their extent
of product differentiation. This enriches the present analysis quite significantly.

3.2 Mechanism design (I): efficient allocation of public goods

Consider a community of n individuals who have to determine the level x at which a
certain public good will be provided to all of them. (For example, they have to decide
on the quality of a public transportation system or the resources devoted to running
a public school.) The cost of attaining any particular level of the public good has
to be financed by individual contributions (ci )n

i=1 of a private good – we may think
of it as money – where ci stands for the private contribution of individual i. For
simplicity, it is assumed that the “production” of the public good displays constant
returns, so that a total contribution C ≡ ∑n

i=1 ci may finance a public-good level
x = C . (Note that, given constant returns, a transformation rate between private
and public good equal to one can be simply obtained by a suitable choice of units,
e.g., the units in which money is expressed.)

Let wi > 0 be the amount of private good originally held by each individual i.
Her preferences over public-good levels and her own contributions are assumed to
be represented by a function of the form

Ui : R+ × (−∞, wi ] → R

that specifies the utility Ui (x, ci ) enjoyed by agent i when the level of public good
is x and her individual contribution is ci . In principle, individual contributions
could be negative, which would be interpreted as the receipt of (positive) transfers.
Naturally, we postulate that all those functions Ui (·) are increasing in their first
arguments and decreasing in the second. It is also convenient to assume that they
are jointly differentiable and strictly concave.

As a useful benchmark, we first identify the allocation that would be chosen
by a “benevolent planner” whose preferences may be represented by a certain
linear combination of the utilities obtained by the different individuals. Denoting
by α = (α1, α2, . . . , αn) the vector of (positive) weights αi she attributes to each
agent i = 1, 2, . . . , n, the planner’s decision must be a solution to the following
optimization problem,

max
n∑

i=1

αiUi (x, ci ), (3.18)

with respect to
(
x, (ci )n

i=1

)
, subject to the following constraints:

x ≤
n∑

i=1

ci , x ≥ 0, wi ≥ ci ( i = 1, 2, . . . , n). (3.19)
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It is immediate to check that any allocation that solves the above optimization
problem must be efficient (i.e., Pareto optimal). In fact, it is well known – see, for
example, Varian (1992) – that the concavity of the functions Ui (·) implies that any
efficient allocation has to be a solution to that problem for an appropriately chosen
vector of weights α.

Suppose that any allocation (x∗, (c∗
i )n

i=1) that solves the planner’s problem is
interior, i.e., x∗ > 0 and wi > c∗

i > 0, ∀i = 1, 2, . . . , n (see Exercise 3.9). Then,
approaching the problem with the usual Lagrangian methods, the following condi-
tions are to hold:

n∑
i=1

αi
∂Ui (x∗, c∗

i )

∂x
− λ = 0 (3.20)

αi
∂Ui (x∗, c∗

i )

∂ci
+ λ = 0 (i = 1, 2, . . . , n) (3.21)

x∗ =
n∑

i=1

c∗
i , (3.22)

where λ > 0 is the Lagrange multiplier associated with the feasibility constraint
(3.22). Using (3.20) and (3.21), we obtain the condition

n∑
i=1

−
∂Ui (x∗, c∗

i )
∂x

∂Ui (x∗, c∗
i )

∂ci

≡
n∑

i=1

dci

dx

∣∣∣∣
Ui (·)=Ui (x∗,c∗

i )

= 1 (3.23)

that embodies the essential requirement underlying efficient allocations: the sum,
across all individuals, of the marginal rates of substitution between the public
and private goods (say, between the public good and money) must coincide with
the marginal rate of transformation at which the latter may be turned into the
former. This is the equality known in traditional welfare economics as the Bowen-
Lindahl-Samuelson condition. In view of our former discussion, this condition can
be conceived as characterizing the set of interior and efficient allocations.

With such a characterization of efficiency as a reference point, we now turn
to studying the performance of some alternative allocation mechanisms. For the
sake of focus, we concentrate on just two of them. The first one reflects what is
probably the most natural and intuitive approach to the problem at hand. It simply
requests from the consumers that they propose their desired individual contribu-
tions to the provision of the public good. Unfortunately, this procedure turns out to
display marked inefficiencies. Motivated by this unsatisfactory performance, we
then study an alternative “successful” mechanism that guarantees the desired allo-
cation efficiency. This is achieved, however, at the cost of relying on a substantially
more abstract formulation, the messages required from the agents being much less
intuitive or natural than in the former case.
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3.2.1 Subscription mechanism

Consider a context in which each of the individuals i = 1, 2, . . . , n proposes, in an
independent (i.e., “simultaneous”) manner, a respective contribution ξi ≥ 0 for the
provision of the public good. Given these proposals, every agent i is requested an
actual contribution ci = ξi (i.e., equal to her proposal), all these contributions then
jointly used to finance a level of public good equal to

∑n
i=1 ci .

The procedure described defines a strategic-form game in which the strategy
space for each individual i is Si = [0, wi ] and the payoff functions are given by

πi (ξ1, . . . . , ξn) = Ui

(∑n

j=1
ξ j , ξi

)
(i = 1, 2, . . . , n),

for each strategy profile (ξ1, . . . ., ξn) ∈ S. It is straightforward to check that neces-
sary and sufficient conditions for a particular profile ξ̂ = (ξ̂i )n

i=1 to define a Nash
equilibrium are as follows:

∂Ui (x(ξ̂ ), ξ̂i )

∂x
+ ∂Ui (x(ξ̂ ), ξ̂i )

∂ci
= 0 (i = 1, 2, . . . , n), (3.24)

where

x(ξ̂ ) ≡
n∑

i=1

ξ̂i . (3.25)

Rewriting each of the conditions in (3.24) as follows,

−
∂Ui (x(ξ̂ ), ξ̂i )

∂x

∂Ui (x(ξ̂ ), ξ̂i )
∂ci

= 1 (i = 1, 2, . . . , n)

and adding them, we obtain

n∑
i=1

−
∂Ui (x(ξ̂ ), ξ̂i )

∂x

∂Ui (x(ξ̂ ), ξ̂i )
∂ci

= n. (3.26)

Comparing (3.26) and (3.23), we conclude that the first-order conditions that char-
acterize the Nash equilibrium of the subscription mechanism are incompatible (as
long as n ≥ 2) with the Bowen-Lindahl-Samuelson condition. It follows, therefore,
that the allocation attained by this mechanism (i.e., at an equilibrium of the induced
game) is inefficient.

To show directly that the allocation induced by the mechanism(
x̂, (ĉi )

n
i=1

) ≡ (
x(ξ̂ ), (ξ̂i )

n
i=1

)
is inefficient, it is enough to find an alternative (feasible) allocation that dominates
it in the Pareto sense. Consider, for example, the allocation (x̃, (c̃i )n

i=1) that, starting
from the Nash equilibrium (x̂, (ĉi )n

i=1), contemplates a “marginal” increase in the
contribution of each individual of the same magnitude, i.e., c̃i − ĉi = � for all
i = 1, 2, . . . , n and some small � > 0. Obviously, x̃ > x̂ . Furthermore, in view
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of (3.24), the effect of this joint change on the utility of each individual i may be
suitably approximated by

∂Ui (x̂, ξ̂i )

∂x
n�+ ∂Ui (x̂, ξ̂i )

∂ci
� = ∂Ui (x̂, ξ̂i )

∂x
(n − 1)�,

which is positive because every Ui (·) is increasing in its first argument. Thus, every
individual may gain from such a change, which reconfirms the fact that the original
Nash allocation is Pareto inefficient. The intuitive reason for this conclusion should
be clear: individuals, in a Nash equilibrium, do not take into account the effect of
their contribution on the overall utility of all other agents. In essence, they treat
the public good as a private good, which entails that their desired contribution to it
is inefficiently small. This effect, which is the key strategic feature of public-good
allocation problems, is often known in the literature as the free rider problem.

3.2.2 An efficient mechanism

In view of the unsatisfactory performance induced by the “natural” subscription
mechanism considered in Subsection 3.2.1, one may rightly wonder whether there
are other mechanisms, perhaps more complex or less natural, that may tackle the
public-good problem successfully. These are the sort of issues addressed by the
so-called implementation literature. In general, this literature poses the following
kind of questions: Is it possible to design a mechanism that reconciles individual
incentives and some (given) standard of social desirability? What criteria of social
desirability are consistent with a certain predetermined notion of strategic stability
(e.g., Nash equilibrium)? To formulate and answer such questions in a general
(and therefore abstract) fashion will be the objective of Section 3.3 below. For
the moment, we restrict attention to the present public-good problem and ask for
it the following more concrete question: Is there any mechanism guaranteeing
that, at any Nash equilibrium of the induced game, the allocation of resources
(in particular, the level of public good determined) is efficient? A positive answer
was constructively provided by Walker (1981), who proposed the following, rather
simple, mechanism.36

Each individual sends a message, mi ∈ R (i.e., some real number, positive or
negative), in an independent fashion. Given the profile of messages sent m ≡
(m1,m2, . . . ,mn), the mechanism determines a public-good level x as follows:

x = ψ(m) ≡ max

{∑n
i=1 mi

n
, 0

}
, (3.27)

that is, x is made equal to the average of the messages sent, as long as this number is
nonnegative; otherwise, it is made equal to zero. On the other hand, the contribution

36 Another similar, but more complicated, mechanism was proposed earlier by Hurwicz (1979).
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Figure 3.3: Players’ arrangement in Walker’s mechanism.

of private good, ci , required from each individual i is determined as follows:

ci =
(

1

n
+ mi+1 − mi+2

)
ψ(m) (i = 1, 2, . . . , n), (3.28)

where the player indices are normalized to “modulo n” (that is, n + 1 is identified
with 1, and n + 2 with 2, under the implicit assumption that n ≥ 3).

By way of illustration, we may think of the individuals as being arranged clock-
wise along a circle, with the individuals indexed 1 and n being adjacent to each
other (see Figure 3.3). With this interpretation, agents i + 1 and i + 2 are simply
the two individuals who are closest to i , moving clockwise along the circle.

To have (3.27) and (3.28) represent a suitable basis for constructing a game, the
outcome associated with any possible message profile must be well defined – in
particular, the resulting allocation must be always feasible, both at the individual as
well as the aggregate level. First, concerning the requirement of individual feasi-
bility, we abstract here from the difficult problems it entails by simply making the
following extreme assumption:

wi = ∞ (i = 1, 2, . . . , n);

that is, no contribution demanded from an agent may be judged individually un-
feasible since the amount of resources (i.e., private good) available to any of them
for this purpose is virtually unlimited. On the other hand, pertaining to aggregate
feasibility, we need to check that, for any arbitrary message profile m, the individual
contributions are sufficient, in total, to satisfy the input required for the production
of the public good. To this end, we add the different expressions in (3.28) for all
i = 1, 2, . . . , n and obtain

n∑
i=1

ci =
n∑

i=1

(
1

n
+ mi+1 − mi+2

)
ψ(m) = ψ(m) = x . (3.29)

This implies that, for any message profile m, the set of individual contributions
(ci )n

i=1 determined by the mechanism is exactly enough to produce the public-good
level x induced by those same messages. That is, the desired aggregate feasibility
of the mechanism is guaranteed in every case.
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We conclude, therefore, that (3.27) and (3.28) suitably induce a game among the
n individuals involved, with respective strategy spaces Si = R and payoff functions

πi (m1, . . . ,mn) = Ui

(
ψ(m),

(
1

n
+ mi+1 − mi+2

)
ψ(m)

)
(i = 1, 2, . . . , n).

Let m∗ = (m∗
1,m

∗
2, . . . ,m

∗
n) be a Nash equilibrium of this game,37 and denote

p∗
i ≡ 1

n
+ m∗

i+1 − m∗
i+2 (i = 1, 2, . . . , n) (3.30)

x∗ ≡ ψ(m∗) (3.31)

c∗
i ≡ p∗

i x∗. (3.32)

We now show that the collection [(p∗
i )n

i=1, (c
∗
i )n

i=1, x∗] defines a Lindahl equilibrium
for the present economic environment.38 That is, it satisfies the following three
conditions:

(a)
∑n

i=1 p∗
i = 1.

(b)
∑n

i=1 c∗
i = x∗.

(c) For all i = 1, 2, . . . , n, (x∗, c∗
i ) is a solution of the following optimization

problem:

max
ci ,x

Ui (x, ci ) s.t.

p∗
i x = ci (3.33)

ci , x ≥ 0.

Condition (a) is satisfied by mere construction. It ensures that the “personalized
prices” paid by the different individuals are enough to cover the unit cost of pro-
duction of the public good. On the other hand, condition (b) is a direct consequence
of the aggregate feasibility displayed by the allocation rule (cf. (3.29)), as particu-
larized to the equilibrium message profile m∗. Finally, condition (c) follows from
the ensuing argument.

Suppose, for the sake of contradiction, that [(p∗
i )n

i=1, (c
∗
i )n

i=1, x∗] does not define
a Lindahl equilibrium. Then, for some individual i ∈ {1, 2, . . . , n}, there exists a
public-good level x̃ �= x∗ such that

Ui (x̃, p∗
i x̃) > Ui (x

∗, p∗
i x∗). (3.34)

37 It follows from Exercise 3.12 that, provided there exists a Lindahl equilibrium for the underlying economic
environment (see below for a definition), there always exists a Nash equilibrium for the present game.

38 The reader may refer to Varian (1992) or Mas-Colell et al. (1995) for a discussion of this standard economic
notion. It represents the natural public-good counterpart of Walrasian equilibrium. In an only-private-good
economy, Walras equilibrium sets (common) equilibrium prices to reconcile individuals’ (typically heteroge-
nous) decisions and obtain interagent consistency (market clearing). By contrast, in a public-good economy,
Lindahl equilibrium allows for (typically heterogenous or “personalized”) prices to reconcile individuals’ di-
verse preferences and achieve interagent consensus (or consistency) in their public-good choices. In either case,
the respective equilibrium concept guarantees efficiency under rather weak regularity conditions.
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Now choose

m̃i = nx̃ −
∑
j �=i

m∗
j ,

so that

Ui (x̃, p∗
i x̃) = Ui

(
ψ(m̃i ,m

∗
−i ),

(
1

n
+ m∗

i+1 − m∗
i+2

)
ψ(m̃i ,m

∗
−i )

)
.

Then, since

Ui (x
∗, p∗

i x∗) = Ui

(
ψ(m∗

i ,m
∗
−i ),

(
1

n
+ m∗

i+1 − m∗
i+2

)
ψ(m∗

i ,m
∗
−i )

)
,

the inequality (3.34) leads to a contradiction with the hypothesis that m∗ =
(m∗

1,m
∗
2, . . . ,m

∗
n) defines a Nash equilibrium of the game.

Once it has been shown that the outcome induced by the Nash equilibrium m∗

is a Lindahl allocation, its efficiency merely becomes a direct consequence of a
well-known general result that establishes the efficiency of these allocations. In
our present simple context, however, we can provide a straightforward proof of
this conclusion by relying on the Bowen-Lindahl-Samuelson condition presented
in (3.23). Let [(p∗

i )n
i=1, (c

∗
i )n

i=1, x∗] be the Lindahl equilibrium induced by m∗, as
explained above. For each individual i, the pair (c∗

i , x∗) must be a solution to (3.33).
Assuming, for simplicity, that it is an interior solution, the following first-order
conditions must hold:

−
∂Ui (x∗,c∗

i )
∂x

∂Ui (x∗,c∗
i )

∂ci

= p∗
i

for each i = 1, 2, . . . , n. Therefore, in view of (3.30), we have

n∑
i=1

−
∂Ui (x∗,c∗

i )
∂x

∂Ui (x∗,c∗
i )

∂ci

=
n∑

i=1

p∗
i = 1,

which is precisely the Bowen-Lindahl-Samuelson condition.
In sum, we have shown that the Walker mechanism is a successful one, in the

sense of being able to tackle effectively the acute free rider problem that impairs
the performance of other more naive procedures – e.g., the subscription mechanism
studied in Subsection 3.2.1, where individual incentives and efficiency were shown
to be incompatible desiderata. The success is achieved, however, at the cost of
relying on a somewhat abstract procedure, whose rules and messages lack a direct
intuitive interpretation. This may well be judged a significant drawback because,
typically, one would expect that intuitive mechanisms prove more readily applicable
to real-world allocation problems than those that are less intuitive or transparent.
After all, one should not forget that the desired outcome is attained only at an
equilibrium of the induced game. And, in general, it is reasonable to expect that
the plausibility of equilibrium behavior in any given game should hinge on how
easily and transparently players understand the strategic situation in which they are
involved.
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Thus, a broad insight to be gained from contrasting the different procedures
studied in this section (i.e., the subscription and the Walker mechanisms) may be
formulated as follows. In general, a significant trade-off should be expected between
the straightforwardness or intuitive appeal of a mechanism and its effectiveness in
addressing “difficult” incentive problems. Analogously, one should also expect a
similar trade-off to arise if, rather than being concerned with the difficulty of a partic-
ular problem, the aim were to tackle a wide set of different incentive problems with a
common or canonical approach. This is indeed the approach undertaken in Subsec-
tion 3.3.2 below where, by relying on a single but quite abstract mechanism, all prob-
lems that happen to have some Nash-compatible solution can be suitably addressed.

3.3 Mechanism design (II): Nash implementation

The “implementation problem” is, in essence, a problem of institutional design. It
starts with a collection of agents, a set of possible outcomes, a certain universe of
environments, and the specification of a desired collection of outcomes for each
of the possible environments (the so-called social choice rule). With these data of
the problem in place, the designer (the planner, the society, the theorist, . . . ) asks
whether a certain institution – a game, with well-specified rules – can be designed
so that, in every possible environment and for every possible equilibrium of the
resulting game, the range of outcomes induced coincides with those that were
specified as “desired” under those circumstances.

In general, the answer to this question obviously must depend on what game-
theoretic concept of equilibrium is to be used. If the equilibrium notion is either
very restrictive (e.g., players must use dominant strategies) or the opposite (e.g.,
players can use any nondominated strategy), the problem may be quite hard to solve.
In the first case (restrictive equilibrium notions), the difficulty is to design a game
whose equilibria span the range of desired outcomes (in particular, it may be even
difficult to guarantee that an equilibrium exists in some cases). In the second case
(unrestrictive equilibrium notions), the problem is quite the opposite: in general,
it may be hard to avoid that some of the equilibria end up producing undesired
outcomes. In this section, we tread on a sort of middle ground in this respect and
focus on the Nash equilibrium concept as our leading game-theoretic tool. Later,
we enrich the scope of equilibrium notions to be used (see Sections 5.4 and 7.3.2),
an approach that proves effective in enlarging the range of feasible implementation
in some cases.

3.3.1 Formulation of the design problem∗

As advanced, the design problem includes the following components.

1. A finite collection of agents N = {1, 2, . . . , n}.
2. An outcome space �, sometimes called the set of social states. These are

the objects over which the designer and the agents have their respective
preferences defined.
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3. A set of environments E . Each particular environment e ∈ E specifies all
details that are relevant to the problem. In general, these may include pref-
erences, endowments, exogenous circumstances, etc. However, to simplify
the problem, we follow a common practice in this literature and assume that
the only variable components of the environment are agents’ preferences.

Specifically, let U denote the set of von Neumann-Morgenstern utility
functions on �. Each agent i is supposed to have utility function Ui (·)
belonging to some individual subset Ui ⊂ U . Thus, as the universe of pos-
sible environments, we postulate E = U1 × U2 × · · · × Un; i.e., any utility
profile U = (U1,U2, . . . ,Un) is a valid environment.

4. A social choice rule (SCR) φ : E ⇒ �. This is a correspondence that de-
fines the standard of desired performance. For every environment e ∈ E, it
determines the set of outcomes φ(e) ⊂ � that are to be judged as satisfac-
tory or admissible.

The above items define the data of the implementation problem. In particular, the
set of possible environments E defines its scope, i.e., determines how “universal”
(or ambitious) one is in posing the implementation problem. Often, the focus is on
so-called economic environments. Then, the outcome space� is identified with the
set of (feasible) allocations and the family of admissible utilities in eachUi typically
are assumed to satisfy the standard conditions of continuity, quasi-concavity, etc.

On the other hand, the nature of the SCR φ reflects how “specific” the solution of
the implementation problem is required to be. Thus, φ could be simply a function
specifying a single desired outcome for every environment, or it could be a quite
thick correspondence allowing for a wide set of different outcomes. For example, in
the public-good scenario presented in Section 3.2, the SCR might select a particular
Lindahl allocation for every possible preference profile of individuals or allow
instead for, say, any efficient allocation.

Concerning now the “unknowns” of the implementation problem, this role is
played by the mechanism that is to be designed so as to attain the desired perfor-
mance. In this context, a mechanism is identified with what game theorists call a
game form, here to be considered in its normal or strategic formulation. Heuristi-
cally, a game form simply consists of a detailed specification of the “rules of the
game,” i.e., the strategies available to the players and the mapping from strategies
into outcomes. Formally, that is, a mechanism (or game form) M is a collection
{{Si }n

i=1, g} where

� For each i = 1, 2, . . . , n, Si is agent i’s strategy space.
� The function g : S1 × · · · × Sn → � specifies the outcome associated to

every possible strategy profile. It is called the outcome function.

Any such mechanism M by itself does not define a game. To obtain a strategic-
form game from it, we need to supplement the rules provided by the mechanism with
information on the players’ evaluation of the different outcomes, i.e., their utility
functions. Let U = (U1,U2, . . . ,Un) be some vector of prevailing utility functions.
Then, the pair 〈M,U 〉 defines the game G 〈M,U 〉 = {N , {Si }, {πi }} where the set
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Figure 3.4: Nash implementation problem.

of players is N = {1, 2, . . . , n}, their respective strategy spaces Si are as given by
M, and the payoff functions πi : S1 × · · · × Sn → R are defined as follows:

∀s = (s1, . . . , sn) ∈ S1 × · · · × Sn, πi (s) = Ui [g(s)].

Consider any SCR φ, as defined above. The objective is to find some mecha-
nism M so that, for any particular utility profile U ∈ E , the strategic-form game
G 〈M,U 〉 has the set of its Nash outcomes coincide with φ(U ). More formally,
denote by N (G) the set of pure-strategy39 Nash equilibria of the game G. Then, our
notion of “satisfactory implementation” is as described in the following definition.

Definition 3.1: Let φ : E ⇒ � be a SCR. Mechanism M is said to Nash implement
φ if for all U ∈ E, g(N (G 〈M,U 〉)) = φ(U ).40 If some such M exists, φ
is called Nash implementable.

The above definition embodies two reciprocal requirements. On the one hand,
it demands that every Nash equilibrium of the game produces only outcomes that
are qualified as admissible by the SCR φ. On the other hand, it requires as well
that every admissible outcome should be attainable at some Nash equilibrium of
the induced game. (This is sometimes described as reflecting unbiasedness on
the part of mechanism). Diagrammatically, such a solution of the implementation
problem may be illustrated in Figure 3.4. In terms of this diagram, it may be simply
understood as a situation where the functions involved commute; i.e., any of the
two “routes” of mapping E into � give rise to an identical correspondence.

As emphasized, what distinguishes the present implementation approach from
other branches of economic analysis is that, for an implementation theorist, the
allocation problem is tackled from the “designer’s point of view” (see Hurwicz,
1972). Thus, a successful mechanism becomes the solution of the problem rather
than a datum of it. It is, in a sense, an exercise in institutional design, where the
wealth of possible mechanisms is explored unrestrained. And the aim is to achieve
some twin compatibility: on the one hand, compatibility with a desired standard of

39 Here, the discussion is restricted to Nash equilibria in pure strategies, as in Maskin’s (1977) original approach
to the problem. This approach, however, can be extended with some difficulty to encompass the possibility of
mixed-strategy equilibria as well, as shown in Maskin (1999).

40 As customary, we use the convention that a correspondence h : X ⇒Y applied to a set A ⊂ X consists of all
those elements in Y that are in h(x) for some x ∈ A. That is, h(A) ≡ ⋃

x∈A h(x).
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performance, as embodied by the prespecified SCR; on the other hand, compatibility
with individual incentives, as reflected here by the notion of Nash equilibrium.

3.3.2 Partial characterization∗

We now address the following issue.41 Suppose we are given some particular SCR
φ. Can we ascertain whether there is some mechanism M that Nash implements it?
The key condition in this respect turns out to be what Maskin (1977; see also Maskin,
1999) called monotonicity. As we show below, an SCR φ must be monotonic if it is
to be Nash implementable (i.e., this condition is necessary for implementability).
But, in fact, this same condition also happens to be sufficient if (provided there are at
least three agents) it is complemented by a requirement called no veto power (NVP).
In effect, this latter requirement happens to be very weak since it will be shown
redundant (i.e., always satisfied) in many environments of interest – e.g., economic
environments. Thus, in this sense, we can say that monotonicity is a necessary and
often sufficient condition for Nash implementability.

Monotonicity is defined as follows.

Monotonicity (M) An SCR φ is said to be monotonic if the following
condition holds. Consider any utility profile U and choose an arbitrary
ω ∈ φ(U ).Let U ′ be some other profile and suppose that whenever Ui (ω) ≥
Ui (ω̂) for some alternative outcome ω̂ ∈ � and any i ∈ N , it also happens
that U ′

i (ω) ≥ U ′
i (ω̂) for that same i. Then, it is required that ω ∈ φ(U ′).

The intuition underlying condition (M) may be understood as follows. Focus on
some utility profile and an admissible outcome (according to φ) for this profile.
Then, if any other profile materializes for which such an outcome is always as good
as before for every one (i.e., relative to any other alternative, it never falls in the
corresponding bilateral utility comparison), that outcome must also qualify as ad-
missible, according to φ, under the new circumstances. In a sense, monotonicity
simply captures the natural idea that φ must be responsive to individuals’ prefer-
ences. If the SCR is to be Nash implementable, some such condition would seem
unavoidable. Indeed, this is confirmed by the following result.

Theorem 3.1 (Maskin, 1977): Let φ be a Nash implementable SCR. Then, it is
monotonic.

Proof: Because φ is assumed Nash implementable, there is some mechanism,
say M, that implements it. Let U be any utility profile and choose some
ω ∈ φ(U ). Then, for some (pure-strategy) profile s∗ ∈ N (G 〈M,U 〉), we
must have g(s∗) = ω. Consider now any alternative profile U ′ such that

∀i = 1, 2, . . , n, ∀ω′ ∈ �, Ui (ω) ≥ Ui (ω
′) ⇒ U ′

i (ω) ≥ U ′
i (ω

′).

Clearly, s∗ ∈ N (G〈M,U ′〉),which implies (because M implementsφ) that
ω ∈ φ(U ′). Thus, φ is monotonic, as desired. �

41 Much of what is done in this subsection is borrowed from Repullo (1987).
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How demanding is condition (M)? One quite restrictive implication of it is that
any monotonic φ can respond only to ordinal information (see Exercise 3.14). To
see, moreover, that even within the realm of ordinal SCRs, one can find interesting
nonmonotonic instances, we now turn to an example that has received quite a lot
of attention in the recent implementation literature: the biblically inspired King
Solomon’s dilemma. This problem is revisited in Section 5.4. There, a multistage
mechanism is proposed that (despite the violation of monotonicity) addresses suc-
cessfully a generalized version of the problem by relying on a natural refinement
of the Nash equilibrium concept.

King Solomon faces the problem of deciding to which of two mothers, A or B,
to assign a child in dispute. His desire is to give the child to the genuine mother.
To extract the true information (that of course both women have, but not the King),
he threatens to kill the baby if a consensus is not reached between the two women
as to who is the real mother of the child. Formally, we can formulate the problem
as follows. There are two possible environments: α and β. In the first one, the true
mother is A, whereas in the second it is B. The possible outcomes in which the
women have their preferences defined are

a : “the baby is given to A”;
b : “the baby is given to B”;
c : “the baby is killed”.

Given these outcomes, the preferences of each woman in each of the environments
are postulated as follows:

� In environmentα,woman A has Uα
A(a) > Uα

A(b) > Uα
A(c),whereas woman

B has Uα
B (b) > Uα

B (c) > Uα
B (a).

� In environment β, woman A has Uβ

A (a) > Uβ

A (c) > Uβ

A (b), and woman B
has Uβ

B (b) > Uβ

B (a) > Uβ

B (c).

These preferences embody the distinctive features of the setup: each woman
(true mother or not) prefers to have the child for herself, but the true mother prefers
that the baby be given to the other woman rather than killed – the false mother
has opposite preferences in this respect. On the other hand, the SCR (that may be
conceived as reflecting the “preferences” of King Solomon) is simply given by

φ(α) = a; φ(β) = b.

This SCR is not monotonic. To see this, focus on environment α and compare its
utilities Uα

i (·), i = A, B, with those of environment β, Uβ

i (·). Note, in particular,
that outcome a (the selection of φ in environment α) is still the most preferred
outcome in β for woman A, whereas it rises in the ranking of woman B when
switching from α to β. By (M), we should have φ(α) = a ∈φ(β), a contradiction
with the fact that φ(β) = b. Thus, King Solomon’s φ is not monotonic, which in
view of Theorem 3.1 implies that is not Nash implementable either.
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In fact, there are also many well-known SCRs defined on economic setups that
happen not to be monotonic. For example, the Lindahl (or Walras) rule that assigns
to every economic environment its corresponding set of Lindahl (or Walras) al-
locations, or even the Pareto rule that associates the Pareto optimal (or efficient)
allocations, are not monotonic – see Exercise 3.15. In general, one needs to con-
template some regularity (e.g., interiority) conditions, to ensure that condition (M)
holds in those traditional cases (cf. Exercise 3.16). Some useful illustration of these
matters is provided below when showing the Nash implementability of a Walras
SCR in “regular” economies.

Given that monotonicity has been established to represent a necessary condition
for Nash implementability, the following natural question arises: Is it also sufficient?
In general, this turns out not to be the case and further conditions are needed. One
of them is simply that there should be at least three agents. As will become clear
from the constructive proof of Theorem 3.2 below, this is essentially an issue of
endowing the design problem with enough “strategic richness” to tackle individual
manipulation incentives.

On the other hand, one also needs to extend a bit the notion of “responsiveness
to individual preferences” that, as explained above, is the main idea embodied
by condition (M). To define the additional condition required, it is convenient to
introduce some notation. Given any outcome ω ∈ � and utility function Ui ∈ Ui

let

L(ω,Ui ) ≡ {ω′ ∈ � : Ui (ω
′) ≤ Ui (ω)}. (3.35)

That is, L(ω,Ui ) represents what, in traditional microeconomics, would be labeled
the lower-contour set induced by utility function Ui and outcome ω. With this
notation in hand, we formulate the referred additional condition as follows.

No veto power (NVP) An SCR φ is said to satisfy no veto power if the following
condition holds. Given any utility profile U, if there exists some i ∈ N and
ω ∈ � such that, for all j �= i , L(ω,U j ) = �, then ω ∈ φ(U ).

Condition (NVP) simply posits that, if all but one of the agents agree that a
certain outcome is among the best possible in a particular environment, the SCR
must include this outcome as well for that environment. Note that this condition
holds in any of the typical economic contexts where there exists at least one perfectly
divisible commodity everyone desires (i.e., utility functions are strictly increasing
in it). In those setups, there is no allocation that two different individuals have in
their respectively most preferred sets and, consequently, (NVP) holds trivially (i.e.,
voidly). We are now ready to establish a partial converse to Theorem 3.1.

Theorem 3.2 (Maskin, 1977, 1999): Assume n ≥ 3, and let φ be an SCR that
satisfies (M) and (NVP). Then, φ is Nash implementable.

Proof: The proof is constructive. That is, we shall explicitly describe a mechanism
M = {{Si }n

i=1, g} that implements any φ satisfying the contemplated as-
sumptions. The strategy spaces Si are identical for each agent i. They are
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given by Si = E ×�× N, a typical element si = (U i , ωi , ki ) specifying a
utility profile U i = (U i

1,U
i
2, . . . ,U

i
n), an outcomeωi , and a natural number

ki . (Note that a superindex here is used to identify the player whose strategy
is being specified and does not refer to players’ attributes – e.g., prefer-
ences.) Given any strategy profile s = [(U i , ωi , ki )]n

i=1, the prescription
induced by the outcome function g depends on which of the two following
(exhaustive) possibilities apply:

(†) If there exists some i ∈ N and (Û , ω̂, k̂) such that ω̂ ∈ φ(Û ) and, for all
j �= i, s j = (Û , ω̂, k̂), then

g(s) =
{
ωi if ωi ∈ L(ω̂, Û i )
ω̂ otherwise.

(3.36)

(‡) If (†) does not apply, then g(s) = ωi where i is chosen among those
agents j who chose the highest k j – say, the player with the lowest
index.

We need to show that both φ(U ) ⊂ g(N (G 〈M,U 〉)) and g(N
(G 〈M,U 〉)) ⊂ φ(U ) hold for all U ∈ E . First, we address the inclu-
sion φ(U ) ⊂ g(N (G 〈M,U 〉)). Choose any ω ∈ φ(U ) and consider the
strategy profile s where si = (U, ω, 1) for all i ∈ N . To see that s de-
fines a Nash equilibrium of G 〈M,U 〉, note that, by deviating to some
(U i , ωi , k i ) �= (U, ω, 1), player i can attain ωi only if ωi ∈ L(ω̂,Ui ) – oth-
erwise, the mechanism prescribes the original ω. Thus, since any outcome
ωi �= ω that is achievable to player i has Ui (ω) ≥ Ui (ωi ), no unilateral
deviation can be profitable.

To prove the converse inclusion g(N (G 〈M,U 〉)) ⊂ φ(U ), consider any
arbitrary s = [(U i , ωi , ki )]n

i=1 ∈N (G 〈M,U 〉). It has to be checked that
g(s) ∈ φ(U ). The argument is now somewhat more involved and needs
contemplating three cases.

(a) Suppose that s j = (U ′, ω, k) for all j ∈ N and assume as well that
ω ∈ φ(U ′). Then, g(s) = ω from (†). Consider now any given player
i and any ω̂ ∈ � such that U ′

i (ω) ≥ U ′
i (ω̂). Relying on (†) again, we

know that this player i could deviate to some ŝi = (Ũ , ω̂, k̃) – arbitrary
Ũ and k̃ – and obtain g(ŝi , s−i ) = ω̂. Since this deviation should not
be profitable for i because s ∈ N (G 〈M,U 〉), it follows that Ui (ω) ≥
Ui (ω̂). In sum, we conclude that U ′

i (ω) ≥ U ′
i (ω̂) ⇒ Ui (ω) ≥ Ui (ω̂).

By (M), this implies that ω ∈ φ(U ), as desired.
(b) Suppose, as before, that si = (U ′, ω, k) for all j ∈ N but now assume
ω /∈ φ(U ′). Then, (‡) applies and any player i could deviate to some
s̃i = (Ũ , ω̃, k̃) with k̃ > k and obtain g(s̃i , s−i ) = ω̃.Since the outcome
ω̃ is arbitrary and s ∈ N (G 〈M,U 〉), it follows that Ui (ω) ≥ Ui (ω̃) for
all i ∈ N . Then, (NVP) implies again that ω ∈ φ(U ).

(c) Finally, suppose that there are two agents who play different strategies
at equilibrium. By necessity, there must be at least n − 1 such agents
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i for whom the remaining players in N\{i} do not all play the same
strategy. (Note that this presumes n ≥ 3.) Each of those n − 1 agents
could obtain, given the strategies of others, any outcome ω desired
by playing a strategy s ′i = (U, ω, k̃) with k̃ > k j , j �= i. The fact that
s ∈ N (G 〈M,U 〉) implies that Ui (g(s)) ≥ Ui (ω) for any ω ∈ � and
each of the n − 1 players considered. By (NVP), this requires that
g(s) ∈ φ(U ).

In view of the fact (a), (b), and (c) are exhaustive contingencies, we conclude
that g(N (G 〈M,U 〉)) ⊂ φ(U ), as claimed. �

Despite its abstract form, the “universal” mechanism proposed in the constructive
proof of Theorem 3.2 is rather intuitive and its main features can be heuristically un-
derstood as follows. On the one hand, if agents agree on the prevailing environment
as well as on an outcome that is admissible for that environment, the mechanism
simply abides by the agents’ consensus. The problem, of course, is how to make
every such “true and admissible consensus” a Nash equilibrium. To achieve it, the
crucial issue is how to deter unilateral deviations, the sole criterion of strategic
stability embodied by the Nash equilibrium concept. This is precisely the purpose
of (3.36), which ensures that no single deviating player may ever gain if indeed
the remaining players are agreeing on the true environment. Therefore, if a devia-
tion nevertheless occurs, it must be because the other players are “lying” and this
fact provides a possibility for the player in question to unveil it in a credible (i.e.,
incentive-compatible) manner. This is the key feature of the mechanism that deters
players from reaching a misleading consensus – or, reciprocally, that ensures that
every consensus is genuinely informative of the environment. The only pending
point concerns how to rule out that an equilibrium may take place under some sort
of disagreement among the players. This is the role played by (‡), which is geared
toward discarding that any such possibility could ever become an equilibrium: by
granting extreme manipulation possibilities to almost every player in this case,
some player will always have something to gain by deviating.

Remark 3.1: Full information extraction

It is interesting to observe that the canonical mechanism proposed in (†) and
(‡) demands from the agents all the information they have. That is, agents
are not simply asked to reveal their own preferences but they are required
to submit the whole (same) information they all share about each other’s
preferences. Thus, in this mechanism, the implicit assumption of complete
information that underlies the Nash equilibrium concept (i.e., that every
agent must know all relevant details of the game) is introduced explicitly
into the game itself through the players’ strategy spaces. �

To end with a simple example, consider an exchange economy with perfectly
divisible goods, as traditionally considered in general equilibrium theory (see, e.g.,
Mas-Colell et al., 1995). Specifically, suppose that each agent i ∈ {1, 2, . . . , n} is
endowed with a certain (fixed) amount of every good k ∈ {1, 2, . . . ,m}, yik ≥ 0,
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and let Ui : R
m
+ → R stand for player i’s utility, defined on her consumption bundles.

Furthermore, assume that the set Ui of permissible utilities is such that, for every
profile (U1,U2, . . . ,Un) ∈ E ≡ U1 × U2 × · · · × Un, the following conditions are
satisfied: (a) the individual utilities are quasi-concave and strictly increasing; (b) the
set of Walrasian allocations (i.e., allocations obtained at some Walrasian equilib-
rium) is both nonempty and interior. Now define the Walrasian correspondenceφw :
E ⇒ � as the mapping that associates to every e ∈ E its corresponding Walrasian
allocations. We next show that, if n ≥ 3, the SCR φw is Nash implementable.

In view of Theorem 3.2, it is enough to show that conditions (NVP) and (M)
are verified. Concerning (NVP), this is obviously the case because utility func-
tions are assumed strictly increasing (recall our previous discussion on this is-
sue). On the other hand, to show that (M) holds, consider any permissible utility
profile U = (U1,U2, . . . ,Un) and let ω = [

(xik)m
k=1

]n

i=1
∈� be a corresponding

Walras allocation, where xi ≡ (xik)m
k=1 stands for the consumption bundle associ-

ated to agent i in this allocation. Since ω is part of a Walras equilibrium, there
are some associated equilibrium prices p = (p1, p2, . . . , pm) such that, for every
i ∈ N ,

∀x̃ i ∈ R
m
+,

m∑
k=1

pk x̃ ik ≤
m∑

k=1

pk yik ⇒ Ui (xi ) ≥ Ui (x̃ i ). (3.37)

Now, consider some alternative utility profile U ′ = (U ′
1,U

′
2, . . . ,U

′
n) that verifies

the hypothesis of condition (M), relative to U and ω. That is,42

∀ω̂ = [
(x̂ ik)m

k=1

]n

i=1
∈ �, ∀i ∈ N ,

Ui (xi ) ≥ Ui (x̂ i ) ⇒ U ′
i (xi ) ≥ U ′

i (x̂ i ). (3.38)

We need to show ω is also a Walras allocation for utility profile U ′. This demands
two conditions. One of them, the aggregate feasibility of the allocation,

n∑
i=1

xik =
n∑

i=1

yik (k = 1, 2, . . . ,m),

is trivially true because it does not depend on individuals’ utilities. For the second
condition, i.e., individual optimality relative to suitable equilibrium prices, consider
the same equilibrium prices p that supported ω above. As a counterpart to (3.37),
it needs to be shown that

∀x̃ i ∈ R
m
+,

m∑
k=1

pk x̃ ik ≤
m∑

k=1

pk yik ⇒ U ′
i (xi ) ≥ U ′

i (x̃ i ).

But this clearly holds, by virtue of (3.37) and (3.38), which implies that, for each
i ∈ N , the lower-contour sets for Ui passing through xi , L(ω,Ui ), are included
in those induced by U ′

i , L(ω,U ′
i ) – recall (3.35). Note that, as illustrated in

42 Graphically speaking, this condition can be conceived as reflecting a situation in which the indifference curves
of each agent i passing through her respective xi “bend inward” when switching from Ui to U ′

i .
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Exercises 3.15 and 3.16, this conclusion crucially relies on the fact that the Walrasian
allocation is interior (i.e., xik > 0 for every i and all k) and the assumption that
every utility function in Ui is quasi-concave.

3.4 Markets (I): macroeconomic coordination failures∗

The use of game theory in economics has not been limited to problems of a micro-
economic nature. In the last decades, it has also been applied to the study of a wide
variety of macroeconomic phenomena, approached from a strategic perspective.
Here, we focus on a simple model inspired by the work of Bryant (1983; see also
Bryant, 1994) whose objective is to illustrate in a stylized form the consistency
between Keynesian macroeconomic theory and the rationality paradigm espoused
by classical game theory.

Consider the following “macroeconomic” context. The economy is segmented
into K sectors (K > 1), each of them having I individuals (I > 1) working in them.
All the n (≡K × I ) individuals in the economy have an identical utility function

U : R
2
+ → R,

(
c1

ik, c
2
ik

) → U
(
c1

ik, c
2
ik

)
,

where c1
ikand c2

ik are the amounts consumed of each of the two goods, 1 and 2, by
the individual i = 1, 2, . . . , I of sector k = 1, 2, . . . , K . It will be posited that U (·)
is differentiable, quasi-concave, and strictly increasing in its two arguments. Good
1 is interpreted as leisure and good 2 is conceived as a material consumption good
that is produced by means of a collection of intermediate products, as presently
described.

Each individual is endowed with a perfectly divisible unit of time that may be
directed to one of two uses. On the one hand, she may “consume” it as leisure that,
as indicated, is one of the arguments of her utility function. On the other hand, the
complementary fraction of time that she devotes to “work” is used to produce (by
herself) a certain amount of intermediate good with a constant-returns technology.
Thus, without loss of generality, it can be postulated that xik units of work produce
an identical amount zik of intermediate product, i.e., zik = xik .

The intermediate products obtained in each separate sector are assumed hetero-
geneous commodities and used to produce the consumption good (good 2) in fixed
proportions, i.e., through a constant-returns technology of the so-called Leontieff
type. More specifically, this technology is captured by a production function,
f : R

K
+ → R, that, given the total amounts zk ≡ ∑I

i=1 zik of intermediate goods
produced in each sector k (k = 1, 2, . . . , K ), induces a production of good 2 equal
to

f (z1, z2, . . . , zK ) = min{z1, z2, . . . , zK }.
In this context, the allocation procedure is assumed to be conducted as follows.

First, all individuals ik (i = 1, 2, . . . , I , k = 1, 2, . . . , K ) must decide simultane-
ously how much work to devote to the production of their respective intermedi-
ate product. Once these decisions have been adopted, the corresponding amounts
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produced zik (= xik) are sent to the “marketplace” where the firms involved in the
production of good 2 buy the required intermediate products in a perfectly com-
petitive environment and all their respective markets clear.43 By Walras law (see
Mas-Colell et al., 1995, Ch. 17), the income obtained by individuals in this manner
induces an aggregate demand for good 2 that clears its market as well.

The procedure described can be formulated as a strategic-form game among the n
individuals, the payoffs earned with each strategy profile x = ((xik)I

i=1)K
k=1 ∈ [0, 1]n

being those anticipated from the induced competitive allocation taking place in the
markets for intermediate products. To be precise, let p(x) ≡ (pk(x))K

k=1 be the
vector of equilibrium prices determined in the intermediate-good markets for each
possible strategy profile x , where prices are expressed in terms of good 2 (chosen
as the numeraire). Further denote xk ≡ ∑I

i=1 xik . Then, by standard arguments in
general equilibrium theory (see again Mas-Colell et al., 1995), we know that[

xk ′ > min
k=1,....,K

{xk}
]
⇒ pk ′(x) = 0. (3.39)

That is, any good displaying a positive excess supply at equilibrium must have a
zero equilibrium price associated with it. On the other hand, whenever there are at
least two intermediate products for which demand equals supply, the setup proposed
allows for a wide multiplicity of possible equilibrium prices. Specifically, the only
further condition (i.e., in addition to (3.39)) that completely characterizes the set of
equilibrium prices is

K∑
k=1

pk(x) = 1; pk(x) ≥ 0 (k = 1, . . . . , K ). (3.40)

This condition simply reflects the requirement that the price of the consumption
good (equal to one, since it is the numeraire) must equal its unit (marginal) cost of
production. Thus, to summarize, for a price-formation rule [pk(·)]K

k=1 to qualify as
valid in the postulated competitive environment, it has only to meet the following
two conditions:

(a) It must prescribe a null price for those intermediate products in excess
supply.

(b) The (nonnegative) prices of the remaining intermediated products (i.e.,
those in zero excess supply) are to induce in total an average production
cost for the final good,

∑K
k=1 pk (̇·), equal to one.

Given the indeterminacy displayed by (b), some price selection rule is required
to close the model. Since the choice made in this respect does not affect the gist of
the analysis, we simply postulate the following symmetric formulation:[

xk ′ = xk ′′ = min
k=1,....,K

{xk}
]
⇒ pk ′(x) = pk ′′(x). (3.41)

43 Note that the number of firms producing good 2 is irrelevant because the production technology displays
constant returns. Therefore, under perfect competition, the particular way total production is to be distributed
among existing firms is indeterminate but also irrelevant.
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Consider the price-formation rule [pk(·)]K
k=1 fully specified by (3.39), (3.40), and

(3.41). On the basis of it, the strategic-form game may be specified as follows:

� For each player ik, her strategy space is simply Sik = [0, 1], with a typical
element of it denoted by xik .

� Given any strategy profile x = ((xik)I
i=1)K

k=1 ∈ [0, 1]n, the payoff function
πik(·) of each agent ik (i = 1, 2, . . . , I , k = 1, 2, . . . , K ) is given by

πik(x) = U (1 − xik, pk(x) xik). (3.42)

The theoretical framework described aims at formalizing, in a very stylized
manner, the frictions and complementarities inherent to modern economies. In
particular, its objective is to illustrate that, as argued by traditional Keynesian theory,
it is perfectly possible that relatively low-level macroeconomic situations, well
below full capacity, may materialize and persist in equilibrium. In a drastic fashion,
this is the conclusion established in the following result.

Proposition 3.1: Consider the game whose payoff functions are given by (3.42),
with [pk(·)]K

k=1 defined by (3.39), (3.40), and (3.41). The vector xo =
(0, 0, . . . , 0) defines its unique Nash equilibrium.

Proof: It is straightforward to check that xo = (0, 0, . . . , 0) is a Nash equilibrium of
the game. To prove that it is unique, let x be some other Nash equilibrium.
First, we show that

∀k, k ′ = 1, 2, . . . , K , xk = xk ′ . (3.43)

Suppose otherwise. Then, there must be some sector k̂ such that xk̂ >

mink=1,....,K {xk}. Therefore, pk̂(x) = 0 and, for every individual i k̂ (i =
1, 2, . . . , I ), her equilibrium consumption bundle is of the form(

c1
ik, c

2
ik

) = (1 − xik̂, 0).

Since xk̂ > 0, there exists some ı̂ such that xı̂ k̂ > 0. For that individual ı̂ k̂,
a unilateral deviation to the strategy x̃ ı̂ k̂ = 0 provides her with a payoff
U (1, 0), which is greater than U (1 − xı̂ k̂, 0). This contradicts that x is a
Nash equilibrium and therefore proves the above claim.

Now, assume that x satisfies (3.43) and therefore there is some θ > 0
(because x �= xo) such that xk = θ for every k = 1, 2, . . . , K . Then, by
(3.41), the payoff obtained by each individual ik ′ is given by

U
(
c1

ik ′, c2
ik ′
) = U

(
1 − xik ′,

1

K
xik ′

)
. (3.44)

Choose any ik such that xik > 0 and consider any unilateral deviation on
her part to x̃ ik = xik − ε for some arbitrarily small ε > 0. Denoting by
(x̃ k)K

k=1 the sectorial profile resulting from such unilateral deviation, we
obviously have

x̃ k < min
k ′ �=k

x̃ k ′
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and consequently

pk(x̃) = 1; pk ′(x̃) = 0 ∀k ′ �= k.

Thus, if ε is small enough, the continuity of U (·) implies that

U (1 − x̃ ik, x̃ ik) = U (1 − xik + ε, xik − ε) > U

(
1 − xik,

1

K
xik

)
,

which indicates that agent ik would benefit from the deviation considered.
This yields a contradiction, completing the proof of the result. �

Proposition 3.1 reflects a situation in which, despite perfectly flexible prices, the
market system is drawn to full collapse and thus becomes incapable of sustaining
a positive production level.44 Of course, this extreme conclusion is a direct conse-
quence of the acute price-manipulation possibilities allowed to the agents in this
context. If these possibilities were curtailed somehow, one would expect quite a
wide range of allocations might then arise as possible equilibrium outcomes.

To explore the latter point, consider the following (somewhat artificial) variation
of the previous framework. As before, individuals decide independently how much
intermediate good to produce in their respective sectors. However, once this pro-
duction is brought to the marketplace, let us now assume that they can irreversibly
destroy whatever amount they wish, in response to (or anticipation of) similar be-
havior of this sort on the part of others. Under these conditions, no agent producing
an intermediate good in zero excess supply can benefit from unilaterally destroying
any of the output she originally brought to the market – any such manipulation
attempts will simply be matched by other agents, thus having no final effect on
relative prices. Consequently, we now postulate that the payoff function πik(·) of
any agent ik satisfies the following condition45:

No Price Manipulation (NPM) Let x = ((xik)I
i=1)K

k=1 ∈ [0, 1]n be any given strat-
egy profile and denote ν ≡ mink=1,...,K xk .

(i) For any sector k ′ such that xk ′ = ν, the payoff obtained by any indi-
vidual ik ′ is πik ′(x) = U (1 − xik ′, 1

K xik ′).
(ii) For any sector k ′′ such that xk ′′ > ν, the payoff obtained by any indi-

vidual ik ′′ is πik ′′(x) = U (1 − xik ′′, 1
K
ν
I ).

Part (i) of (NPM) simply formalizes the previous idea that no agent can ma-
nipulate prices by restricting the supply of the intermediate product she produces.
Part (ii), on the other hand, contemplates a “uniform quota” among the agents
of any sector whose original production is in excess supply. This latter condi-
tion obviously implies that every Nash equilibrium configuration must have the
same amounts of each intermediate being produced and the same equilibrium price

44 In fact, the considerations involved are quite reminiscent of those underlying both the prisoner’s dilemma (recall
Section 1.1) and Bertrand oligopolistic competition (see Section 3.1.2).

45 Thus, for simplicity, we model this part of the strategic situation in reduced form and have the postulated payoff
function reflect the equilibrium outcome prevailing at the marketplace when players may choose to destroy part
of what they have brought to it.
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pk = 1/K prevailing for every k = 1, 2, . . . , K (recall (3.41)). In this respect,
therefore, the conclusion is akin to that of Proposition 3.1. The key difference
now is that the range of common production levels displayed by each sector at
equilibrium typically spans a nondegenerate interval. This is the content of the
following result.

Proposition 3.2: Consider a context as described above where payoff functions
satisfy (NPM) and assume there exists some θ∗ > 0 such that 46:

∂U
∂c1

(
1 − θ∗, 1

K θ
∗)

∂U
∂c2

(
1 − θ∗, 1

K θ
∗) = 1

K
. (3.45)

Then, given any θ ∈ [0, θ∗], every strategic profile x such that

xik = θ, ∀i = 1, 2, . . . , I ; ∀k = 1, 2, . . . , K , (3.46)

is a Nash equilibrium of the induced game.

Proof: Let x be a strategic profile verifying (3.46). In it, each agent ik obtains a
consumption vector(

c1
ik, c

2
ik

) =
(

1− θ, 1

K
θ

)
, (i = 1, 2, . . . , I, k = 1, 2, . . . , K )

with payoffs equal to U (1 − θ, θ/K ). If individual ik deviated unilaterally
and chose instead some x̂ ik > θ, she would obtain(

ĉ1
ik, ĉ

2
ik

) =
(

1 − x̂ ik,
1

K
θ

)
whose associated payoffs are obviously worse than (c1

ik, c
2
ik), because of

the strict monotonicity postulated on U (·).
On the other hand, if agent ik were to choose some x̂ ik < θ, her consump-

tion vector would be (1 − x̂ ik,
1
K x̂ ik). Since θ ≤ θ∗ (where θ∗ is defined in

(3.45)), it follows that

U

(
1 − x̂ ik,

1

K
x̂ik

)
< U

(
1 − θ, 1

K
θ

)
,

which completes the argument. �

Proposition 3.2 indicates that, in an economy where the decision process is subject
to intertemporal frictions and payoffs display substantial complementarities, the
materialization of a wide range of different activity levels is compatible with the
following classical assumptions:

(i) rational agents, i.e., agents who maximize their payoffs in terms of well-
defined expectations;

46 The existence of such a positive θ∗ requires that the marginal utility of leisure not be too large. If it is large
enough, then the situation is as in Proposition 3.1 and the unique equilibrium again involves a zero activity
level.
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(ii) rational expectations, i.e., expectations that are consistent with the (ra-
tional) behavior of others;

(iii) flexible prices, i.e., endogenous price adjustment toward market clearing.

In the modern macroeconomic literature, such a compatibility has been de-
fended by some authors (see Heller, 1986; Cooper and John, 1988) as a the-
oretically sound way of providing traditional Keynesian analysis with rigorous
microfoundations.

Summary

This chapter has discussed a number of different economic applications where
agents’ strategic interaction is modeled through a strategic-form game. First, we
have dealt with what is perhaps the most paradigmatic application of game theory
to economic environments: the one-shot model of oligopoly, where firms are pos-
tulated to make their once-and-for-all decisions independently (i.e., simultane-
ously). Depending on the nature of the strategic variable considered, outputs or
prices, two different kinds of oligopolistic competition arise: Cournot and Bertrand
competition.

Comparing these two scenarios, Cournot competition tends to be the strategic
context where, at Nash equilibria, (a) firms typically obtain higher profits, and (b)
the deviation from perfect competition is larger. In particular, we have shown that
the average deviation from a perfectly competitive price (i.e., a price that equals
firms’ marginal cost) increases, at a Cournot-Nash equilibrium, with both market
concentration and the inelasticity of demand. In contrast, Bertrand competition
tends to place firms in a much more competitive situation. In fact, the market out-
come even becomes perfectly competitive (independently of market concentration
or demand elasticity) in some benchmark cases – e.g., if the goods are homogenous
and marginal costs are constant and identical across firms.

Next, we have entered the field of implementation theory, a vast area of research
that aims at exploring the possibilities and limitations of reconciling individual in-
centives and some standard of social desirability. To break ground, we have started
focusing on public-good allocation problems, where strong free-rider inefficiencies
have been seen to arise when simple-minded approaches are used, e.g., the natu-
ral subscription mechanism. We have concluded, therefore, that a more “creative”
approach to the problem is called for, leading the enquiry into the field of mech-
anism (or institutional) design. In this vein, we have shown that a rather simple
and satisfactory solution to the problem is provided by a mechanism proposed by
Walker (1981), whose performance was found to display the following regularity:
every Nash equilibrium of the induced game results into a Lindahl (and therefore
efficient) allocation of the underlying economic environment.

Our following concern has been to cast and study the implementation problem
in a more abstract but substantially more general fashion. Specifically, we have
asked the question of what sort of desired SCRs (i.e., performance mappings from
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environments to outcomes) can be implemented successfully through Nash equilib-
ria of suitably constructed mechanisms. Monotonicity of the SCRs (a certain notion
of responsiveness to individual preferences) turns out to be the crucial condition
in this respect. Not only is it a necessary condition for Nash implementation but
(together with an additional weak condition of no veto power) is also sufficient,
provided that at least three agents are involved.

Finally, we have proposed a simple strategic model for the study of macroeco-
nomic coordination failures. The main theoretical issue here has been posed as fol-
lows. Is it possible to provide a coherent strategic rationale for the Keynesian claim
that, despite flexible prices, a market system may become trapped into a low-activity
equilibrium? Indeed, we have provided a stylized framework that allows for (in fact,
forces) this possibility at the extreme lowest level of zero activity. Its main features
are (i) acute production complementarities among intermediate commodities in the
production of a final consumption good, and (ii) sequential timing in the production
and marketing decisions that entails important allocation irreversibilities. To obtain
less drastic conclusions, the problem has been reconsidered within a variation of
the original framework that curtails agents’ price-manipulation possibilities quite
significantly. In this revised setup, the model displays a wide equilibrium multiplic-
ity, which allows for a nondegenerate range of different equilibrium activity levels
at which agents may (mis)coordinate.

Exercises

Exercise 3.1: Consider a general model of oligopoly with n identical firms and
demand function F(·) that satisfies the law of demand. Show that, if the cost func-
tions are strictly convex, the quantity produced in an oligopolistic market is always
lower than that produced in a perfectly competitive context.

Exercise 3.2: Consider again a general model of oligopoly with n identical firms
and demand function F(·) that satisfies the law of demand. Postulate additional
conditions on both F(·) and the firms’ cost functions that guarantee that the first-
order necessary conditions for a Nash equilibrium are also sufficient.

Exercise 3.3: In a context with identical linear costs and linear demand, as given
by (3.8) and (3.9), consider a model of Cournot competition with n (≥3) firms.
Compute the Nash equilibrium. What happens as n → ∞ ?

Exercise 3.4: Show that (3.14) characterizes the set of Bertrand-Nash equilibria of
a homogeneous-good oligopoly where firms display common and constant marginal
costs.

Exercise 3.5: Consider a context of duopolistic Bertrand competition with a homo-
geneous product and a nonincreasing demand function F(·). Suppose the two firms
display zero fixed costs and constant marginal costs, the marginal cost of firm 1,
c1, being lower than that of firm 2, c2. Let p̂1 be the monopoly price of firm 1 (i.e.,
the price firm 1 would set if it were alone in the market). Assume that c2 < p̂1 and
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F(c2) > 0. Find the pure-strategy Nash equilibria of the game (there are possibly
none) under the following alternative specifications on how the market is divided
between them in case of price equality:

1. firm 1 captures the whole market;
2. firm 2 captures the whole market;
3. the two firms divide equally the induced demand.

Exercise 3.6*: Consider again a context of duopolistic competition à la Bertrand
with a homogeneous product and demand function F(·), where the total demand is
divided equally in case of price equality. Both firms exhibit an identical cost func-
tion, C(·), with C(0) = 0,C ′(·) > 0,C ′′(·) > 0. Let p∗ be the perfectly competitive
price (a scalar) satisfying

p∗ = C ′
(

1

2
F( p∗)

)
.

Prove that the pair (p∗, p∗) defines a Nash equilibrium of the induced game.
Hint: Following Dastidar (1997), define q̂ i (p) as the output that maximizes the profit
of firm i when taking price p as given. Then, verify and use that the expression
pq̂i (p) − Ci (q̂ i (p)) is increasing in p.

Exercise 3.7: Consider a context of duopolistic competition à la Bertrand with
demand functions given by (3.15) where the goods are partial substitutes – i.e.,
0 < b < 1. Show that the higher the degree of substitutability between the goods
the lower the equilibrium profits of firms.

Exercise 3.8: Two individuals bargain over the distribution of a “pie” of unit size.
Each individual i ∈ {1, 2} introduces in a sealed envelope demand xi specifying
how much she wishes to obtain of it. An outside agent then opens the envelopes
and performs the following division.

� If x1 + x2 ≤ 1, she gives to each individual i = 1, 2 a portion of the pie
equal to xi + (1 − x1 − x2)/2 (i.e., what she asks for plus half of the residual
pie left after satisfying both individuals’ demands).

� If x1 + x2 > 1, no individual receives any share at all.

Identify all Nash equilibria of the game that involve only pure strategies. Is there
any other equilibrium in mixed strategies? If so, specify one of these.

Exercise 3.9: Propose conditions on the data of the planner’s optimization problem
given by (3.18) and (3.19) that ensure that the corresponding solutions are interior.

Exercise 3.10*: Consider the following variation on the context studied in Sec-
tion 3.2. A community of individuals faces the decision of whether to finance an
indivisible public good at cost K . The individuals propose simultaneously their
respective contributions ξi (i = 1, 2, . . . , n). If the aggregate contribution level∑n

i=1 ξi is enough to cover the cost K , the public good is provided, and any excess
funds are returned to the individuals in equal shares. Otherwise, the public good
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is not provided and no one has to materialize any actual contribution (i.e., the ef-
fective payment is zero for everyone). Suppose, for simplicity, that the preferences
displayed by each individual i = 1, 2, . . . , n admit the representation

Ui (x, ci ) = Vi (x) − ci ,

where ci stands for the contribution of the individual in question and x indicates
whether the public good is provided (x = 1) or not (x = 0). Let us also assume that∑n

i=1 (Vi (1) − Vi (0)) − K > 0 but Vi (1) − Vi (0) < K for each i = 1, 2, . . . n.
Consider now a benevolent planner who can impose in the present context any

allocation that respects the “voluntary participation” constraint

Ui (x, ci ) ≥ Ui (0, 0)

and whose utility function (the planner’s) is given by a linear combination of agents’
utilities according to some positive vector of weights α = (α1, α2, . . . , αn). Verify
the following two claims.

(a) There are Nash equilibria of the induced game whose associated allocation
does not coincide with a solution of the planner’s optimization problem
for any weight vector α.

(b) There is some Nash equilibrium of the game that does coincide with one of
those solutions, for suitably chosen weights. Contrast this latter assertion
with the conclusion derived in Section 3.2.

Exercise 3.11: A group of fishermen concentrate their activity on a certain re-
stricted area. The fishing returns in that area depend on the total hours worked
by the whole group. Thus, letting hi denote the number of hours worked by each
fisherman i = 1, 2, . . . , n and H ≡ ∑n

i=1 hi the total number of hours worked by
the group, it is postulated that the hourly returns of each of them is given by a
concave function of H, ρ : R+ → R+, with limH→∞ ρ ′(H ) = 0.

On the other hand, each worker i incurs an individual cost (or disutility) per hour
worked that is captured by some function of hi , c : R+ → R+, which is supposed
identical across individuals. It is also assumed that c(·) is convex, increasing, and
satisfies limhi→T c ′(hi ) = ∞ for some given T ≤ 24. Overall, the payoffs of each
fisherman i are given by a function Ui (·) defined as follows:

Ui (h1, . . . , hn) = ρ(H ) hi − c(hi ) (i = 1, 2, . . . , n).

1. Pose the optimization problem solved by a planner whose objective is to
maximize the sum individuals’ utilities and characterize the solution.

2. Formulate precisely the strategic-form game in which the fishermen in-
dependently decide their work hours. Characterize its Nash equilibria and
draw a comparison with the solution to the planner’s problem.

Exercise 3.12: We have shown in Section 3.2.2 that all Nash equilibria of Walker’s
(1981) mechanism lead to Lindahl allocations (that is, allocations obtained at some
Lindahl equilibrium under suitable personalized prices). Prove that the reciprocal
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statement is also true, i.e., every Lindahl allocation may be obtained at some Nash
equilibrium of Walker’s mechanism.

Exercise 3.13*: Recall the mechanism proposed by Walker (1981) and studied in
Section 3.2.2. In contrast with that mechanism, let us now insist that the messages
mi sent by every agent i should admit the interpretation of “amount of public good
desired” and, therefore, must be nonnegative for each i = 1, 2, . . . , n.

1. Are all Nash equilibria of the revised mechanism efficient?
2. Is there any efficient equilibrium?

Exercise 3.14: Let φ be some Nash-implementable SCR and consider any two
utility profiles U and U ′ such that

∀i = 1, 2 . . . , n, ∀ω,ω′ ∈ �, Ui (ω) ≥ Ui (ω
′) ⇔ U ′

i (ω) ≥ U ′
i (ω

′).

Show that φ(U ) = φ(U ′). Discuss the implications of this conclusion.

Exercise 3.15*: Consider a family of simple two-consumer exchange economies,
as customarily represented by an “Edgeworth box” (see, e.g., Mas-Colell et al.,
1995, Ch. 15B). Show that, in general, the Walras SCR that associates with every
possible environment (i.e., profile of individual utilities) the allocation obtained at
some Walras equilibrium is not monotonic.
Hint: Consider an environment in which the Walras allocation is not interior.

Exercise 3.16*: Again in the context of exchange economies, postulate primitive
conditions on agents’ preferences and endowments that restrict the universe of
environments in a way that the Pareto SCR (i.e., the rule that associates with each
environment its Pareto efficient allocations) becomes Nash implementable. Contrast
your answer with the opposite claim made in the text for unrestricted contexts.

Exercise 3.17: Consider the following variation on the model proposed in Sec-
tion 3.4. There is an additional agent, the government, whose preferences coincide
with those of a benevolent planner (recall Section 3.2). It can intervene in the process
through fiscal and expenditure policies impinging on the allocation of resources.
(The particular details in this respect are left unspecified because they are intended
to be personal “modeling choices” in addressing this exercise.) Describe precisely
at least two alternative policies on the part of the government – an additional player
in this context – that could remedy the equilibrium multiplicity displayed by the
original game.

Exercise 3.18: Consider a scenario as described in Section 3.4 but under the fol-
lowing alternative assumption:

∂U

∂c1
(·) ≡ 0. (3.47)

That is, individuals no longer find it costly to work (or, equivalently, leisure is not a
relevant argument of their utility function). Explore the effects of this modification
on the conclusions stated in Propositions 3.1 and 3.2.
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Exercise 3.19*: Within the context studied in Section 3.4, assume there are only
two sectors (K = 2) but the payoff conditions are as indicated in (NPM). However,
in contrast with what was formerly postulated, now suppose that the production
decisions concerning sector 2 are adopted after those of sector 1. For simplicity,
also suppose that the condition (3.47) assumed in Exercise 3.18 holds.

1. Model the situation as an extensive-form game.
2. Specify the Nash equilibria of the induced game. Do some of these equi-

libria appear more reasonable than others? Return to this issue after having
completed Chapter 4.



CHAPTER 4

Refinements of Nash equilibrium: theory

4.1 Introduction

The Nash equilibrium concept is the central theoretical tool most frequently used in
the analysis of noncooperative games. As explained in Subsection 2.2.1, it may be
conceived as a basic requirement for strategic stability (i.e., a necessary condition)
in the sense that any prediction for a game that embodies rational behavior and
accurate (or rational) expectations must be a Nash equilibrium.

However, given the multiplicity of Nash equilibria encountered in many games of
interest, the conditions characterizing this equilibrium often prove insufficient to pin
down a unique outcome. Then, what we need are further criteria of strategic stability
that, in addition to those embodied by the Nash concept, might permit a fruitful
(ideally unique) equilibrium selection. In fact, one such possibility has already been
considered in Section 2.5. There, it was suggested that, for a strategic configuration
to be judged stable, it should be immune not only to unilateral deviations but also
to those involving multilateral coalitions. Such a demand, however, turned out to
be too stringent since it was shown incompatible with existence even in rather
simple games. This is why, by and large, game theory has advanced along this
line by proposing further criteria of strategic stability that are strictly unilateral,
i.e., individual based. This approach has given rise to a wide range of so-called
refinements of Nash equilibrium, the object of the present chapter.

Our ensuing discussion of this topic is divided into three parts. First, in Sections
4.2–4.4 we present the basic Nash refinements formulated in the extensive form of
a game. These refinements are designed to rule out what are customarily known as
“incredible threats” and represent the core of the present chapter. Then, in Sections
4.5–4.7 (as part of the supplementary material), we present other more advanced
refinements that still focus on the extensive form but aim at discarding “untenable
perceptions.” Finally, in Section 4.8, we discuss some refinement concepts formu-
lated in the strategic form of a game and outline their relationship with those defined
in the extensive form.

4.2 Refinements excluding “incredible threats”: examples

A Nash equilibrium represents a strategically stable situation because no player
anticipates beneficial payoff consequences from unilateral deviations. Of course,
for an appropriate assessment of these consequences, the player in question must

110
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1
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a
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(0, 2)

(1, 1)

(–1, –1)

Figure 4.1: An extensive-form game with a “noncredible” equilibrium.

take into account the strategies to be played by the remaining players. In particular,
she must be in a position to anticipate what reactions would follow from the oppo-
nents’ strategies in response to any possible deviation on her part. Sometimes, such
reactions (even though optimal in the Nash equilibrium sense) may embody subop-
timal behavior at unreached (and therefore payoff-irrelevant) information sets. The
equilibrium may then be interpreted as supported by “incredible threats,” a feature
that calls into question its presumed strategic stability. A simple first illustration of
these ideas is provided by the game in extensive form represented in Figure 4.1.

This game has two Nash equilibria: (B, a) and (A, b). The first one, however,
is not reasonable (or strategically robust) because it is supported by the incredible
threat on the part of 2 that she would adopt action a if player 1 were to give her
an opportunity by not playing the equilibrium action B. Since, at this equilibrium,
player 1 in fact chooses B, such a threat does not materialize and, therefore, its
potential payoff suboptimality is of no consequence to player 2. However, player 1
chooses action B only because she believes in that threat. But, if she knows that
player 2 is rational,47 player 1 should be able to anticipate that 2 would not carry out
her threat if she (player 1) were to play A. That is, the hypothetical response of a is
no longer credible, thus rendering the equilibrium (B, a) a very fragile prediction.

Instead, the alternative Nash equilibrium (A, b) is fully credible (or reasonable,
robust, etc.), and it is so because this strategy profile follows from a procedure of
backward induction (i.e., a sequence of nested optimization problems solved from
the future to the present) akin to that used in standard dynamic programming. This
inductive procedure ensures that, when a decision is to be adopted at some particular
point in the game (e.g., when player 1 starts the present game), the assessment of the
different options then available internalizes the decisions that would prove optimal
in the future (i.e., action b in the second stage of the game). Following Selten (1965,
1975), any Nash equilibrium that enjoys this feature is called a subgame-perfect
equilibrium. The name given to this new concept already points to its distinctive
property: it must induce a Nash equilibrium in every subgame, whether or not the
subgame is reached along the equilibrium path induced. Hence, in particular, the
“threats” that (out of the equilibrium path) support the equilibrium choices should

47 Except when explicitly mentioned, it is always assumed that rationality (in the stronger sense of players being
payoff maximizers for some suitable beliefs) is common knowledge – cf. Section 2.7.
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Figure 4.2: An extensive-form game with several “noncredible” equilibria.

be credible in the following sense. If need be, rational agents will be ready to
carry out those threats under the belief that others will also do so, i.e., will behave
thereafter as the equilibrium prescribes.

Returning to the game represented in Figure 4.1, note that players display opposite
preferences concerning its two Nash equilibria: player 1 prefers the equilibrium
(A, b ), whereas 2 prefers (B, a). Thus, subgame perfection is a refinement criterion
that one of the players (player 1) will not be ready to ignore in analyzing the situation.
In contrast, consider now the game represented in Figure 4.2, borrowed from van
Damme (1987).

In this game, we can also discard some of the Nash equilibria as not being subgame
perfect. Thus, the strategy profile ((A, D) , b) defines a Nash equilibrium in which
the second choice of player 1 (i.e., D) is not credible. Paradoxically, player 2 would
like to believe this action is an optimal choice for player 1 at her last decision node.
For, otherwise, if subgame perfection is required, ((B,C) , a) is the only admissible
equilibrium.48 In it, each player obtains a payoff of 1, which is lower than the payoff
of 2 that each obtains with ((A, D) , b). However, if the players are rational and
this is common knowledge, they are forced into an equilibrium outcome that both
would like to avoid. If they could just commit to being naively rational (i.e., not
concerned about whether the opponent is indeed behaving rationally), they would
both be better off !

As explained, the notion of subgame-perfect equilibrium can be understood as
embodying the requirement that players’ strategies define a Nash equilibrium at
all possible subgames (i.e., visited and unvisited). However, not all subgames that
conceivably could be reached along the game allow one to apply the notion of Nash
equilibrium. This occurs only when the subgame in question qualifies as “proper.”
In essence, what characterizes a proper subgame is that it inherits from the full
game the following crucial feature: it displays a unique root. A proper subgame is
like a “game proper” in that it starts with a singleton information set and includes all
its possible successors. Any such subgame admits a clear-cut analysis on the part of

48 Additionally, there is also the pure-strategy Nash equilibrium ((B, D), a), which is not subgame perfect but
that induces the same outcome as the subgame-perfect equilibrium ((B,C), a). The profile ((B, D), a) is not
perfect because, again, it involves the suboptimal action D by player 1 in her last decision node.



Refinements excluding “incredible threats”: examples 113

the players because, once it is reached, they are fully informed of previous history
(i.e., they know exactly their position in the game). Thus, as it happens before the
start of any (ordinary) game, players can identify unambiguously at the beginning of
proper subgames the outcome induced by each possible strategy profile. Therefore,
it is only for those subgames – including of course the whole game – that the notion
of subgame-perfect equilibrium requires verification of the Nash conditions.

In view of these considerations, it should be clear that the notion of subgame-
perfect equilibrium bears its full strength in those multistage games in which each
intermediate node defines by itself an information set (see, for example, the games
described in Figures 4.1 and 4.2). These games are called of perfect information.
In them, each of the actions available at any point in the game induces a proper
subgame from there onward. Therefore, the criterion of subgame perfection affords
in those games the largest number of “test situations” and thus obtains a maximum
refinement power.

In comparison, when players’ actions are not perfectly observed by others
(as when they are simultaneous) or some decision by Nature is only partially revealed
to some players (e.g., in the so-called incomplete-information games studied in
Chapter 6), subgame perfection typically has very little discriminating force. In-
deed, if there is never full revelation of some prior choice of at least one player (this
occurs in many applications), the only singleton information set is the initial one
and, therefore, this criterion is fully devoid of any additional implications, i.e., all
Nash equilibria are subgame perfect. To illustrate this point and explore possible
ways of tackling it, consider the extensive-form game represented in Figure 4.3.

This game has two Nash equilibria in pure strategies: (A, b) and (B, a). Since
there are no proper subgames (other than the full game, of course), the requirement
of subgame perfection is equivalent to that embodied by Nash equilibrium. There-
fore, both of those Nash equilibria are subgame perfect as well. However, the first
one does not seem at all reasonable. Specifically, the prediction that, if player 2 is

1

2

B

a

b

C

A

(0, 2)

a

b

(2, 1)

(–1, –1)

(1, 1)

(–2, 0)

2

Figure 4.3: An extensive-form game with a “noncredible” equilibrium and no proper
subgames.
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called upon to move, she will choose b is blatantly inconsistent with the maintained
assumption that she is rational. For, even though this player is incapable of distin-
guishing between the two nodes of her information set, choosing b is a uniformly
worse action for her in either of them. That is, no matter what her subjective beliefs
are on each of those two nodes, action b provides a lower expected payoff than a.
Thus, if player 2 is rational and player 1 knows it, the equilibrium supported by
player 2’s strategy (or threat) of playing b if given a chance should be ruled out.
Such a threat is incredible, in a sense very similar to that indicated above for the
complete-information games of Figures 4.1 and 4.2.

This idea is captured in a simple fashion by the concept we call weak perfect
Bayesian equilibrium.49 In addition to a strategy profile, a weak perfect Bayesian
equilibrium requires the specification of a set of “compatible” beliefs (or percep-
tions) for every player at each of her information sets. These beliefs are taken to
reflect the subjective probability attributed by the player in question to each of the
possible nodes she cannot discriminate among. Heuristically (see Section 4.4 for a
formal definition), a strategy profile defines a weak perfect Bayesian equilibrium if
there exists a collection of associated beliefs such that the following two conditions
hold:

(a) For every player and each of her information sets, the actions prescribed
by her strategy are optimal responses to the opponents’ strategies in terms
of the specified beliefs.

(b) The beliefs held by each player at any of her respective information sets
embody probability updates that are consistent with Bayes rule (when this
rule may be applied), given the opponents’ strategies.

Condition (a) is merely an extension (to any information set) of the optimality condi-
tion required by the notion of subgame-perfect equilibrium at singleton information
sets. To see this, note that, for information sets consisting of a single node, beliefs
must be trivially concentrated in that node. In those cases, therefore, condition (a)
simply boils down to what is a direct implication of subgame perfection, namely,
that the player who initiates a proper subgame must choose (because she is playing
an equilibrium for that subgame) a best response to the opponents’ strategies.

Condition (b), on the other hand, can also be seen as extending the implicit
(degenerate) beliefs postulated by subgame-perfect equilibrium at the beginning of
a proper subgame to any other decision point in the game. When information sets
include more than one node, condition (b) requires that players’ beliefs be consistent
(i.e., not contradictory) with the opponents’ strategies and Bayes rule (the only
coherent procedure of statistical updating). For those cases in which Bayes rule is
well defined (i.e., when the equilibrium strategies induce positive prior probability
for the information set in question), application of that rule defines uniquely the
corresponding posterior beliefs. This happens along the so-called “equilibrium
path,” which is simply identified with the set of possible paths of play that can

49 As explained in Section 4.4, this concept is a significant weakening (suitable for our present purposes) of the
more involved notion of perfect Bayesian equilibrium, which was proposed by Fudenberg and Tirole (1991).
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occur with positive probability for some materialization of the players’ equilibrium
strategies. Outside of it, since the prior probability is zero, Bayes rule cannot be
applied to obtain a suitable posterior probability. Therefore, condition (b) allows
for any arbitrary beliefs to be held at those information sets – note that if Bayes
rule cannot be applied, it cannot be contradicted either!

Even accepting as admissible any players’ perceptions outside of the equilibrium
path, it is clear that the notion of weak perfect Bayesian equilibrium may have
important implications not induced by the criterion of subgame perfection. For
example, consider again the game represented in Figure 4.3. As we have explained,
action b is never an optimal response to any beliefs that could be assigned off the
equilibrium path induced by (A, b).50 The strategy profile (A, b) is not, therefore,
a weak perfect Bayesian equilibrium; only (B, a) is so. For the latter case, since
player 2’s information set is reached at equilibrium, her beliefs in it are no longer
arbitrary. Specifically, player 2 must have all her subjective probability concentrated
on the node induced by player 1’s action B.

4.3 Subgame-perfect equilibrium

Let � = {N , {Ki }n
i=1, R, {Hi }n

i=1, {A(x)}x∈K\Z , {[πi (z)]n
i=1}z∈Z } be a game in

extensive form (without Nature)51 and consider a subset of nodes K̂ ⊂ K ≡
(
⋃n

i=1 Ki )
⋃

Z that satisfies the following twofold condition:

(S.1) There exists an information set ĥ such that K̂ = ĥ ∪ {x ′ : x ∈ ĥ, x R x ′},
i.e., K̂ includes the nodes in ĥ and every other node following those;

(S.2) ∀h ∈ H ≡ ⋃
i∈N Hi ,

(h ⊂ K̂ ) ∨ (h ⊂ K\K̂ ),

that is, any information set h is wholly included in K̂ or its complement.

Given any K̂ satisfying (S.1) and (S.2), one can define an associated subgame

�̂ =
{

N , {K̂ i }n
i=1, R̂, {Ĥ i }n

i=1, { Â(x)}x∈K̂\Ẑ ,
{
[π̂i (z)]n

i=1

}
z∈Ẑ

}
as follows:

� K̂ i ≡ Ki ∩ K̂ (i = 1, 2, . . . , n), Ẑ ≡ Z ∩ K̂ ;
� ∀x, x ′ ∈ K̂ , x R̂ x ′ ⇔ x R x ′;
� Ĥ i ≡ {h ∈ Hi : h ⊂ K̂ } (i = 1, 2, . . . , n);
� ∀x ∈ K̂\Ẑ , Â(x) = A(x);
� ∀z ∈ Ẑ , π̂i (z) = πi (z).

50 Since in this game strategy a (weakly) dominates b for any strategy of player 1, any beliefs by 2 can support her
former action as optimal response. Sometimes, however, the scope of arbitrariness that in principle is allowed
off the equilibrium path must be carefully narrowed down to support the equilibrium choice. In fact, we may
often want to “refine” these off-equilibrium beliefs, as indeed is the motivation that underlies the collection of
Nash refinements discussed in Sections 4.5–4.7.

51 As usual, an explicit reference to Nature is avoided when it plays no significant role in the discussion.
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Figure 4.4: Alternative extensive-form structures.

Heuristically, the subgame �̂ is simply a “projection” of the original game on the
nodes in K̂ that, in view of (S.1) and (S.2), preserves the same relative structure and
information conditions they had in�. If the information set ĥ initiating the subgame
�̂ consists of a single node, the subgame is said to be proper. As explained, the
crucial feature of a proper subgame is that it displays the same structure as (i.e., is
isomorphic to) an ordinary extensive-form game and can therefore be analyzed as
such (see below for the details).

To illustrate these new theoretical constructs, refer to the three different extensive-
form structures displayed in Figure 4.4.

In the first example, either node x1 or node x2 induces a corresponding subgame,
both of them proper. In the second example, both the information set {x1, x2} and
the singleton {x3} induce respective subgames, only the latter one proper. Finally, in
the third example, only the set {x2, x3} defines a (nonproper) subgame. In this case,
the singleton information set {x1} does not define a subgame because it violates
condition (S.2) above. Specifically, the information set {x2, x3} is not included in
the set of successors of x1 or in its complement.

Now, we define formally the notion of subgame-perfect equilibrium (SPE). Under
the maintained assumption that the game displays perfect recall (cf. Subsection
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1.5.2),52 it is useful to focus on behavioral-strategy profiles in the set � ≡ �1 ×
�2 × · · · ×�n rather than on mixed-strategy profiles in the set �. Since every
behavioral-strategy profile γ is payoff equivalent to any mixed-strategy profile σ
that induces it, we may abuse notation and define the payoff function πi : � → R

for each player i = 1, 2, . . . , n in the natural fashion. That is, for each γ ∈ �,πi (γ )
is made equal to πi (σ ), where σ is any mixed strategy inducing γ.

Consider any given strategy profile γ = (γ1, γ2, . . . , γn) ∈ � and let �̂ be a
subgame of �. Clearly, every γi induces a corresponding behavioral strategy γi |�̂
for every such subgame �̂ by simply making

∀h ∈ Ĥ i , γi |�̂ (h) = γi (h).

Restrict attention to proper subgames. Because those subgames have the same
structure as an ordinary game, one may suitably formulate the requirement that, for
every such proper subgame �̂, the induced profile γ |�̂ ≡ (γ1 |�̂, γ2 |�̂, . . . , γn |�̂)
defines a Nash equilibrium for the subgame. This is precisely the requirement
demanded by SPE concept, as formally expressed in the following definition.

Definition 4.1 (Selten, 1965): A profile γ ∗ ∈ � is a subgame-perfect equilibrium
of � if, for every proper subgame �̂ ⊆ �, γ ∗ |�̂ is a Nash equilibrium of �̂.

Let us now return to the examples presented in Figures 4.1 and 4.2 and recast
the previous discussion formally. In the first game, only the Nash equilibrium γ ∗ =
[(γ ∗

1A, γ
∗
1B), (γ ∗

2a, γ
∗
2b)] = [(1, 0), (0, 1)] is subgame perfect. To see this, note that

the restriction of this profile to the last proper subgame – which gives rise to the
induced “profile” (γ ∗

2a, γ
∗
2b) = (0, 1) – is the only Nash equilibrium of that subgame

(trivially so, because only player 2 moves in it).
Concerning the second game (i.e., the one represented in Figure 4.2), the unique

subgame-perfect equilibrium is γ ∗ = [((γ ∗
1A, γ

∗
1B), (γ ∗

1C , γ
∗
1D)), (γ ∗

2a, γ
∗
2b)] =

[((0, 1), (1, 0)), (1, 0)]. On the one hand, its restriction to the last (proper) subgame
yields (γ ∗

1C , γ
∗
1D) = (1, 0), which is obviously the only Nash equilibrium of that

subgame. On the other hand, the restriction to the subgame where player 2 moves
first, [(γ ∗

1C , γ
∗
1D), (γ ∗

2a, γ
∗
2b)] = [(1, 0), (1, 0)], is obviously a Nash equilibrium of

that subgame, and the only one that embodies the unique Nash equilibrium already
identified for the last subgame, (γ ∗

1C , γ
∗
1D) = (1, 0).

4.4 Weak perfect Bayesian equilibrium

As illustrated in Section 4.2, when the game is not of perfect information (i.e.,
some information set is not a singleton) the SPE notion may fail to weed out every
unreasonable Nash equilibrium. To address this problem, we outlined the concept
called weak perfect Bayesian equilibrium (WPBE). As will be recalled, its most
notable variation over SPE is that it involves an explicit description of players’
beliefs and demands that agents respond optimally to them.

52 If the game exhibits imperfect recall, a Nash equilibrium in behavioral strategies can fail to have a counterpart
Nash equilibrium in mixed strategies – see Exercise 4.13.
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Formally, a WPBE involves a pair (µ, γ ) that, following Kreps and Wilson
(1982a), we call an assessment. Its second component γ is just a behavioral-strategy
profile, as formulated above. On the other hand, its first component µ is interpreted
as a pattern of players’ beliefs (or perceptions) specifying, for each information set
h ∈ H , the subjective probability µ(x) attributed to each node x ∈ h by the player
who moves at h. Naturally, for every such h, one must insist that∑

x∈h

µ(x) = 1 (4.1)

if the suggested belief (i.e., probability) interpretation is to make sense. In principle,
the pattern µ is arbitrary. In equilibrium, however, it should be required that the
pair (µ, γ ) display the kind of “reciprocal consistency,” as explained below.

On the one hand, it must be demanded that the pattern of beliefsµ be statistically
consistent with the strategy profile γ. This is taken to mean that, whenever the
information set in question allows (i.e., when γ induces some positive ex ante
probability of reaching the information set), µ is obtained from γ via Bayes rule.
To be more precise, let Pγ : 2K → [0, 1] stand for the mapping that specifies, for
any subset of nodes V ⊂ K , the ex ante probability Pγ (V ) attributed to it by the
strategy profile γ.53 Then, the statistical consistency ofµ requires that, for all h ∈ H
and x ∈ h,

Pγ (h) > 0 ⇒ µ (x) = Pγ (x)

Pγ (h)
. (4.2)

That is, for every information set h that (given the strategy profile γ ) may be reached
with positive ex ante probability, the beliefs µ(x) associated with any node x ∈ h
must coincide with its conditional probability, as computed through Bayes rule.

When Pγ (h) = 0, Bayes rule is not well defined and (4.2) does not apply. If
information set h is indeed reached, the player who has to move there is facing an
event of ex ante probability zero, given the strategy profile γ. In any case, the belief
pattern µ cannot dispense with the need of attributing some beliefs within h, since
that player must still make a “rational” (i.e., belief-based) decision at that point. As
advanced, the WPBE admits at this juncture that any arbitrary beliefs with support
on the nodes in h might be used. That is, one may then rely on any probability
vector (µ(x))x∈h satisfying (4.1) to support rational behavior at h.

A compact way of accounting for the two possibilities (i.e., a positive or a null
ex ante probability) is to require that, for any given information set h ∈ H , x ∈ H ,
we should have

µ (x) Pγ (h) = Pγ (x) . (4.3)

This condition implies (4.2) when Pγ (h) > 0 but admits any arbitrary probability
imputation (satisfying (4.1)) otherwise.

The second “consistency” condition required by the WPBE concept is of a
somewhat reciprocal nature; i.e., it does not have strategies impose conditions

53 As usual, the notation 2K stands for the power set of K , i.e., the family of all subsets of K .



Weak perfect Bayesian equilibrium 119

on beliefs but rather vice versa. It demands that, given the pattern of beliefs
µ ≡ {(µ(x))x∈h}h∈H to be applied at every information set h, the strategy γi played
by each player i should be optimal, given the opponents’ strategies, at every one of
her information sets h ∈ Hi (i.e., once she knows she is at any one of her informa-
tion sets). To write matters formally, denote by πi (γ | µ, h) the payoff expected by
any given player i at information set h ∈ Hi when the prevailing strategy profile is
γ and the belief pattern is µ. Then, what is required is that, for all i ∈ N and every
h ∈ Hi ,

πi (γ | µ, h) ≥ πi

((
γ ′

i , γ−i

) | µ, h) (4.4)

for any possible γ ′
i ∈ �i .

The former discussion may be summarized through the following definition.

Definition 4.2: A behavioral-strategy profile γ ∗ = (γ ∗
1 , γ

∗
2 , . . . , γ

∗
n ) ∈ � is a weak

perfect Bayesian equilibrium for � if there exists a pattern of beliefs µ∗ =
{(µ∗(x))x∈h}h∈H such that the assessment (µ∗, γ ∗) satisfies the following
conditions:

(a) ∀i ∈ N , ∀h ∈ Hi , ∀γi ∈ �i ,

πi (γ ∗ | µ∗, h) ≥ πi

((
γi , γ

∗
−i

) | µ∗, h
)
.

(b) ∀h ∈ H, ∀x ∈ h,

µ (x) Pγ (h) = Pγ (x) .

Items (a) and (b) in the above definition are the formal counterparts of the heuristic
requirements (labeled (a) and (b) as well) introduced in our informal discussion of
WPBE in Section 4.2. Note that, in games of perfect information (i.e., when all
information sets are singletons), these requirements are equivalent to the demands
embodied by subgame perfection. In those cases, therefore, the sets of SPE and
WPBE coincide.

For arbitrary games, however, SPE and WPBE need not be identical. In fact,
we already saw in Section 4.2 that the notion of WPBE may significantly refine
SPE in cases in which information sets are not singletons and the latter notion can
have no bite. (Recall, for example, the game represented in Figure 4.3, where both
(A, b) and (B, a) are SPEs but only the latter is a WPBE.) In general, therefore,
one might expect that, in any extensive-form game, every WPBE should also be an
SPE. Unfortunately, this is not true, as shown by the game represented in Figure 4.5.

In this game, the pure-strategy profile (B, X, D) induces a WPBE that is not an
SPE. First, to see that it is not subgame perfect, note that the unique Nash equilibrium
of the proper subgame where 2 starts playing is (X,C). This simply follows from
the fact that X is a strictly dominant strategy for player 2 in this subgame and player
3’s best response to it is C . On the other hand, to verify that (B, X, D) is indeed
a WPBE, let ĥ be player 3’s information set and denote by µ̂ the beliefs on it that
are concentrated on player 2 having chosen Y. These beliefs (defined on the only
nonsingleton information set of the game) are part of an admissible assessment.
For, being ĥ off the equilibrium path, they can be set arbitrarily by part (b) of
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Figure 4.5: An extensive-form game with a weak perfect Bayesian equilibrium that is not
subgame perfect.

Definition 4.2. Furthermore, given these beliefs, we have

π3
(
D; B, X | µ̂, ĥ) = 2 > π3

(
C ; B, X | µ̂, ĥ) = 0,

where D and C are the two possible choices in ĥ. Thus, the strategy profile
considered satisfies the optimality required at the information set ĥ (part (a) of
Definition 4.2). It is straightforward to check that it is satisfied as well at all other
information sets, thus confirming that (B, X, D) is indeed a WPBE.

The above example illustrates a substantial drawback of the WPBE concept. Its
attempt to introduce explicit beliefs into the analysis of multistage games appears
to backfire. Even though WPBE achieves some sort of belief-based rationality at
every information set, it fails to guarantee the equilibrium features ensured by SPE
at proper subgames. It is easy to see that this problem cannot arise in very simple
games (e.g., those involving just two stages). But for games of even moderate
complexity (recall the game represented in Figure 4.5), WPBE may be too weak
and more stringent refinements need to be considered. One possibility in this respect
is afforded by a notion proposed by Fudenberg and Tirole (1991), Perfect Bayesian
Equilibrium, which strengthens WPBE by imposing some natural constraints on
how beliefs can be formed off the equilibrium path. Another earlier concept that
addresses the issue in a quite different fashion, sequential equilibrium, was proposed
by Kreps and Wilson (1982a). Since both of these approaches end up arriving at
similar solutions of the problem, our attention focuses on just one of them, namely,
sequential equilibrium, which is discussed at some length in Section 4.6.

Supplementary Material

4.5 Refinements excluding “untenable beliefs”: examples

In previous sections, our objective has been to propose robustness criteria that might
refine (i.e., selectively discard) Nash equilibria that include threats (contingent
behavior out of equilibrium) that would never be carried out by rational players.
Those threats were conceived as “incredible,” and thus unsuitable to support the
equilibrium in question.
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It should be clear by now that the credibility of a particular threat (that is, whether
it would be rational to carry it out) must depend crucially on the beliefs held by
the player in question at the point (i.e., information set) where it would have to be
carried out. When trying to distinguish between credible and incredible threats in
Section 4.4, we admitted the possibility of “rationalizing” threats on the basis of any
arbitrary pattern of beliefs not contradicting Bayes rule or the equilibrium strategies.
In a sense, we allowed players to “choose” their out-of-equilibrium beliefs to support
their particular threats. Undertaking a step forward that is conceptually analogous,
our aim in this section is to explore the “credibility” of beliefs. A discrimination
between those that are sustainable (or credible) and those that are not provides
additional criteria of refinement within the general set of Nash equilibria.

However, the task is now more subtle and also less conclusive than before. The
credibility or not of some specific beliefs hinges on the kind of counterfactual
rationalizations (i.e., justifications or “stories”) that are admitted as plausible after
observing an (unexpected) deviation from equilibrium. To facilitate the discussion,
it is useful to associate the corresponding Nash refinements to alternative ways of
explaining or justifying a player’s deviation. Specifically, we consider the following
three possibilities54:

1. The deviant player has made a mistake.
2. The deviant player holds a different “theory” of play (i.e., is aiming at

another equilibrium).
3. The deviant player is, in fact, sending a signal to her opponents.

4.5.1 Deviations interpreted as mistakes

Accepting that agents are playing (or, at least, are intending to play) a particular
Nash equilibrium, it seems natural that one should try to understand any observed
deviation from it as a possible mistake. One possible formalization of this idea gives
rise to the concept of Perfect Equilibrium (Selten, 1975), sometimes also known as
“trembling-hand perfect” for reasons that will become apparent below. Let us now
describe it informally, postponing a precise formulation to Definition 4.6.

Assume that, given a particular game and some corresponding equilibrium strate-
gies that agents aim to play, none of them can be sure to do as desired. Specifically,
suppose that every time each player has to make a decision during the game, she
cannot avoid choosing an action different from the intended one with some small
(but positive and independent) probability no larger than some ε > 0. With this
motivation in mind, let us define an ε-perfect equilibrium as a Nash equilibrium
of the “perturbed” game in which the referred probabilities of deviation cannot be
avoided. The perturbed game essentially plays an instrumental role in the analysis:
since all strategies are played in it with some positive probability, such a game has
no information sets “off the equilibrium path.” Therefore, in contrast with what
generally happens when mistakes are not allowed, the beliefs applicable at each

54 The discussion here follows closely the approach of Kreps (1987).
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information set are a direct consequence of Bayes rule. Naturally, we want to think
of the mistake probability as small. Accordingly, we make ε converge to zero, any
limit of ε-perfect equilibria for the corresponding sequence of perturbed games
being called a perfect equilibrium of the original game.

Consider now the implications of the perfect equilibrium concept for the game
represented in Figure 4.3. Suppose that both players adopt each of their respec-
tive actions with positive probability (due to mistakes) and, for simplicity, make the
mistake probability equal to ε > 0. Then, for a particular strategy of player 2 to be
optimal, it must prescribe that when this player is called upon to play (something
that occurs with probability no lower than 2ε), the probability of adopting action b
is the minimum possible; i.e., it is equal to ε. But then, neither can the equilibrium
strategy of player 1 attribute to action A a probability higher than the minimum ε.
This implies that, as ε approaches zero, the corresponding equilibrium strategy
profile must converge to (B, a), which turns out to be the (unique) perfect equi-
librium of the game. Recall from our discussion of Section 4.2 that (B, a) is also
the unique Nash equilibrium of the game supported by credible threats on the part
of player 2. As shown below (cf. Theorem 4.1), such “off-equilibrium credibility”
is, in fact, a general property displayed by any perfect equilibrium. It derives from
the feature that, at any of the ε-perfect equilibria that approximate it, all subgames
are reached with some positive (albeit arbitrarily small) probability. Thus, because
all subgames are on the equilibrium path, strategies cannot prescribe suboptimal
behavior in any of them.

A further elaboration on the interpretation of deviations as unlikely mistakes is
provided by a refinement of the perfect equilibrium concept proposed by Myerson
(1978) known as proper equilibrium – itself then, of course, an even more stringent
refinement of Nash equilibrium. According to this concept, if unexpected deviations
are to be conceived of as the outcome of players’ mistakes, it is natural to attribute
a substantially lower probability to those more detrimental ones that are themselves
payoff dominated by other possible deviations. The motivation here is that the
care a player devotes to avoiding mistakes should depend on what relative (always
negative) consequences are associated with each of them. More precisely, consider,
for each information set, a ranking of the different possible action choices according
to their payoff consequences. If we postulate that, as the overall error probability
tends to zero, the order of magnitude of the probabilities associated with each
possible mistake should reflect their payoff ranking, the resulting limit equilibrium
is called a proper equilibrium (see Definition 4.7 for a precise formulation).

Let us now illustrate heuristically the differences between the perfect and proper
equilibrium concepts through the game represented in Figure 4.6.

This game has two Nash equilibria: (F, b) and (A, a), and both are perfect.
The second one qualifies as such because, simply, it does not allow for any off-
equilibrium behavior. The first one, on the other hand, is also perfect because,
in case player 2 was called upon to play (something that should not occur in the
contemplated equilibrium), this player can rationalize her action b as a best response
to the belief that (by mistake) it is more likely that player 1 has deviated to B than
to A. This belief, however, is incompatible with the proper equilibrium concept.
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Figure 4.6: An extensive-form game with two pure-strategy Nash equilibria that are both
perfect.

Since strategy A payoff dominates B for player 1 – given that the equilibrium
being played is (F, b) – a mistake toward A must be attributed a higher subjective
probability by player 2 than a deviation toward B. We must conclude, therefore,
that the Nash equilibrium (F, b) is not proper. In contrast, the strategy profile (A, a)
does define a proper equilibrium because, as indicated above, it involves no off-
equilibrium behavior.

4.5.2 Deviations interpreted as alternative theories

Each equilibrium represents a particular “theory” on how the game will (or should)
be played. If a certain equilibrium is predicted, it is implicit in such a prediction
that all players share that same theory of play. If this equilibrium represents the
only coherent theory on how the game can be played (e.g., it is the unique Nash
equilibrium – recall Subsection 2.2.1), no ambiguities might arise. Often, however,
no such uniqueness prevails. Then, the deviation from a particular equilibrium by
a certain player may be interpreted by the other players as a confusion on her part
about what equilibrium “really” is being played. In fact, the existence of some such
alternative equilibrium may sometimes determine univocally the beliefs to be held
off the intended equilibrium path.

To illustrate matters, consider the game represented in Figure 4.7. This game has
two pure-strategy WPBEs: (F, b) and (A, a), that are perfect as well.55 Suppose
that the first of these equilibria is the one that player 2 assumes (or insists, given
her payoffs) should be played. What might player 2 think if, nevertheless, player 1
deviates from it? It is natural that she allow for the possibility that this deviation has
occurred because player 1 assumes (or again, insists, given her payoffs) that it is the
equilibrium (A, a) that represents the “appropriate” theory of the game. If player

55 The equilibrium (F, b) may be supported by the belief on the part of player 2 that a deviation toward B (say,
by mistake) is more likely than one toward A.
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Figure 4.7: An extensive-form game with two pure-strategy WPBEs that are both perfect.

2 indeed accepts that possible explanation, her beliefs should be concentrated on
player 1 having chosen action A.Hence, her optimal response to player 1’s deviation
should be a. But then, if player 1 reasons in this fashion and becomes convinced that
player 2 will argue as indicated, she will indeed deviate from the equilibrium (F, b).
That is, the alternative equilibrium (A, a) is the only one robust to the possibility of
interpreting observed deviations as a manifestation of disagreement (or confusion)
among the players about which equilibrium is being played.

In fact, the former considerations used to discard the equilibrium (F, b) may be
reinforced by the following observation. Only by deviating toward A can player 1
hope to achieve a payoff higher than what she may ensure for herself by playing
F . (Note that, after B, any choice by player 2 provides a payoff to player 1 lower
than 1.) Thus, whatever might have been her original beliefs, the only way player 2
can reconcile the assumption that player 1 is rational and the observation that she
has deviated from F is to believe that player 1 has chosen action A.

This complementary route to discard the equilibrium (F, b) exploits an argument
of forward induction, which is to be contrasted with the backward induction logic
reflected, for example, by the SPE concept (cf. Section 4.2).56 Forward induction
interprets the actions adopted by the players along the game in terms of what they
could have previously done but did not do. In the context of the previous game, any
action by player 1 that leads player 2 to move (that is, A or B) is interpreted by the
latter player in terms of the action F that the former could have chosen but did not
choose. Specifically, player 2 may be conceived as reasoning along the following
lines:

“If player 1 allows me to participate in the game, it must be because she must
be aiming to earn a payoff higher than what she could guarantee with action
F. The only way she can obtain that payoff is by playing A. Therefore, she

56 As will be recalled, backward induction evaluates current choice possibilities in terms of the predicted future
courses of action. Its logic, therefore, is performed “backward” in time.
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Figure 4.8: A three-player extensive-form game with two pure-strategy Nash equilibria,
only one of which is a WPBE.

must have chosen A and my optimal response to it is to ‘yield’ and, rather
than choosing b as I had (possibly) planned, adopt a instead.”

Arguments of forward induction such as that outlined above are an important
part of the more interesting (and advanced) developments of the recent literature
on Nash refinements. Consequently, they will be revisited several times in a variety
of different contexts in this and subsequent chapters. In particular, a good further
illustration of their potential is discussed in the ensuing Subsection 4.5.3, where
deviations are studied in terms of their signaling content.

To close our present discussion, we now turn to another example where the exis-
tence of “conflicting theories” gives rise to difficult conceptual problems. Consider
the three-player game represented in Figure 4.8.

This game has two pure-strategy Nash equilibria: (A, b, α) and (B, b, β) – the
second is a WPBE (even perfect), but not the first one. The strategy profile (A, b, α)
is not a WPBE because if player 2 were given the opportunity to make a choice,
it would never be rational for her to choose b – she should select a instead. (Note
that player 3 is supposed to choose α at this equilibrium and she cannot make her
action depend on whether 2 moves or not.) However, let us now sketch a heuristic
argument that suggests that, despite the fact that (A, b, α) is not a WPBE, it might
still be a “reasonable” way to play.

In the only WPBE of the game, (B, b, β), player 3 does not move. Supposing that
this is indeed the equilibrium expected by player 3, consider now what she might
think if player 1 chooses A and gives her (i.e., player 3) the opportunity to move.
If, once recovered from the initial surprise, she replaces her primitive “theory”
(B, b, β) by the alternative Nash equilibrium (A, b, α), her optimal choice is α.But
then, if player 1 is able to anticipate this mental process on the part of player 3, she
will choose A in the first place and induce the strategy profile (A, b, α), which is
more profitable for player 1 than the WPBE (B, b, β).
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The “mental processes” of players, however, need not stop here. Suppose player 1
is also capable of anticipating that player 2 may think in a way similar to herself
(in particular, that player 2 can understand the hypothetical reasoning by 3 explained
above). In this case, if player 2 were given the opportunity to move, she would choose
a instead of b, because she should predict that player 3 would subsequently move α.
But then, taking this into account, player 1 should choose B and the strategy profile
(B, a, α) would prevail. This logic, of course, may be taken one further step to ask:
what prevents player 3 from performing, mimetically, the former mental reasoning?
If she does, her choice must be β, and the whole argument collapses completely.

What can we make of this seemingly “self-destructive” chain of contradictory
arguments? Taken to an extreme, even the prediction that some Nash equilibrium
will be played seems questionable. (Recall in this respect the motivation underlying
the much weaker notion of rationalizability discussed in Section 2.7.) As we shall
argue repeatedly throughout, the “message” that transpires from this state of affairs
is a rather eclectic one: the value and relevance of any equilibrium notion (for pre-
diction or otherwise) is necessarily context dependent; i.e., it cannot abstract from
the specific circumstances in which it is applied.

4.5.3 Deviations interpreted as signals

In a general sense, any intermediate action played in a game with sequential structure
may be regarded as a signal sent by the player who adopts it. In certain asymmetric-
information contexts (e.g., in the so-called signaling games studied in Section 6.4,
where a certain piece of relevant knowledge on the environment is private informa-
tion to the player that moves first in the game), this phenomenon arises explicitly
and sharply. However, it is not only in such games that the idea of “deviation as
signal” may play an important role. By way of illustration, we discuss now a simple
variation on a game proposed by Ben-Porath and Dekel (1992). As a starting point
for it, we consider the (simultaneous) battle of the sexes described by Table 1.2.
Then, before this game (which becomes a subgame of the whole game), we intro-
duce an initial stage where the boy can, publicly, “burn money.” That is, he may
choose to decrease his utility in, say, one unit in an irreversible way (observed by the
girl). Adding this prior stage, the full game displays the extensive form represented
in Figure 4.9.

Suppose the boy decides to burn money publicly (i.e., chooses X ) in the first stage
of the game. How should the girl interpret this action on his part? A reasonable
possibility would be to view this as a signal that, in the ensuing battle of the sexes,
the boy intends to play S. For otherwise (i.e., if he planned to play B instead), the
maximum payoff the boy can hope to get is 1 (but perhaps even less if the girl
chooses S rather than B). In contrast, playing Y first (i.e., not burning money) and
then S, the boy guarantees for himself the same payoff of 1.

Once the girl analyzes the situation in this way (i.e., understands that playing X
and then B is weakly dominated for the boy), she should predict that, after observing
X , the boy will play S. Therefore, she should react by playing S on her part as well
after this observation. But then, if despite these considerations, the boy decides
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Figure 4.9: Battle of the sexes with the prior choice of “money burning” (X ) or not (Y ) on
the part of the boy. (Payoff vectors specify first the boy’s payoff, followed by the girl’s.)

to start the game with Y (not burning money) rather than X , it must be because
he has the intention or hope of earning a payoff higher than 2 – the payoff that
he can be sure to attain in view of the previous argument. This higher payoff is
possible only if, after Y , the boy plays S. Thus, it seems reasonable that the girl
should predict a choice of S on the part of the boy in every case (i.e., both after X
and Y ). Consequently, she should always play S as well. In view of this fact, the
best (undominated) strategy for the boy is to eschew burning money altogether and
then play S, because this will be responded by the girl (even though she observes
only Y but not S) with a choice of S. Finally, the option of burning money that
triggered the whole argument is not used by the boy, even though its possibility is
indeed the crucial feature allowing the boy to achieve his most preferred outcome.

The previous argument of forward induction (recall Subsection 4.5.2, where this
logic was originally discussed) is, to a certain extent, shocking and controversial.
Why should one suppose that only one of the players can burn money publicly? How
is it possible that an ex post irrelevant possibility may have such an overpowering
effect on the analysis of the game? All this illustrates the subtle and interesting
considerations raised by forward induction in the study of many multistage games.
It also hints at some potential fragility of the underlying arguments, an issue that
has been the source of a lively (and still open) debate among game theorists.
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The iterative reasoning illustrated here can be formalized in a rigorous manner.
As we shall see in Section 4.8, its chain of forward-induction arguments essentially
amounts to a corresponding process of elimination of weakly dominated strategies.
Quite interestingly, we shall see that the outcome of this iterative process contrasts
sharply with the seemingly similar process of elimination of (strongly) dominated
strategies that was studied in Section 2.1.

4.6 Sequential equilibrium

The important shortcomings exhibited by the WPBE concept were illustrated in
Section 4.4. There, we showed that this equilibrium notion does not even guarantee
subgame perfection; i.e., it may allow for nonequilibrium behavior in some proper
subgames. To tackle the problem, the main issue concerns finding natural conditions
that suitably narrow down the unrestricted off-equilibrium beliefs permitted by the
WPBE concept. Of course, one of the primary objectives in this respect must be
to guarantee that the induced equilibria satisfy the basic requirement of subgame
perfection. But more generally, the objective should be to rule out all awkward (thus,
arguably “untenable”) belief imputations off the equilibrium path. To illustrate
some of the considerations involved in this task, consider the game represented in
Figure 4.10.

In this game, the strategy profile (A, b,U ) defines a Nash equilibrium. This
equilibrium is weak perfect Bayesian for any belief pattern µ̂ that satisfies

µ̂(x31) ≥ 2(1 − µ̂(x31)) (4.5)

or µ̂(x31) ≥ 2/3. Clearly, any assessment (recall Section 4.4) that involves a belief
pattern consistent with (4.5) and the strategy profile (A, b,U ) satisfies both (a) and
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Figure 4.10: An extensive-form game with a WPBE that is not a sequential equilibrium.
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(b) in Definition 4.2. On the other hand, this strategy profile is an SPE because the
game has no proper subgames (thus, trivially, every Nash equilibrium is subgame
perfect).

However, it is reasonable to claim that any off-equilibrium beliefs that satisfy
(4.5) are contradictory with the strategy profile (A, b,U ), which prescribes that
player 2 would choose b if given the opportunity to move. In view of the structure
of the game, the only beliefs by player 3 that are compatible with such a strat-
egy of player 2 are those that have all probability concentrated on the node x32

(or, equivalently, attribute zero weight to the node x31). Thus, recalling (4.5), we
may argue that the beliefs required to support (A, b,U ) as a WPBE are incom-
patible (although statistically consistent, given the inapplicability of Bayes rule
at player 3’s information set) with the structure of the game and the equilibrium
strategies.

Essentially, the root of the problem here is the same as that discussed for the
game represented by Figure 4.5 (Section 4.4). It derives from the fact that, if any
given information set displays zero ex ante probability, the same applies to every
other information set that follows it in the game. Therefore, from the viewpoint
of statistical consistency alone (i.e., Bayes rule), the beliefs to be had at both
information sets admit an arbitrary – and, in principle, independent – specification.
However, once the beliefs have been determined in the first of the information
sets, it seems natural to require that any subsequent beliefs should exhibit full
statistical coherence with those former beliefs, the structure of the game, and the
contemplated (equilibrium) strategies. In other words, given the beliefs specified at
the first information set, a new resort to “discretion” in determining beliefs should be
allowed again only when it is absolutely necessary. To be more precise, the suggested
condition may be formulated as follows. Let γ be the prevailing strategy profile and
consider any information set h ∈ H (possibly, with Pγ (h) = 0) where (µ (x))x∈h

are the corresponding beliefs. Then, the requirement is that the beliefs (µ (x))x∈h′

associated with any other h′ following h in the game should be statistically consistent
with (µ (x))x∈h , the strategies in γ , and Bayes rule.

The justification of this condition on how beliefs are to be formed off the equilib-
rium path not only derives from its intuitive appeal. As shown below (cf. Theorem
4.1), it also remedies the problems of subgame imperfection found for the (unre-
stricted) WPBE concept. An effective way of imposing that condition on any given
assessment (µ, γ ) is through a natural requirement of continuity in the process of
belief formation. Specifically, note that, on the one hand, any strategy profile γ may
always be conceived as the limit of some sequence {γk}k=1,2,... where every profile
γk in the sequence is completely mixed; i.e., each player i’s strategy γi,k attributes
positive probability to all her actions available in every one of her information
sets. Of course, any such completely mixed strategy profile γk guarantees that ev-
ery information set in the game has positive ex ante probability. Therefore, we can
univocally associate with it a belief pattern µk through Bayes rule alone and refer
unambiguously to the pair (γk, µk) as a consistent assessment. Then, the continuity
requirement used to evaluate the consistency of any assessment (possibly asso-
ciated with a strategy profile not completely mixed) may be simply formulated as
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follows: a general assessment (µ, γ ) is declared consistent if it is “approachable” by
a sequence of consistent assessments {(µk, γk)}k=1,2,..., where each strategy profile
γk in the sequence is completely mixed. Formally, we define the following.57

Definition 4.3: Let γ ∈ � be a strategy profile that is completely mixed in � (that
is, ∀i = 1, 2, . . . , n, ∀h ∈ Hi , ∀a ∈ A (h), γi (h) (a) > 0 ). A correspond-
ing assessment (µ, γ ) is said to be consistent if ∀h ∈ H, ∀x ∈ h, µ (x)
coincide with the posterior updating of Pγ (x) that results from the appli-
cation in h of Bayes rule.

Definition 4.4: Let γ ∈ � be a general strategy profile, not necessarily completely
mixed. A corresponding assessment (µ, γ ) is consistent if it is the limit
of a sequence of consistent assessments {(µk, γk)}k=1,2,... where each γk is
completely mixed (cf. Definition 4.3).

Consider again the game represented in Figure 4.10 and denote γ1 ≡ (γ1(A),
γ1(B), γ1(C)), γ2 ≡ (γ2(a), γ2(b)), γ3 ≡ (γ3(U ), γ3(V )). In such a behavioral-
strategy format, the equilibrium (A, b,U ) is defined by the following strategies:

γ̂1 = (1, 0, 0); γ̂2 = (0, 1); γ̂3 = (1, 0).

Fix any arbitrary ρ > 0 and focus on the sequence of completely mixed strategies
{γ1,k, γ2,k, γ3,k}∞k=1 given by

γ1,k = (1 − (1 + ρ)ε1k, ε1k, ρε1k); γ2,k = (ε2k, 1 − ε2k);

γ3,k = (1 − ε3k, ε3k); (4.6)

where εrk ↓ 0 for each r = 1, 2, 3. Associated with this sequence of strategy pro-
files, Bayes rule induces a corresponding sequence of beliefs as follows:

µ2k ≡ (µk(x21), µk(x22)) =
(

1

1 + ρ ,
ρ

1 + ρ
)

µ3k ≡ (µk(x31), µk(x32)) = (ε2k, 1 − ε2k).

Obviously, γr,k → γ̂r for each r = 1, 2, 3, and

µ̂2 ≡ lim
k→∞

µ2k =
(

1

1 + ρ ,
ρ

1 + ρ
)

(4.7)

µ̂3 ≡ lim
k→∞

µ3k = (0, 1). (4.8)

This provides a rigorous formalization of the former discussion heuristically ex-
cluding unsuitable beliefs for the game represented in Figure 4.10. Specifically, it
shows that, given the WPBE γ̂ (or (A, b,U )), the only belief pattern µ̂ giving rise
to a consistent assessment (µ̂, γ̂ ) must attribute full probability to the node x32 in

57 Note that, whereas Definition 4.3 restricts to assessments associated with completely mixed strategy profiles,
Definition 4.4 builds on the former one to extend the notion of consistent assessment to the general case.
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player 3’s information set, even though it may allow for any beliefs (associated with
different values of ρ above)58 in the information set of player 2.

As explained, the notion of consistency embodied by Definition 4.4 requires from
any assessment (µ, γ ) that it should not be contradictory with (i) statistical updating
(i.e., Bayes rule); (ii) the structure of the game; (iii) the equilibrium strategies. But,
of course, for any such consistent assessment to support an equilibrium, it is also
required (as in (a) of Definition 4.2 for WPBE) that it should induce sequentially
optimal behavior. That is, each strategy γi must prescribe optimal action for player i
at every one of her information sets h ∈ Hi , given the beliefs (µ (x))x∈h that prevail
there. The twin requirements of consistency and sequential optimality character-
ize the notion of sequential equilibrium proposed by Kreps and Wilson (1982a).
Relying on former notational conventions, it can be formally defined as follows.

Definition 4.5 (Kreps and Wilson, 1982a): A strategy profile γ ∗ = (γ ∗
1 ,

γ ∗
2 , . . . , γ

∗
n ) ∈ � is a sequential equilibrium of � if there exists a pat-

tern of beliefs µ∗ such that (µ∗, γ ∗) is a consistent assessment and
∀i ∈ N , ∀h ∈ Hi , ∀γi ∈ �i ,

πi (γ ∗ | µ∗, h) ≥ πi

((
γi , γ

∗
−i

) | µ∗, h
)
. (4.9)

Returning to the game represented in Figure 4.10, it is clear that the WPBE (and
SPE) γ̂ is not sequentially optimal (i.e., it does not satisfy (4.9)) for any of the
belief patterns µ̂ for which (γ̂ , µ̂) is a consistent assessment (cf. (4.7) and (4.8)).
In contrast, the pure strategy profile (B, b, V ) – or, equivalently, the behavioral
strategy profile γ̃ given by

γ̃1 = (0, 1, 0), γ̃2 = (0, 1), γ̃3 = (0, 1), (4.10)

does define a sequential equilibrium (which is in fact unique – see Exercise 4.5).
To verify it, note that these strategies lead to positive (in fact, full) probability of
visiting every information set. Therefore, the corresponding beliefs are uniquely
induced by Bayes Rule as follows:

µ̃2 = (1, 0), µ̃3 = (0, 1),

rendering the pair (γ̃ , µ̃) a consistent assessment. On the other hand, it is clear that,
given the belief pattern µ̃, the strategies γ̃i defined in (4.10) are optimal for each
respective player i in her respective (single) information set. Thus, the strategy
profile defines a sequential equilibrium for the game, as claimed.

4.7 Perfect and proper equilibria

As might be recalled, the informal discussion conducted in Subsection 4.5.1 out-
lined an approach to refining Nash equilibria that, unlike what had been done so
far, involved formulating a comprehensive theoretical framework where a coherent

58 Strictly speaking, the procedure described produces only limit beliefs µ̂2 that are interior, i.e., attribute positive
weight to both nodes in player 2’s information set. However, it is straightforward to check that if (4.6) is modified
so that γ1,k = (1 − (1 + ρk )ε1k , ε1k , ρkε1k ), any of the two extreme beliefs, (0, 1) or (1, 0), are, respectively,
obtained by making ρk → ∞ (with ρkε1k → 0) or ρk ↓ 0.
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explanation for both on- and off-equilibrium behavior is explicitly provided. In par-
ticular, the natural proposal we made in this respect was to allow for the possibility of
(unlikely) mistakes. These mistakes were then invoked to justify that even subopti-
mal behavior might be occasionally observed as the outcome of players’ unintended
decisions. In fact, depending on how the relative probabilities of these mistakes
were specifically conceived, two different equilibrium notions were outlined: perfect
equilibrium and proper equilibrium. Each of them is now formally presented in turn.

First, we introduce the concept of (trembling-hand) perfect equilibrium. Heuris-
tically, it may be interpreted as a “limit equilibrium situation” (or, more precisely,
as the limit of a sequence of equilibrium situations) where players display progres-
sively lower probabilities of mistakes. To formalize this notion precisely, it is useful
to rely on the following notation. Given some behavioral strategy γi of player i ,
let a be one of the actions she has available in the information set h ∈ Hi . Denote
by γi\ a the strategy that results from playing always action a at h, maintaining
unchanged all other prescriptions of γi at any other information set h′ ∈ Hi . The
concept of perfect equilibrium is then defined as follows.

Definition 4.6 (Selten, 1975): A strategy profile γ ∗ ∈ � is a perfect equilibrium
of � if there exists a sequence {(µk, γk)}k=1,2,...of consistent assessments
(cf. Definition 4.3) satisfying

(i) ∀ k = 1, 2, . . . , γk is completely mixed;
(ii) ∃ {εk}∞k=1, εk ↓ 0, such that ∀k = 1, 2, . . . , ∀i ∈ N, ∀h ∈ Hi ,

∀a, a′ ∈ A (h),
πi ((γi,k\a, γ−i,k) | µk, h) > πi ((γi,k\a′, γ−i,k) | µk, h)

⇒ γi,k (h) (a′) ≤ εk ;
(iii) {γk} → γ ∗.

Part (i) of the previous definition ensures that, since all information sets are
visited with positive probability for each strategy profile along the sequence, the
consistency demanded from the assessments {(µk, γk)}k=1,2,...follows from a direct
application of Bayes rule. From a technical viewpoint, this is the essential motiva-
tion for this condition. At a more conceptual level, however, the idea embodied by
(i) is that agents cannot behave in a tremble- (or mistake-) free manner. Part (ii) is an
“almost” optimality condition. It requires that suboptimal decisions (i.e., “wrong”
actions at any information set) can occur only by mistake, i.e., with probabilities
no higher than the corresponding {εk}∞k=1, that are independent across information
sets and converge to zero along the sequence considered. Finally, part (iii) simply
states that the equilibrium profile γ ∗ may be conceived as the limit of (or an ap-
proximation to) a situation in which, as reflected by (i) and (ii), strategy profiles
always allow for some, but vanishingly small, probabilities of mistake.

It is easy to verify (Exercise 4.9) that the perfect equilibrium concept may be
reformulated in the following more compact and manageable fashion, along the
lines of our previous formulation of sequential equilibrium (Definition 4.5).

Definition 4.6:′ A strategy profile γ ∗ ∈ � is a perfect equilibrium for � if there
exists a sequence {(µk, γk)}k=1,2,...of consistent assessments such that
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(i) ∀ k = 1, 2, . . . , γk is completely mixed;
(ii) ∀k = 1, 2, . . . , ∀i ∈ N, ∀h ∈ Hi , ∀γi ∈ �i ,

πi (γ
∗ | µk, h) ≥ πi ((γi , γ

∗
−i,k) | µk, h);

(iii) {γk} → γ ∗.

The perfect equilibrium concept contemplates no particular restriction on the
structure of the different mistake probabilities experienced by the players. As ex-
plained in Subsection 4.5.1, it is of quite some interest to study a variation on
(in fact, a refinement of) perfect equilibrium that introduces a hierarchy of play-
ers’ mistakes according to their relative payoff consequences. Responding to this
hierarchy, if a certain mistake is more costly than another in a given information
set (i.e., it induces a lower expected payoff in that information set, given prevailing
beliefs and opponents’ strategies), the former must display a significantly lower
mistake probability than the latter. More precisely, it is required that, as the “bench-
mark” mistake probability εk becomes progressively lower (εk ↓ 0), the different
suboptimal actions should be played with infinitesimal probabilities whose order in
εk reflects the referred hierarchy. Formally, this gives rise to the concept of proper
equilibrium, which is defined as follows.

Definition 4.7 (Myerson, 1978): A strategy profile γ ∗ ∈ � is a proper equilibrium
of � if there exists a sequence {(µk, γk)}k=1,2,...of consistent assessments
satisfying

(i) ∀ k = 1, 2, . . . , γk is completely mixed;
(ii) ∃ {εk}∞k=1, εk ↓ 0, such that ∀k = 1, 2, . . . ,∀i ∈ N, ∀h ∈ Hi ,

∀a, a′ ∈ A (h),
πi ((γi,k\a, γ−i,k) | µk, h) > πi ((γi,k\a′, γ−i,k) | µk, h)

⇒ γi,k (h) (a′) ≤ εk · γi,k (h) (a) ;
(iii) {γk} → γ ∗.

Given any extensive-form game �, consider the following short-hand notation:

� SP(�): Set of subgame-perfect equilibria in �;
� Sq(�): Set of sequential equilibria in �;
� Pf(�): Set of (trembling-hand) perfect equilibria in �;
� Pr(�): Set of proper equilibria in �.

With this notation in place, we end the present section with the following basic
result.

Theorem 4.1: Every finite game in extensive form � satisfies

SP (�) ⊇ Sq (�) ⊇ Pf (�) ⊇ Pr (�) �= ∅.
Proof: The stated inclusion relations are a straightforward consequence of the

respective definitions for each equilibrium concept. We focus, therefore,
on proving that Pr(�) �= ∅, which obviously guarantees existence for all
of them.
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Let ε ∈ (0, 1) be chosen arbitrarily. For each h ∈ H , denote

δh = ε|A(h)|

|A (h)| ,

where |A (h)| stands for the cardinality of the set A (h). Define

�̃i ≡ {γi ∈ �i : ∀h ∈ Hi , ∀a ∈ A (h) , γi (h) (a) ≥ δh} ,
�̃ (A (h)) ≡ {γi (h) ∈ � (A (h)) : ∀a ∈ A (h) , γi (h) (a) ≥ δh} .

For each h ∈ Hi , consider the mapping (a correspondence)

ϕh : �̃ ≡ �̃1 × �̃2 × · · · × �̃n ⇒ �̃ (A (h))

defined by

ϕh (γ ) =
 γ̃i (h) ∈ �̃ (A (h)) | ∀a, a′ ∈ A (h) ,
πi (γi\a, γ−i | µ, h) > πi (γi\a′, γ−i | µ, h)

⇒ γ̃i (h) (a′) ≤ εγ̃i (h) (a)

 .
It may be checked (see Exercise 4.10) that, ∀h ∈ H, ∀γ ∈ �̃, the

set ϕh (γ ) is nonempty, closed, and convex. Since, moreover, each ϕh is
upper hemicontinuous, the product correspondence

ϕ ≡ (ϕh)h∈H : �̃ ⇒ �̃ (4.11)

satisfies the hypotheses of Kakutani’s fixed-point theorem (recall Sec-
tion 2.4). Therefore, one can guarantee the existence of some γ ∗ ∈ �̃
such that γ ∗ ∈ ϕ (γ ∗) . Choose some such fixed point and, to reflect its
dependence on the given ε, denote it by γ ∗(ε).

Consider now any sequence {εk}∞k=1 with εk ↓ 0 and, for each εk , choose
a strategy profile γ ∗ (εk), i.e., a fixed point of ϕ for ε = εk .By construction,
the sequence {γ ∗ (εk)} satisfies (i) and (ii) in Definition 4.7. Therefore, its
limit (of a subsequence, if necessary) is a proper equilibrium, the desired
conclusion. �

As indicated, Theorem 4.1 establishes, in particular, that all the Nash refine-
ment concepts contemplated in the present chapter have their existence guaranteed.
It also contains a nested chain of inclusions among these concepts, whose main
implications may be summarized as follows.

(a) In contrast with, say, the WPBE concept, sequential equilibrium is not only
effective in guaranteeing (by construction) consistent beliefs, but it also
ensures subgame perfection (i.e., a Nash equilibrium is played in every
proper subgame, both on as well as off the equilibrium path).

(b) Those two essential features of consistency and subgame perfection can
also be achieved through an explicit modeling of out-of-equilibrium behav-
ior, as reflected (with different levels of detail) by the perfect equilibrium
and proper equilibrium concepts.
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4.8 Strategic-form refinements

So far, the different Nash refinements considered in this chapter have been geared
toward either discarding incredible threats (Sections 4.2–4.4) or ruling out untenable
off-equilibrium beliefs (Sections 4.5–4.7). Implicitly, therefore, the analysis has
been restricted to multistage games, which is the only context where these notions
(threats and off-equilibrium beliefs) can be of any significance.

Many strategic situations of interest, however, are best modeled as simultaneous
games (i.e., games displaying no strategically relevant order of moves). Further-
more, any game (even if it involves a multiplicity of different stages) can always be
described through its “simultaneous” strategic-form representation (cf. Section 1.3),
which is sometimes more amenable to analysis. This suggests that, in some cases,
it may be worthwhile to shift from the previous extensive-form approach to Nash
refinements to a similar endeavour based on a strategic-form approach.

These considerations notwithstanding, one may be inclined to think that the
strategic-form representation is too compact a description of a game to allow for
the study of interesting Nash refinements. In particular, it could be argued that
this representation “hides” some of the essential features of the game (order of
moves, information, etc.) that are essential to any refining criterion. The aim of
this section, however, is to highlight the contrary viewpoint. In particular, we show
that interesting conclusions may arise through strategic-form refinements that are
close analogues of extensive-form concepts. Moreover, we find that, quite surpris-
ingly, some of the former refining ideas that would seem to hinge crucially on
the extensive-form representation of a game (e.g., discarding incredible threats or
responding to forward-induction considerations) are in fact embodied by suitably
formulated strategic-form counterparts.

Thus, in this section, our discussion pertains to any game in strategic form G =
{N , {Si }n

i=1, {πi }n
i=1} (recall Section 1.4), with strategy spaces Si being finite, and

the mixed extension defined in terms of the strategy spaces�i = �ri−1 (ri ≡ |Si |).59

To open the discussion, it is useful to start with the simple-minded refinement of
Nash equilibrium that results from insisting that every player should have a strict
incentive to play as prescribed by the equilibrium. This is the idea reflected by the
concept of strict Nash equilibrium, which is defined as follows.

Definition 4.8: A strategy profile σ ∗ is a strict Nash equilibrium of G if ∀i =
1, 2, . . . , n, ∀σi �= σ ∗

i , πi (σ ∗) > πi (σi , σ
∗
−i ).

Often, the strictness condition demanded by the above equilibrium concept is too
strong to allow for existence. For example, when all Nash equilibria of the game
involve some player adopting a genuinely mixed strategy, no strict Nash equilibrium
can exist (Exercise 4.12).

Even though it is often too demanding to insist that players have strict incentives
to play a particular Nash equilibrium, it will be generally desirable to rule out

59 By returning to the primitive (i.e., nonbehavioral) formulation of mixed strategies, we underscore the fact that
extensive-form notions and constructs (e.g., information sets, beliefs, off-equilibrium reactions, etc.) play no
explicit role in the present strategic-form approach.
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Table 4.1: A strategic-form game with two Nash equilibria,
one of them involving a weakly dominated strategy

2
1 A B

X 0, 0 0, 0
Y 0, 0 1, 1

certain cases of payoff indifference. By way of illustration, consider the game
whose strategic form is given by Table 4.1.

This game has two Nash equilibria: (X, A) and (Y, B). Intuitively, it is clear that
the first equilibrium is not very reasonable. If, say, player 1 were to deviate from X
to Y , she would be sure not to lose with the change. The same happens with player 2
if she were to choose B instead of A. In both cases, those deviations can just bring
in payoff gains for the deviating player, something that will indeed occur if the
opponent deviates as well. In fact, if players reason in this way, it seems very likely
that, even if they were planning to play (X, A), they would both end up deviating,
which just reconfirms the advantages of a deviation in the first place. Summing up,
the Nash equilibrium (X, A) appears to be very fragile, and there seem to be good
reasons to reject it as a robust equilibrium configuration.

Essentially, what underlies the previous discussion is simply the idea that strate-
gies X and A are weakly dominated by Y and B, respectively, in the following
precise sense.

Definition 4.9: The (pure)60 strategy si ∈ Si is weakly dominated for player i in
G if ∃σi ∈ �i such that

(a) ∀s−i ∈ S−i ≡ S0 × · · · Si−1 × Si+1 × · · · × Sn,

π (σi , s−i ) ≥ π (si , s−i ) ;
(b) ∃s̃−i ∈ S−i for which π (σi , s̃−i ) > π (si , s̃−i ) .

In contrast with the concept of (strongly) dominated strategy introduced in Defi-
nition 2.1, the present weaker notion of dominance requires only that the dominating
strategy produce a strictly higher payoff for some strategy profile of the opponents
(and no lower, of course, for all of them). On the basis of it, we propose our next
strategic-form refinement of Nash equilibrium.

Definition 4.10: The strategy profile σ ∗ ∈ � is a Nash equilibrium in (weakly) un-
dominated strategies if it is a Nash equilibrium such that ∀ i = 1, 2, . . . , n,
σ ∗

i (si ) = 0 for every strategy si ∈ Si that is weakly dominated.

It is important to understand the very different implications of the two no-
tions of payoff dominance considered thus far: weak (Definition 4.9) and strong

60 The present notion of weak domination has analogous implications for mixed strategies as its strong counterpart
(recall Section 2.1). For example, any mixed strategy that gives positive weight to a weakly dominated strategy
is itself weakly dominated, even though the converse statement is not generally true.
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Table 4.2: A strategic-form game sensitive to the order
of elimination of weakly dominated strategies

2
1 a b

A 1, 0 0, 1
B 0, 0 0, 2

(Definition 2.1). At a very basic level, an obvious difference has already been illus-
trated through the game represented by Table 4.1. Whereas no strongly dominated
strategy can form part of a Nash equilibrium, weakly dominated strategies may do
so. Playing weakly dominated strategies, therefore, is consistent with the hypothesis
of common knowledge of rationality, even though in an admittedly weak sense. As
explained next, other less straightforward differences between these two concepts
arise when they are applied iteratively.

First, we illustrate the fact that, in contrast with the concept of strong dominance
(recall Exercise 2.2), the final outcome resulting from an iterative application of
the weaker notion does depend on the order in which it is carried out. Consider the
game whose strategic form is given in Table 4.2.

In this game, if one first eliminates the strongly (and therefore weakly) dominated
strategy of player 2 (strategy a), player 1 is indifferent about her two strategies
(A and B). Thus, the two strategy profiles (A, b) and (B, b) arise as admissible
outcomes. Instead, if one first eliminates player 1’s strategy B (which originally
appears as weakly dominated) and then player 2’s strategy a (which is strongly
dominated), the unique resulting outcome is the profile (A, b). Therefore, in contrast
to the first order of strategy elimination, the profile (B, b) does not survive the
process in the second case.

Another very interesting feature displayed by the iterative elimination process
based on weak dominance may be illustrated through the game whose extensive-
form representation is described in Figure 4.9. Recall that this game contemplated
the possibility that one of the players (the boy) might decide to “burn money”
before playing a standard battle of the sexes. In Subsection 4.5.3, we proposed an
iterative argument that, relying on the signaling content implicit in the different
initial actions (specifically, on whether the boy “burns money” or not), excluded
any outcome other than the one the boy prefers the most, i.e., no money burning
and subsequent coordination in S.

The logic underlying this argument was interpreted heuristically as one of for-
ward induction – i.e., previous decisions that are brought forward to bear on current
decisions. As we now explain, such forward-induction considerations can also be
formally identified (at least within the present game)61 with an iterative process
of elimination of weakly dominated strategies in the strategic-form representa-
tion of the game. This representation is given by Table 4.3, where strategies are

61 The issue of what is the correct and general formalization of forward-induction arguments is still under debate
by game theorists. Early instances of this way of reasoning can be found in Kohlberg and Mertens (1986).
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Table 4.3: Strategic-form representation of the game in extensive form
displayed in Figure 4.9 (battle of the sexes with prior money burning)

Girl
Boy SS SB BS B B

X S 2, 2 2, 2 0, 1 0, 1
X B −1, 0 −1, 0 1, 3 1, 3
Y S 3, 2 1, 1 3, 2 1, 1
Y B 0, 0 2, 3 0, 0 2, 3

distinguished by the two action labels corresponding to the respective (relevant)
choices made in each of the two information sets corresponding to each player.62

As a first round of elimination, observe that, for the boy, strategy X B is weakly
dominated by Y S (that is, by playing B after X the boy can never obtain a larger
payoff – sometimes it could be lower – than what he can guarantee for himself by
playing Y – i.e., not burning money – and then S). Once X B has been eliminated
on these grounds in the first round, the girl finds that playing B after the boy has
chosen X is weakly dominated for her. Thus, in the second round, the girl’s strategies
BS and B B can be eliminated, because they are weakly dominated, respectively,
by SS and SB. Entering then the third round, note that the boy now has the strategy
Y B weakly dominated by X S, i.e., to “risk” playing B after Y is weakly dominated
by the strategy (“safer” at this round) of playing X and then S. Having ruled out
that the boy may play the strategy Y B, the girl, already in the fourth round of
the iterative process, should discard playing B after observing that the boy has
chosen Y , i.e., SS weakly dominates SB. Finally (fifth round), given that after the
former considerations only the strategy SS remains on the girl’s part, it is clear that
the boy must play Y S, because this strategy dominates (now strongly) X S. So doing
against the strategy SS on the part of the girl, the boy obtains his maximum payoff
of 3, without the need to “burn any money.” As will be recalled, this was precisely
the conclusion obtained in Subsection 4.5.3.63

To close our discussion on the iterative elimination of strategies based on weak
payoff dominance, it is worth mentioning that this process may also yield sharp
implications reflecting a backward (rather than forward) logic – recall Section 4.2.
This occurs, for example, in games of perfect information (i.e., all subgames are
proper) that display no payoff ties. In these games, it may be shown (Exercise 4.14)
that if the iterative process is performed in a suitable order it leads to the (unique)

62 For example, X S denotes the boy’s strategy: “burn money (i.e., choose X ) first, S later”; or SB stands for
the girl’s strategy: “after X , choose S; after Y choose B”. Note that, for simplicity, we identify (i.e., do not
distinguish between) the boy’s alternative strategies that prescribe different actions in information sets that
cannot be reached, given his first action chosen (X or Y ). If this identification were not performed, the boy
would have eight strategies, half of them redundant.

63 Ben-Porath and Dekel (1992) have established a general result for games such as the present battle of the sexes,
where there are several pure-strategy equilibria that Pareto-dominate any other equilibrium in mixed strategies.
These authors prove that, if the original situation is embedded into a larger game where any one (but only one)
player can “burn sufficient money,” the unique equilibrium that survives an iterative elimination of weakly
dominated strategies is the one preferred by the player who has the money-burning option, despite the fact that
this possibility does not materialize.
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subgame-perfect equilibrium.64 In light of this fact, it is interesting to observe that
the same iterative process eliminating weakly dominated strategies may reflect “in-
ductions” of such a contrasting nature (forward or backward) in different contexts.

Proceeding now with the discussion of strategic-form Nash refinements, we turn
to exploring the implications of allowing for players’ mistakes in the adoption of
their desired strategies. In the present strategic-form scenario, since the strategies
are to be conceived as chosen once and for all at the beginning of the game, the
formulation becomes significantly simpler than in the extensive-form approach.
First, we consider the counterpart of the perfect equilibrium concept.

Definition 4.11 (Selten, 1975): A strategy profile σ ∗ ∈ � is a perfect equilibrium
of G if there exists a sequence {σk}k=1,2,...such that

(i) ∀k = 1, 2, . . . , σk is completely mixed; that is, ∀i ∈ N, ∀si ∈ Si ,
σi,k (si ) > 0;

(ii) ∃ {εk}∞k=1 , εk ↓ 0, such that ∀k = 1, 2, . . . ,∀i ∈ N , ∀si , s ′i ∈ Si

πi (si , σ−i,k) < πi (s
′
i , σ−i,k) ⇒ σi,k(si ) ≤ εk ;

(iii) {σk} → σ ∗.

The definitions for perfect equilibrium in the strategic and extensive forms are
of a parallel nature. However, the mistake probabilities that are contemplated in
each case pertain to a different space of decisions. In the extensive-form concept
(Definition 4.6), mistakes are conceived as independent events associated with each
separate information set; i.e., they may occur at each point in the game where an
action is to be adopted. In contrast, for the version of this concept that is defined on
the strategic form (Definition 4.11), the mistakes are viewed as taking place when
a player has to choose (irreversibly) one of the contingency plans of action (i.e.,
strategic-form strategies) that she will then faithfully apply throughout the game.

Next, we present two different results concerning the concept of strategic-form
perfect equilibrium. The first one, which concerns existence, states that every finite
game in strategic form has some perfect equilibrium. The second one establishes
that this equilibrium notion is itself a refinement of the one described in Definition
4.10. That is, no (strategic-form) perfect equilibrium involves weakly dominated
strategies.

Theorem 4.2: Every finite game in strategic form G has a perfect equilibrium.

Proof: Given any strategic-form game G = {N , {Si }n
i=1, {πi }n

i=1}, the proof may
be carried out along the lines of that of Theorem 4.1, as applied to the
(simultaneous) extensive-form game where each player i ∈ N chooses in-
dependently her strategy si ∈ Si in her unique information set and the
induced payoffs are as given by πi (·).65 �

64 As a further line of contrast between the strong and weak dominance criteria, it is worth stressing that this
conclusion does not hold for the stronger notion contemplated in Definition 2.1.

65 In fact, the direct analogue of the proof of Theorem 4.1 applies to the strategic-form counterpart of proper
equilibrium, as formulated in Definition 4.12 below.



140 Refinements of Nash equilibrium: theory

Theorem 4.3: Let σ ∗ ∈ � be a perfect equilibrium of the finite game in strategic
form G. For each i = 1, 2, . . . n, if si ∈ Si is a weakly dominated strategy,
then σ ∗

i (si ) = 0.

Proof: Let σ ∗ be a perfect equilibrium of G and suppose, for the sake of contra-
diction, that there is some player i ∈ N such that σ ∗

i (si ) > 0 for strategy
si that is weakly dominated. By Definition 4.9, there exists some strategy,
σ̂i ∈ �i , such that, if σ−i ∈ �−i is completely mixed,

πi (σ̂i , σ−i ) > πi (si , σ−i ) .

This implies that, for any such completely mixed σ−i , there exists a pure
strategy, ŝi (σ−i ) ∈ Si , satisfying

πi (ŝi (σ−i ), σ−i ) > πi (si , σ−i ) . (4.12)

Consider now a sequence of strategy profiles {σk}∞k=1 that satisfy (i),
(ii), and (iii) in Definition 4.11. Given the corresponding sequence {εk}∞k=1,
(4.12) implies that, ∀k = 1, 2, . . . , the following inequality must hold:

σi,k (si ) ≤ εk .

Since εk ↓ 0, (iii) implies that σ ∗
i (si ) = 0, which leads to the desired con-

tradiction and thus completes the proof. �

Remark 4.1: Equivalence in finite bilateral games

It can be shown (see van Damme, 1987, Theorem 3.2.2) that in finite bilat-
eral games (i.e., games involving only two players), every Nash equilibrium
in weakly undominated strategies is also (strategic-form) perfect. Thus, in
this restricted context, both equilibrium notions are equivalent, in view of
Theorem 4.3. This conclusion does not generalize to games with more than
two players. �

Remark 4.2: Perfection in the strategic and extensive forms

As explained, the alternative notions presented in Definitions 4.6 and 4.11
reflect a similar requirement of perfection on players’ behavior but applied
to a different representation of the game (strategic or extensive form). From
this viewpoint, it is natural to wonder what the relationship is between the
outcomes induced by each of them. Interestingly, neither of these con-
cepts is more restrictive than the other. In other words, it is possible to
find extensive-form games where an (extensive-form) perfect equilibrium
does not correspond to a perfect equilibrium in the induced strategic form
(cf. Exercise 4.15) and vice versa, i.e., extensive-form games where a per-
fect equilibrium in the induced strategic form does not lead to a perfect
equilibrium in the original extensive form (cf. Exercise 4.16). �

The Nash refinement literature has proposed a very wide variety of alternative
concepts, whose often very fine differences may be quite hard to disentangle. Given
this state of affairs, it is natural to pose the following question: How sharp and



Strategic-form refinements 141

effectively different are these concepts in discriminating among (i.e., “refining”)
Nash equilibria? If, to fix ideas, this question is particularized to the concept of
strategic-form perfect equilibrium, a clear-cut, but seemingly disappointing, answer
is provided by the next result.

Theorem 4.4: Generically,66 every Nash equilibrium of a strategic-form game G
is perfect.

The proof of this theorem requires using tools in differential topology that go well
beyond the mathematical level set for this book. At first glance, its statement is rather
surprising. In fact, it turns out that the same generic equivalence can be extended
to almost all the strategic-form refinement concepts proposed in the literature (the
counterpart of proper, for example, but also to those known as essential, persistent,
regular, etc.). In a sense, this appears to indicate that, other than for “exceptional”
nongeneric cases, there is little to be gained in strategic-form games by insisting
on any equilibrium notion different from Nash equilibrium.

The key to making sense of this “puzzle” derives from the following somewhat
subtle point. In extensive-form games with a genuinely sequential structure (i.e.,
those involving several strategically relevant stages), the induced strategic forms
are nongeneric. More specifically, the induced payoff tables display exact equalities
(payoff ties) among those strategy profiles that lead to the same path of play – see,
for example, the game represented in Figure 4.9 and its induced strategic form given
by Table 4.3. Thus, even if an extensive-form multistage game displays no precise
relationships among the payoffs attributed to its final nodes, its corresponding
strategic form will necessarily do so; i.e., it will exhibit “nongeneric features.” In
fact, it is because of such inherent nongenericity (in the mathematical sense of the
word – cf. footnote 66) that the strategic-form refinements may play a fruitful role
in discriminating among Nash equilibria of an underlying (generic) extensive form.

The previous considerations notwithstanding, game theorists long shared the
view that the strategic-form representation of a game was largely inadequate for
an appraisal of the credibility (or sequential rationality) of agents’ behavior – re-
call the discussion of these matters undertaken at the start of this section. This
received position, however, started to change in the early 1980s, when a different
methodological standpoint started gaining a foothold. The fresh methodological
perspective then proposed may be succinctly described as follows67:

Every decision problem (whether it involves a single agent or several of
them) may be suitably represented and analyzed through its strategic form,

66 The qualifier “generically” applied to a certain property of strategic-form games is to be understood as follows.
Fix the game form – i.e., the set of players N and their respective strategy spaces Si . Then, the property is
said to hold generically if it is true for “almost all” payoff tables consistent with the given game form. Or,
more precisely, if it holds for the whole payoff space R(r1 × r2 × ···× rn )× n (where payoff entries lie), except for
a closed subset of Lebesgue measure zero.

67 One of the earliest instances of this novel approach can be found in the work of Kohlberg and Mertens (1986).
These authors pose the problem in an axiomatic fashion and formulate a set of requirements to be demanded
from a suitable equilibrium concept. Finally, their analysis settles on the concept they call stable equilibrium,
which displays partial consistency with their proposed axioms.
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that is, by means of a complete ex ante description of all possible (con-
tingent) decisions that will (or may) be confronted by individuals. The
resulting strategic form has to be sufficient to formulate and apply any of
the “refinements” that might be judged appropriate. In particular, it must
be sufficient to evaluate the sequential rationality of whatever behavioral
plan is considered.

The question of whether the viewpoint just outlined represents a sound method-
ological position has led to a heated controversy among game theorists that is still
ongoing. It cannot be our objective here to summarize this multifaceted and still
open debate, let alone venture into it. We shall only provide a brief glimpse of mat-
ters by dwelling on one of the early “discoveries” of this literature, a result that has
been used to support the above approach. It establishes that a certain strategic-form
refinement, i.e., the counterpart of (extensive-form) proper equilibrium, succeeds
in capturing a suitable notion of sequential rationality.

Before stating and proving the advanced result, we present, in parallel to Defini-
tion 4.7, a formal description of concept of proper equilibrium for a strategic-form
game.

Definition 4.12 (Myerson, 1978): A strategy profileσ ∗ ∈ � is a proper equilibrium
of G if there exists a sequence {σk}∞k=1 such that

(i) ∀k = 1, 2, . . . , σk is completely mixed;
(ii) ∃ {εk}∞k=1 , εk ↓ 0, such that ∀k = 1, 2, . . . ,∀i ∈ N , ∀si , s ′i ∈ Si ,

πi (si , σ−i,k) < πi (s ′i , σ−i,k) ⇒ σi,k (si ) ≤ εk · σi,k(s ′i );
(iii) {σk}∞k=1 → σ ∗.

Originally, the concept of proper equilibrium was proposed only for strategic-
form games,68 with the aim of remedying what appeared to be an unappealing fea-
ture of the perfect equilibrium concept, namely, the possibility that the set of equilib-
ria might be affected by the addition of (strongly) dominated strategies (see Exercise
4.18). Ironically, however, it turns out that proper equilibrium is subject to an iden-
tical problem (cf. Exercise 4.19). We shall not discuss this issue in any detail here
because, as indicated, our sole objective here is to rely on this concept to illustrate the
general idea announced before: strategic-form Nash refinements may be effective
in sieving out sequentially irrational behavior. This is the content of our last result.

Theorem 4.5: Every proper equilibrium of a finite strategic-form game G induces a
sequential equilibrium in any extensive-form game � such that G = G(�).

Proof: Let {σk}∞k=1 be a sequence satisfying (i)–(iii) of Definition 4.12 so that
σ ∗ = limk→∞ σk is a proper equilibrium of G (�) . Denote by γ ∗ and γk

the behavioral-strategy profiles induced, respectively, by σ ∗ and each σk .
Correspondingly, let µ∗ and µk be such that (µ∗, γ ∗) and every (µk, γk)
are consistent assessments (in the sense of Definitions 4.3 and 4.4) with
µk → µ∗ (note that each γk is completely mixed, for all k = 1, 2, . . .). It

68 Concerning the existence of strategic-form proper equilibrium, see Footnote 65.
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must be proven that ∀i ∈ N , ∀h ∈ Hi , γ ∗
i (h) is an optimal response for

player i , given γ ∗
−i and µ∗.

For the sake of contradiction, suppose not, and let i0 be a player whose
strategy γ ∗

i0
prescribes a suboptimal response at some of her information

sets. Denote by ĥ the last of her information sets with this feature, accord-
ing to the order displayed by the game. In that ĥ, therefore, there must exist
one of the available actions, say a, such that γ ∗

i0
(a) > 0 and the payoff that

player i0 earns by playing it is lower, given (γ ∗
−i0
, µ∗), than that obtained

by playing some other available action, say b. Thus, if {εk}∞k=1 is the se-
quence underlying {σk}∞k=1 (cf. (ii) of Definition 4.12) there must be some
sufficiently small εk such that b also dominates a, given the corresponding
opponents’ profile σ−i0,k . By part (ii) of Definition 4.12, the probability
σi0,k(si0 ) assigned to any strategy si0 that prescribes action a at ĥ must be
no larger than εk σi0,k(s ′i0

) for any other strategy s ′i0
that differs from the

former only in playing b at ĥ. Adding up over all strategies such as si0 that
prescribe a in ĥ, the weight that γi0,k associates with this action cannot
exceed q · ε, where q is the number of pure strategies of i0 in G (�). In
the limit, as εk ↓ 0, this probability converges to zero, which leads to the
desired contradiction. �

Summary

This chapter has been concerned with the so-called refinements of Nash equilib-
rium. We have considered a wide variety of them, differing both in the stringency
of their requirements (i.e., how much they “refine” Nash equilibrium) and their
framework of application (extensive- or strategic-form games).

One of the weakest notions is subgame-perfect equilibrium (SPE), which requires
that a Nash equilibrium should materialize in every proper subgame, i.e., in each
subgame starting with a singleton information set. This concept is most useful in
games of perfect information, where every information set consists of a single node.
In other kinds of games, where not all players are fully informed of past history
at their decision nodes, this concept may have little or no cutting power over Nash
equilibrium.

Many games of interest are not of perfect information. This motivates introducing
other equilibrium notions such as weak perfect Bayesian equilibrium (WPBE), in
which players’ beliefs are made explicit at every information set and are required to
be statistically consistent with players’ equilibrium strategies. The fact that WPBE
imposes no restrictions whatsoever on off-equilibrium beliefs (i.e., full discretion is
allowed at nonvisited information sets) has been shown to be a significant drawback
of this concept. In particular, it renders it too weak in some games, where it may
even fall short of meeting the basic requirement of subgame perfection.

In a sense, we may conceive SPE and WPBE as being Nash refinements geared
toward excluding only incredible threats. Some of their conceptual problems fol-
low from the fact that they abstract from the need to “refine” beliefs and therefore
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may admit some that, in fact, should be judged as untenable. To exclude untenable
beliefs is the motivation underlying the concepts of sequential equilibrium, perfect
equilibrium, and proper equilibrium. The first one attains this objective by demand-
ing a certain continuity requirement on the formation of out-of-equilibrium beliefs.
The latter two do it by introducing an explicit theory of deviations (i.e., out-of-
equilibrium behavior) that allows for the possibility that players may make choice
mistakes with small probability.

Most of our discussion has been concerned with Nash refinements that build on a
dichotomy between choices (or beliefs) arising on- and off-equilibrium, thus requir-
ing them to be defined on the extensive-form representation of a game. However,
we have seen that refinements defined on the strategic form (e.g., the exclusion of
weakly dominated strategies, or the counterparts of perfect and proper) are of spe-
cial interest as well and may go well beyond a narrow strategic-form interpretation.
They may reflect, for example, considerations that would have seemed to belong
exclusively to the realm of extensive-form Nash refinements, such as those based
on backward induction, forward induction, or even sequential rationality.

Exercises

Exercise 4.1: Within the game represented in Figure 4.11, find all pure-strategy
profiles that define (a) a Nash equilibrium, (b) a subgame-perfect equilibrium,
(c) a weak perfect Bayesian equilibrium.

Exercise 4.2: Consider the extensive-form game represented in Figure 4.12.

(a) Specify the strategy spaces of each player.
(b) Find every pure-strategy profile that defines (i) a Nash equilibrium, (ii) a

subgame-perfect equilibrium, (iii) a weak perfect Bayesian equilibrium.
(c) Construct an extensive-form “simultaneous” game whose strategic-form

game coincides with the game originally considered.

1

2

B a

b

A

C

(3, 2)

a

b

(0, 2)

(3, 1)

(3, 1)

(0, 0)

2

Figure 4.11: An extensive-form game.
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D

(2, –1)

(–10, –2)

(–1, –2)

(0, –1)

1

1 A

B

(1, 1)

Figure 4.12: An extensive-form game.
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b

A

C

(2, 0)

a

b

(–4, 1)

(4, 0)

(1, 0)

(–1, 1)

2

Figure 4.13: An extensive-form game.

(d) In the game specified in (c), determine the pure-strategy profiles that de-
fine (i) Nash equilibria, (ii) subgame-perfect equilibria, (iii) weak perfect
Bayesian equilibria. Compare each of these with the respective equilibria
obtained in (b).

Exercise 4.3: For the game represented in Figure 4.13, determine all the following
equilibria, both in pure and mixed strategies: (i) Nash equilibria, (ii) subgame-
perfect equilibria, (iii) weak perfect Bayesian equilibria.

Exercise 4.4: A government and an agent are involved in the following strategic
context. The agent must choose action a from the set A = {0, 1}. The government
would like to influence the agent’s choice. To try to do so, the government publicly
announces, before the agent selects her action, a monetary transfer rule t : A → R

that is to be automatically implemented after the agent has made her decision. For
simplicity, assume that the monetary transfers induced by t (i.e., the values of t(a),
for each a ∈ A) can take only two values: zero and a certain fixed positive value,
which is normalized to one.
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(1, 1, 0)

(0, 0, 3)

(2, 2, 2)(1, 1, 0)

(0, 0, 0)

(2, 2, 2)

2

3

Figure 4.14: A three-player extensive-form game.

Let the objective of the government be to maximize Ug(a, t) ≡ 2a − t and that
of the agent to maximize Ua(a, t) ≡ t − c(a), where c(a) is the (monetary) cost of
her action. Furthermore, postulate that c(0) = 0 and c(1) = 1/2.

(a) Represent the game in extensive form under the assumption that the trans-
fer rule cannot depend on the agent’s choice.

(b) Represent the game in extensive form when the government can choose a
transfer rule that depends on the agent’s choice.

(c) Define, for each of the two scenarios considered in (a) and (b), the strategy
spaces of each player (government and agent) and represent the game in
strategic form.

(d) Find, for both scenarios, the Nash and subgame-perfect equilibria and
discuss their salient features.

Exercise 4.5: Show that, in the extensive-form game represented in Figure 4.10,
the pure strategy profile (B, b, V ) is the unique sequential equilibrium.

Exercise 4.6: Consider the extensive-form game represented in Figure 4.14.

(a) Find a weak perfect Bayesian equilibrium of this game that is not sequen-
tial.

(b) Determine all its (several) sequential equilibria.

Exercise 4.7: Rosenthal (1981) proposed the following strategic context, often
known as the “centipede game.” Two partners, 1 and 2, become involved in a
certain joint venture and agree on building up their investment in it in a gradual and
alternating fashion. They start with 1,000 dollars each. Then, in odd (even) periods,
agent 1 (respectively, 2) faces the decision of whether to invest further (I ) or stop
altogether (S). If the agent in question chooses I , she must contribute a net amount
of 1,000 dollars to the partnership (i.e., her wealth decreases by this amount), but her
partner obtains a net additional benefit of 2,000 dollars (i.e., the partner experiences
a wealth increase of this magnitude). If she chooses S instead, no further investment
is made and the whole process stops irreversibly, each player obtaining a payoff
equal to the wealth accumulated thus far. Assume that this process can continue for
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1
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Figure 4.15: An extensive-form game.

at most 100 periods.

1. Represent the game in extensive and strategic forms (not exhaustively, given
the large size of the game).

2. Determine its Nash, subgame-perfect, and sequential equilibria.

Exercise 4.8: Consider the extensive-form game represented in Figure 4.15 and
find all pure-strategy profiles that define (i) a Nash equilibrium, (ii) a subgame-
perfect equilibrium, (iii) a sequential equilibrium, (iv) a (trembling-hand) perfect
equilibrium.

Exercise 4.9*: Prove, formally, that Definitions 4.6 and 4.6′ are equivalent.

Exercise 4.10: Show that the correspondence ϕ ≡ (ϕh)h∈H defined in (4.11) – as
part of the proof of Theorem 4.1 – satisfies the hypotheses of Kakutani’s fixed-point
theorem. That is, it is upper hemicontinuous and ∀h ∈ H, ∀γ ∈ �̃, the sets ϕh (γ )
are nonempty, closed, and convex.

Exercise 4.11: Compute the perfect equilibria of the game described in part (iii)
of Exercise 2.4 (Chapter 2). Are there any other Nash equilibria? Do you need to
reconsider your previous answer to Exercise 2.4?

Exercise 4.12: Show that any Nash equilibrium where a player chooses more than
one pure strategy with positive probability cannot define a strict Nash equilibrium.

Exercise 4.13*: Construct a game�with imperfect recall where a Nash equilibrium
in behavioral strategies has no counterpart equilibrium in mixed strategies for the
associated strategic-form game G(�).
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Figure 4.16: An extensive-form game with an equilibrium that is perfect in the extensive
form but not in the induced strategic form.

1

2

2

(4, 1)

C

X

Y

D
X

Y

(1, 0)

(0, 0)

(0, 1)

1

(2, 2)

A

B

Figure 4.17: An extensive-form game with an equilibrium that is perfect in the induced
strategic form but not in the extensive form.

Exercise 4.14*: Let � be an extensive-form game with perfect information that
displays no payoff ties (i.e., no agent obtains the same payoff at two different final
nodes). Prove that when the iterative process of elimination of weakly dominated
strategies is carried out in a suitable order on G (�) it leads to a strategy profile s
that corresponds to the subgame-perfect equilibrium of �.

Exercise 4.15*: Consider the game in extensive form represented by Figure 4.16,
which is borrowed from van Damme (1987).

Show that the behavioral strategy profiles ((A,C), X )) and ((B,C), X )) are per-
fect in the extensive form, but only the strategic-form profile (AC, X ) defines a
perfect equilibrium in the induced strategic form.

Exercise 4.16*: Consider the game in extensive form represented by Figure 4.17,
again taken from van Damme (1987).

Show that the behavioral strategy profile ((B,C), X )) is the unique perfect equi-
librium in the extensive form but the two strategic-form profiles (AC, Y ) and
(AD, Y ) define perfect equilibria in the induced strategic form.
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Table 4.4: A strategic-form game

2
1 a b

A 2, 2 1, 0
B 2, 2 2, 2

Table 4.5: A strategic-form game

2
1 a b c

A 2, 2 1, 0 0, −1
B 0, 1 1, 1 1, −1
C −1, 0 −1, 1 −1, −1

Table 4.6: A strategic-form game

2
1 a b

A 1, 1 10, 0
B 0, 10 10, 10

Exercise 4.17: Find the Nash and perfect equilibria of the two different strategic-
form games described by Tables 4.4 and 4.5.

Exercise 4.18: Determine the perfect and proper equilibria of the two different
strategic-form games described by Tables 4.6 and 4.7. Compare the conclusions
obtained in each case.

Exercise 4.19*: Consider the two different trilateral games given by Tables 4.8 and
4.9, where player 1 chooses rows, player 2 columns, and player 3 boxes (in the first
game, just trivially). Find the perfect and proper equilibria in each case, contrasting
the results with those of Exercise 4.18.

Exercise 4.20: Two players, 1 and 2, have to share the contents of a basket contain-
ing 4 units of two different goods, a and b.Given that these goods are assumed per-
fectly divisible, an allocation in this context is simply a pair of two-dimensional real
vectors, x = (x1, x2) ∈ R

2
+ × R

2
+, each vector xi = (xi

a, xi
b) specifying the amounts

allocated to player i. Naturally, the feasibility of any such allocation requires

x1
h + x2

h ≤ 4

for each good h = a, b. Player 1 has preferences represented by the Cobb-Douglas
utility function

U 1
(
x1

a , x1
b

) = x1
a · x1

b ,

whereas player 2’s preferences display fixed-proportion requirements and are
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Table 4.7: A strategic-form game

2
1 a b c

A 1, 1 10, 0 −1, −2
B 0, 10 10, 10 0, −2
C −2, −1 −2, 0 −2, −2

Table 4.8: A strategic-form game

2
1 a b

A 1, 1, 1 0, 0, 1
B 0, 0, 1 0, 0, 1

Table 4.9: A strategic-form game

2
1 a b

A 1, 1, 1 0, 0, 1
B 0, 0, 1 0, 0, 1

3 M

2
1 a b

A 0, 0, 0 0, 0, 0
B 0, 0, 0 1, 0, 0

N

represented by

U 2
(
x2

a , x2
b

) = min
{

x2
a , x2

b

}
.

The allocation mechanism considered is as follows:

� In the first stage, player 1 proposes two vectors in R
2
+, y ≡ (ya, yb) and

z ≡ (za, zb), such that

yh + zh = 4 (h = a, b).

The two vectors proposed, y and z, are interpreted as alternative “subbas-
kets” dividing the total amounts available for both goods.

� In the second stage, player 2 chooses one of these subbaskets, y or z, this
choice then becoming her own allocation. The subbasket not chosen by
player 2 determines the allocation of player 1.

1. Formulate the allocation mechanism proposed as a two-stage game and
define precisely the strategy spaces for each player.

2. Find a subgame-perfect equilibrium of this game.
3. Is there any other Nash equilibrium whose payoffs are different from those

obtained in the previous point? Discuss your answer.
4. Reconsider the three previous points for a modified mechanism in which

player 2 is given the additional option of destroying the whole basket.
(If player 2 decides to destroy the basket, its contents are fully wasted.)

5. Reconsider the four previous points for the case in which the basket to be
divided still contains 4 units of good a but has instead 5 units of good b.



CHAPTER 5

Refinements of Nash equilibrium: applications

5.1 Oligopoly (II): sequential moves

5.1.1 Stackelberg model

Nearly a century had elapsed since Cournot (1838) published his seminal work,
when von Stackelberg (1934) proposed an alternative model of oligopolistic com-
petition. This model, in contrast with Cournot’s and Bertrand’s (cf. Sections 3.1.1
and 3.1.2), embodies an important asymmetry between the competing firms. Specif-
ically, one of the firms, called the “leader,” is assumed to adopt its output decision
first. More generally, the leader may be simply conceived as having the capacity
of committing itself to whatever output it wishes before the other firms make their
corresponding decision. Formally, the strategic situation thus induced is modeled
as a two-stage game where

(a) in the first stage, the leader determines its output;
(b) in the second stage, the remaining firms (the “followers”) choose simulta-

neously their respective outputs.

Consider, for simplicity, the case of just two firms (a duopoly) that display constant
and identical marginal costs and face a linear demand function (recall (3.8) and
(3.9)). That is, the cost and inverse-demand functions are as follows:

Ci (qi ) = c qi , c > 0, i = 1, 2, (5.1)

P (Q) = max [M − d Q, 0] , M, d > 0, (5.2)

where each qi stands for the output produced by firm i and Q ≡ q1 + q2 is the
aggregate output.

Suppose firm 1 is the leader and firm 2 is the follower. Then, the strategy space
of firm 1 in the Stackelberg game is simply given by

S1 = R+,

with a typical element s1 sometimes also denoted by q1, the usual notation for
output choices. On the other hand, the strategy space of firm 2 is

S2 = {s2 : R+ → R+, q2 = s2(q1)}.
151
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q22

1 q1

(π1(q1, s2(q1)), π2(q1, s2(q1)))

Figure 5.1: Stackelberg duopoly.

Given these strategy spaces, the payoff functions πi : S1 × S2 → R determine the
profits earned by each firm as follows:

π1(s1, s2) = {max[M − d( s1 + s2(s1)), 0] − c} s1

π2(s1, s2) = {max[M − d( s1 + s2(s1)), 0] − c} s2(s1).

The extensive-form representation of the game is informally illustrated in
Figure 5.1.

As explained in Chapter 4, the natural approach to analyze such a multistage game
is to focus on its subgame-perfect equilibria. To compute them, one must proceed
backward in the game and first determine the equilibrium reactions by firm 2 to
every initial decision of firm 1.More precisely, one has to find the optimal actions
of firm 2 in each of the subgames induced by every possible strategy by firm 1.
Such contingent pattern of optimal actions defines the only “credible” strategy of
firm 2, s̃2 (·) , that may form part of any subgame-perfect equilibrium.

To compute s̃2, we solve the optimization problem:

max
q2∈R+

{max [M − d (q1 + q2) , 0] q2 − c q2} ,

for every possible given value of q1. The first-order necessary conditions for an
interior solution q̃2 > 0 are

M − dq1 − 2dq̃2 − c = 0,

which, allowing for boundary solutions, induce a strategy s̃2 (·) defined as follows:

s̃2 (q1) = max

{
M − c − dq1

2d
, 0

}
. (5.3)

Note that this optimal strategy s̃2(·) coincides with the reaction function of firm 2,
η2(·), as defined by (3.12) for the traditional Cournot model with simultaneous
decisions. Anticipating such behavior by firm 2 in the second stage of the game,
the optimal decision by firm 1 in the first stage is obtained by solving the following
optimization problem:

max
q1∈R+

{max [M − d (q1 + s̃2 (q1)) , 0] q1 − c q1}

which, abstracting for notational simplicity from non-negativity constraints, can be
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rewritten as follows:

max
q1∈R+

{[
M − d

(
q1 + M − c − dq1

2d

)]
q1 − c q1

}
.

As formulated, the above decision problem embodies the idea that firm 1 correctly
predicts what would be the (optimal) subsequent reactions by firm 2 to any of its own
possible choices. The corresponding first-order condition for an interior maximum
yields the solution:

q̃1 = M − c

2d
. (5.4)

If the “market size” is large enough relative to production costs (specifically,
if M > c) their respective optimization problems indeed yield interior solutions
for both firms. In that case, the unique subgame-perfect equilibrium of the game
(s̃1, s̃2(·)) has s̃1 = q̃1, as given in (5.4), and s̃2(·) as defined by (5.3). Introducing
q̃1 in (5.3), the output produced by firm 2 in equilibrium becomes

q̃2 = M − c

4d
. (5.5)

Comparing (5.4) and (5.5) to the (symmetric) equilibrium output profile (q∗
1 , q

∗
2 )

obtained in the Cournot model for the same scenario (cf. 3.11), we observe that,
in line with intuition, the Stackelberg model induces a larger production for the
leader (q̃1 > q∗

1 ) but smaller for the follower (q̃2 < q∗
2 ). In fact, it is easy to check

that the equilibrium profits of each firm in the two contexts maintain an analogous
relationship. This is illustrated diagrammatically in Figure 5.2, which should be
compared with Figure 3.1 for the Cournotian model.

5.1.2 Price competition under capacity constraints*

As explained in Subsections 3.1.1 and 3.1.2, oligopoly models in which either prices
or quantities are the strategic variables may lead to sharply different conclusions. In
view of this state of affairs, one may naturally wonder which of these two scenarios
provides a better model of oligopolistic competition. From a descriptive viewpoint,
it might be claimed that Bertrand’s approach seems a better approximation to reality.
For, as casual observation suggests, firms tend to set their own prices (i.e., their
decision variables are prices), the associated demand then following from those
prices as a result of consumers’ aggregate reaction to them.

Furthermore, it may be argued that Bertrand’s approach has a certain modeling
advantage over the Cournot setup. Since in the Bertrand model prices are not an
endogenous consequence of the firms’ decisions but the decisions themselves, one
does not need to resort to any additional mechanism (often artificial, such as the
theoretical construct of an auctioneer) to determine market-clearing prices. In this
sense, therefore, the Bertrand setup may be said to include an explicit description of
all components required to understand how the market actually operates. Instead,
this same viewpoint would argue that, in contrast, the Cournot framework is either
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Figure 5.2: Cournot and Stackelberg equilibria.

an incomplete model of market-based competition or an approach based on weak
(ad hoc) theoretical foundations.

The previous considerations notwithstanding, a well-known contribution by
Kreps and Scheinkman (1983) shows that a certain natural variant of Bertrand com-
petition is not, after all, so different from Cournot competition. Here, we present
a simplified description of their approach that nevertheless is sufficient to bring
across the main insights.

Kreps and Scheinkman follow the lead of Edgeworth (1897) and embed Bertrand
competition in a context in which firms experience capacity constraints. The capac-
ity constraint faced by each firm defines an upper bound on the amount that firms
may produce and sell in the market once their prices are set. The key difference
with Edgeworth’s approach is that Kreps and Scheinkman postulate that the capac-
ity enjoyed by a firm is not an exogenous parameter of the model but an endogenous
choice adopted by firms in a stage preceding that of price competition. Of course,
to make the problem interesting, capacity building is assumed costly, its level being
decided by a (correct) anticipation of its implications in the ensuing phase of price
competition. Overall, the problem is formulated as a two-stage game, the first stage
having firms fix their capacity and the second one making them determine their
prices. As we shall see, the main conclusion obtained from the model is that, at a
subgame-perfect equilibrium, the market outcome coincides with that induced by
the Cournot model when costs (incurred both by capacity and actual production)
are added across the two stages.

Next, the model is presented formally. There are two firms, 1 and 2, involved in
a game displaying two stages. In the first stage, both firms choose independently
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(i.e., “simultaneously”) their respective capacities Ki , i = 1, 2. Then, in the second
stage, having accurately observed each other’s capacity choice, they choose, again
independently, their respective prices pi , i = 1, 2. Given the capacity Ki decided
by each firm i in the first stage, its output qi produced (and sold) in the second
stage must satisfy qi ≤ Ki . That is, capacity variables are measured in terms of the
output they allow firms to produce.

To fix ideas, we shall find it useful to focus our discussion on a symmetric and
linear model of duopoly, where the demand function is linear,

P (Q) = max [M − d Q, 0] , M, d > 0,

and capacity and production costs are linear as well:

Ci (Ki ) = cKi , c ≥ 0

C̃i (qi ) = c̃qi , c̃ ≥ 0

with c + c̃ < M. We also find it convenient to rely on two further simplifications.
First, it will be postulated that only capacity building is costly; i.e., c > 0 but c̃ = 0.
Second, the ranges of admissible capacity choices (in the first stage) and prices (in
the second stage) are bounded above, for each i = 1, 2, as follows:

Ki ≤ M

3d
≡ K̄ (5.6)

pi ≤ M. (5.7)

Note that the upper bound K̄ on capacity choice coincides with what would be the
ordinary Cournot equilibrium outputs at zero total costs. (Bear in mind, however, that
Cournot equilibrium outputs in the present context are (M − c)/(3d) < (M)/(3d),
since total costs c are positive.) On the other hand, the upper bound M on prices
simply reflects the idea that firms should not set prices above the point where they
are already sure to fetch no demand.

Most of the above simplifications (linearity, zero production costs, or upper bound
on prices) can be relaxed easily – cf. Exercise 5.5. The only difficult assumption
to dispense with concerns the upper bound on capacities contemplated in (5.6).
Its main role is to allow the analysis to focus on pure-strategy equilibria. Whereas
the main conclusion still goes through without such a restriction (i.e., Cournot
outcomes still obtain at equilibrium), the argument becomes substantially more
involved since mixed strategies must then be used to allow for randomized behavior
off the equilibrium path.

Given the previous simplifications, the strategy spaces of the game Si can be
identified with the Cartesian product [0, K̄ ] × Gi , where

Gi ≡ {gi : [0, K̄ ] × [0, K̄ ] → [0,M], pi = gi (K1, K2)}
is interpreted as the set of pricing rules, which are functions of observed
capacities. To complete the specification of the game, we need to define the
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payoff functions πi : S1 × S2 → R, i = 1, 2. To do so, we divide the strategy pro-
files into two different classes:

(a) If s = (s1, s2) = ((K1, g1(·)), (K2, g2(·))) is such that pi = gi (K1, K2) <
p j = g j (K1, K2), j �= i, then

πi (s) = min

[
M − pi

d
, Ki

]
pi − cKi (5.8)

π j (s) = min

{
max

[
M − p j

d
− Ki , 0

]
, K j

}
p j − cK j . (5.9)

(b) If s = (s1, s2) = ((K1, g1(·)), (K2, g2(·))) is such that pi = gi (K1, K2) =
p j = g j (K1, K2), j �= i, then

πi (s) = min

{
1

2

M − pi

d
+ max

[
1

2

M − p j

d
− K j , 0

]
, Ki

}
pi − cKi

(5.10)

πj (s) = min

{
1

2

M − p j

d
+ max

[
1

2

M − pi

d
− Ki , 0

]
, K j

}
p j − cK j .

(5.11)

The interpretation of the above expressions is as follows. On the one hand, (a)
deals with the case in which some firm i “posts” alone the lowest price. This
leads firm i to absorb the whole demand up to capacity, i.e., min[(M − pi )/d, Ki ],
obtaining the profits specified in (5.8). Therefore, if Ki > (M − pi )/d, firm i’s
capacity is not a binding restriction and this firm serves the whole of prevailing
demand (correspondingly, firm j(�= i) obtains no residual demand). However, if the
opposite inequality applies, firm i is forced to exhaust its own capacity, leaving still
some residual demand unsatisfied. In this case, firm j gains access to that fraction
of the residual demand that is consistent with its own price, i.e., (M − p j )/d − Ki .
Once the capacity constraint of firm j is taken into account, this results into the
profits indicated in (5.9).

Note that the latter considerations embody an important implicit assumption
concerning the rationing scheme operating in the market. Specifically, rationing
is assumed to be efficient, in that every consumer who purchases the good has a
willingness to pay for it that is above p j , the highest posted price, which is also the
marginal cost to consumers of buying the good. This feature of the rationing mecha-
nism would necessarily result ex post if “fortunate” (nonrationed) consumers could
frictionlessly resell the good to other rationed consumers with a higher valuation
for it. But, of course, there are conceivable rationing mechanisms that would not
have this property (e.g., proportional schemes – cf. Exercise 5.4). For those cases,
our analysis does not necessarily apply, as explained below.

Let us now turn to explaining (b) above. This addresses the situation where both
firms offer the same price pi = p j . In this case, (5.10) and (5.11) simply reflect the
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idea that both firms are entitled to share the induced market demand equally. Thus,
if half of the total demand (i.e., 1/2(M − pi )/d) can be served by firm i given its
capacity constraint Ki , this firm is sure to sell at least this amount. But, if the other
firm j cannot satisfy its “notional” demand 1/2(M − pi )/d, then firm i can also
serve that part of the induced residual, 1/2(M − pi )/d − K j , to the extent that it
is feasible given its own capacity constraint Ki .

We shall be interested in the pure-strategy subgame-perfect equilibria of the two-
stage game just described. Let s∗ = (s∗1 , s

∗
2 ) = ((K ∗

1 , g∗
1(·)), (K ∗

2 , g∗
2(·))) be some

such equilibrium. The characterization of these equilibria follows from the follow-
ing two claims.

Claim 1: Given any (K1, K2) ∈ (0, K̄ ]2, g∗
1(K1, K2) = g∗

2(K1, K2) = M −
d(K1 + K2) and, therefore, the firms produce to full capacity.

To prove this first claim, we start by ruling out that, given any (K1, K2)
as described, any of the different alternative possibilities may be consistent
with equilibrium behavior.

(i) First, suppose that p ≡ g∗
1(K1, K2) = g∗

2(K1, K2) < M − d(K1 +
K2). Then, both firms ration their consumers and either of them, say
i, could benefit from deviating to a price slightly above p. Then, it
would still be able to sell the same amount Ki at that higher price.

(ii) Suppose now that p ≡ g∗
1(K1, K2) = g∗

2(K1, K2) > M − d(K1 +
K2). Then, some firm i is not selling to its full capacity Ki . Therefore,
if it were to deviate and offer a price slightly lower than p, it would
increase its sales by some amount bounded above zero, which would
increase its profits.

(iii) Finally, consider the possibility where firms charge different prices, say
pi ≡ g∗

i (K1, K2) < p j ≡ g∗
j (K1, K2). In this case, if firm i is rationing

some consumers (and thus selling at full capacity), raising its price
slightly would increase its profits. Thus, suppose that firm i is not
rationing consumers. Then, since pi has to be optimal for this firm,
it must be obtaining the monopoly profit. But this implies that firm
j is facing zero demand and could therefore benefit by deviating and
offering a price p′

j ≤ pi .

The previous considerations establish that every equilibrium must be as
described for each feasible (K1, K2). That is, the above conditions are
necessary for equilibrium behavior. To show that they are also sufficient,
we need to verify that no unilateral deviation is profitable. In what follows,
we discard downward and upward deviations in turn.

– Concerning a deviation downward (i.e., some firm i choosing a price
p′

i < pi = p j = M − d(K1 + K2)), the fact that each firm i is al-
ready selling at full capacity with price pi means that a lower price is
obviously detrimental to its profits. This rules out such a deviation.
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– Concerning a deviation upward (i.e., to some price p′′
i > pi = p j =

M − d(K1 + K2)), the induced profits are (in view of (5.9)) given by

π̃i (p′′
i , p j ) ≡

(
M − p′′

i

d
− K j

)
p′′

i − cKi

or, if we denote by q ′′
i the output which satisfies

p′′
i = M − d(q ′′

i + K j )

we can rewrite firm i’s profits as follows:

π̃i (p′′
i , p j ) = q ′′

i (M − d(q ′′
i + K j )) − cKi .

In the game being considered, once capacities Ki and K j are cho-
sen in the first stage, they are irreversibly fixed. Therefore, maxi-
mizing π̃i (p′′

i , p j ) in the second stage is equivalent to maximizing
q ′′

i (M − d(q ′′
i + K j )). On the other hand, the fact that K j ≤ K̄ ≡

M/3d implies that firm i’s profit is increasing in q ′′
i and, therefore, de-

creasing in p′′
i . Thus, within the range p′′

i ∈ [pi ,M] (or, equivalently,
for q ′′

i ∈ [0, Ki ]), π̃i (p′′
i , p j ) is maximized at p′′

i = pi (or q ′′
i = Ki ).

This shows that an upward deviation on prices is not profitable either
and completes the proof of claim 1.

Claim 2: Given the second-stage pricing rules specified in Claim 1 (i.e.,
g∗

i (K1, K2) = M − d(K1 + K2) for each i = 1, 2), the capacity profile
(K ∗

1 , K ∗
2 ) = ((M − c)/3d, (M − c)/3d) defines a Nash equilibrium in the

first stage of the game; i.e., capacities (and therefore ensuing outputs) in-
duce a Cournot equilibrium for underlying total costs given by c (recall
(3.11)).

To prove this second claim, we build on claim 1 as follows. First, note
that, given K ∗

j , g∗
1(·) and g∗

2(·), the payoff to be earned by each firm i from
any particular choice of Ki in the first stage is equal to Ki (M − d(Ki +
K ∗

j )) − cKi . Then, it follows from the analysis undertaken in Subsection
3.1.1 (cf. (3.11)) that

Ki

(
M − d

(
Ki + M − c

3d

))
− cKi

≤ M − c

3d

(
M − d

(
2

M − c

3d

))
− c

M − c

3d

for all Ki ≥ 0. Hence, the claim is readily confirmed.

We conclude, therefore, that if firms must commit to costly production ca-
pacities before price competition determines actual production needs, there is a
(unique)69 subgame-perfect equilibrium that reproduces the traditional Cournot
outcome. Specifically, firms set capacities (and also, subsequently, corresponding

69 See Exercise 5.6.
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productions) that coincide with the Cournot-Nash equilibrium values for the total
costs involved (i.e., capacity and production costs). Thus, quite surprisingly, we find
out that the endogenous quantity rigidity imposed on the second stage by the prior,
and therefore irreversible, capacity choices deprives price (or Bertrand) competition
of much of its otherwise aggressively competitive features – recall Subsection 3.1.2.

5.2 Markets (II): decentralized price formation

So far in this book, the crucial issue of how prices are formed in a market context
has either been abstracted from (e.g., the Cournot model) or has been approached in
a quite asymmetric fashion (e.g., the Bertrand model, where prices are the object of
choice of only one side of the market). In this section, we model the phenomenon of
price determination explicitly, conceiving it as the strategic outcome of a bilateral
bargaining setup. First, in Subsection 5.2.1, only two fixed parties are involved
throughout the intertemporal process of bargaining. Then, in Subsection 5.2.2, this
stylized setup is extended to a large-population environment, where every bilateral
encounter unfolds under the threat that, in the case of disagreement, bargaining
may proceed afresh with different partners.

5.2.1 Bilateral strategic bargaining

Consider a process of bargaining between two individuals, 1 and 2, who have to
decide how to divide a certain surplus. Possible examples for this surplus are, say, a
monetary prize to which both agents are jointly entitled or the relative contribution
of each of them to the production of a bilateral public good. Here, however, our
preferred motivation is to view the surplus in question as the monetary gains from
trade to be divided between a buyer and a seller of a certain indivisible object
(see Subsection 5.2.2 for details). In this case, the surplus can be conceived as the
difference between the monetary value of the good for the buyer (say, player 2)
and that of the seller (player 1). Without loss of generality, we normalize the first
magnitude to be equal to unity and the second to zero. Thus, any bargaining proposal
can be identified with a “price” x ∈ [0, 1] to be paid for the good in question. If
the transaction materializes at that price, player 1 (the seller) receives a net benefit
equal to x and player 2 (the buyer) a net benefit of 1 − x .

In this setup, the intertemporal bargaining process is modeled as a sequence
of alternating offers, corresponding responses, and possible counteroffers. Time
is taken to be discrete, with periods indexed by t ∈ {1, 2, . . . , T }. Initially, T is
assumed finite (i.e., the bargaining process lasts for at most a finite number of
periods). Later on, we make T → ∞, thus considering a process with unbounded
time horizon.

The rules of the bargaining process are as follows.

� In odd periods, t = 1, 3, 5, . . . , player 1 is the proposer and suggests a
certain division of the surplus of the form (x (t), 1 − x (t)), where the
first and second components of this vector are interpreted as the shares
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associated to players 1 and 2, respectively. In even periods, t = 2, 4, 6, . . . ,
it is player 2’s turn to be the proposer, suggesting some surplus division
with the same format.70

� In any period t, after the corresponding player i (1 or 2, depending on
whether t is odd or even) has made her proposal (x (t) , 1 − x (t)), the other
player j �= i (the “responder”) may accept or reject it.

– If player j accepts the proposal, the corresponding division of the surplus
is carried out and players 1 and 2 receive the respective payoffs

(δt−1x(t), δt−1(1 − x(t))),

where δ < 1 is a common discount rate. Thus, when an agreement occurs,
the induced payoffs are taken to be linear in the share of the surplus
received but discounted over time at a constant rate.

– If player j rejects i’s proposal, two possibilities may arise:

*when t < T , the process enters period t + 1, and then it is player j’s turn
to make her proposal;

*when t = T, the process ends and each player receives a zero payoff.

The above described multistage game models the bargaining process as a stylized
concatenation of proposals and counterproposals. If an agreement is not reached
early on, as the game is pushed toward further stages, the consequent passage of
time is costly to the players because the payoffs resulting from late agreements
are correspondingly discounted. Such payoff discounting can be provided with
different interpretations. For example, one may suppose that the surplus actually
shrinks (deteriorates) over time or, perhaps more naturally, that players are impatient
and value positively an early resolution of matters. In any case, it will become clear
that payoff discounting with time plays a crucial role in the model. It is only because
time is costly that players may display any inclination to compromise.

The extensive-form representation of the game is schematically illustrated in
Figure 5.3. Its analysis will be carried out inductively on T, the bargaining
horizon.

Consider first the case with T = 1. The unique subgame-perfect equilibrium of
this game is trivial: player 1 proposes (1, 0) and player 2 accepts any proposal.
To see this, first note that any strategy by player 2 that should qualify as optimal
in every subgame must involve accepting all (x, 1 − x) with 1 − x > 0 (i.e., as
long as x < 1). This uniquely determines player 2’s equilibrium strategy except for
the subgame associated to the proposal (1, 0) by player 1. In this subgame, either
“accept” or “reject” is an optimal reaction by player 2, because both provide her with
the same payoff of zero. Consider first the possibility that player 2 might choose
to “reject” in this subgame. Then, player 1 would have no best proposal (i.e., no
optimal strategy) in response to it. For, in this case, player 1 would like to propose
an “infinitesimally positive” share for her opponent, a magnitude which is not well

70 Alternatively, which player (1 or 2) starts the bargaining process as the proposer could be chosen randomly. In
fact, this is the formulation adopted in Subsection 5.2.2 to render the buyer and seller positions fully symmetric.
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Figure 5.3: Bargaining process with alternating offers.

defined.71 Therefore, no equilibrium would exist. Instead, if player 2’s strategy
prescribes accepting the proposal (1, 0) – as well as all the others, of course –
the optimal proposal by player 1 is exactly this proposal, thus leading to the unique
subgame-perfect equilibrium indicated.

Now, let T = 2. In this case, we know from the above considerations that if the
process were to reach the last period (t = 2), the whole surplus would be taken
by player 2 (the one who proposes then). Therefore, taking into account the time
discount of δ this possibility would entail, it is clear that player 2 will accept
proposals by player 1 only at t = 1, (x (1) , 1 − x (1)), that satisfy

1 − x (1) ≥ δ · 1. (5.12)

In other words, since any subgame-perfect equilibrium of the whole game must in-
volve playing the (unique) subgame-perfect equilibrium from t = 2 onward, every
optimal strategy by player 2 must prescribe rejecting at t = 1 any proposal that vio-
lates (5.12). In fact, by an argument analogous to the one explained above for T = 1,
the equilibrium strategy of player 2 should accept all proposals that satisfy such
(weak) inequality. In view of this, the equilibrium strategy by player 1 must involve
a first-period proposal that maximizes her own share of the surplus subject to (5.12).
That is, she must propose (1 − δ, δ), which, as indicated, player 2 accepts. This is the
outcome induced by the (again unique) subgame-perfect equilibrium of the game.

Next, let T = 3.Proceeding in an analogous manner, it follows that, in a subgame-
perfect equilibrium, player 2 accepts any first-period proposal that satisfies

1 − x (1) ≥ δ (1 − δ) . (5.13)

For, if she were to reject the initial proposal by player 1, player 2 would find herself
as the initial proposer of a two-period bargaining game. She would then be in the
same position as player 1 in the above considered game (with T = 2) where, in
the unique subgame-perfect equilibrium, she would obtain a share of the surplus
equal to (1 − δ). Appropriately discounted, this yields a payoff of δ (1 − δ), the
lower bound contemplated in (5.13). Thus, if player 2 accepts in equilibrium any
proposal that satisfies such a lower bound, the first-period equilibrium proposal by
player 1 must coincide with the largest x(1) consistent with it. That is, she proposes
(1 − δ (1 − δ) , δ (1 − δ)) at t = 1 and player 2 accepts it.

71 More precisely, the problem here is that player 1’s relevant choice set (i.e., the set of proposals acceptable to
player 2) is not compact.
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Iterating the argument for any finite T, we conclude that the unique subgame-
perfect equilibrium induces the following surplus division:(

1 − δ+ δ2− δ3+ · · · + (−1)T−1 δT−1, δ − δ2 + δ3 − · · · + (−1)T δT−1
)
,

or, more compactly,(
1 − (−1)T δT

1 + δ ,
δ + (−1)T δT

1 + δ

)
. (5.14)

This outcome is supported by strategies that, as required by the notion of
subgame-perfect Equilibrium, define a Nash equilibrium in every possible sub-
game. For each player i = 1, 2, these strategies may be described as follows:

(a) For any t = 1, 2, . . . , if player i is the proposer at t, she demands for her
the following share of the surplus

1 − (−1)T−t+1 δT−t+1

1 + δ ,

and offers the complementary amount to j �= i.
(b) For any t = 1, 2, . . . , if player i is the responder, she accepts any proposal

by j �= i where i’s share is at least as large as

δ + (−1)T−t+1 δT−t+1

1 + δ
and rejects all the rest.

The above strategies lead to immediate agreement on (5.14) and therefore provide
an actual response for only one of the shortest possible “histories” of play. Of
course, this does not mean that those strategies can either remain silent or behave
abitrarily (albeit only hypothetically) for all other histories. As explained, they
must define a Nash equilibrium for every “continuation subgame,” even for those
arising after very long (and counterfactual) histories. At this point, it is worthwhile
stressing that such a requirement of subgame perfection is crucial for our former
clear-cut analysis. For, if we allowed for arbitrary Nash (nonperfect) equilibria,
essentially any agreement (no matter how asymmetric or delayed it might be) could
be supported as an equilibrium outcome of the bargaining game – see Exercise 5.8.
By way of illustration, consider (assuming that T is even) the following strategies:

(i) For player 1,
– in each t = 1, 3, 5, . . . , T − 1, she proposes (1,0);
– in each t = 2, 4, 6, . . . , T, she accepts any player 2’s proposal (x, 1 − x).

(ii) For player 2,
– in each t = 2, 4, 6, . . . , T, she proposes (0,1);
– in each t = 1, 3, 5, . . . , T − 1, she rejects any player 1’s proposal

(x, 1 − x) .
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The former pair of strategies define a Nash equilibrium. On the one hand, player
1 cannot gain from any unilateral deviation because, given the strategy of player 2,
the most player 1 can ever attain is a zero payoff (either a null share of the surplus
or eventual disagreement). On the other hand, given that player 1 never offers 2
any positive share of the surplus but accepts any of the latter’s proposals, the best
player 2 can do is to propose (0, 1) in the first period when she acts as a proposer
(i.e., t = 2). This is precisely what her strategy prescribes.

The strategies (i) and (ii) give rise to an outcome very different from immediate
agreement on (5.14). Specifically, they lead to a situation in which player 2 obtains
the full surplus at stake with one-period delay. As explained, this is possible only
because the behavior prescribed is not “credible”; i.e., those strategies do not define
a Nash equilibrium in every subgame. For example, in contrast with what player
2’s strategy postulates, it can never be optimal for this player to reject any proposal
(x, 1 − x) by player 1 with 1 − x > δ. The maximum discounted payoff player 2
can conceivably achieve by rejecting any such proposal is δ, i.e., the discounted
payoff (as viewed from the current period) derived from obtaining the whole surplus
with one-period delay. Thus, if she rejected a proposal (x, 1 − x) with 1 − x > δ,
she would be playing a strictly dominated strategy (therefore, never part of an
equilibrium) in the subgame following that proposal.

The finite-horizon bargaining model just considered was proposed by Stahl
(1972). Later, Rubinstein (1982) studied an infinite-horizon version of it where
players’ bargaining is not constrained to a maximum preestablished duration and,
in case an agreement is never reached, both players earn a null payoff. Heuristi-
cally, one can think of such an infinite-horizon context as one where T = ∞. To
find one subgame-perfect equilibrium for this infinite-horizon context, it turns out
to be enough to take T → ∞ on the finite-horizon equilibrium strategies described
by (a) and (b). Doing so, we obtain the following strategies for each player i = 1, 2.

(†) For any t = 1, 2, . . . , if player i is the proposer at t, she demands (for her)
the following share of the surplus:

1

1 + δ ,

and offers the complementary amount to j �= i.
(‡) For any t = 1, 2, . . . , if player i is the responder, she accepts any proposal

by j �= i where i ′s share is at least as large as

δ

1 + δ
and rejects all the rest.

To verify that these strategies indeed define a subgame-perfect equilibrium of
the infinite-horizon game, it is useful to observe that the underlying bargaining
context is essentially stationary. Specifically, note that every two subgames starting
at the beginning of an even period are isomorphic and, on the other hand, the same
happens with all those starting at the beginning of every odd period. Because of
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this stationarity, to verify that (†) and (‡) define a subgame-perfect equilibrium, it is
enough to check that these strategies induce a Nash equilibrium of the continuation
game at any arbitrary even or odd period.

Consider, for concreteness, the case of player 1 and assume that player 2’s strategy
is given by (†) and (‡). If the period in question is odd and player 1 is the proposer,
the division (1/(1 + δ), δ/(1 + δ)) prescribed by (†) is the best proposal she can
offer among those that would be accepted by player 2. And if she were to propose
instead something more ambitious (i.e., a proposal (x, 1 − x) with x > 1/(1 + δ)),
this would lead to its rejection by player 2 and thus to a discounted payoff which
could be no higher than δ2/(1 + δ), i.e., the “present value” of obtaining a share of
the surplus equal to δ/(1 + δ) next period, which is obviously lower than 1/(1 + δ).

Now suppose that the period in question is even and 1 plays the responder role.
Then, as prescribed by (†), it is optimal for her to reject any surplus share strictly
lower than δ/(1 + δ). For, by so doing, the continuation equilibrium provides her
with the share 1/(1 + δ) next period and a present value equal to δ/(1 + δ). On the
other hand, the acceptance of a share no smaller than the lower bound δ/(1 + δ)
is also optimal because, again, that lower bound is the present value of what she
may expect to get from rejecting the offer and starting as a proposer next period.
Combining these considerations, we conclude that, given the strategy played by
her opponent, the strategy specified by (†) and (‡) is indeed optimal for player 1 in
every subgame. The confirmation of a similar conclusion for player 2 can be done
analogously.

Once confirmed that the strategies given by (†) and (‡) define a subgame-perfect
equilibrium of the infinite-horizon bargaining game, a full parallelism with the anal-
ysis conducted for the finite-horizon context still requires establishing its unique-
ness. To do so, we shall rely on an argument proposed by Shaked and Sutton (1984)
that again exploits in an elegant manner the stationarity of the dynamic game. Even
though their original argument applies generally to any subgame-perfect equilib-
rium, we shall restrict our consideration here to those that will be labeled as pseudo-
stationary, namely, equilibria whose strategies may possibly depend on time but
not on any of the events of past history that occurred before the current period
of play.72 This will simplify matters substantially by allowing us to speak unam-
biguously of the continuation payoffs that any given equilibrium induces for either
player from any period t onward. For convenience, these payoffs are evaluated (i.e.,
discounted) from that same t onward – thus, for example, any agreement (x, 1 − x)
achieved at t ′ ≥ t yields, when evaluated at t, a continuation payoff vector equal to
(xδt ′−t , (1 − x)δt ′−t ).

Consider any given pseudo-stationary subgame-perfect equilibrium of the
infinite-horizon bargaining game, and denote by ω1 the payoff obtained in it by
player 1. On the other hand, let ω′

1 stand for the continuation payoff which player 1
would earn in that equilibrium if (after some unpredicted deviations) the process
were to reach t = 3.We now want to verify that ω1 and ω′

1 are related through the

72 In a heuristic sense, these equilibria reflect the idea that “bygones are bygones”; i.e., the past can have no
bearing on the future if it does not affect the available possibilities (strategic or otherwise).
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following expression:

ω1 = 1 − δ + δ2ω′
1. (5.15)

This follows from a slight variation of the backward-induction logic explained
above for a game whose horizon is T = 3. First, note that, since player 1 obtains the
payoff ω′

1 if the process reaches t = 3, the unique equilibrium proposal on 2’s part
at t = 2 must be (δω′

1, 1 − δω′
1). Taking this into account, the unique equilibrium

proposal by 1 at t = 1 becomes (1 − δ + δ2ω′
1, δ − δ2ω′

1),which must be accepted
by player 2. This induces an equilibrium payoff ω1 for player 1 that fulfills (5.15).

Let ω̂1 be the supremum computed over the payoffs that player 1 may obtain
in some pseudo-stationary subgame-perfect equilibrium. (This supremum is well-
defined, because the set of such equilibria includes the one given by (†) and (‡)
and therefore is nonempty.) To compute ω̂1, define the function h(·) from (5.15) as
follows:

ω1 = h(ω′
1) ≡ 1 − δ + δ2ω′

1.

Since the function h(·) is increasing and continuous, it follows that the highest payoff
player 1 can earn in the game through a pseudo-stationary subgame-perfect equi-
librium is obtained when precisely this same highest payoff is also the continuation
payoff at t = 3. Formally, this allows us to write

ω̂1 = 1 − δ + δ2ω̂1.

That is, the maximum equilibrium payoff (at t = 1) coincides with that obtained
when the continuation payoff at t = 3 is also maximum. Hence we obtain

ω̂1 = 1

1 + δ .

On the other hand, let ω̃1 be the infimum computed over the payoffs that player 1
can obtain in some pseudo-stationary subgame-perfect equilibrium. Again, this
infimum is well defined. The above argument can be trivially adapted to conclude
that the infimum equilibrium payoff must exactly coincide with that induced by the
infimum continuation payoff at t = 3. Therefore, we have

ω̃1 = 1

1 + δ .

Since, as it turns out, ω̂1 = ω̃1, this common value must be the unique payoff
obtained by player 1 in any pseudo-stationary subgame-perfect equilibrium. Thus,
payoff-wise, every such equilibrium is equivalent to the one given by (†) and (‡).
In fact, since the above argument is history independent, it is easy to see that,
strategy-wise as well, the only pseudo-stationary subgame-perfect equilibrium is
the one given by (†) and (‡) – cf. Exercise 5.10.
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5.2.2 Strategic bargaining in a population context∗

We now turn to a model due to Rubinstein and Wolinsky (1985) where bargaining
is still formulated as a two-party affair. It is not conceived, however, as an isolated
phenomenon but as part of an unfolding population process that endogenously
determines the relevant outside option. This option, therefore, is simply the outcome
predicted for an analogous process of bargaining that could be started in the future
with some other partner, if an agreement fails to be reached with the current one.
Thus, in the present case, the payoff to be expected by any pair of agents if their
bilateral process of bargaining is discontinued is not a parameter of the model
(i.e., a zero payoff, as in Subsection 5.2.1) but an endogenous variable of the model.
To fix ideas, we shall think of this context as a market consisting of many agents,
buyers and sellers, involved in “parallel bargaining.” Therefore, when an agreement
materializes, it can be viewed as the bilateral “price” at which the transaction takes
place, and a reflection of the prevailing “market conditions.”

More precisely, the theoretical framework is as follows. The market consists of
B buyers and S sellers, both to be conceived present in large numbers. Each seller
has only one unit of an indivisible good, for which it has a zero valuation. Every
buyer has one unit of a fully divisible commodity (it can be thought of as money)
and displays a valuation of the indivisible good that, in monetary terms, equals
one. Time is discrete and unbounded. Every period t = 1, 2, . . ., a certain (same)
number of buyers and sellers meet. Some of them meet for the first time while others
may have already been matched in the preceding period (i.e., they are involved in
ongoing bargaining).

At each t, bargaining between any matched pair of buyer and seller proceeds in
the following manner. First, one of them is chosen at random (with equal probability)
to be the proposer. The one so chosen proposes a “price” x ∈ [0, 1]. If accepted by
the other party, the transaction takes place at that price, the buyer receiving a payoff
equal to (1 − x)δt−1 and the seller a payoff equal to xδt−1, where δ < 1 represents
the common discount factor. Those agents then exit the market and are replaced by
a new pair of (yet unmatched) buyer and seller.

Instead, if the price being proposed is not accepted, the buyer–seller pair in
question faces a number of different possibilities next period. On the one hand,
with probability β, the buyer is rematched in t + 1 with some other seller and the
previous relationship is irreversibly discontinued. Analogously, the seller may be
rematched afresh in t + 1, a possibility that occurs with probability α. Since those
two rematching events are assumed stochastically independent, it turns out that with
probability (1 − β)α only the buyer is left unmatched (her former partner having
been rematched with some other buyer) and with probability β(1 − α) only the
seller is left unmatched. Finally, with probability (1 − β)(1 − α) neither of them is
rematched afresh, an event that is taken to mean both of them continue to face each
other at t + 1 in a new bargaining round.

To complete the specification of the matching dynamics, we still need to describe
what happens at any t with those agents who were unmatched at t − 1.For simplicity,
they are assumed to face the same possibilities as those who were formerly matched.
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That is, any formerly unmatched buyer meets a seller with probability β, and any
previously unmatched seller meets a buyer with probability α. Therefore, with the
respective complementary probabilities, 1 − β and 1 − α, the corresponding agent
(i.e., a formerly unmatched buyer or seller) continues to be unmatched in the current
period.

The matching probabilities, β and α, are assumed proportional to 1/B and 1/S,
respectively. Thus, it is posited that

β

α
= S

B
, (5.16)

which simply embodies the idea that matching selection is conducted in an unbiased
fashion over the relevant population. Therefore, the relative odds faced by a typical
buyer or seller reflect the underlying “market conditions,” i.e., the relative scarcity
of either of them.

What should be the format of a player’s strategy in the context described? In
principle, it could be any mapping from past history to current choices, as con-
templated in any general game-theoretic framework (cf. Subsection 1.3.1). Here,
however, we restrict to the much simpler notion that Rubinstein and Wolinsky
(1985) label a semistationary strategy, which postulates that players make their
behavior depend only on observations that belong to the current match.73 That
is, whatever happened earlier with other players is taken to have no bearing on
the proposals and responses to be issued in the prevailing bargaining phase con-
ducted with the most recent partner. With this restriction in place, a strategy for a
buyer or a seller is simply a proposed price x ∈ [0, 1] and a contingent pattern of
responses to be applied at each t (each to be used in either the proposer or respon-
der role), whose specification depends only on the history of the present ongoing
matching.

Focusing on symmetric situations, let us make the “working assumption” that the
bargaining process may be characterized by two given (semistationary) strategies,
σb for buyers and σs for sellers. Then, our first task is to compute the expected
payoffs induced by some such pair of strategies for a matched buyer and a matched
seller. To this end, we find it useful to introduce some notation. First, let Vb and Vs

stand for the expected (discounted) payoffs respectively obtained by a buyer and
seller when they are currently unmatched. On the other hand, denote by Wb and Ws

the expected payoffs respectively obtained by a matched buyer and seller before
bargaining roles have been assigned. Note that these magnitudes can be defined
independently of t and the agent’s identity due to the assumption that the same
semistationarity strategy is used by all buyers and, correspondingly, by all sellers.
This allows one to describe compactly the game played by each pair of matched
buyer and seller as illustrated in Figure 5.4.

73 Despite the fact that the ensuing argument restricts consideration to semistationary strategies, it is not difficult
to see that an equilibrium in those strategies still qualifies as an equilibrium when players are not thus restricted
and may use any arbitrary strategies. The reason justifying this conclusion is simple: if other players use
semistationary strategies, there must always be a best response that is also semistationary.
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Figure 5.4: Bargaining process in a population environment.

The payoff continuation values given by Vh and Wh , h = b, s, are related as
follows:

Vb = δ[βWb + (1 − β)Vb] (5.17)

Vs = δ[αWs + (1 − α)Vs], (5.18)

that is, the payoff of being currently unmatched is a discounted convex combination
of the payoffs associated with either being matched or staying unmatched next
period, with respective weights given by the prior probabilities of each of those two
events. Expressions (5.17) and (5.18) can be rewritten as follows:

Vb = δβ

1 − δ(1 − β)
Wb

Vs = δα

1 − δ(1 − α)
Ws,

which indicate that the continuation payoffs for an unmatched agent are a simple
linear function of the payoffs predicted when being matched. To compute the latter
payoffs, we obviously need to know the proposals and responses chosen by each
type of matched agent (buyer and seller) in each of the two roles, proposer and
responder. In this respect, let us conjecture (for the moment, again, just a working
hypothesis) that there are two prices, xb and xs , which are always put forward by
a buyer or a seller when playing the proposer role. Further conjecture that, in the
responder role, their strategies are of the following simple form:

� For a buyer, accept any price x if, and only if, it satisfies x ≤ xb;
� For a seller, accept any price x if, and only if, it satisfies x ≥ xs .
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Then, we could close the computation of the induced payoffs and write:

Wb = 1 − xb + xs

2
(5.19)

Ws = xb + xs

2
; (5.20)

i.e., the expected payoff of a matched agent would be simply given by the average
payoff induced by the two possible proposals (buyer- or seller-originated).

Our objective now is to identify suitable proposals, x∗
b and x∗

s , whose induced
strategies (with the above format)74 define a subgame-perfect equilibrium for every
bilateral encounter when the ensuing payoffs that players anticipate if their relation-
ship is discontinued are as determined by those proposals as well. Let V ∗

h and W ∗
h

(h = b, s) denote the values obtained from (5.17)-(5.18) and (5.19)-(5.20) when
these expressions are particularized to xb = x∗

b and xs = x∗
s . Then, a straightfor-

ward adaptation of the arguments used in Subsection 5.2.1 for the isolated bilateral
case indicates that any pair of proposals (x∗

b , x∗
s ) – together with the associated

values V ∗
h and W ∗

h (h = b, s) – defines a subgame-perfect equilibrium of every
bilateral encounter if they satisfy the following payoff-indifference conditions:

x∗
b = (1 − (1 − α)(1 − β))V ∗

s + (1 − α)(1 − β)δW ∗
s (5.21)

1 − x∗
s = (1 − (1 − α)(1 − β))V ∗

b + (1 − α)(1 − β)δW ∗
b . (5.22)

The interpretation of the above conditions is the familiar one. For example, (5.21)
embodies the requirement that the equilibrium proposal offered by the buyer when
she is the proposer is the minimum price that makes the seller not prefer to
reject the proposal and enter the following period. An analogous interpretation
can be attributed to (5.22), now concerning the seller’s proposal and the buyer’s
incentives.

Overall, the above conditions give rise to a system of six equations with
six unknowns: V ∗

b , V ∗
s , W ∗

b , W ∗
s , x∗

b , x∗
s . Straightforward algebraic derivations

(cf. Exercise 5.12) show that the unique solution of this system involves the fol-
lowing buyer and seller proposals:

x∗
b = δα + δ(1 − δ)(1 − α)(1 − β)

2(1 − δ) + δα + δβ (5.23)

x∗
s = 2(1 − δ) + δα − δ(1 − δ)(1 − α)(1 − β)

2(1 − δ) + δα + δβ . (5.24)

This model was originally proposed by Rubinstein and Wolinsky (1985) as a
stylized way of shedding light on the following important issue: Can interagent
bargaining be conceived as a decentralized (and auctioneer-free) mechanism to
generate Walrasian outcomes? Of course, a positive answer to this question can be
hoped for only as a limit result, obtained under the assumption that the bargaining

74 Thus, in particular, the values x∗
b and x∗

s also mark the threshold of acceptance for buyers and sellers, respectively.
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process is almost frictionless.75 For otherwise, if bargaining were sluggish or
wasteful, this would necessarily introduce a significant wedge between realized and
Walrasian outcomes for reasons akin to other well-understood sources of market
imperfections. (Recall, for example, the problem of market coordination failure
arising in Section 3.4 as a consequence of time irreversibilities, another particular
instance of trade frictions.)

To be precise, the desired question is posed as follows. How does the equilibrium
outcome of the bargaining population game compare with the Walrasian allocation
when δ → 1? The focus, therefore, is on a context with an arbitrarily small cost of
delay, which is the key source of (potential) inefficiency in the present context.76

Taking limits on δ in (5.23) and (5.24), we obtain

lim
δ→1

x∗
b = lim

δ→1
x∗

s = α

α + β . (5.25)

That is, as delay becomes insignificantly costly, the equilibrium outcome induces
a limit price that divides the surplus between each side of the market in exact
proportion to their respective probabilities of being (re)matched. Therefore, the
equilibrium biases the surplus share in favor of that side of the market whose
probability of being (re)matched is higher. This accords with intuition since, when
delay is almost costless, matching probabilities fully reflect the bargaining power
of each party in the bilateral bargaining conducted between any buyer and seller.

How does this bargaining outcome compare with the Walrasian price? Here,
the crucial first step is to identify the “right” benchmark economy one should use
to define the Walrasian equilibrium. One possibility in this respect is to focus on
the underlying economy with B buyers and S sellers, out of which individuals are
randomly matched to face a bilateral bargaining situation. Then, unless we are in
the exceptional case where there are precisely as many buyers as sellers (B = S),
the Walrasian price is either one (if B > S) or zero (if B < S). This contrasts with
(5.25), which, in view of (5.16), can be rewritten as

lim
δ→1

x∗
b = lim

δ→1
x∗

s = B

B + S
.

Thus, with this approach, one finds that the asymmetries between each side of
the market (supply and demand) induce much less drastic consequences in the
bargaining context than in the Walrasian model.

This approach, however, has been criticized by Gale (1987), who argues
that the discrepancy between both outcomes (the Walrasian and the bargaining-
induced prices) derives from the fact that the wrong benchmark economy is being

75 Note that the process could not be utterly void of time friction (i.e., agents could not display an absence of time
preference) because, in that case, there would be no pressure toward reaching any agreement in finite time –
cf. Subsection 5.2.1.

76 One possible way of understanding the procedure of making the discount rate approach one is as follows.
Suppose the discount rate over calendar time is fixed but the time period shrinks (i.e., bargaining, with its
offers and counteroffers, becomes faster – or less subject to friction). Then, if the time period becomes very
short (formally, converges to zero), the effective payoff discounting is very low as well (i.e., the discount rate
converges to one).
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considered. In essence, the main issue at stake is connected to our assumption that,
as transactions take place and agents exit the market (buyers and sellers, in equal
numbers), they are correspondingly replaced to keep the total number of agents
in each side of the market unchanged. This means, in particular, that the relative
scarcity of buyers or sellers reflected by B and S never shows up in the market
flows: by construction, they are always composed by the same number of buyers
and sellers. It is as if, in terms of flows, the economy were placed in the exceptional
case mentioned above where there is an equal number of buyers and sellers. But
then, if we view this flow specification as the appropriate benchmark economy,
the Walrasian price is undetermined: any price between zero and one is a possible
Walrasian price, including that in (5.25). This suggests that, at least under some
formalizations of the “Walrasian test,” the bargaining framework is not really in-
compatible with the Walrasian model but rather provides a selection device for it.77

5.3 Oligopoly (III): differentiated products

As explained in Chapter 3 (recall, in particular, Exercises 3.5 and 3.6), when firms
produce a homogenous good in an oligopolistic market and set prices (i.e., interact
à la Bertrand) there is often little room for noncompetitive profits at equilibrium.
However, the state of affairs substantially changes if firms’ strategic interaction
does not strictly abide by the simple Bertrand paradigm. For example, in Subsec-
tion 5.1.2, we discussed an enrichment of the original Bertrand setup where firms
have to commit beforehand to a given production capacity and the situation be-
comes outcome-equivalent to Cournot competition. In this context, therefore, firms
are generally able to sustain above-competitive profits at equilibrium, despite the
fact that they compete in prices in the second stage of the game.

In a different vein, another consideration that should generally improve firms’
performance under price competition is the existence of some degree of product
differentiation among the goods they supply. This was illustrated through a simple,
but rather primitive, model in Section 3.1.2, where each firm was postulated to face
a specific demand function that reflected an exogenously given form of product
differentiation. Now, our objective is to study a model in which the degree of
differentiation displayed by the goods produced is endogenously determined by the
firms themselves within a multistage game. Specifically, we postulate a game with
only two stages. In the first stage, firms select the type of product they want to
produce; in the second stage, they compete à la Bertrand, determining their prices
simultaneously.

This approach, which originated in the work of Hotelling (1929), admits several
alternative interpretations. One of them associates the product type of each firm with

77 This literature (cf. Gale, 1987; or Rubinstein and Wolinsky, 1990) has also considered alternative variations of
the present bargaining context where the competitive outcome obtains at equilibrium. For example, the latter
paper studies a model in which the number of agents is given at the beginning of time and none enter thereafter. In
it, the competitive price results at any subgame-perfect equilibrium in which the strategies condition behavior
only on the set of agents currently present and time (e.g., not on the identity or past history of the current
partner).
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the physical location where its output is being delivered. (This is why the models
studied in this literature are often called location models.) The good is assumed
homogeneous across all firms but consumers are spread throughout the relevant
territory. Consequently, each consumer has to incur a twofold cost in acquiring the
good from a particular firm. On the one hand, she has to pay the price charged for it.
On the other hand, the consumer also has to incur the transportation cost involved
in visiting the firm’s location.

An alternative interpretation of the model identifies the “location” chosen by a
particular firm as the point in characteristic space occupied by its produced good.
Then, consumers’ distribution over the space is viewed as reflecting taste hetero-
geneity, each consumer placed at the point that reflects her ideal (most preferred)
product characteristics. As the consumer is forced to buy a good whose characteris-
tics differ more (i.e., are further away) from her ideal point, she incurs an increasing
“preference cost,” which is formally identical to the aforementioned transportation
cost.

The model is now formally introduced. (In presenting it, we adhere, for the sake
of concreteness, to the first of the interpretations proposed above: a geographic
one.) Let there be two firms, i = 1, 2, that produce a homogeneous good with an
identical constant-returns technology and marginal cost c > 0. The region served
by these firms has a continuous spatial structure, its locations represented by points
in the interval [0, 1].Consumers are distributed in this space according to a uniform
distribution (i.e., there is an identical density of consumers of “infinitesimal size”
in every location). Each one of them wants to consume at most one (indivisible) unit
of the good, from which she derives a gross utility of û > 0, expressed in monetary
terms.

The net utility obtained by each consumer is obtained by substracting from û
both the price paid for the good and the transportation cost incurred by visiting the
point in space where the good is delivered. It is assumed that each firm can deliver
its good only in a single point of the interval [0, 1] . For each firm i = 1, 2, this
point is called its delivery point and is denoted by si .

Transportation costs are supposed identical for every consumer and quadratic in
the distance traveled, which is denoted by d. That is, they are of the form

C (d) = νd2, ν > 0.

Thus, for a consumer located at point h ∈ [0, 1] – who is simply called
“consumer h” – the cost of traveling to any given si is

C (|h − si |) = ν (h − si )
2 .

Given any pair of delivery points (s1, s2) and a corresponding vector of prices
(p1, p2) charged by both firms, any particular consumer h ∈ [0, 1] is naturally taken
to buy the good from any firm i ∈ {1, 2} that maximizes the expression

û − pi − ν (h − si )
2 ,

provided, of course, that this expression is not negative for the price-location
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configuration of at least one of the firms. If it is negative in both cases, consumer
h does not buy the good at all. And if the net utility derived from both firms is
identical (and nonnegative), we simply assume that the consumer in question buys
the good from any one of them with equal ex ante probability.

Without loss of generality, assume that s2 ≥ s1, i.e., firm 2 is located to the
right of, or at the same point as, firm 1. As a first step in the analysis, it is useful
to identify, for each price-location profile [(p1, s1), (p2, s2)], the consumer who is
indifferent between buying from either of the two firms. If such a consumer h̃ exists,
the following expression is to hold:

p1 + ν (h̃ − s1
)2 = p2 + ν (h̃ − s2

)2
,

which in turn implies:

h̃ = p2 − p1

2ν (s2 − s1)
+ s1 + s2

2
, (5.26)

under the implicit assumption that s1 �= s2.
78 If the value of h̃ that follows from

the above expression is negative, this reflects a situation in which firm 1 has a zero
aggregate demand; if, on the contrary, that value exceeds unity, it is the aggregate
demand for the good of firm 2 that vanishes.

The above description of consumers’ behavior allows one to define demand
functions for each firm that express their respective total sales for every possible
price-location profile. Suppose, for simplicity, that every consumer buys the good
from one of the firms at equilibrium. This can be ensured (see Exercise 5.14) if, for
example

û > 3ν + c. (5.27)

In this case, the demands of firms 1 and 2 (i.e., the total mass of consumers served
by each of them) are, respectively, given by

D1 (s1, s2, p1, p2) = min
{
max

[
h̃, 0

]
, 1

}
(5.28)

D2 (s1, s2, p1, p2) = min
{
max

[
1 − h̃, 0

]
, 1

}
. (5.29)

Rewriting (5.26) as follows:

h̃ = s1 + s2 − s1

2
+ p2 − p1

2ν (s2 − s1)
(5.30)

or, equivalently,

1 − h̃ = 1 − s2 + s2 − s1

2
+ p1 − p2

2ν (s2 − s1)
,

we are led to an insightful interpretation of the demand captured by each firm in
an interior case. Focus, for example, on (5.30), which reflects the demand enjoyed

78 Of course, if s1 = s2, either all consumers are indifferent between the two firms (when p1 = p2) or none is
(when p1 �= p2).
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by firm 1. This expression includes, as a benchmark, the size of firm 1’s captive
market of consumers, which is the set {h : h ≤ s1} whose consumer mass is equal
to s1. On the other hand, out of the “no man’s land” {h : s1 ≤ h ≤ s2} , firm 1 is
postulated to obtain in addition half of it, i.e., (s2 − s1)/2, plus (or minus) a bonus
(or penalty) determined by the price difference p2 − p1. In accord with intuition,
the bonus (or penalty) experienced by firm 1 is higher (or smaller) the larger the
price difference. In fact, the bonus (or penalty) could be so high as to make firm 1
gain (or lose) some of the competitor’s (or its own) a priori captive market.

As advanced, the strategic interaction between firms is modeled as a two-stage
game:

� In the first stage, they select simultaneously their respective locations in
[0, 1], i.e., their si , i = 1, 2.

� In the second stage, fully aware of the locations determined in the previous
stage, they choose (also simultaneously) their respective prices pi , i = 1, 2.

As usual, the game is solved backward. First, we compute the Nash equilibria of
the second stage for every possible location profile. Then, we build on the pattern of
second-stage Nash equilibria thus generated to find the firms’ equilibrium decisions
in the first stage, when they select their respective locations.

Given any location profile (s1, s2) , a Nash equilibrium of the second-stage game
is formally akin to that analyzed in Section 3.1.2. It is easy to compute (see Exercise
5.15) that the associated equilibrium prices are given by

p∗
1 (s1, s2) = c + ν (s2 − s1)

(
1 + s1 + s2 − 1

3

)
(5.31)

p∗
2 (s1, s2) = c + ν (s2 − s1)

(
1 + 1 − s1 − s2

3

)
. (5.32)

The above expressions uniquely determine the second-stage equilibrium induced
by any possible pair of prior location decisions. From the viewpoint of the first
stage of the game, (5.31) and (5.32) may be used to represent the original two-stage
framework as a one-shot game with payoff functions that depend only on location
choices (s1, s2) as follows:

πi (s1, s2) = π̃i (s1, s2, p∗
1(s1, s2), p∗

2(s1, s2)) (5.33)

where the following notation is used:

π̃i (s1, s2, p∗
1 (s1, s2) , p∗

2 (s1, s2))

≡ (p∗
i (s1, s2) − c)Di (s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2)).

To characterize the Nash equilibria associated to the above first-stage payoff
functions, we may rely on the corresponding first-order necessary conditions
to be satisfied at equilibrium by both firms. To this end, we need to compute the
first derivatives of each function πi (·) with respect to its own si for each i = 1, 2.
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From (5.33), we readily obtain

∂πi

∂si
(s1, s2) = ∂π̃i

∂si
(s1, s2, p∗

1 (si , s2) , p∗
2 (s1, s2))

+ ∂π̃i

∂pi
(s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2))

∂p∗
i

∂si
(5.34)

+ ∂π̃i

∂p j
(s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2))

∂p∗
j

∂si
.

The above expression is greatly simplified by the observation that, by the optimality
embodied by the functions p∗

i (·) , one must have

∂π̃i

∂pi
(s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2)) = 0,

because the equilibrium outcome prevailing in the second stage of the game must
always be interior (cf. (5.31) and (5.32)). This implies that the second term in (5.34)
vanishes. With respect to the other two, it may be checked (see Exercise 5.16) that
(5.28)-(5.29) and (5.31)-(5.32) imply, say for firm 1, that

∂π̃1

∂s1
(s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2)) = (p∗

1 (s1, s2) − c)
2 + s2 − 5s1

6 (s2 − s1)

(5.35)

∂π̃1

∂p2
(s1, s2, p∗

1 (s1, s2) , p∗
2 (s1, s2))

∂p∗
2

∂s1
= (

p∗
1 (s1, s2) − c

) s1 − 2

3 (s2 − s1)
.

(5.36)

Consequently, adding (5.35) and (5.36), it follows that, for every (s1, s2),

∂π1

∂s1
(s1, s2) < 0. (5.37)

Thus, at the first stage of the game (and in correct anticipation of the subsequent
equilibrium price behavior), firm 1 would always want to move toward the lower
extreme of the interval [0, 1] . Symmetrically, one can easily compute as well that,
for every (s1, s2),

∂π2

∂s2
(s1, s2) > 0. (5.38)

Hence it follows that firm 2 would always want to move toward the upper extreme
of the location interval [0, 1] in the first stage of the game. Combining (5.37) and
(5.38), we conclude that the unique Nash equilibrium (s∗1 , s

∗
2 ) of the first-stage game

with payoff functions defined by (5.33) has

s∗1 = 0, s∗2 = 1. (5.39)

Hence, in combination with the functions p∗
1(·) and p∗

2(·) defined by (5.31) and
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(5.32), the above location decisions define the unique subgame-perfect equilibrium
of the whole (two-stage) game. Introducing (5.39) into (5.31) and (5.32), we obtain
the prices actually set at this equilibrium:

p∗
1

(
s∗1 , s

∗
2

) = p∗
2

(
s∗1 , s

∗
2

) = c + ν. (5.40)

Thus, in contrast with the basic Bertrand model, we find that firms end up imposing
a markup over production cost that depends positively on the magnitude of the
transportation costs (as parametrized by ν). Since this transportation cost is the
basis for potential product differentiation in the present context, this conclusion
underscores the insights obtained from our former analysis in Section 3.1.2.

Even though the pricing decisions in (5.40) are of an expected form, it is some-
what surprising that the equilibrium location choices given in (5.39) should have
both firms maximize their distance (or product differentiation). For, at first glance,
one would think either firm has an incentive to come as close as possible to its
competitor in order to “grab from it” the maximum number of consumers. In fact,
this effect is (for firm 1) sharply captured by (5.35), which, for sufficiently small
values of s1, implies that ∂π̃1/∂s1 (·) > 0. Thus, given a low enough value of s1 (in
particular, for the equilibrium value of zero), firm 1 would indeed like to approach
2’s location provided that prices were to remain fixed. Nevertheless, prices are not
fixed, independently of location decisions, in the present model. When this price
flexibility is taken into account, (5.37) shows that the distance-cutting incentives
just explained are always offset by an opposite and stronger effect on prices; i.e.,
a greater proximity to firm 2 induces too strong a downward pressure on prices to
make it worthwhile. It is this second effect (which is embodied by (5.36) and always
overcomes the first effect) that leads firms to maximize their distance at equilib-
rium. By so doing, they limit effectively the detrimental (and perfectly anticipated)
payoff consequences of having a too aggressive round of price competition in the
subsequent stage of the game.

5.4 Mechanism design (III): efficient allocation of an indivisible object*

When confronting the problem of reconciling incentives and efficiency in the allo-
cation of public goods, the perspective adopted in Subsection 3.2.2 was the “cre-
ative” one of a mechanism designer. We were not content, therefore, with taking
the interaction context as given – in contrast, for example, with what had been
formerly done with the inefficient subscription procedure (cf. Subsection 3.2.1) –
but searched instead for a suitable mechanism tailored to the problem at hand. The
issue, in other words, was to design a mechanism that, albeit possibly not so trans-
parent or intuitive, tackled satisfactorily the free rider problem and guaranteed the
desired efficiency in allocation of resources.

This approach was extended in Section 3.3, where the implementation problem
was formulated in a general, and consequently abstract, manner. In this fashion,
we aimed at addressing a wide variety of different design problems in a common
theoretical setup. Given any desired social choice rule (SCR), the challenge was to
define a mechanism whose induced game produced the required performance at its
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Nash equilibria; i.e., we were concerned with so-called Nash implementation. The
key (necessary) condition underlying the Nash implementability of a social choice
rule was called monotonicity (recall Theorem 3.1). Even though this condition was
found to be satisfied in many problems of interest, it was also seen to be violated
in some others of relevance. A simple illustration of the latter was provided by
King Solomon’s dilemma, a particularly clear-cut instance of an interesting general
problem, namely, the efficient allocation of an indivisible object.

One possible proposal to address the problem confronted by King Solomon,
which seems quite natural (at least to an economist, if not necessarily to the “wise
King”), is to enrich the allocation framework by allowing for monetary payments.
In a sense, the perfect divisibility of these payments might be hoped to bypass the
strict indivisibility of the good in question that is at the very heart of the problem.
Is such a broadening of the allocation space sufficient to tackle King Solomon’s
implementation challenge satisfactorily? In what follows, we show that it is not,
because the corresponding SCR continues to be nonmonotonic even in this case.

Recall the original King Solomon’s dilemma, as it was precisely described
in Subsection 3.3.2. Now, however, we allow for the possibility that the agents
(the mothers) might be asked to make (never receive) monetary payments, which
are either received directly by the planner (King Solomon) or simply “wasted.”
Then, the previous outcome space must be extended as follows:

� = {a, b, c} × X A × X B,

a typical element denoted by ω = (θ, xa, xb). Each of the elements in {a, b, c} is
understood as before:

a : “the baby is given to woman A”;

b : “the baby is given to woman B”;

c : “the baby is killed”;

while each xi ∈ R+ is interpreted as the monetary payment made by woman i ∈
{A, B}.

As before, there are two environments, α and β. In environment α the true mother
is A,whereas in environment β it is B.On the other hand, the SCR φ that embodies
King Solomon’s objectives is postulated as follows:

φ(α) = (a, 0, 0); φ(β) = (b, 0, 0). (5.41)

That is, the King is interested in allocating the child to the true mother and, being
altruistic, he would rather have no payments made by either woman A or B.

Individual utilities over outcomes are given by respective functions V e
i :

�→ R for each woman i ∈ {A, B} and every environment e ∈ {α, β}. For any
given outcome ω = (θ, xA, xB) ∈ �, they are assumed to be of the following
form:

V e
i (ω) = U e

i (θ ) − xi ,

where U e
i (θ ) represents the monetary evaluation of the baby’s state θ ∈ {a, b, c}.
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As in Subsection 3.3.2, these valuations are assumed to satisfy the following
conditions:

(i) In environment α, woman A has Uα
A(a) > Uα

A(b) > Uα
A(c), whereas

woman B has Uα
B (b) > Uα

B (c) > Uα
B (a).

(ii) In environment β, woman A has Uβ

A (a) > Uβ

A (c) > Uβ

A (b), and woman
B has Uβ

B (b) > Uβ

B (a) > Uβ

B (c).

For our present purposes, we find it convenient to postulate as well that

(iii) Uα
A(a)−Uα

A(b)<Uβ

A (a)−Uβ

A (b); Uβ

B (b)−Uβ

B (a)<Uα
B (b)−Uα

B (a),

that is, for any of the two women, A or B, the payoff loss induced by having the child
given away to the other woman is lower when she is the true mother. This may be
motivated as a reflection of the fact that the true mother has a much stronger desire
to see her child stay alive, even if it is at the cost of remaining with the other woman.
In any case, bear in mind that, since our present objective is to establish a negative
(i.e., impossibility) result, it is enough to identify reasonable circumstances (such
as those in (iii) above) where this result holds.

Under the former three conditions, we now state two claims:

Claim 1: For woman A and any θ ∈ {b, c}, xA ∈ R+,

Uα
A(a) ≥ Uα

A(θ ) − xA ⇒ Uβ

A (a) ≥ Uβ

A (θ ) − xA.

Claim 2: For woman B and any θ ∈ {b, c}, xB ∈ R+,

Uα
B (a) ≥ Uα

B (θ ) − xB ⇒ Uβ

B (a) ≥ Uβ

B (θ ) − xB .

Concerning Claim 1 and the particularization of Claim 2 for θ = c, simply note
that both are a trivial consequence of the fact that, by (ii) above, we have

∀θ ∈ {b, c}, Uβ

A (a) − Uβ

A (θ ) ≥ 0 ≥ −xA

and

Uβ

B (a) − Uβ

B (c) ≥ 0 ≥ −xB .

Now, to prove Claim 2 for θ = b, suppose, for the sake of contradiction, that there
exists some xB ∈ R+ such that

xB ≥ Uα
B (b) − Uα

B (a)

but

xB < Uβ

B (b) − Uβ

B (a).

Then, we have

Uβ

B (b) − Uβ

B (a) > Uα
B (b) − Uα

B (a),

which contradicts (iii) above.
Recall that the SCR φ is taken to satisfy φ(α) = (a, 0, 0) ≡ ωa; i.e., the desired

outcome in environmentα is that the child be given to mother A and no payments are



Mechanism design (III): efficient allocation of an indivisible object 179

made. Consider now environmentβ and its associated preferences Uβ

i .Claims 1 and
2 imply that, for any outcome ω = (θ, xA, xB) such that V αi (ωa) ≥ V αi (ω), the in-
equality V βi (ωa) ≥ V βi (ω) must also hold. Therefore, if the SCR φ were monotonic
(recall condition (M) in Subsection 3.3.2), we should have ωa ∈ φ(β), a contradic-
tion with the fact that φ(β) = (b, 0, 0). In view of Theorem 3.1, this implies that
King Solomon’s objective (as specified in (5.41)) cannot be implemented in Nash
equilibrium by any conceivable mechanism with the general format introduced in
Subsection 3.3.1.79

To be sure, the previous considerations indicate that the possibility of monetary
payments alone cannot solve the problem of allocating efficiently an indivisible
object. Given this state of affairs, one may still wonder whether there is a richer
approach to the problem (i.e., a still wider universe of mechanisms and/or more
sophisticated tools to analyze them) that may prove successful. In this respect, it is
worthwhile stressing that the mechanisms considered so far have been implicitly
restricted in the following two important dimensions:

� the induced games have been either given in strategic form or have been
analyzed in this manner;

� the equilibrium concept used has been that of “unrefined” Nash equilib-
rium.

Thus, along these lines, it could be conjectured that by resorting, for example,
to

� dynamic (i.e., multistage) mechanisms,
� some suitable refinement of Nash equilibrium, e.g., subgame-perfect equi-

librium,

the implementation possibilities might be substantially improved. Indeed, we now
illustrate the validity of this conjecture in a context that generalizes King Solomon’s
dilemma and considers the problem of allocating (efficiently) an indivisible object
to one of two individuals. The specific mechanism proposed is from Glazer and Ma
(1989).

Consider the following situation. A planner faces the problem of deciding to
which of two agents, 1 or 2, he should allocate a certain indivisible good (e.g., the
child in dispute, in King Solomon’s problem). His desire is to give the good to the
individual who has the highest valuation for it, without penalizing either of them.
However, the planner does not know the individual valuations. He is only certain
that they belong to some finite set V, where each z ∈ V represents a valuation
expressed in monetary terms (thus, it is a real number). Each individual i = 1, 2
knows her own valuation vi ∈ V and also knows the valuation v j of her opponent
j �= i . More precisely, the valuation profile (v1, v2) is assumed common knowledge

79 Recall that for an SCR to be Nash implementable (cf. Definition 3.1), the desired performance must be achieved
at any of the environments under consideration. Thus, since conditions (i)–(iii) define a relevant subset of such
environments, having shown the impossibility of Nash implementation within this subset is enough for our
purposes.
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for the two of them. As in King Solomon’s dilemma, it is convenient to postulate
that v1 �= v2 (i.e., there is only one true mother).

To address the problem, and in view of the fact that the SCR reflecting his
objectives cannot be guaranteed to be monotonic (recall above), the planner designs
a multistage mechanism, as described next. In this mechanism, a suitable Nash
refinement (specifically, subgame-perfect equilibrium) will be shown to allow for
positive results.

Let

η ≡ min{|z − z′| : z �= z′, z, z′ ∈ V }.
Since V is a finite set, η > 0, and the planner knows it (because he knows V ).
Therefore, he can use it in the mechanism designed to allocate the good. This
mechanism consists of the following stages:

1. First, individual 1 states whether her valuation is highest (action H ) or
not (action L). If she chooses L , the process terminates and the good is
assigned to individual 2. If she chooses H, the following stage is reached.

2. Individual 2 accepts (action L ′) or not (action H ′) that individual 1 has the
highest valuation. If she accepts it, the process ends and the good is assigned
to individual 1. Otherwise, the mechanism proceeds to the following stage
and each player has to make a (monetary) payment equal to η/4, fixed by
the planner as part of the mechanism specification.

3. If the process enters the third stage, individual 1 announces some ρ1 ∈ V,
to be interpreted as a monetary offer (or “bid”) to obtain the good.

4. Next, knowing the announcement ρ1 made by player 1 in the preceding
stage, individual 2 makes her own announcement ρ2 ∈ V .

5. Finally, once the mechanism has completed stages 3 and 4 and the bids
ρ1 and ρ2 have been issued, the good is assigned to the individual with
the highest bid. If it happens that ρ1 = ρ2, the tie is resolved by assigning
the good to individual 1. In any case, the individual who obtains the good
pays for it the amount [max{ρ1, ρ2} − η/2], whereas the other one does
not make any payment at this stage. (Note, however, that the payment made
by both individuals at the end of stage 2 is irreversible or “sunk.”)

The extensive form of the game proposed is schematically illustrated in
Figure 5.5.

As advanced, the analysis of the game induced by the above mechanism will focus
on its subgame-perfect equilibria. First, we need to specify the strategy spaces of
the two players. For player 1, we have

S1 = {H, L} × V,

and for player 2,

S2 = {H ′, L ′} × {r : V → V }
with the following interpretations. For player 1, her strategy determines whether she
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1

2

1 2

H

L

H'

L'

ρ1

ρ1  ρ2

(0, v2)

(v1, 0)

ρ1  ρ2

(v1 – ρ1 + η/4, – η/4)

(–η/4, v2 – ρ2 + η/4)

Figure 5.5: A successful mechanism for allocating an indivisible object.

claims that her valuation is highest (the first component of the strategy), together
with the bid she would announce if the third stage is reached (the second compo-
nent). On the other hand, a strategy of player 2 reflects similar considerations, with
the only (but important) difference that this player acts as a “follower.” Therefore,
she can make her decisions contingent on the actions previously adopted by the
other player – in particular, the bid announced by player 2 in the last stage of the
game may depend on that announced by player 1 in the preceding stage.

To find the subgame-perfect equilibria, we perform, as usual, a backward se-
quential determination of the optimal behavior to be displayed at the different
decision points (here, singleton information sets). Consider first the last subgames
to be reached along the mechanism when both individuals have chosen to claim
that each has the highest valuation (H and H ′, respectively) and player 1 has an-
nounced a certain bid equal to ρ1. At this point, any optimal strategy by player 2,
s∗2 = (x∗

2 , r
∗) ∈ S2, must satisfy

v2 ≤ ρ1 ⇒ r∗(ρ1) ≤ ρ1 (5.42)

v2 > ρ1 ⇒ r∗(ρ1) = min{ρ2 ∈ V : ρ2 > ρ1}. (5.43)

Proceeding backward one further stage in the game, let r∗(·) be any given function
satisfying (5.42) and (5.43) and consider what would be an optimal bid by player 1
in the third stage. Naturally, the decision must depend on her valuation v1, as well
as on the valuation v2 of player 2 (both known by each player).80 For concreteness
(see Exercise 5.18 for the reciprocal situation), consider the case in which v1 > v2.
Then, it is straightforward to check that the unique optimal decision for player 1
(who anticipates an equilibrium reaction r∗(·) on the part of 2) is to announce a bid
ρ∗

1 = v2. Doing so, she is able to guarantee for herself the obtention of the good at
the minimum possible cost.

Knowing what would be the equilibrium behavior of each individual if the third
and fourth stages of the mechanism were reached, we can now consider what must

80 Recall that only the planner (e.g., King Solomon) is taken to ignore both v1 and v2. This lack of information on
the planner’s part is precisely what prevents him from imposing a suitable allocation (because he cannot identify
it), despite the fact that he is implicitly supposed to have the authority to “impose” a particular mechanism.
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be their equilibrium behavior in the first two stages. Again, we proceed backward
and consider first the subgame induced by a prior decision of H by player 1. In
this subgame (and under the maintained assumption that v1 > v2), it is clear that
player 2 should not challenge the “claim” H of player 1 by choosing H ′. For, given
the subsequent (equilibrium) behavior to be played on both sides, such a challenge
would not finally give her the good. Moreover, it would entail for her a cost of η/4
(i.e., the cost imposed on each player by the rules of the mechanism if the later
bidding stages are reached) that she might as well save by simply choosing L ′. Now,
we may complete the analysis by focusing on player 1’s choice at the beginning of
the game. In view of the previous considerations, the optimal decision for player 1
at this point is clear: she should choose H under the (correct) anticipation that
player 2 will subsequently choose L ′.

In sum, we conclude that, if v1 > v2, any subgame-perfect equilibrium of the
game

(
(x∗

1 , ρ
∗
1 ), (x∗

2 , r
∗(·)) has x∗

1 = H and x∗
2 = L ′. Therefore, the good is as-

signed to individual 1 after the second stage of the mechanism, without any cost or
monetary transaction. This occurs under the equilibrium prediction that, if the third
stage were reached, player 1 would choose ρ∗

1 = v2, which in turn is an optimal
response to the ensuing reaction by player 2 given by function r∗(·) satisfying (5.42)
and (5.43).

The analysis conducted here illustrates in a particularly transparent fashion the
power enjoyed by the perfectness criterion in multistage games. From the point of
view of the planner/designer, it is an extremely useful principle that allows him to
circumvent the nonmonotonicity of the efficient SCR in the present context. In fact,
this idea is extremely general and goes well beyond the specific context considered
here, as established Moore and Repullo (1988). They prove that any SCR that is
single-valued (i.e., a function) can be implemented through some multistage mech-
anism in (unique) subgame-perfect equilibrium.81 In view of this striking general
result, the main contribution of the above “Solomonic” mechanism is simply to
show that, in some particular cases, the general implementation possibility estab-
lished by Moore and Repullo can be realized through especially simple and intuitive
procedures.

Summary

This chapter has discussed a number of different economic models in which players’
rationality is assumed to be more stringent than that embodied by the basic notion
of Nash equilibrium. In fact, as a reflection of what is the bulk of applications
in this vein, all our models involved some multistage game and the concept used
was subgame-perfect equilibrium, i.e., the least demanding of those considered in
Chapter 4 for extensive-form games.

81 Analogous broadenings of the range of implementability can be achieved through other Nash refinements. A
good case in point can be found in the work of Palfrey and Srivastava (1991), who show that monotonicity is no
longer required for implementation through “simultaneous” mechanisms if one restricts to undominated Nash
equilibria (cf. Definition 4.10).
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We started with two oligopoly models that have important bearing on related
contexts studied in Subsections 3.1.1 and 3.1.2. First, we considered a model in
which quantity-setting firms play asymmetric roles in the timing (or commitment
credibility) of their decisions. Second, we studied a model in which firms are si-
multaneous price setters but must commit beforehand to some costly production
capacity. Both variations on the traditional Cournot and Bertrand models have been
shown to display significant differences with their respective original counterparts.
In the first case, the postulated interfirm asymmetry benefits the first mover, which
can exploit profitably its commitment ability to increase its profits. In the second
case, the initial stage in which capacities are determined impinges decisively on the
second-stage Bertrand competition so as to produce Cournot outcomes.

Next, we presented a stylized model of bargaining between two individuals (say,
a buyer and a seller) who must agree on how to share some prespecified surplus. The
theoretical framework considered has individuals propose their offers in alternation,
the partner then responding with either acceptance or rejection. Even though the
game could proceed indefinitely and the wealth of possible intertemporal strategies
is staggering, the game has a unique subgame-perfect equilibrium in which players
agree immediately on a certain division of the surplus. Building on this bilateral
model of bargaining, we have then studied a population-based process in which pairs
of individuals bargain in “parallel” and may switch partners in case of disagreement.
The resulting game again displays a unique subgame-perfect equilibrium, which
in turn determines a uniform price. This price, however, turns out to be different
from the Walrasian price, at least under a certain interpretation of what is the right
“benchmark economy.”

Then, we studied a model of oligopolistic competition with differentiated prod-
ucts and price competition. In contrast with other simpler (but unsatisfactory) mod-
els studied before, the approach proposed has the advantage of endogenizing product
differentiation in the first stage of the game, before prices are determined in the
second stage. We solved for the unique subgame-perfect equilibrium and found that
the extent of product differentiation prevailing in it is maximal. Abstracting from
price considerations, firms have strong incentives to lower product differentiation.
However, anticipating the detrimental (price undercutting) effects of such a move
reverses those incentives at equilibrium.

Finally, we turned to a problem, the so-called King Solomon’s dilemma, that was
first introduced in Chapter 3 when discussing the topic of Nash implementation.
The key condition of monotonicity required for an SCR to be Nash implementable is
violated in this case, thus ruling out that the desired SCR (i.e., the assignment of the
child in dispute to the true mother) might be implemented in Nash equilibrium. We
have shown, however, that the problem (in fact, a generalization of it, which concerns
the allocation of an indivisible object) can be solved if a multistage mechanism
is used and the individuals play according to a subgame-perfect equilibrium of
the induced game. This suggests a rich interplay between mechanism design and
equilibrium theory (in particular Nash refinements), which has in fact been explored
quite exhaustively in recent literature.
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Exercises

Exercise 5.1: Provide a rigorous verbal argument for the following general asser-
tion:

“The leading firm in the model of Stackelberg always obtains at least as much profits
as it would obtain in a Cournot framework with the same underlying data (demand,
costs, etc.).”

Exercise 5.2: Consider the following statement:

“Every Nash equilibrium of a Cournot oligopoly model is also a Nash equilibrium
of the corresponding Stackelberg game in which one of the firms acts as a leader.”

Indicate whether this statement is true or false, supporting your answer with a
rigorous argument.

Exercise 5.3: Consider a linear oligopoly context with three firms, the cost func-
tions given by (5.1) and the demand function by (5.2).

(a) Compute the Nash equilibrium of the corresponding (simultaneous)
Cournot game.

(b) Compute the subgame-perfect equilibrium of a sequential game in which
firms’ decisions are taken in two stages:
(i) in a first stage, firm 1 decides its output level;

(ii) in a second stage, having observed the outcome of the first stage,
firms 2 and 3 simultaneously decide their output levels.

Exercise 5.4*: Recall the efficient rationing mechanism proposed in Subsec-
tion 5.1.2 within a duopoly context. Suppose that instead there operates a propor-
tional rationing mechanism formulated as follows. Let firms i and j (i, j = 1, 2,
i �= j) offer prices pi and p j with, say, pi < p j . Let D(·) be the aggregate demand
function for the single homogeneous good produced by both firms and denote by
Ki and K j their respective capacity constraints. Suppose that D(pi ) > Ki , so that
firm i cannot serve the full market demand at price pi . Then, the residual market
demand D̃(p j ) confronted by firm j is given by

D̃(p j ) = D(p j )
D(pi ) − Ki

D(pi )
.

The rationing mechanism implied may be interpreted as one in which every unit
“notionally” demanded at price pi (i.e., a total of D(pi )) has the same prior proba-
bility of being subject to rationing (in which case it becomes available only at the
higher price p j ). Prove that this rationing scheme is inefficient in the sense that there
could be mutually beneficial trades (i.e., arbitrage opportunities) between rationed
and nonrationed consumers.

Exercise 5.5: Show that the conclusions obtained in Subsection 5.1.2 for the
Kreps-Scheinkman model with capacity constraints can be adapted to a context
with (a) an arbitrary decreasing and concave demand function P(·); (b) constant
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marginal costs associated with capacity and production, c and c̃, both positive;
(c) no upper bound on the prices that firms may set.

Exercise 5.6*: Prove that the subgame-perfect equilibrium constructed in Subsec-
tion 5.1.2 for the Kreps-Scheinkman model is unique. Is it also the unique Nash
equilibrium? That is, are there other Nash (possibly non-subgame-perfect) equilib-
rium outcomes?

Exercise 5.7: Consider a context as in Exercise 3.10 where the “community”
in question involves only two individuals. Suppose they operate the following
(sequential) subscription mechanism. First, individual 1 proposes her contribution.
If this contribution covers K , the cost of the public good, this good is immediately
provided. Otherwise, it is individual 2’s turn to propose her respective contribution.
If having reached the second stage of the mechanism, the sum of the two contribu-
tions covers K , the public good is provided but the net utility of each individual is
discounted by a certain factor, δ < 1. That is, the utility each individual i receives
in this second stage is

δUi (x, ci ) = δ(Vi (x) − ci ).

Suppose, for simplicity, that for each i = 1, 2, Vi (1) = 1, Vi (0) = 0, δ = 1/2.

(a) Compute the subgame-perfect equilibria as a function of the value of
K ∈ [0, 2]. (That is, partition the interval [0, 2] into subintervals in which
the set of equilibria displays different characteristics.)

(b) Compare the subgame-perfect equilibria computed in (a) with those ob-
tained in Exercise 3.10. Is it true that every Nash equilibrium outcome in
that exercise is also attained at a Nash equilibrium in the present context?
Discuss your answer.

(c) Finally, study how the features of the subgame-perfect equilibria are af-
fected if the individuals’ utility function (for first-stage consumption) is
changed as follows:

Ui (x, ci ) = Vi (x) − (ci )
2.

Exercise 5.8: Show that in the Rubinstein bargaining game with infinite time hori-
zon any outcome of the process (that is, any agreement materialized at any time) is
induced by some Nash equilibrium.

Exercise 5.9: Consider a variation of the Rubinstein (infinite-horizon) bargaining
model in which each of the two individuals displays possibly different discount
factors δ1 and δ2. Find the (unique) subgame-perfect equilibrium.

Exercise 5.10: Recall the definition of pseudo-stationary subgame-perfect equi-
librium introduced in Subsection 5.2.1. Prove that any such equilibrium of the
Rubinstein bargaining game in which the payoff of player 1 equals 1/(1 + δ) must
involve the strategies given by (†) and (‡) in that subsection.
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Exercise 5.11*: Consider the following extension of the Rubinstein bargaining
model involving n players. As time proceeds, players submit, in fixed order, pro-
posals of the kind x ≡ (x1, x2, . . . , xn), with

∑n
i=1 xi = 1 and each component x j

is interpreted as the share of the surplus proposed for player j. (That is, every
player i submits some such vector of proposals in every t ∈ {i, i + n, i + 2n, . . .}.)
Right after any player i has issued her proposals, and before the process enters the
following period, the rest of the individuals j �= i decide simultaneously whether to
accept them. If all accept, the process comes to an end and the proposals are imple-
mented. If not, player i + 1 (modulo n) is the one who submits the next proposals.
Assuming that all players have a common discount factor, δ, prove that there exists
a subgame-perfect equilibrium where player 1 proposes(

1

1 + δ + · · · + δn−1
,

δ

1 + δ + · · · + δn−1
, . . . ,

δn−1

1 + δ + · · · + δn−1

)
,

which is accepted at t = 1 by every j = 2, 3, . . . , n.

Exercise 5.12: Show that (5.23) and (5.24) form part of the unique solution to
the system of equations given by (5.17)–(5.22). Discuss its dependence on δ, the
discount rate.

Exercise 5.13: Consider a model, as the one studied in Subsection 5.2.2, but with
the following variation on the bargaining process: at the start of any bilateral stretch
of bargaining between two persistently matched players, the seller always has the
option to propose first. Compare its solution with that induced by (5.21) and (5.22).

Exercise 5.14*: Recall the Hotelling model studied in Section 5.3. Show that,
within the price range relevant for equilibrium, (5.27) guarantees that every con-
sumer will buy the good from one of the firms.

Exercise 5.15: Prove expressions (5.31) and (5.32).

Exercise 5.16: Prove expressions (5.35) and (5.36).

Exercise 5.17: Consider a planner whose objective is to maximize the aggregate
welfare of an economy consisting of a single market of the type described in Sec-
tion 5.3. More specifically, assume that the planner maximizes the sum of firms’
profits and the aggregate (or, equivalently, average) utility of consumers. Suppose
that the planner can force each firm to locate at a certain point in the interval
[0, 1], subsequently letting them compete freely in prices. What locations should
be chosen by the planner? Contrast your answer with that derived in the text.

Exercise 5.18: Suppose that, in the context of the mechanism presented in Sec-
tion 5.4, we have v2 > v1.

(a) Determine the subgame-perfect equilibria in this case.
(b) Suppose now that, in addition to v2 > v1, the order of movement of the

players is reversed but the tie-breaking rule continues to favor individual 1.
Determine the subgame-perfect equilibria in this case.
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Exercise 5.19*: Consider a variation of the mechanism discussed in Section 5.4
where, if individuals’ bids coincide, the assignment of the good is carried out
stochastically with equal ex ante probabilities for each of the two individuals.
Determine the subgame-perfect equilibria in this case.

Exercise 5.20*: Recall the original King Solomon’s dilemma, in which the two
women can have only two possible valuations (associated with being either the true
or the false mother of the child). Allowing each woman to be treated asymmetrically
(in particular, concerning possible monetary penalties), design a mechanism with
only two stages guaranteeing that, at the subgame-perfect equilibria of the induced
game, the true mother receives the child.



CHAPTER 6

Incomplete information: theory

6.1 Introduction and examples

Many strategic problems of interest take place in contexts where, unlike what has
been implicitly assumed so far, players do not have complete information on the un-
derlying features of the situation. Often, this happens because, even though players
accurately know their individual payoffs, they have only imprecise information on
the payoffs earned by others for some possible paths of play. And then, of course,
any uncertainty about their opponents’ payoffs typically must have an important
bearing on how players analyze the strategic situation and make their respective
choices. To obtain a preliminary glimpse of the important considerations involved,
let us first consider some illustrative (yet informal) examples.

Recall the game we labeled battle of the sexes, first introduced in Section 1.1
(Table 1.2). As in that game, suppose the boy and the girl confront (simultaneously)
the decision of whether to go shopping or attend the basketball game. The payoffs
for the boy are as postulated before. Concerning the girl, however, now suppose that
her payoffs may a priori be of two different sorts: she may either be a “shopping
fan,” or a “basketball fan.” If she is the first, she always prefers to go shopping, no
matter what the boy does; if she is the second (a basketball fan), her best option is
always to go to the basketball game, again independently of what the boy decides.
Nevertheless, for any of the two possibilities (shopping or basketball), she prefers
to be joined by the boy rather than going alone.82 For concreteness, let the payoffs
for both players be as given in Table 6.1 if the girl is a basketball fan, whereas they
are as in Table 6.2 if she is a shopping fan.

Assume the girl knows her preferences (as well as the boy’s, which can be of just
one sort), but the boy knows only his own. A priori, the only information the boy has
is that the girl’s preferences are one of those described in the above payoff tables.
In particular, suppose the boy attributes subjective probability p to the girl being a
basketball fan, and probability 1−p to her being a shopping fan. Thus, succinctly,
the information conditions can be described as follows: the girl knows what payoff
table applies (Table 6.1 or 6.2), whereas the boy attributes probability p to the first
one and 1 − p to the second.

82 Note that the game considered is quite different from the ordinary battle of the sexes in that, from the girl’s
viewpoint, there is no incentive to coordinate with the boy’s choice. This important contrast notwithstanding,
we label it a “modified battle of the sexes” because we find it useful to motivate this game (as well as other
future variations of it) in terms of the story proposed for the original battle of the sexes.

188
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Table 6.1: Modified battle of the sexes
if the girl is a “basketball fan”

Boy
Girl B S

B 3, 2 2, 1
S 0, 0 1, 3

Table 6.2: Modified battle of the sexes
if the girl is a “shopping fan”

Boy
Girl B S

B 1, 2 0, 1
S 2, 0 3, 3

In this context, the decision problem of the girl is straightforward: she should
simply play B or S if, respectively, Table 6.1 or 6.2 applies because those strategies
are dominant in each case. On the other hand, for the boy (who should anticipate
this contingent behavior on the girl’s part), what is optimal depends on the value of
p. If p > 3/4, then

2p + 0(1 − p) > 1p + 3(1 − p)

and he must play B, which yields a higher expected payoff than S. Otherwise, if
p < 3/4, the highest expected payoff is obtained by playing S, which is then the
optimal action. Of course, in the exact case where p = 3/4, any behavior on the
boy’s part (pure or mixed) is equivalently optimal. As we formally describe below,
this is indeed the behavior resulting from the appropriate generalization of the Nash
equilibrium concept to be applied in games of incomplete information – what we
later call Bayes-Nash equilibrium.

As a second example, consider a variation of the model of Cournot duopoly
studied in Subsection 3.1.1, with each firm i = 1, 2, displaying identical linear
costs of the form given by

Ci (qi ) = c qi , (6.1)

for some common c > 0 and some linear (inverse) demand function:

P(Q) = max{M − d Q , 0}, M, d > 0. (6.2)

The demand parameters M and d are given and commonly known. Costs, however,
can be high (for concreteness, we make c = 2) or low (c = 1). Both firms know
they share identical costs c ∈ {1, 2} (i.e., they face the same production conditions)
but the exact value of c is known only by firm 1. Firm 2, on the other hand, has
subjective probabilities of p and 1 − p that, respectively, costs are low or high.

In this context, if firm 1 were to know the output to be chosen by firm 2, say q̂2, it
could readily find its best response to it. Of course, this best response must depend
on cost parameter c, a piece of information firm 1 is taken to know precisely. If we
now take the viewpoint of firm 2 (which is uninformed of the marginal cost), its
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prediction of 1’s behavior may be formalized through a pair (q̂1(1), q̂1(2)), where
q̂1(c) stands for the output of firm 1 anticipated for each possible c ∈ {1, 2}. Given
any such contingent pair of predicted actions and its subjective probability p, a best
response by firm 2 can be easily computed as that which maximizes its expected
profit. Combining all the above considerations, a (Bayes-Nash) equilibrium may
be defined as reflecting the usual considerations. That is, it must embody a best
response by each firm, when the predicted behavior on the competitor’s part (now
only contingently specified for firm 1) is a fully accurate description of its behavior.
A formal description of matters and an explicit computation of the equilibrium is
postponed to Subsections 6.2.2.2 and 6.3.2.2 below.

To complete this introductory section, let us consider two simple variations on
the following public-good problem. Two individuals, 1 and 2, live in neighboring
houses at a remote and isolated location. Since there is no paved road accessing
the place (only a small dirt path), they consider whether to build a paved road that
would connect their houses to a nearby highway. Building this road is known to
cost 20 thousand dollars. The only reason why any of the two individuals might
be interested in having the road built is if she plans to buy a car. In that case,
let us suppose the monetary value of the road (abstracting from the cost) equals
30 thousand dollars for the individual in question.

Suppose that, to tackle the problem of whether to build the road, the individuals
contemplate two alternative mechanisms. The first mechanism – called mechanism
A in what follows – requires that both of them send independent letters to a neu-
tral third party (a “mediator”), expressing whether they have any interest for the
undertaking. If any agent i ∈ {1, 2} expresses an interest for the road, this may be
interpreted as the “message” that she plans to buy a car, i.e., her gross valuation vi

for the project is 30 (thousand dollars). Otherwise, the reported valuation vi may
be identified with zero.

Given such a dichotomic interpretation of messages (i.e., the reported valuation is
identified with either zero or 30), it is natural to postulate that mechanism A should
operate as follows. If both individuals happen to express interest in the paved road,
the project goes ahead and they share equally its cost (i.e., they pay 10 thousand
dollars each). If only one does so, this individual covers by herself the full cost of
the road. Finally, if neither of them conveys any interest, the road is not built and
the situation is left at the original status quo (i.e., the houses are connected to the
highway only through a small dirt path).

The second mechanism to be considered (called mechanism B) displays a se-
quential structure. First, individual 1 indicates how much she is willing to contribute
to the financing of the road, i.e., any ξ1∈ [0, 20], expressed in thousands of dollars.
Then, unless ξ1 = 20 (in which case the road is exclusively financed by 1), individ-
ual 2 must state whether she is willing to pay for the difference 20 − ξ1. If so, the
project goes ahead and each of the individuals pays the implied contributions, ξ1

and ξ2 ≡ 20 − ξ1. Otherwise, if individual 2 rejects covering the difference 20 − ξ1,

the situation remains at the status quo and the paved road is not built.
Since the two mechanisms proposed are of a very different Nature, each of them

poses specific issues of its own (e.g., considerations of “credibility” pertaining to
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the sequential mechanism B). In either case, however, the problem becomes most
interesting when it is posited that each individual agent is privately informed of her
own valuation of the road. Under these conditions, while each individual knows
whether she herself plans to buy a car, she is uncertain (say, has some nondegenerate
subjective probabilities, p and 1 − p, common to both) about whether the other
individual is planning to buy one. Then, the strategic conflict between incentives and
efficiency arises in full strength. On the one hand, every high-valuation individual
would like to conceal her interest in the road, with the hope that the other individual
also has a high valuation and may then be prepared to bear the full burden of the
cost. On the other hand, any such attempt at strategic manipulation is subject to
risks. For if both were to proceed analogously, the road might never be built, even
though each of them (or perhaps only one) could benefit amply from it. Indeed, this
is the tension markedly displayed by the Bayes-Nash equilibria that is computed
below. For both mechanisms, these equilibria yield some ex ante positive probability
that an inefficient outcome regrettably obtains ex post, a consequence of agents’
attempts at manipulating the outcome.

6.2 Bayesian games

The above simple examples illustrate the point that many situations of economic
interest arise under incomplete-information conditions. That is, they often take
place when relevant pieces of information are not commonly shared by all players.
The most paradigmatic instance of this state of affairs occurs when, as in all those
previous examples, some (or all) of the agents are exclusively informed of their
respective payoffs. This turns out to be an important consideration in the anal-
ysis because, to evaluate the different choices available, each player is forced to
rely on some assessment (possibly probabilistic) of the opponents’ private payoff
information and thus associated behavior.

How can one model those contexts where information is incompletely (or, as is
often said, asymmetrically) distributed among the players? The seminal work of
Harsanyi (1967–68) provides a simple and elegant form of doing it. It introduces
into the model the fictitious agent we have called Nature (recall Section 1.2) and
postulates that such an agent chooses stochastically, at the beginning of the game,
every detail that is not common knowledge. Then, before actual play begins (i.e.,
before genuine players start choosing their respective actions), information about
Nature’s choice is asymmetrically disseminated among the agents. That is, each
one of them becomes exclusively informed of the specific object of her private
information, which in Harsanyi’s terminology is simply identified with the player’s
type.

Thus, to sum up Harsanyi’s proposal, his approach may be described heuristically
as follows. From an ex ante viewpoint, players know only the probabilities with
which Nature selects the different features of the game that are not common knowl-
edge (i.e., the full profile of player types). In the interim (before actual play starts),
each player becomes aware of her own private information (her type) but is left
completely ignorant about information that belongs to others (i.e., the opponents’
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types). On the basis of this information (which is accurate concerning one’s own
type but probabilistic concerning those of others) each player adopts a plan of ac-
tion. This, ex post, leads to a payoff profile that depends on the full array of players’
choices, including that of Nature. A formal presentation of this model is presented
next.

6.2.1 Harsanyi formalization

Harsanyi’s (1967–68) formulation of a Bayesian game consists of the following
items:

1. A finite set of players N = {1, 2, . . . , n}.
2. For each player i∈N :

(a) a space of types Ti ,
(b) a set of (pure) actions Ai ,

(c) a payoff function

πi : T × A1 × · · · × An → R, (6.3)

where T ≡ T1 × T2 × · · · × Tn is the space of type profiles. For the sake
of formal convenience, each Ti and every Ai are posited here to be finite.83

3. A (discrete) probability function

P : T → [0, 1]

that specifies the probabilities with which Nature selects each type profile
t ≡ (t1, t2, . . . , tn) ∈ T .

A Bayesian game may be interpreted as the reduced (i.e., compact) model of an
ordinary extensive-form game involving n + 1 players where

� in the first stage, Nature (player 0) moves alone and selects the type ti∈Ti

of each player i∈N ;
� subsequently, each player i∈N is informed (only) of her own type ti and

must then choose a continuation strategy (or action) in Ai .

The implicit assumption underlying the construct of a Bayesian game is that the
analysis of the interim situations (i.e., once players are informed of their respec-
tive types) can be suitably conducted in “strategic form.”84 Note, however, that in
contrast with what happens in strategic-form games, players in a Bayesian game
must choose their actions (continuation strategies) without precise information on
the payoff function πi (t, ·). At the time of choice, each player i knows only ti (not

83 In some of our future examples and applications (cf. Subsection 6.2.2.2 or Section 6.5), the type and/or action
spaces display the cardinality of the continuum and thus are not finite. In those cases, the present framework
has to be adapted in a natural way.

84 Of course, this does not rule out that, once individuals are informed of their own type, the ensuing play may
involve a multiplicity of different stages. But then, if one wants to apply perfection-like criteria of equilibrium
refinement, an explicit description of the sequential (extensive-form) structure of the game may be required –
see, for example, the so-called signaling games studied in Section 6.4.
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the full vector t) and this is generally insufficient to have (accurate) point beliefs
about πi (t, ·).

In a Bayesian game, the particular type of some player i embodies all information
she has available at the time of making her (single) decision. Thus, in our customary
terminology, we may identify each type ti ∈ Ti with a separate information set of
player i and conceive any (pure) strategy on her part as a mapping

γi : Ti → Ai . (6.4)

Note that, by imposing no constraints on this mapping, we are implicitly assuming
that the set of available actions is independent of the player’s type. This is just a
convenient simplification, which could be generalized at some notational cost.

In general, we shall be interested in allowing for the possibility that players may
choose to rely on stochastic decision procedures. (As for ordinary games, this is
partly motivated by the desire to guarantee equilibrium existence.) To do so, we
simply enlarge the action space of each player i to the setAi ≡ �(Ai ) of probability
vectors on Ai . This set is interpreted as the space of “mixed actions” and the payoff
functions (6.3) are extended in the usual fashion to reflect expected magnitudes
(recall the analogous procedure described in Section 1.4). This then requires that
the concept of pure strategy given by (6.4) be reformulated to display, for each
i ∈ N , the more general form

γi : Ti → Ai .

The set of all such strategies will be denoted by ϒi . Conceptually, one may simply
think of them as the player’s “behavioral” strategies in the Bayesian game (cf. (1.6)).

6.2.2 Examples

Having introduced the theoretical construct of a Bayesian game, let us now recast
in this format the incomplete-information examples presented just informally in
Section 6.1.

6.2.2.1 Modified battle of the sexes. Recall the variation on the battle of the sexes
described in Section 6.1, where the girl’s preferences (or payoffs) were linked to
whether she is a basketball or a shopping fan. First, concerning the type spaces of
the players, they can be defined as follows:

T1 = {t11, t12}, T2 = {t2},
reflecting the fact that player 1 (the girl) has two possible pieces of information
(i.e., whether Table 6.1 or Table 6.2 applies), whereas player 2 (the boy) is fully
uninformed and therefore his type space is a singleton. Let t11 be the type associated
with the first possibility (the girl is a basketball fan) and t12 to the second (she is a
shopping fan). Then, to model the situation as a Bayesian game, Nature is postulated
to select type profiles t ∈ T ≡ T1 × T2 with respective probabilities

P(t11, t2) = p; P(t12, t2) = 1 − p.
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The pure action spaces are given by Ai = {B, S}, where for simplicity we do not
distinguish notationally between the two homonymous actions of different players.
Finally, Tables 6.1 and 6.2 readily define the payoff functions πi : T × A1 × A2 →
R. In the latter respect, it is worthwhile noticing that, for every action profile
(a1, a2) ∈ A1 × A2, player i’s payoffs πi (t1, t2, a1, a2) are independent of t j , j �= i.
That is, one’s own payoffs are unaffected by the information a player does not hold.
Of course, this does not mean that the players – here, specifically, the boy – would
be indifferent about learning the opponent’s type. For, in this game, if the boy had
such information he would be able to anticipate the girl’s action and thus ensure his
desired coordination.

6.2.2.2 Cournot duopoly with uncertain costs. Let us now formulate the model of
Cournot competition induced by (6.1) and (6.2) as a Bayesian game. Recall that, in
this context, firms can display ex ante one of two possible marginal costs, c ∈ {1, 2},
but the realized cost is common to both of them. The fact that firm 1 is informed of
c (and thus may receive two distinct pieces of information) whereas firm 2 is not
so informed leads to the following type spaces:

T1 = {1, 2}, T2 = {t2},
where firm 1’s type is identified with the prevailing marginal cost. Thus, concerning
the choice of Nature, each of the two possible type profiles is selected with the
following probabilities:

P(1, t2) = p; P(2, t2) = 1 − p.

The action space of each i = 1, 2 is Ai = R+. Thus, denoting a typical element of
each Ai by qi , the payoff functions are defined as follows:

πi (t1, t2, q1, q2) = {max [M − d (q1 + q2) , 0] − t1} qi ,

where t1 enters the above expression as the marginal cost c. Note that, unlike what
happened in the previous example, the type of one of the players (firm 1) now affects
the payoffs of both of them, not just of itself. In contrast, the (single) type of firm
2 has no payoff or informational implications whatsoever. The latter observation
helps to underscore an important feature of the notion of type in Bayesian games:
it may reflect solely individual information and nothing else. Thus, in particular, it
is perfectly possible that, as in the present example, players display an asymmetric
type structure (because they enjoy different information) but share nevertheless
symmetric payoff conditions.

6.2.2.3 A public-good problem: mechanisms A and B. Recall the alternative pro-
cedures labeled mechanisms A and B, which were proposed in Section 6.1 to have
players 1 and 2 decide whether to build a paved road. Formulating the induced
strategic contexts as a Bayesian game, players’ types may be simply associated
with their respective valuations for the road. Depending on whether each individual
i plans to buy a car or not, these were taken to be vi = 30 or vi = 0 for both. Thus,
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the type spaces for either of the two mechanisms are as follows:

Ti = {0, 30}, i = 1, 2.

In this case, and unlike the previous two examples, the asymmetry of information is
fully “symmetric”: each individual exclusively knows the key piece of information
(her valuation) that defines her payoffs. Nature’s choice of these players’ types is
governed by the following probabilities:

P(t1, t2) =
 p2 if t1 = t2 = 30

(1 − p)2 if t1 = t2 = 0
p(1 − p) if t1 �= t2.

Clearly, this implies that both agents must share the same subjective probability p
that the neighbor is planning to buy a car (i.e., has a high valuation).

The differences between the Bayesian games induced by the two mechanisms
arise only in connection with their action spaces (and, therefore, with their payoff
functions as well). For mechanism A, the available actions for each player i can be
identified with whether she conveys a positive valuation (ai ≡ 30) or not (ai ≡ 0).
Thus we have

AA
i = {0, 30}, i = 1, 2.

Given these action spaces, the payoff functions for mechanism A are, for each
i = 1, 2, as follows:

π A
i (t1, t2, a1, a2) =


ti − 20 if ai > a j ( j = 1, 2, j �= i)
ti if ai < a j ( j = 1, 2, j �= i)
ti − 10 if a1 = a2 = 30
0 if a1 = a2 = 0.

Turning now to mechanism B, the asymmetric role played in it by the two indi-
viduals induces different action sets for each of them. As explained in Subsection
6.2.1, their actions must represent complete continuation strategies for each of the
contingencies that follow Nature’s revelation of their respective private information.
For player 1, this simply amounts to the specification of a proposed contribution
a1 ≡ ξ1 ∈ [0, 20]. On the other hand, for player 2, her actions may be formalized
as contingent rules specifying whether, for any given proposal a1 put forward by
1, player 2 is willing to cover the difference 20 − a1 required to finance the road.
Thus, formally, we have

AB
1 = [0, 20] (6.5)

AB
2 = {a2 : [0, 20) → {Y, N }}, (6.6)

where Y is interpreted as player 2’s acceptance to cover the difference (“Yes”) and
N is interpreted as a refusal to do so (“No”).

Given these action spaces, the payoff functions are specified as follows:

π B
1 (t1, t2, a1, a2) =

{
t1 − a1 if either a1 = 20 or a2(a1) = Y
0 if a2(a1) = N
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Figure 6.1: Mechanism B.

π B
2 (t1, t2, a1, a2) =

{
t2 − (20 − a1) if either a1 = 20 or a2(a1) = Y
0 if a2(a1) = N .

Figure 6.1 provides an illustration of the Bayesian game induced by mechanism B,
conceived as an extensive-form game where Nature is the first mover.85

6.3 Bayes-Nash equilibrium

6.3.1 Formalization

Consider any given Bayesian game BG ≡ {N , {Ti }n
i=1 , {Ai }n

i=1 , (πi (·))n
i=1, P(·)},

where its different items were described in Subsection 6.2.1. As explained, such
an n-player Bayesian game can be conceived essentially equivalent to an ordinary
(n + 1)-player game in extensive form where Nature moves first (cf. Figure 6.1 and
recall Subsection 1.2.1). Given such a formal equivalence, or isomorphism, between
both setups, it is natural to require that the equilibrium concepts to be applied in
each case (a Bayesian game and an extensive-form game with Nature) should be
isomorphic as well. Indeed, this is the idea reflected by the concept of Bayes-Nash
equilibrium that is defined below. It may be viewed as embodying the following
requirement: the strategy profile played by the n players of the Bayesian game
should be part of a Nash equilibrium for the extended (n + 1)-player game where

85 Each of the arcs in the figure represents the range of possible actions for player 1. Concerning player 2, only a
“typical” representative node is included for each possible pair of types.
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Nature “plays” (indifferently)86 according to the exogenously specified probability
function P(·). Formally, the concept proposed may be defined as follows.

Definition 6.1: Let BG = {N , {Ti }n
i=1, {Ai }n

i=1, (πi (·))n
i=1, P(·)} be some given

Bayesian game. The strategy profile γ ∗ = (γ ∗
i )n

i=1 , γ
∗
i : Ti → Ai , is a

Bayes-Nash equilibrium for BG if ∀i = 1, 2, . . . n, ∀γi ∈ ϒi ,∑
t∈T

P (t) πi (t, γ
∗
1 (t1), . . . , γ ∗

i (ti ), . . . , γ
∗
n (tn))

≥
∑
t∈T

P(t)πi (t, γ
∗
1 (t1), . . . , γi (ti ), . . . , γ

∗
n (tn)). (6.7)

The optimality conditions (6.7) demanded by the Bayes-Nash equilibrium con-
cept view the players’ decision problems from an ex ante viewpoint, i.e., before
any of them is informed of her own type. However, under the natural assumption
that P(t) > 0 for all t ∈ T (since those types that are never chosen may be simply
eliminated from the description of the game), it should be clear that such an ex
ante optimality is equivalent to what is often called interim optimality. That is, any
given strategy γ ∗

i satisfies the equilibrium optimality condition (6.7) if, and only
if, it prescribes an optimal action γ ∗

i (ti ) once the particular type ti is known by
player i. Or, to express it in somewhat different but by now familiar terms: for a
strategy γ ∗

i to be part of a Bayes-Nash equilibrium, it must be optimal at each of
the “subgames” reached with positive probability – in effect, all of them because,
as explained, one may suppose that any type profile has positive prior probability.

To render the former discussion more precise, let Pi (· | ti ) stand for the condi-
tional probability induced by P(·) on T−i =

∏
j �=i Tj when the type of player i is

known to be ti . Then, the concept of Bayes-Nash equilibrium can be equivalently
reformulated as follows.

Definition 6.1:′ Let BG = {N , {Ti }n
i=1, {Ai }n

i=1, (πi (·))n
i=1, P(·)} be some given

Bayesian game. The strategy profile γ ∗ = (γ ∗
i )n

i=1 , γ
∗
i : Ti → Ai , is a

Bayes-Nash equilibrium for BG if ∀i = 1, 2, . . . , n, ∀ti ∈ Ti , ∀αi ∈ Ai ,∑
t−i∈T−i

Pi (t−i | ti )πi (ti , t−i , γ
∗
1 (t1), γ ∗

2 (t2), . . . , γ ∗
i (ti ), . . . , γ

∗
n (tn))

≥
∑

t−i∈T−i

Pi (t−i | ti )πi (ti , t−i , γ
∗
1 (t1), γ ∗

2 (t2), . . . , αi , . . . , γ
∗
n (tn)).

Having defined a new equilibrium concept, our first immediate concern should
be that of its existence. Specifically, we are led to the following question: Does a
Bayes-Nash equilibrium exist in any Bayesian game? By building on the parallelism
between an n-player Bayesian game and the corresponding (n + 1)-person ordinary
game with Nature, a straightforward adaptation of former arguments (recall, specif-
ically, the proof of Theorem 2.2) leads to the following existence result.

86 Recall from Subsection 1.2.1 that if, fictitiously, Nature is assigned payoffs over the different end nodes of the
game, these payoffs are posited to be constant across all of these nodes.
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Theorem 6.1: Let BG = {N , {Ti }n
i=1, {Ai }n

i=1, (πi (·))n
i=1, P(·)} be some finite

Bayesian game.87 A Bayes-Nash equilibrium γ ∗ ≡ (γ ∗
i )n

i=1 always exists.

Proof: Exercise 6.10. �

6.3.2 Examples

To illustrate the implications of the Bayes-Nash equilibrium (BNE) concept, let us
review in turn the different examples discussed in Subsection 6.2.2 and compute
for each of them the corresponding Bayes-Nash equilibria.

6.3.2.1 Modified battle of the sexes (continued). Recall the modified battle of the
sexes that was formally modeled as a Bayesian game in Subsection 6.2.2.1. The
computation of its BNE follows immediately from the fact that the girl (the only
informed party) has a dominant action in either case (i.e., action B if her type is
t11 and action S if her type is t12). This allows us to fix her equilibrium strategy
accordingly:

γ ∗
1 (t11) = B; γ ∗

1 (t12) = S. (6.8)

Then, as explained in Section 6.1, the optimal response on the part of the boy comes
to depend on p as follows88:

γ ∗
2 (t2) =

 B if p > 3/4
(x, 1 − x), x ∈ [0, 1] if p = 3/4
S if p < 3/4.

(6.9)

The expressions (6.8) and (6.9) jointly characterize the strategy profile γ ∗, which
defines a BNE of the game, as a function of p ≡ P(t11, t2). Generically (i.e., if
p �= 3/4), the BNE is unique.

6.3.2.2 Cournot duopoly with uncertain costs (continued). Consider now the
Bayesian game described in Subsection 6.2.2.2. A pure-strategy BNE γ ∗ for it
can be identified with three output choices. On the one hand, one must specify the
two outputs chosen by firm 1, depending on its type:

q∗
11 ≡ γ ∗

1 (1), q∗
12 ≡ γ ∗

1 (2).

On the other hand, one has to indicate as well the output to be chosen by firm 2,

q∗
2 ≡ γ ∗

2 (t2),

which is associated with its unique (uninformed) type.
Suppose, for simplicity, that M and d are such that there is an interior BNE

given by the outputs (q∗
11, q

∗
12, q

∗
2 ). Then, these outputs must satisfy the following

87 Finiteness, in this case, concerns the set of players N and each of their respective Ti and Ai .
88 As usual, when a strategy is deterministic, we find it convenient to identify it with the action being adopted

with probability one rather than writing such a strategy in the (degenerate) probability-vector format.
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conditions for firm 1:[
M − d(q∗

11 + q∗
2 ) − 1

]
q∗

11 ≥ [
M − d(q1 + q∗

2 ) − 1
]

q1 ∀q1 ∈ R+;

(6.10)[
M − d(q∗

12 + q∗
2 ) − 2

]
q∗

12 ≥ [
M − d(q1 + q∗

2 ) − 2
]

q1 ∀q1 ∈ R+;

(6.11)

and, for firm 2:{
p
[
M − d(q∗

11 + q∗
2 ) − 1

]+ (1 − p)
[
M − d(q∗

12 + q∗
2 ) − 2

]}
q∗

2

≥ {
p
[
M − d(q∗

11 + q2) − 1
]+ (1 − p)

[
M − d(q∗

12 + q2) − 2
]}

q2

∀q2 ∈ R+. (6.12)

These conditions simply reflect the optimality requirements formulated in Defini-
tion 6.1′: each firm must choose an optimal action, conditional on the information
it receives (i.e., its type).

Associated with (6.10), (6.11), and (6.12), we have the following system of first-
order necessary conditions:

M − d q∗
2 − 1 − 2d q∗

11 = 0

M − d q∗
2 − 2 − 2d q∗

12 = 0

p
[
M − dq∗

11 − 1
]+ (1 − p)

[
M − dq∗

12 − 2
]− 2dq∗

2 = 0,

which is solved to yield

q∗
11 = 2M − 1 − p

6d

q∗
12 = 2M − 4 − p

6d

q∗
2 = M − 2 + p

3d
.

The above expressions define the unique BNE of the game. Its dependence on p is
clear-cut: while the uninformed firm 2 increases its equilibrium quantity as p rises
(i.e., as its subjective probability of a low cost grows), the opposite applies to the
informed firm 1.

Such an opposite effect of p on the equilibrium behavior of each firm has an
intuitive interpretation worth explaining. On the one hand, for firm 2, an increase
in p unambiguously improves its (expected) cost conditions and, consequently, it is
natural that it should also increase its equilibrium output. For firm 1, however, the
value of p has no direct consequence on its interim profit possibilities. At the time
of choice, this firm is informed about the value of c and, therefore, the probability p
has no consequence per se on its payoffs (i.e., on the profits obtained for any given
output profile). It follows, therefore, that the effect of p on the equilibrium choices
of firm 1 is purely strategic. In other words, it is only because firm 1 anticipates how
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the value of p will affect the (equilibrium) behavior of the competitor that it has an
effect on its own equilibrium decision. Its output falls (rises) with a rise (fall) in p
because firm 2’s output is correctly predicted to increase (decrease) accordingly.

6.3.2.3 A public-good problem: mechanisms A and B (continued). We consider
first the Bayesian game induced by mechanism A (cf. Subsection 6.2.2.3). Since
this game is fully symmetric between players, we focus on symmetric BNE. These
are equilibria given by a common strategy γ ∗

i = (γ ∗
i (0), γ ∗

i (30)) which, allowing
for mixed actions, displays the following general form:

γ ∗
i (0) = [γ ∗

i (0)(0), γ ∗
i (0)(30)] ≡ (u, 1 − u) (6.13)

γ ∗
i (30) = [γ ∗

i (30)(0), γ ∗
i (30)(30)] ≡ (w, 1 − w) (6.14)

with the same u ∈ [0, 1] and w ∈ [0, 1] for both i = 1, 2.
The first immediate observation to make is that, at equilibrium, it can be guar-

anteed that u = 1. That is, no player with the low valuation of zero will ever want
to send the message that she has a high valuation. For, if she were to do it with
positive probability, the probability that she might be called to finance part (or even
the whole) of the cost of building the road would also be positive, thus yielding a
negative expected payoff. Instead, by never expressing a high valuation, her payoff
is certain to be zero.

On the other hand, it also follows that any symmetric BNE must havew< 1. For,
if we had w= 1, neither type would ever communicate a high valuation (because
u = 1), which would imply that the payoff would be uniformly zero for both types.
However, in that case, it would be clearly in the interest of a high type (i.e., one
with a valuation vi = 30) to behave truthfully, because the entailed payoff would
be 30 − 20 > 0.

Thus, since any BNE γ ∗ must have type ti = 30 play ai = 30 with positive
probability, this action must be an optimal response for this type when the opponent
plays the equilibrium strategy. This implies that, say, for player 1, the expected
payoff 89 of playing a1 = 30,

p
{
wπ A

1 (30, 30; 30, 0) + (1 − w)π A
1 (30, 30; 30, 30)

}
+ (1 − p)π A

1 (30, 0; 30, 0), (6.15)

must be at least as large as that corresponding to a1 = 0,

p
{
wπ A

1 (30, 30; 0, 0) + (1 − w)π A
1 (30, 30; 0, 30)

}
+ (1 − p)π A

1 (30, 0; 0, 0). (6.16)

Such a requirement can be simply rewritten as follows:

p{w(30 − 20) + (1 − w)(30 − 10)} + (1 − p)(30 − 20)

≥ p(1 − w)(30 − 0),

89 Note that these payoff expressions already incorporate the fact that, at equilibrium, u = 1.
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which implies

2p(1 − w) ≤ 1. (6.17)

If p ≤ 1/2, the above inequality holds strictly for all w > 0, which implies
that, for any completely mixed strategy by the opponent, (6.15) is strictly larger
than (6.16). In this case, therefore, the symmetric BNE must have w = 0 and thus
γ ∗

i (30) = (0, 1).
Instead, if p > 1/2, the condition (6.17) – which must be satisfied at equilibrium –

demands that w > 0. This implies, by an already familiar argument, that both
possible actions are to yield for this type identical expected payoffs. That is, (6.15)
and (6.16) must coincide, which in turn implies that (6.17) has to be satisfied with
equality, i.e.,

w = 1 − 1

2p
,

and then γ ∗
i (30) = (1 − 1/2p, 1/2p).

In sum, for any p ∈ [0, 1], the equilibrium strategy for the BNE given by (6.13)
and (6.14) has

u = 1; w = max

{
0, 1 − 1

2p

}
.

We may conclude, therefore, that if p > 1/2 there is positive interim probability
equal to (1 − 1/2p)2 that, even if both individuals have a high valuation for the
road, the paved road will not be built in the (unique) symmetric BNE. Of course,
when only one individual has a high valuation (in which case it would also be
efficient to build the road), the probability of that state of affairs is still higher:
1 − 1/2p. Thus, somewhat paradoxically, we find that the more likely it is (from
an ex ante viewpoint) that the road should be built on efficiency grounds, the larger
is the probability that the outcome turns out to be ex post inefficient. In fact, the
maximum such probability of inefficiency occurs when p = 1, in which case it is
completely certain that the project should be undertaken (see Exercise 6.1).

Next, we turn to mechanism B and the Bayesian game induced by it (recall
Subsection 6.2.2.3). In this game, players are no longer placed in a symmetric
ex ante situation and therefore have different sets of strategies available. Thus, for
player 1, a strategy is a function of the form

γ1 : T1 → �
(

AB
1

)
,

where T1 = {0, 30} is her type space of possible valuations and AB
1 = [0, 20] rep-

resents the set of her proposed contributions (cf. (6.5)). On the other hand, for
player 2, a strategy is a somewhat more complicated object. It is a mapping

γ2 : T2 → �
(

AB
2

)
,

where her type space T2 = {0, 30} is the same as player 1’s but the action space

AB
2 = {

a2 : [0, 20) → {Y, N }}
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now consists of a collection of contingent plans (recall (6.6)). Each of these plans
a2(·) is an exhaustive specification of whether player 2 will respond with a “Yes”
or a “No” to any possible proposal a1 by player 1.

The fact that the game induced by mechanism B displays a sequential decision
structure leads to a wide multiplicity of Bayes-Nash equilibria – see below for
details. Thus, for the sake of focus, it is useful to start by considering the only
equilibrium that satisfies an intuitive requirement of credibility (or subgame per-
fection), analogous to that proposed in Chapter 4. This has the additional advantage
of substantially simplifying the computation of equilibrium by allowing us to rely
on the familiar procedure of backward induction.

Conceive the strategic situation as a three-player game with Nature (cf. Subsec-
tion 6.2.1) and focus on any of the subgames starting with a move of player 2 (i.e.,
right after player 1 has made some particular proposal a1). Strictly speaking, these
subgames are not proper, as this concept is defined in Section 4.3. For, at the time
when player 2 decides at any of them, she is not fully informed of all (in particular,
Nature’s) previous choices. However, those subgames are essentially like proper
ones in that player 2 is perfectly informed in each of them of everything that is rele-
vant for her decision. That is, no matter what player 2 believes about the underlying
type of player 1, the knowledge she does have of the latter’s proposal a1 is enough
to define what behavior should be regarded as optimal.

Let γ̂ = (γ̂1, γ̂2) be a BNE that displays optimal behavior by 2 after every possible
proposal by player 1. In light of the former considerations, this requirement can be
suitably formulated independently of player 2’s beliefs. Moreover, we claim that it
selects uniquely what must be the strategy of player 2. For a low-valuation type, her
optimal choice involves never agreeing to contribute any (positive) fraction of the
cost for building the road. This leads to the “uniform” action (or contingent plan)
a2N defined by

a2N (a1) = N , ∀a1 ∈ [0, 20). (6.18)

On the other hand, for a high-valuation type, the opposite applies; i.e., optimality
after any proposal of 1 requires that she agree to financing any remaining share
of the cost not covered by that proposal. This is reflected by the following (again
uniform) a2Y defined as follows:

a2Y (a1) = Y, ∀a1 ∈ [0, 20). (6.19)

Combining (6.18) and (6.19), we conclude that the contemplated requirement of
“perfection” on player 2’s action leads to

γ̂2 = [γ̂2(0), γ̂2(30)] = [a2N , a2Y ]. (6.20)

Then, anticipating that her opponent should behave according to (6.20), player 1
may compute her optimal type-contingent behavior at the first stage of the mech-
anism. If her valuation is low, the implications of optimality are straightforward.
The player must make a zero proposal and set

γ̂1(0) = 0. (6.21)
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On the other hand, concerning the optimality of the other component of her strategy,
γ̂1(30), the precise value of the probability p must naturally have a crucial effect
on it. To assess this effect, denote by ψ(a1, p) the expected payoff earned by a high
type of player 1 when she chooses action a1 and the high-valuation probability is
p, of course assuming that player 2 relies on the strategy γ̂2 given by (6.20). This
function is of the following form:

ψ(a1, p) =
{

p × (30 − a1) + (1 − p) × 0 if a1 < 20
10 if a1 = 20.

It is easy to see that, independently of the value of p, the only possible values for a1

that may qualify as optimal are 20 and 0. Thus, a direct comparison of the payoffs
induced by each of these two possibilities yields

γ̂1(30) =
{

0 if p > 1/3
20 if p < 1/3

(6.22)

and for the exact (nongeneric) case in which p = 1/3, any mixture between both
options (a1 = 0, 20) is optimal.

The expressions (6.20), (6.21), and (6.22) define the BNE for mechanism B that is
consistent with the contemplated requirement of perfection. However, as advanced,
there are many other BNE that do not satisfy this requirement. To illustrate this
possibility most simply, let us focus on an alternative collection of BNE that yield
the same equilibrium outcome as γ̂ , i.e., they lead to an identical allocation of
resources. These alternative equilibria differ from the previous one only in how
player 2 reacts to interior proposals a1 such that 0 < a1 < 20. Specifically, instead
of (6.19), let us consider the following much weaker condition

a2(0) = Y (6.23)

that just fixes player 2’s response to the proposal a1 = 0. Denote by ÃB
2 the set of

player 2’s actions that are compatible with (6.23). Then, it is easy to verify (cf.
Exercise 6.2) that any strategy profile γ̃ = (γ̃1, γ̃2), where γ̃1 satisfies (6.21) and
(6.22), and γ̃2 is of the form

γ̃2 = [γ̃2(0), γ̃2(30)] ∈ {a2N } × Ã
B
2 , (6.24)

is a BNE for the Bayesian game induced by mechanism B.Clearly, all these equilib-
ria (which include, of course, the one formerly determined) yield the same pattern
of actual play.

When contrasting the equilibrium performance induced by the two alternative
mechanisms considered, A and B, it is worth highlighting the following differences:

� Unlike what happens for mechanism A, mechanism B always guarantees
an efficient outcome when the second mover (i.e., player 2) has a high
valuation.

� Instead, when player 2 has a low valuation, mechanism B leads to
an inefficient outcome with certainty if (somewhat paradoxically) there
is a high prior probability p that each agent might display a high
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valuation – specifically, when p > 1/3. Even though large values for p
also increase the likelihood of inefficiency in the case of mechanism A,
this is never a sure outcome, even for p = 1.

� In terms of the probability p, the range of possible inefficiency is larger for
mechanism B (i.e., p ∈ (1/3, 1]) than for mechanism A (where, for possible
inefficiency, one must have p ∈ (1/2, 1]).However, this seeming drawback
displayed by mechanism B is mitigated by the following observation: for
large p, the ex ante probability that such inefficiency occurs is very low
(as explained, it requires that player 2 have a low valuation). In contrast, the
analogous probability remains significant (in fact increases) as p becomes
large in the context of mechanism A. (See Exercises 6.1, 6.3, and 6.4 for
elaboration on these matters.)

6.4 Signaling games

6.4.1 Introduction and examples

As explained in Section 6.2, the formulation proposed by Harsanyi to study player
interaction under incomplete (or asymmetric) information implicitly assumes that
the situation at hand can be suitably modeled in strategic form. However, as our
former discussion of mechanism B illustrates, many problems of interest lead to a
sequential modeling of the decision process. They require, therefore, careful treat-
ment of issues pertaining to off-equilibrium behavior and off-equilibrium beliefs.
In the context of mechanism B, these issues could be dealt with quite trivially
because, in effect, one could abstract from any explicit consideration of players’
beliefs. However, this is not typically the case in many applications, which then
demand a more sophisticated approach. Here, our discussion of these important
matters is not undertaken in the most general framework but instead is restricted
to a particular class of games: the so-called signaling games. Albeit very stylized,
this class of games provides a framework that is rich enough to understand some
of the key theoretical questions involved.

Signaling games have been widely used to understand some of the core strategic
issues arising in the economics of information. Its theoretical framework can be
informally described as follows. There are two agents moving in sequence. The first
one (e.g., a salesman who supplies a good of a given quality – Akerlof (1970) –
or a worker of a certain ability – Spence (1973)) has private information (the specific
quality of the product she sells or her work ability) that is relevant for the second
mover (an interested buyer or a potential employer). The action first chosen by
the informed party (e.g., a price offer, or a certain level of education) is assumed
perfectly observed by the uninformed agent, who moves subsequently. This second
agent, on the basis of her observation, may indirectly infer some knowledge (full
or only partial) about the underlying information she did not originally hold. Then,
with this possibly improved knowledge in hand, the second player makes her choice
and concludes the game. Naturally, the payoff each player obtains in the game is
taken to depend on the actions chosen by both players as well as the underlying
piece of private information held by the first player.



Signaling games 205

Some of the games discussed in Section 6.2.2 to illustrate the construct of a
Bayesian game can be readily transformed into signaling games by introducing
a sequential order of moves. Consider, for example, the modified battle of the
sexes presented in Subsection 6.2.2.1 or the Cournot duopoly with uncertain costs
introduced in Subsection 6.2.2.2. If, instead of the simultaneous (type-contingent)
choice of actions postulated there, it is posited that player 1 (the only one with
relevant private information in either example) moves first, those games accurately
fit the format of a signaling game. Both of them will be precisely cast as such
below (see Subsection 6.4.4), once we have completed the formal description of
the signaling model. For the moment, we close this introductory section with a
yet informal description of another signaling game, which is a minor variation on
a famous example proposed by Cho and Kreps (1987). This game has been used
repeatedly in the literature to illustrate many of the subtleties and problems raised
by equilibrium refinements in games under incomplete information.

Two individuals, 1 and 2, belonging to rival clans (also denoted, respectively, by
1 and 2) meet some early morning at the saloon bar of a town in the American West.
Although everyone in clan 1 is peaceful and dislikes violence, all members in clan 2
are aggressive and would like to enter into a duel with anyone of the other clan,
provided they can win it. Suppose this duel is won or not depending on whether
individual 1 is strong or weak, something individual 2 does not observe. A priori,
the only information the latter has available is that 90% of the individuals of clan
1 are strong (the complementary fraction being of course weak) and that every one
of them has the same probability of being at the saloon that day.

Even though the type of individual 1 is not known by individual 2, the latter
observes the sort of “breakfast” the former one chooses that morning. There are
two options: beer and quiche. Further assume that while the strong individuals
of clan 1 prefer beer, the weak ones prefer quiche. The issue that arises may be
succinctly described as follows: Under what conditions will individual 2 be able to
infer the type of player 1 from the observation of his breakfast? Can such a type
revelation be part of an equilibrium of the incomplete-information game?

When the situation is modeled as a signaling game, the breakfast ordered by
1 that morning plays the role of a signal (possibly revealing, but perhaps not) of
the underlying private information (his strength or weakness) held by player 1.
Then, of course, the answer to the previous questions must depend on the concrete
payoffs posited for each of the possible outcomes of the game. To fix ideas, let
these payoffs be given as follows. On the one hand, for player 2, associate a payoff
of 1 to a duel that ends in victory, a payoff of −1 to one that ends in defeat, and
simply a payoff of zero if no duel takes place. On the other hand, for player 1,
his payoffs must depend not only on whether there is a duel but also on what he
has for breakfast. Specifically, suppose that, whatever his type, player 1 obtains a
payoff of 3 if he does not face a duel and has his most preferred breakfast (beer if
strong, quiche if weak). If, even having avoided the duel, his breakfast is not his
preferred one, his payoff is only 2. If he is confronted in duel, but his breakfast is the
preferred one, his payoff is equal to 1. Finally, in the remaining case (he faces the
duel and his breakfast is not the one he likes best), his payoff is taken to be equal to
zero.
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Figure 6.2: Breakfast in the American West.

How can we model the strategic dilemma faced by the two individuals meeting
in the saloon bar? Following Harsanyi again (see Subsection 6.4.2 for the formal
details), we may do it by introducing Nature – player 0 – into the game, leading to
the extensive-form representation displayed in Figure 6.2. In this game, Nature is
the first mover and selects the type of player 1 (whether he is weak (w) or strong (s))
with probabilities equal to the respective frequencies in clan 1. Then, this choice by
Nature is revealed to player 1 alone who, on the basis of this information, chooses
his breakfast. Finally, after observing player 1’s breakfast, player 2 adopts his own
action (i.e., whether to duel) and ends the game.

6.4.2 Formalization

Now, we describe precisely the theoretical framework that defines a bilateral sig-
naling game between players 1 and 2 (the first fully informed, the second wholly
uninformed).90 Along the lines proposed by Harsanyi for Bayesian games (recall
Subsection 6.2.1), a signaling game may be decomposed into the following different
stages:

1. First, Nature selects a certain t ∈ T with respective probabilities P(t) > 0
that are common knowledge. Player 1 is accurately informed of Nature’s
choice, which is therefore identified with player 1’s type. Formally, that is,
we identify the type space of player 1 with T, while we dispense with the
specification of what would be a trivial (singleton) type space of player 2.

90 For notational simplicity, we restrict the theoretical framework to only two players. The extension to more than
two players is conceptually simple to do, provided that (a) one maintains the dichotomy between the players
who are completely informed and those who are not at all, and (b) players within each of these two groups are
treated symmetrically. In fact, some of the applications discussed in Chapter 7 (e.g., see Section 7.1) display
an interaction among more than two players.
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Figure 6.3: A signaling game.

2. Having been informed of her type, player 1 sends a message m belonging
to some prespecified message space M (here, for convenience, assumed
finite). That message is accurately observed by player 2.

3. Having observed player 1’s message, player 2 then reacts by choosing action
a in her action (finite) set A. This ends the signaling game.

Given any chosen type t,message m, and action a, the induced payoffs to player
1 and 2, u(t,m, a) and v(t,m, a), respectively, are given by corresponding payoff
functions

u, v : T × M × A → R.

A schematic extensive-form illustration of a signaling game is presented in Fig-
ure 6.3.

In the context of a signaling game, a typical (behavioral) strategy of player 1 is
formally identical to that of a Bayesian game.91 It is a mapping of the form

γ1 : T → M ≡ � (M) ,

which associates with every possible information received t (i.e., her particular type)
a probability vector γ1(t) = [γ1(t)(m)]m∈M over the space of messages. As usual,
this vector is taken to reflect choice probabilities, thus allowing for the possibility
that the agent’s decision may display some ex ante randomness.

On the part of player 2, a strategy in the signaling game is a function

γ2 : M → A ≡ � (A)

associating with each of the possible messages m she may receive from player
1, a mixed action γ2(m) = [γ2(m)(a)]a∈A. Since player 2 does not receive any
information from Nature (i.e., has no private information), her strategy depends
only on the information she does receive by virtue of the position she occupies in
the game as second mover. Thus, as usual, both players’ strategies display the same

91 Note that, in fact, the present signaling scenario could also be modeled as a Bayesian game. Then, the “actions”
of player 1 would coincide with her messages and those of player 2 would be identified with the (message-
contingent) strategies of the signaling game. Despite this formal parallelism, the reason why we find it useful
here to formulate an alternative extensive-form framework is essentially instrumental, as explained at the
beginning of Subsection 6.4.3.
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general format, i.e., they prescribe behavior contingent on the information received.
However, the kind of information they rely on in each case is different: in the case
of player 1, this information concerns Nature’s choice; for player 2, it is merely the
opponent’s choice. For notational simplicity, the respective set of all those strategies
will be denoted, as in the context of Bayesian games, by ϒi (i = 1, 2). Given the
context, no confusion should arise.

6.4.3 Signaling equilibrium

In Subsection 6.3.1, we viewed and motivated the notion of BNE in Bayesian
games as the counterpart of Nash equilibrium for a suitably extended game with
Nature. An analogous approach is pursued here for any given signaling game SG ≡
{{1, 2} , T, P(·),M, A, u(·), v(·)} , now pertaining to the notion we call signaling
equilibrium. More precisely, a signaling equilibrium (SE) is conceived as a weak
perfect Bayesian equilibrium (WPBE) for a corresponding three-player game with
Nature.

The motivation for introducing yet another equilibrium concept tailored to the
specific context of signaling games derives from the subtle strategic issues raised by
the phenomenon of signaling in games. Signaling is an inherently dynamic (mul-
tistage) phenomenon and thus leads to a rich scope of already familiar issues. In
particular, it raises the need to have perfection (or credibility) considerations off
equilibrium impinge on the behavior that may be sustained as optimal on the equilib-
rium path. These considerations are not easily tackled within the context of Bayesian
games, because they are cast in a strategic-form framework (recall Footnote 91).

As indicated, the route undertaken here represents a direct counterpart of what
was done in Section 4.4 for the WPBE concept. Credibility pertaining to behavior
prescribed at all possible contingencies is assessed by imputing explicit beliefs at
all relevant decision points in the game. But since, in a signaling game, player 1 is
fully informed, only the beliefs of player 2 need to concern us here. As usual, these
beliefs are to be defined at each of player 2’s “information sets,” i.e., after each
possible message received from player 1. For each of these messages, a probability
vector must be specified that formalizes player 2’s beliefs about player 1’s type
after receiving that message. And, as in the WPBE concept, the crucial requirement
concerning these beliefs is that they should be consistent with player 1’s strategy
and Bayes rule when the latter is applicable (i.e., when the ex ante probability
is positive); otherwise, beliefs are simply unrestricted. Then, by adding to this
condition on beliefs the requirement that players’ strategies be optimal responses
(either to admissible beliefs in the case of player 2 or to the opponent’s strategy in
the case of player 1), one arrives at the notion of SE.

To present the SE notion formally, we introduce some notation that represents
just a slight adaptation of that used in Section 4.4. For each message m ∈ M, let
µ(m) ∈ �(T ) stand for the beliefs held by player 2 abouts 1’s type after receiving
message m.Correspondingly, let a pattern of beliefs be a collectionµ ≡ {µ(m)}m∈M

representing the specification of some beliefs for every possible message in M.With
this notation in place, the SE concept may be defined as follows.
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Definition 6.2: Let SG ≡ {{1, 2}, T, P(·),M, A, u(·), v(·)} be a signaling game.
A strategy profile (γ ∗

1 , γ
∗
2 ) is a signaling equilibrium if there exists a belief

patternµ∗ = {µ∗(m)}m∈M such that the following conditions are satisfied:

(i) ∀t ∈ T, ∀ν ∈ M,∑
m∈M

γ ∗
1 (t)(m)

[∑
a∈A

u(t,m, a) γ ∗
2 (m)(a)

]

≥
∑
m∈M

ν(m)

[∑
a∈A

u(t,m, a) γ ∗
2 (m)(a)

]
,

i.e., player 1’s strategy prescribes an optimal message for each type,
given player 2’s strategy.

(ii) ∀m ∈ M, ∀α ∈ A,∑
a∈A

γ ∗
2 (m)(a)

[∑
t∈T

v(t,m, a)µ∗(m)(t)

]

≥
∑
a∈A

α(a)

[∑
t∈T

v(t,m, a)µ∗(m)(t)

]
,

i.e., player 2’s strategy responds optimally to every message, given the
belief pattern µ∗.

(iii) ∀m ∈ M,

(a) T ∗(m) ≡ {t ∈ T : γ ∗
1 (t) (m) > 0} �= ∅ ⇒

∀t ′ ∈ T, µ∗(m)(t ′) = P(t ′) γ ∗
1 (t ′)(m)∑

t∈T P(t) γ ∗
1 (t)(m)

;

(b) T ∗(m) = ∅ ⇒ µ∗(m)(·) may be specified arbitrarily.

That is, the beliefs associated with every possible message are consistent
with player 1’s strategy and Bayes rule whenever the message in question
has positive prior probability.

Definition 6.2 formalizes the equilibrium requirements verbally explained above
concerning both individual optimality and belief consistency. As indicated, these
requirements are the same as those reflected by WPBE, the concept introduced
in Chapter 4 for ordinary multistage games. In particular, SE shares with WPBE
the convenient but “simple-minded” feature of allowing for any arbitrary beliefs
at those junctures in the game that lie off the contemplated equilibrium path (i.e.,
when Bayes rule is not well defined). It should be stressed, however, that this wide
range of discretion does not allow for some of the paradoxical features illustrated
in Section 4.4 for the WPBE concept. (Recall, in particular, the game represented
in Figure 4.5, where a WPBE was shown not to be necessarily subgame perfect.)
For, as it might be recalled, we argued that those problems cannot arise when, as
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happens in signaling games, there are only two players (genuine ones, excluding
Nature) who move once each throughout the game.

There are, however, other grounds on which certain imputations of beliefs off
equilibrium may be questioned as yielding unreasonable outcomes. This is dis-
cussed at some length in Section 6.6, where we observe that, even though SE does
display “backward-induction perfection,” it may fail to satisfy other reasonable
criteria of forward induction. With the aim of tackling this problem, specific refine-
ments on off-equilibrium beliefs will be proposed that, at least for some specific
games, will display the desired features.

We close this section by addressing the basic issue of existence of SE. In analogy
with Theorem 6.1, the isomorphism between signaling games and corresponding
(ordinary) games with Nature provides an easy route to establishing existence.

Theorem 6.2: Let SG ≡ {{1, 2}, T, P(·),M, A, u(·), v(·)} be a (finite) signaling
game. A signaling equilibrium γ ∗ ≡ (γ ∗

i )n
i=1 always exists.

Proof: Exercise 6.10. �

6.4.4 Examples

6.4.4.1 Modified battle of the sexes (continued). Reconsider the modified battle
of the sexes, whose payoffs were given by Tables 6.1 and 6.2 for each of the two
girl types (basketball or shopping fan). In Subsection 6.2.2.1, we assumed that
both players adopted their decisions simultaneously and modeled the situation as
a Bayesian game. Now, suppose the girl (i.e., the informed player) moves first and
the boy second. This transforms the context into a signaling game.

Formally, the type space of the signaling game is equal to T = {t11, t12} where,
as before, t11 is identified with the girl being a basketball fan and t12 a shopping
fan. Their respective prior probabilities are P(t11) = p and P(t12) = 1 − p, with
p being a parameter of the model. Both the “message” space of the girl as well as
the “action” space of the boy can be identified (for notational simplicity) with the
same set, i.e., {B, S} = M = A. Finally, the payoff functions u(·) and v(·) readily
obtain from Tables 6.1 and 6.2.

In the signaling game thus specified, a pure strategy of player 1 (the girl) is a
mapping of the form γ1 : T → {B, S}, and that of player 2 (the boy) a mapping
γ2 : {B, S} → {B, S}. It is easy to find an SE (γ ∗

1 , γ
∗
2 ) for this game. On the one

hand, since the boy’s payoffs are not affected by the girl’s type and always favor
matching the girl’s (previous) choice of action, we must have

γ ∗
2 (B) = B; γ ∗

2 (S ) = S. (6.25)

And then, the optimal type-contingent response by the girl is simply

γ ∗
1 (t11) = B; γ ∗

1 (t12) = S. (6.26)

In sum, we conclude that (6.25) and (6.26) define the unique SE of the game,
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Table 6.3: Modified battle of the sexes if the
girl is a “basketball fan”: second version

Boy
Girl B S

B 1, 2 3, 1
S 0, 0 2, 3

Table 6.4: Modified battle of the sexes if the
girl is a “shopping fan”: second version

Boy
Girl B S

B 2, 2 0, 1
S 3, 0 1, 3

supported by the belief pattern µ∗ given by

µ∗(B)(t11) = 1; µ∗(S )(t12) = 1. (6.27)

If we contrast this SE with the BNE obtained in the counterpart Bayesian game
where decisions are simultaneous (cf. Subsection 6.3.2.1), we observe that the girl’s
strategies are formally identical in both cases – compare (6.8) and (6.26). One might
be tempted to argue (wrongly, however) that this coincidence follows from the fact
that, in both situations, the girl has a dominant action for each type. Indeed, when
players make their decisions simultaneously, the fact that, at equilibrium, the girl
must play as given by (6.8) does follow from a mere dominance argument. For, if
the boy cannot make his action contingent on hers (as is assumed in the Bayesian
game), to play the “dominant action” for each type must be a dominant strategy
for the corresponding Bayesian game. However, no similar logic can be used, in
general, for the signaling-game version of the interaction. In this case, the fact that
the boy may react to (i.e., make his choice contingent on) the girl’s choice could
well make playing B (or S) a suboptimal decision even when her type is t11 (or t12).

To illustrate the former point, suppose the original payoff tables are replaced by
Tables 6.3 and 6.4. Along the heuristic lines we have used to motivate the battle
of the sexes, one may interpret these payoffs as follows: even though the girl still
prefers B or S (depending on whether her type is t11 or t12) for any fixed action of
the boy, she enjoys going alone to her most preferred alternative (not for the other
one, where the opposite applies).

Consider first the case in which the decisions are adopted simultaneously and
thus the appropriate model of the situation is a Bayesian game. Then, the fact that
B and S are still dominant actions in, respectively, the first and second payoff tables
continue to imply that the strategy played by the girl in any BNE must be as before,
i.e., given by either (6.8) or (6.26).

However, if we now consider the sequential version of the model where the
girl moves first, the unique SE γ̂ = (γ̂1, γ̂2) in the corresponding signaling game
is no longer as before. On the one hand, the boy’s equilibrium strategy remains
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unchanged, because his decision problem is essentially the same:

γ̂2(B) = B; γ̂2(S ) = S.

But now, in response to γ̂2, the optimal strategy by the girl is

γ̂1(t11) = S, γ̂1(t12) = B.

Thus, in view of the fact that her action affects the ensuing choice of the boy, the
girl’s optimal strategy involves playing the “dominated” action for each payoff table.
In turn, the belief pattern µ̂ that supports this SE is as follows:

µ̂(B)(t12) = 1; µ̂(S)(t11) = 1. (6.28)

The previous two versions of the modified battle of the sexes have involved SE
that are of the so-called separating kind. That is, they have each type of informed
player choose a different action and therefore fully reveal her respective information.
In the above examples, this is reflected by the fact that the corresponding belief
patterns µ∗ and µ̂ yield the boy’s perceptions that are concentrated, for each of the
girl’s actions, in a single type of hers (cf. (6.27) and (6.28)).

The polar case is given by the so-called pooling SE. To provide a simple illustra-
tion of this alternative kind of SE, let us remain within the context motivated by the
original battle of the sexes and consider a third variant of it. Continue to suppose
that the girl may be of two types, t11 and t12, each of them interpreted again as a
basketball or shopping fan, respectively. Now, however, if the girl is a basketball
fan (i.e., her type is t11), her payoffs are as given by Table 6.1. Instead, if she is a
shopping fan (her type is t12), her payoffs are given by Table 6.4. Then, we may
easily see that the unique SE γ̃ = (γ̃1, γ̃2) is of the pooling kind. On the one hand,
the boy’s equilibrium strategy is as before because, again, his decision problem
remains unchanged:

γ̃2(B) = B; γ̃2(S) = S.

In view of this strategy, the optimal response by the girl is

γ̃1(t11) = γ̃1(t12) = B;

that is, her choice of action is independent of her type.
Concerning the belief pattern µ̃ that supports this equilibrium, first note that the

girl’s strategy renders B as the unique “message” that is delivered at equilibrium.
Therefore, associated with this message, Bayes’ rule implies

µ̃(B)(t11) = p; µ̃(B)(t12) = 1 − p.

That is, nothing new is learned (compared with the original a priori beliefs) by
observing B. In contrast, action S should never be observed at equilibrium. Conse-
quently, Bayes rule is unapplicable in that case, and the corresponding beliefs are
unrestricted. That is, we may choose any beliefs of the form

µ̃(S)(t11) = q, µ̃(S)(t12) = 1 − q,
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for some q ∈ [0, 1]. Whatever such beliefs are specifically posited, the optimality
of the boy’s strategy γ̃2 is preserved.

6.4.4.2 Cournot duopoly with uncertain costs (continued). Recall the duopoly sce-
nario with uncertain costs presented in Subsection 6.2.2.2. Now, instead of postu-
lating simultaneous decisions, suppose that firm 1 (the informed player) moves first
and its output decision is observed by firm 2 before making its own choice. This
strategic situation can be readily modeled as a signaling game with the following
components:

� type space T = {1, 2} with P(1) = p, P(2) = 1 − p and p ∈ [0, 1];
� firm 1’s message space M = R+, a typical element of it denoted by q1;
� firm 2’s action space A = R+, its typical element denoted by q2;
� firm 1’s payoff function u(·) defined by u(t, q1, q2) = {max[M − d(q1 +

q2), 0] − t}q1 for each t ∈ T, q1 ∈ M, q2 ∈ A;
� firm 2’s payoff function v(·) defined by v(t, q1, q2) = {max[M − d(q1 +

q2), 0] − t}q2 for each t ∈ T, q1 ∈ M, q2 ∈ A.

To focus ideas, let us look for a separating equilibrium γ̂ = (γ̂1, γ̂2), where each
type of firm 1 decides on a different output and so reveals its private information.
In this case, firm 1’s strategy is of the following form:

γ̂1(1) = q̂11, γ̂1(2) = q̂12, (6.29)

for some specific outputs q̂11 �= q̂12. Since, after observing either of these outputs,
firm 2 becomes informed of the respective underlying cost, its strategy γ̂2 must
satisfy the following two-fold condition, for all q2 ∈ R+:

[M − d(q̂11 + γ̂2(q̂11)) − 1] γ̂2(q̂11)

≥ {max [M − d(q̂11 + q2), 0] − 1} q2; (6.30)

[M − d(q̂12 + γ̂2(q̂12)) − 2] γ̂2(q̂12)

≥ {max [M − d(q̂12 + q2), 0] − 2} q2. (6.31)

In other words, γ̂2(q̂11) must be a best response to output q̂11 under the assumption
that the marginal cost c = 1, and γ̂2(q̂12) must be a best response to output q̂12 under
the assumption that c = 2.For future purposes, we find it useful to reformulate these
conditions by relying on the format of reaction functions, as these were defined in
Subsection 3.1.1. Let η21(·) and η22(·) be the reaction functions of firm 2 when the
marginal cost c is, respectively, assumed to be equal to 1 or 2. Then, (6.30) and
(6.31) can be compactly rewritten as follows:

γ̂2(q̂11) = η21(q̂11), γ̂2(q̂12) = η22(q̂12). (6.32)

The beliefs by firm 2 inducing this behavior are as follows:

µ(q̂11)(1) = 1; µ(q̂12)(2) = 1. (6.33)
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To complete the description of our (yet tentative) separating equilibrium, one
still has to determine the values q̂11 and q̂12 that define firm 1’s strategy as well
as the behavior (and underlying beliefs) by firm 2 for all other possible outputs
of firm 1. Concerning the first task, a natural candidate arises from the following
observation. Because, at the desired separating equilibrium, firm 1 is to fully reveal
its private information, its (type-contingent) optimal behavior should anticipate a
perfectly informed response by firm 2.Heuristically, this suggests choosing q̂11 and
q̂12 as in the Stackelberg model for each of the two possible cost conditions, c = 1
or c = 2, respectively. That is (cf. (5.4)),

q̂11 = M − 1

2d
(6.34)

q̂12 = M − 2

2d
. (6.35)

Next, we turn to completing the strategy γ̂2(·) by specifying γ̂2(q1) for q1 /∈
{q̂11, q̂12}. To do so, it must be kept in mind that our objective here is to support
(6.29) as firm 1’s optimal response to γ̂2. Of course, the easiest way to do it is to
have any possible deviation by firm 1 trigger the most “harmful” reaction by firm
2, consistent with the restriction that the latter be a best response to some suitably
chosen off-equilibrium beliefs. Since, in choosing those beliefs, the SE concept
allows full discretion, an extreme (i.e., most “aggressive”) reaction by firm 2 is
given by

γ̂2(q1) = η21(q1), ∀q1 /∈ {q̂11, q̂12}, (6.36)

which is supported by the beliefs

µ̂(q1)(1) = 1, ∀q1 /∈ {q̂11, q̂12}. (6.37)

Those reactions by firm 2 induce the highest possible outputs on its part that are
consistent with playing a best response to some beliefs. A less artificial (but anal-
ogously effective) possibility would be to postulate

γ̂2(q1) =
{
η21(q1) if q1 > q̂12

η22(q1) if q1 ≤ q̂12,
(6.38)

supported by the beliefs

µ̂(q1)(1) =
{

1 if q1 > q̂12

0 if q1 ≤ q̂12.
(6.39)

The candidate SE γ̂ = (γ̂1, γ̂2) is now fully specified by (6.32), (6.34), (6.35), and
(6.36), supported by the belief pattern given by (6.33) and (6.37) – alternatively to
(6.36), we can contemplate (6.38), supported by (6.39). By construction, all items in
it have been computed to satisfy the equilibrium conditions, except for the outputs
q̂11 and q̂12 that define firm 1’s strategy γ̂1.What needs to be finally verified is that
neither of the two types of firm 1 would gain by deviating from those outputs, in
view of the anticipated reaction by firm 2 reflected by γ̂2.
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For type t = 1, this requires that

[M − d(q̂11 + η21(q̂11)) − 1] q̂11 ≥ [M − d(q̂12 + η22(q̂12)) − 1] q̂12,

(6.40)

because no deviation to q1 �= q̂12 needs to be considered (i.e., it cannot be profitable),
in view of the reaction by firm 2 implied by (6.36). Using (6.34) and (6.35) and the
fact that the functions η21(·) and η22(·) are given by (cf. (3.12))

η21(q1) = max

{
0,

M − 1

2d
− 1

2
q1

}
(6.41)

η22(q1) = max

{
0,

M − 2

2d
− 1

2
q1

}
, (6.42)

we can rewrite (6.40) as follows:[
M − d

(
M − 1

2d
+ M − 1

4d

)
− 1

]
M − 1

2d

≥
[

M − d

(
M − 2

2d
+ M − 2

4d

)
− 1

]
M − 2

2d
.

On the other hand, for type t = 2, the required condition is that, for all q1 ∈ R+,

[M − d(q̂12 + η22(q̂12)) − 2] q̂12

≥ [M − d(q1 + η21(q1)) − 2] q1, (6.43)

which may be rewritten as follows:[
M − d

(
M − 2

2d
+ M − 2

4d

)
− 2

]
M − 2

2d

≥
[

M − d

(
1

2
q1 + M − 1

2d

)
− 2

]
q1,

where we rely on (6.36).
It may be checked (Exercise 6.6) that the verification of (6.40) and (6.43) imposes

quite stringent conditions on the parameters of the model. In particular, one must
have that M ≤ 5/2, which amounts to saying that the “market size” is to be quite
small relative to the cost parameters. If this condition is not satisfied, SE may require
some pooling for the two types of firm 1 (see Exercise 6.7).

6.4.4.3 Breakfast in the American West. To end our collection of examples involv-
ing signaling games, we now tackle formally the American West conflict between
rival clans represented in Figure 6.2. To cast it as a signaling game, the type space
of player 1 is chosen equal to T = {w, s} with the above indicated interpretations
(weak and strong type, respectively). The probabilities associated with each type
are equated to their respective population frequencies, so that P(w) = 0.1 and
P(s) = 0.9. For player 1, his message space is identified with his breakfast menu,
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M = {Q, B}. For player 2, his action space is A = {D, N },which includes his two
possible reactions (dueling or not) after observing player 1’s breakfast. Finally, the
payoffs corresponding to each possible type, message, and action combination are
simply as described in Figure 6.2.

A first observation to be made is that this signaling game can have no separating
SE (cf. Exercise 6.9). The reason is simple: in any separating equilibrium, the
strong type of player 1 would reveal himself as such through his breakfast, which
in turn should be different from that of the weak type. Thus, after the former kind
of breakfast, player 2 should never duel at equilibrium (because he is sure to be
defeated) while he would do so after the latter kind. But then, given that player 1
(independently of his type) always values more avoiding duel than having his most
preferred breakfast, both types of this player would have an incentive to share the
same breakfast (i.e., the one originally associated with the strong type). This, of
course, would break the supposed intertype separation.

In view of the former observation, we direct our attention toward finding pooling
SE where both types choose the same breakfast. There are two different classes of
strategy profiles that are possible candidates for such SE. In one of them, whose SE
are generically denoted by γ̂ = (γ̂1, γ̂2), both types have beer for breakfast, i.e.,

γ̂1(w) = γ̂1(s) = B. (6.44)

In the alternative class, whose SE are denoted by γ̃ = (γ̃1, γ̃2), the pooling
“message” is quiche and

γ̃1(w) = γ̃2(s) = Q. (6.45)

Consider each of these two possibilities in turn. For the first one, it is clear that
the equilibrium reaction to B must be

γ̂2(B) = N , (6.46)

supported by the belief

µ̂(B)(s) = 0.9. (6.47)

As in previous examples, we now ask ourselves how to complete player 2’s strategy
with a suitable reaction to Q (the off-equilibrium message) so that the pooling
strategy (6.44) indeed becomes optimal for 1. Looking again for the “most harmful”
such reaction, we propose

γ̂2(Q) = D, (6.48)

which may be supported by the belief

µ̂(Q)(w) = 1. (6.49)

Of course, we could also consider less extreme beliefs by 2 after observing Q, as
well as less extreme reactions to this off-equilibrium breakfast. In particular, a high
enough probability of playing D after Q (not necessarily one) would suffice – see
Exercise 6.8. However, the above specification is the simplest and most clear-cut
one for our purposes. As desired, it renders player 1’s pooling strategy optimal,
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thus confirming that (6.44), (6.46), and (6.48) define an SE, supported by the belief
pattern given by (6.47) and (6.49).

By relying on an analogous line of reasoning, it should be clear that the alternative
pooling strategy (6.45) also leads to an SE when completed as follows:

γ̃2(Q) = N (6.50)

γ̃2(B) = D. (6.51)

Clearly, such a strategy of player 2 is supported by the following beliefs after
observing the equilibrium message

µ̃(Q)(s) = 0.9

and, say, the following off-equilibrium beliefs:

µ̃(B)(w) = 1.

Even though the two kinds of pooling SE specified above are formally symmetric,
they seem intuitively very different. In the first one, both types pool by having the
sort of breakfast that the strong one prefers. In a heuristic sense, this seems to
be the most natural pooling outcome, because it is the weak type (i.e., the one
who could not deter the duel by revealing himself) who pays the cost of a less
preferred breakfast. Instead, the second pooling equilibrium displays the seemingly
paradoxical feature that it is the strong type (i.e., the one who could reveal himself
as such and avoid the duel) who has to incur the pooling cost.

In fact, there are natural and precise arguments that, by exploiting forward-
induction considerations, allow us to discriminate between these two kinds of pool-
ing equilibria. A classic example in this respect is afforded by the notion called
the intuitive criterion, proposed by Cho and Kreps (1987). This and related con-
cepts are discussed in some detail in Section 6.6. There, in particular, we attempt
to understand more precisely the features that render the quiche-pooling SE in the
American West signaling game quite counterintuitive.

Supplementary material

6.5 Mixed strategies, revisited: a purification approach

As indicated in Subsection 2.2.3, the notion of mixed strategy has led to an intense
controversy among game theorists. It has been argued, for example, that individ-
uals definitely do not randomize when confronting important decision problems.
Moreover, these misgivings are reinforced by the observation that, at mixed-strategy
Nash equilibria, there seems to be an acute tension between the following two facts:

� players are typically required to mix (i.e., randomize) among several pure
strategies in a very precise fashion;

� they must also be indifferent between any particular way of mixing among
those pure strategies – otherwise (cf. Exercise 4.12), it could not be optimal
to play each of them with positive probability.
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In Subsection 2.2.1, we suggested that one of the possible reasons that can be
invoked to justify the use of mixed strategies is that, in some games, it is not in-
conceivable that players may indeed resort to mechanisms (perhaps only “internal,”
not necessarily explicit or visible) to hide their action from the opponents. This was
illustrated with the familiar game of matching pennies (cf. Table 1.4). In this game,
if either player were to choose heads or tails with probabilities different from 1/2,
she had better make sure her opponent is not able to anticipate it. Otherwise, the
opponent would gain a significant strategic advantage, which in a zero-sum game
should have detrimental payoff consequences for the player in question.

To elaborate on this idea, suppose the matching-pennies game is repeatedly played
by the same two players over time, with each of them trying to learn from experience
what precise rule is used by her opponent to choose between heads and tails. Even if
one of the players did not, in fact, use the stochastic equal-probability rule prescribed
by Nash equilibrium, her induced behavior should at least be indistinguishable from
that induced by such a rule. In other words, it should not allow the opponent to
detect any “vulnerability” (e.g., some intertemporal correlation or different long-
run frequencies for each strategy) that could be profitably exploited.

The former discussion points to what is, in essence, the role played by mixed
strategies in achieving the interagent consistency of behavior demanded by Nash
equilibrium. The incentives of players to use mixed strategies at equilibrium are
not direct payoff advantages – as explained, any mixture with the same support
as the equilibrium strategy yields comparable expected payoffs. Rather, what will
generally motivate players to rely on mixed strategies is their desire to protect
themselves from being exploited (i.e., their behavior anticipated) by the opponents.
Thus, as suggested above, even if a player does not in fact use the precise mixture of
pure strategies prescribed by equilibrium, typically, she should try not to let other
players suspect it.

Heuristically, the previous discussion may be summarized as follows. What
counts in a mixed-strategy Nash equilibrium is not what players actually do (as
long as it is optimal, given their beliefs) but what others perceive them to do.
Strictly speaking, this statement would seem to contradict the tenet of rational ex-
pectations that is supposed to underlie Nash equilibrium (recall Subsection 2.2.1).
Harsanyi (1973), however, proposed a very elegant way of formulating the gist of
this intuitive idea, rendering it fully precise and coherent with equilibrium behavior.

Customarily, Harsanyi’s proposal is described as an approach that involves the pu-
rification of mixed-strategy Nash equilibria. More specifically, it transforms mixed-
strategy equilibria into equilibria in pure strategies of a perturbed (Bayesian) game
that is arbitrarily close to the original game. In that perturbed game, players have
strict incentives to follow a pure Bayesian-game strategy, whose pattern of choice
probabilities (induced by the corresponding pattern of realized types) approximately
matches the corresponding probabilities displayed by the original mixed-strategy
equilibrium. In this sense, therefore, we may conceive players’ uncertainty about the
opponent’s choices as a mere reflection of the uncertainty they hold on their under-
lying private information (i.e., their realized types). A full discussion of Harsanyi’s
purification approach is beyond the scope of this book. Instead, we merely describe
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Table 6.5: Perturbed matching-pennies game
under incomplete information

2
1 H T

H 1 + ε1,−1 + ε2 −1 + ε1, 1 − ε2

T −1 − ε1, 1 + ε2 1 − ε1,−1 − ε2

its general approach in what follows, first introducing the essential ideas in the
specific context of the matching-pennies game.

Recall the matching-pennies game and assume that its “base payoffs” (as specified
in Table 1.4) are perturbed stochastically by a pair of independent random variables,
ε̃1 and ε̃2, distributed uniformly on some interval [−δ, δ] with 0 < δ ≤ 1. Each ε̃i

is taken to affect only the payoffs of the respective player i. Specifically, given any
particular realization εi ∈ [−δ, δ], the payoffs of player i experience an additive
shift by εi if she chooses H and a shift equal to −εi if she chooses T . Thus, for
any pair of realizations, (ε1, ε2) ∈ [−δ, δ] × [−δ, δ] , the induced payoffs may be
summarized by Table 6.5.

The key informational assumption we make is that each player i ∈ {1, 2} is
privately informed of the realization of her respective ε̃i . This allows one to model
the strategic setup as a two-player Bayesian game where the realization of each
random variable ε̃i is viewed as player i’s type, her type space being Ti = [−δ, δ]
for each i = 1, 2. Since these type spaces have the cardinality of the continuum, the
stochastic choice by Nature cannot be formalized through some discrete density,
as postulated simply in Section 6.2.1. Instead, it will be assumed given by the
continuous uniform density f (·) with

f (ε1, ε2) =
(

1

2δ

)2

, ∀(ε1, ε2) ∈ [−δ, δ]2 .

In this Bayesian game, a pure strategy of player i is a mapping

γ ∗
i : [−δ, δ] → {H, T } (6.52)

prescribing whether to play heads or tails, depending on her realized type ti = εi .

We next show that the strategy profile γ ∗ = (γ ∗
1 , γ

∗
2 ) given by

γ ∗
i (εi ) = H, if εi > 0,
γ ∗

i (εi ) = T, if εi ≤ 0,
(6.53)

defines a BNE and reproduces (for any arbitrarily small δ) the performance induced
by the unique Nash equilibrium of matching pennies. As explained above, this is
then interpreted to represent a “purification” of that (mixed-strategy) equilibrium.

Take one of the two players, say player 1, and consider any particular realization
of her type, ε1 ∈ [−δ, δ] .Given the strategyγ ∗

2 played by the opponent, her expected
payoff of playing H, denoted by ψ1(H, γ ∗

2 ), is given by

ψ1(H, γ ∗
2 ) = (1 + ε1) Pr [γ ∗

2 (ε2) = H ] + (−1 + ε1) Pr [γ ∗
2 (ε2) = T ].
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And the expected payoff of playing T is given by

ψ1(T, γ ∗
2 ) = (−1 − ε1) Pr [γ ∗

2 (ε2) = H ] + (1 − ε1) Pr [γ ∗
2 (ε2) = T ].

Since, in view of (6.53),

Pr [γ ∗
2 (ε2) = H ] = Pr [ε2 > 0] = 1

2

Pr [γ ∗
2 (ε2) = T ] = Pr [ε2 ≤ 0] = 1

2
,

it is immediate to check that

ψ1(H, γ ∗
2 ) ≶ ψ1(T, γ ∗

2 ) ⇔ ε1 ≶ 0, (6.54)

while the two actions, H and T, provide the same payoff in the exceptional (thus
irrelevant) case where ε1 = 0. Analogously, we would obtain

ψ2(H, γ ∗
1 ) ≶ ψ2(T, γ ∗

1 ) ⇔ ε2 ≶ 0. (6.55)

Combining (6.54) and (6.55), one readily concludes that, indeed, the strategy profile
γ ∗ = (γ ∗

1 , γ
∗
2 ) given by (6.53) defines a BNE of the game of incomplete information

that results from perturbing the original matching-pennies game in the manner
described.

In this BNE, players choose each of their two actions, H and T,with an identical
ex ante probability of 1/2. Furthermore, their beliefs about what the opponent
actually plays also assign an equal weight of 1/2 to her two actions. We find,
therefore, that the BNE induces the same pattern of choice and the same beliefs as
those of the unique mixed-strategy Nash equilibrium in the ordinary (unperturbed)
game of matching pennies. An important observation to make in this respect is that
the above considerations are fully independent of δ (of course, as long as δ > 0, so
that there is some genuine amount of incomplete information). Thus, in this sense,
we find that the mixed-strategy equilibrium profile of the original game coincides
with the pure-strategy BNE of the perturbed game, independently of how small the
payoff perturbation might be.

This example illustrates much of what is the essential bearing of Harsanyi’s (1973)
purification approach. To describe it formally, let G = {N , {Si }n

i=1, {πi }n
i=1} be any

finite game in strategic form and consider, for each s ∈ S ≡ ∏
i∈N Si and every

i ∈ N , a corresponding random variable ε̃i (s), interpreted as the payoff perturbation
experienced by player i if the strategy profile s is played. These random variables
are assumed distributed according to smooth density functions, that are absolutely
continuous, and with support on the interval [−1, 1]. Furthermore, the vector of
random variables ε̃i ≡ (ε̃i (s))s∈S is assumed stochastically independent of any other
ε̃ j ≡ (ε̃ j (s))s∈S with j �= i. Given any such family of player-based perturbations
and any given δ > 0 (a parameter of the construction), denote by G(δ) the Bayesian
game where

(a) each player i’s type space Ti coincides with the support of the vector
random variable ε̃i ≡ (ε̃i (s))s∈S;
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(b) player i’s payoff function is defined by

π̂i (ε1, . . . , εn, s) = πi (s1, . . . , sn) + δεi (s),

each εi (s) representing a typical realization of the corresponding random
variable ε̃i (s). (Here, we denote the payoff function of the Bayesian per-
turbed game by π̂i (·) to differentiate it from that of the original game,
denoted by πi (·).)

In this general setup, Harsanyi established the following purification result.

Theorem 6.3 (Harsanyi, 1973): Let G be a game in strategic form, as described.
Then, generically,92 the following statement holds. Given any Nash equi-
librium σ ∗ for G, there exists a collection of strategy profiles {γ (δ)}δ>0 for
the family of Bayesian perturbed games {G(δ)}δ>0 such that

(i) for any δ, γ (δ) is a pure-strategy BNE of the game G(δ);
(ii) there exist {δk}∞k=1 with δk → 0 and γ (δk) → γ ∗ such that for each

i ∈ N , si ∈ Si ,

Pr{γ ∗
i (εi ) = si } = σ ∗

i (si ).

In contrast with the discussion undertaken for the matching-pennies game,
Theorem 6.3 underscores the fact that the purification of a mixed-strategy Nash
equilibrium does not (generically) presume a specific form for the payoff pertur-
bations, the only requirement being that they should be stochastically independent
across players and satisfy some natural regularity conditions. However, again in
contrast with our simple example, the desired purification is attained only as a limit
result, i.e., for an “infinitesimal” magnitude of the perturbation as δk → 0.

6.6 Forward induction

6.6.1 Intuitive criterion: motivation

As explained in Subsection 6.4.3, the concept of signaling equilibrium may be
viewed as representing a refinement of BNE that fulfills a twin requirement of
perfection and belief consistency. In the latter respect (belief consistency), no re-
strictions are imposed off the equilibrium path, where any arbitrary assignment of
beliefs is viewed as consistent with Bayes rule (inapplicable there). Now, we go
beyond such a full discretionary flexibility and ask the following question: What
off-equilibrium beliefs are indeed reasonable? In addressing this question, we pro-
pose the so-called intuitive criterion, which demands that off-equilibrium beliefs
should “interpret” any particular deviation in terms of the full signaling content it
potentially embodies.

The belief-based refinement reflected by the intuitive criterion is a particu-
lar application of the general forward-induction logic described in Chapter 4 –
specifically, recall Subsection 4.5.3 and Section 4.8. Before formalizing this

92 Recall Footnote 66 of Chapter 4
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criterion precisely in the next subsection, we first provide a motivation of it here
within the game represented in Figure 6.2.

Recall that this game has two different pooling SE. In one of them (given by
(6.44), (6.46), and (6.48)), both types of player 1 pool by having beer for break-
fast. Instead, in the second one (given by (6.45), (6.50), and (6.51)), both types
of player 1 pool by having quiche. At the end of Subsection 6.4.4.3, it was in-
formally suggested that the latter SE seems hardly intuitive. We now elaborate
on that heuristic discussion and clarify that the quiche-pooling SE is to be re-
garded as counterintuitive because, if a beer breakfast were to be observed, the
corresponding off-equilibrium beliefs ignore reasonable rationalizations of such a
deviation.

Suppose that players indeed have “agreed” to play the second pooling SE γ̃ but,
contrary to its prescription, player 2 observes that player 1 has beer for breakfast.
Then, player 2 could undergo the following reasoning:

“If player 1 were weak, he could not benefit from this deviation (i.e., having
beer), independently of what my reaction to it might be. Thus, if I discard
the possibility that he might have made a mistake, I cannot admit that this
deviation is carried out by a player 1 of type w. In this case, therefore, he
must be strong and, contrary to what my equilibrium strategy prescribes, I
had better not enter into a duel.”

In essence, what the above line of reasoning reflects is that the off-equilibrium
beliefs supporting the equilibrium strategy of player 2 are not plausible. Thus, if
a deviation indeed occurs, player 2 should not be expected to react as induced by
those beliefs.

To understand matters from a somewhat different viewpoint, suppose players
had the opportunity to (re-)discuss the pattern of equilibrium play before any actual
choices are made but after player 1 is informed of his type. Then, of course, player
2 could argue, along the lines outlined above, that the beliefs underlying strategy γ̃2

are not reasonable. On the other hand, it is also conceivable that player 1 could take
the initiative to point to those considerations. For, if player 1 is the strong type (and
he is assumed to know it at this communication stage), it will be profitable for him
to deviate from equilibrium if he is able to convince player 2 of the above argument.
In a sense, one may view such a forward-induction argument as underlying a kind
of implicit “meta-signal,” which helps interpret the tangible signal (i.e., the kind of
breakfast) sent by the informed party.

Thus, based on the above considerations of forward induction, it appears that the
pooling SE γ̃ should be ruled out as a robust prediction for the American West game.
In contrast, the alternative pooling SE γ̂ is not affected by analogous problems. It
would seem, therefore, that beer is the only breakfast on which both types of player 1
can solidly pool. However, as explained in Chapter 4, forward-induction arguments
must always be treated with caution. In particular, they may hide subtle conceptual
problems that affect their seemingly solid internal coherence. (Recall, specifically,
some of the examples discussed in Subsections 4.5.2 and 4.5.3.) Indeed, we now
show that those problems unfortunately arise in the present example.
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Suppose that, contrary to what has been suggested, players are set on playing the
SE γ̃ . Further suppose that, at the time of play, both players jointly understand the
above forward-induction arguments (and this is commonly known). Then, player 2
should expect that the strong type of player 1 deviates to beer, in which case he
must respond by avoiding duel. But, if this is so, how should player 2 interpret
the observation that player 1 chooses quiche for breakfast? Naturally, he should
be quite confident that his opponent is of the weak type, thus wanting to enter
into a duel in this case. Clearly, matters should not stop here. For, if player 1
understands the former argument, he should have beer for breakfast, independently
of his type. But, in this case, the forward-induction considerations that initiated
the reasoning process fall completely apart. That is, the working hypothesis that
underlies those considerations leads to a self-contradictory conclusion. What could
player 2 conclude therefore, from the observation of a beer breakfast? Anything
would seem possible.

The previous discussion should not be interpreted as an unqualified dismissal of
forward induction as a useful basis for the analysis of games. Rather, it should be
read as a forceful word of caution about the use of these arguments in multistage
games with incomplete information. With this pragmatic caveat in mind, we now
turn to a more precise formalization of matters in the next subsection. For the sake
of focus, the discussion is still restricted to the context of signaling games.

6.6.2 A formal definition for signaling games

Consider a signaling game, as introduced in Subsection 6.4.2. Given a belief pattern,
µ, we define the pure best-response correspondence ρ(·;µ) : M ⇒ A as follows:

ρ (m;µ) ≡ arg max
a∈A

∑
t∈T

v (t,m, a)µ(m)(t), m ∈ M.

And, for any subset of types T̃ ⊆ T, define

ζ
(
m, T̃

) ≡
⋃

{µ:
∑

t∈T̃ µ(m)(t)=1}
ρ (m, µ) , (6.56)

that is, the set of player 2’s actions that are a best response to some belief pattern
whose support is included in T̃ .

Let γ ∗ = (γ ∗
1 , γ

∗
2 ) be an SE and denote by u∗(t) the expected payoff obtained in

this equilibrium by player 1 if her type is t .

Definition 6.3: A signaling equilibrium
(
γ ∗

1 , γ
∗
2

)
satisfies the intuitive criterion

if whenever some m ∈ M satisfies that γ ∗
1 (t) (m) = 0 for every t ∈ T,

there is not any proper and nonempty subset of the type space T0 ⊂ T
(i.e., ∅ �= T0 �= T ) satisfying the following two conditions:

(i) ∀t ∈ T0, ∀a ∈ ζ (m, T ) , u∗ (t) > u (t,m, a) ;
(ii) ∃t ′ ∈ T \T0 : ∀a ∈ ζ (m, T \T0) , u∗ (t ′) < u (t ′,m, a) .
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Verbally, the intuitive criterion requires that, given any possible deviation m from
the maintained SE γ ∗, there must not exist a proper subset of types T0 ⊂ T (T0 �= T )
that verifies, jointly, the two following conditions:

(i)′ If the type of player 1 belongs to T0, this player can never benefit from
the deviation toward m, independently of the induced beliefs and corre-
sponding best response of player 2.

(ii)′′ If, in view of (i)′, the beliefs of player 2 after observing m are required
to have their support in T \T0, there exists some type t ′ /∈ T0 such that,
whatever such beliefs and the corresponding best response, the payoff of
t ′ is always improved relative to that induced by equilibrium γ ∗.

In line with our former discussion, the motivation for the intuitive criterion should
be quite apparent. If a certain SE violates it relative to some message m and a type
subset T0, there exists some type of player 1 who, after deviating to m, may be
conceived as implicitly arguing in the following fashion:

“It is clear – says player 1 – that my type is not in T0.For if it were (and I know
it), I have no chance (given that you, player 2, are rational) of improving
my payoff over what I can obtain at the contemplated equilibrium. We can
therefore agree (since I am rational and you know it) that my type is not in
T0, i.e., it is in the complement subset T \T0. Form your beliefs restricted to
this latter subset as you wish. Any best response to these beliefs improves
my payoff over what I would have obtained with my equilibrium strategy.”

If player 2 becomes convinced that a deviation toward m reflects credibly such
an implicit signal, her beliefs and induced best response will indeed improve the
equilibrium payoff obtained by player 1 under one of her types. Thus, it will lead this
type to deviate, destroying the incentives underlying the equilibrium in question.

In a heuristic sense, the intuitive criterion allows player 2 to reevaluate any orig-
inal off-equilibrium beliefs she might initially have entertained, in response to an
“unexpected” deviation by player 1. The logic, therefore, that underlies this crite-
rion is one of a forward-induction nature: the implications of any “past” deviation
are projected forward to the determination of “future” beliefs. This logic has been
formulated in a general and precise fashion for any finite multistage game by Cho
(1987). He has also established the existence of equilibria consistent with for-
ward induction (what he simply calls forward-induction equilibria) for this general
context. Since, naturally, every forward-induction equilibrium turns out to satisfy
the intuitive criterion, the following existence result then obtains as an immediate
corollary.93

Theorem 6.4 (Cho, 1987): Let SG ≡ {{1, 2}, T, P(·),M, A, u(·), v(·)} be any
( finite) signaling game. The game SG has a SE γ ∗ = (γ ∗

1 , γ
∗
2 ) satisfying

the intuitive criterion.

93 Recall from Subsection 6.4.3 that a signaling game can be reformulated as a three-player game with Nature.
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Summary

In this chapter, we have elaborated on the framework and concepts developed in
previous chapters to model the important class of situations in which players do not
share complete information about the details of the interaction. Such incomplete-
information games arise, for example, when there is an asymmetric distribution
of information among the players concerning the underlying payoffs. Key parts of
modern economic theory, such as the study of market imperfections or mechanism
design, focus on scenarios displaying these features.

The starting point of our discussion has been Harsanyi’s model of a Bayesian
game. In this context, Nature is attributed the role of specifying all the relevant
details of the environment, which are a priori undetermined, and then distributing
the information to the different agents (possibly in an asymmetric fashion) before
they enter into actual play. In essence, a so-called Bayes-Nash equilibrium (BNE)
in this setup can be identified with an ordinary Nash equilibrium for the extended
game where Nature participates as an additional player. This identification settles
a number of important issues. For example, it guarantees that a BNE always exists
in a finite Bayesian game, as an immediate corollary of previous results.

By construction, a Bayesian game defines a strategic-form framework and a BNE
is a strategic-form notion. They do not lend themselves naturally, therefore, to the
study of considerations of credibility, perfectness, or (most importantly) signaling,
all of which are at the core of some of the most interesting applications in this
context. To model matters more effectively, we have defined the framework of a
signaling game that introduces the aforementioned considerations in the simplest
possible setting. It merely involves two parties moving in sequence, the first fully
informed about the decision of Nature, the second one ignorant of it but perfectly
aware of the action chosen by the first agent. The main merit of this stylized frame-
work is that it allows for the explicit introduction of the notion of beliefs and,
consequently, provides a natural criterion of perfectness as well as the possibility
of useful signaling. A natural adaptation (in fact, a refinement) of the former BNE
concept to a signaling context gives rise to the concept of SE. Elaborating on the
parallelisms on which we built for BNE, an SE can be simply viewed as a perfect
Bayesian equilibrium for an enlarged multistage game with Nature. Again, this
settles a number of issues such as that of existence of SE.

The incomplete-information framework presented in this chapter is very rich and
versatile as well as often quite subtle. All this will receive ample confirmation in
Chapter 7, where we discuss a wide variety of applications. Here, it has been ex-
emplified in two different ways. First, we have seen that it may be used to provide a
rather solid basis for the often controversial notion of mixed strategies. Specifically,
it can be shown that, generically, any Nash equilibrium in mixed strategies can be
“purified,” i.e., approximated by a pure-strategy BNE if the game in question is
slightly perturbed by some asymmetric incomplete information. Second, we have
also briefly illustrated the intricacies displayed by incomplete-information (signal-
ing) games when their analysis is tested against forward-induction arguments. In
some cases, this has been shown to yield a series of contradictory implications that
are reminiscent of considerations already encountered in Chapter 4.
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Exercises

Exercise 6.1: Consider the Bayesian game induced by mechanism A, as formalized
in Subsection 6.2.2.3. Compute the expected efficiency losses of its symmetric
BNE for each possible value of p (the independent probability that each individual
displays a high valuation) and determine how these losses depend on this parameter.

Exercise 6.2: Consider now mechanism B, also described in Subsection 6.2.2.3.
Show that every strategy profile satisfying (6.21), (6.22), and (6.24) defines a BNE
for the induced game. Is there any other BNE that yields a different allocation of
resources? Discuss you answer.

Exercise 6.3: Pertaining to mechanism B, address the same questions that were
posed in Exercise 6.1 for mechanism A but now concerning its (nonsymmetric)
BNE – note that, in this case, equilibria cannot be symmetric because players do
not play symmetric roles in the induced game.

Exercise 6.4*: Within the public-good context described in Subsection 6.2.2.3,
suppose individual 1 already knows her type (i.e., valuation) and may decide which
of the two mechanisms, A or B, to rely on. What will be her decision? And if she
does not know yet her valuation but only anticipates that it will be equal to either
30 or zero with respective probabilities p and 1 − p?

Exercise 6.5: Show that definitions 6.1 and 6.1′ are equivalent forms of defining
the concept of BNE.

Exercise 6.6: Consider the duopoly signaling game studied in Subsection 6.4.4.2.
Show that for (6.32), (6.34), (6.35), and (6.36) to define an SE, the vertical intercept
of the (linear) demand function must satisfy M ≤ 5/2.

Exercise 6.7*: Again consider the duopoly signaling game discussed in Subsection
6.4.4.2. Find an SE when M > 5/2.

Exercise 6.8: Recall the American West signaling game described in Subsection
6.4.4.3. Find a pooling SE that embodies (nondegenerate) probabilistic behavior
off the equilibrium path.

Exercise 6.9: Consider a variation of the American West signaling game of Subsec-
tion 6.4.4.3 where either type of player 1 would rather have her preferred breakfast
and enter into a duel than avoid the duel and have her least desired breakfast. Specif-
ically, associate a payoff of 2 to the former possibility and a payoff of 1 to the latter.
Find the SE of the new game and compare them with those obtained in the text.

Exercise 6.10: Show that every finite Bayesian game BG, as defined in Section
6.2.1, has a BNE. Also show that every finite signaling game SG, as introduced in
Section 6.4.2, has an SE.

Exercise 6.11: Consider a context of duopolistic competition between two firms,
i = 1, 2, which choose simultaneously the quantities they produce of a certain
homogenous product (recall Subsection 3.1.1). The firms confront a linear (inverse)
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demand function,

P(Q) = max{10 − Q, 0},
and aim at maximizing their individual profit. The marginal cost of firm 1 is constant
and equal to 2, this being common knowledge. The marginal cost of firm 2 is also
constant, but its precise magnitude is known only by this same firm. A priori, the
belief held by firm 1 on the marginal cost of firm 2 is that it attains the value of
either 1 or 2 with equal probability. Model the situation as a Bayesian game and
compute its BNE.

Exercise 6.12: Consider a duopolistic context as in Exercise 6.11, now with an
inverse demand function of the following general linear form:

P (Q) = max {M − d Q, 0} , M, d > 0. (6.57)

The cost functions of each firm are also linear and given by

Ci (qi ) = ci qi (6.58)

for some ci ∈ {ch, cl} where ch > cl and ch < M. Each firm i is informed of its
own cost ci but ignores that of its competitor. A priori, the independent probability
with which each firm has a high cost ch is p,where 0 < p < 1.Model the situation
as a Bayesian game, compute its BNE, and discuss its dependence on p.

Exercise 6.13: Two players, i = 1, 2, are involved in the following strategic situ-
ation under incomplete information. Player 1 must choose between two actions, A
and B; player 2 must choose between two other actions, C and D. The resulting
payoffs are as given by either of the two subtables displayed in Table 6.6. Player
1 is informed of which subtable applies. In contrast, player 2 is uninformed, but
her beliefs are that both possibilities are equiprobable. Model the situation as a
Bayesian game and compute all its BNE in pure strategies.

Exercise 6.14: Two firms, i = 1, 2, compete à la Bertrand (i.e., simultaneously
choose their respective prices) in a market with product differentiation. Both firms
display identical costs, as determined by a function

C (qi ) = c qi ,

for some given c > 0. On the other hand, the demand function confronted by each
firm is of the form

Fi (p1, p2) = max{K − pi + v p j , 0}, i, j = 1, 2, j = 3 − i,

Table 6.6: Type-dependent payoff tables for a two-player BG

2
1 C D

A 1, 1 0, 0
B 0, 0 0, 0

2
1 C D

A 1, 2 0, 4
B 0, 1 1, 3
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Figure 6.4: An extensive-form game with Nature.
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Figure 6.5: An extensive-form game with Nature.

where v > 0 is taken to be fixed and common knowledge, while K may display two
different values: K a, K b (K a > K b), with probabilities q and (1 − q), respectively.
Suppose firm 1 becomes fully informed of the value of K , whereas firm 2 has no
such information at the time it must take its pricing decision. Model the situation
as a Bayesian game, compute its BNE, and discuss its dependence on q.

Exercise 6.15: Consider the game represented in Figure 6.4, where Nature
(player 0) moves first by selecting t ′ and t ′′ with respective probabilities of 0.9
and 0.1.Model it as a signaling game and determine its SE in pure strategies.

Exercise 6.16: Focus on the game represented in Figure 6.5, with the same con-
ventions as in Exercise 6.15. Model it as a signaling game and determine its SE in
pure strategies.

Exercise 6.17*: Consider the game represented in Figure 6.6. Model it as a sig-
naling game and verify that there exists an SE inducing an expected payoff vector
of (2, 2). Confirm as well that this particular SE satisfies the intuitive criterion (cf.
Definition 6.3). Would you nevertheless criticize the “intuitive” basis for it?

Exercise 6.18: Particularize the linear version of a quantity-setting duopoly given
in Exercise 6.12 and make d = c1 = c2 = 1 in (6.57) and (6.58). That is, postulate
demand and cost functions given by

P (Q) = max {M − Q, 0} , M > 0

Ci (qi ) = qi , i = 1, 2.



Exercises 229

0

t' (1/3)

t'' (1/3)

t''' (1/3)

1

1

1

A

B

C

X

Y

Z

a

b

c

a

b

c

a

b

c

2

2

2

(3, 3)

(0, 0)

(0, 0)

(2, 2)

(2, 2)

(2, 2)

(0, 0)

(0, 3)

(3, 0)

(0, 0)

(3, 0)

(0, 3)

Figure 6.6: An extensive-form game with Nature.

These features of the environment are taken to be common knowledge but not so the
precise value of M. A priori, M may attain one of two values, M = 9 or M = 25,
both possibilities with identical ex ante probability. Only firm 1 is assumed to be
informed of the particular realization of M. The decision process is sequential.
First, firm 1 chooses its output q1. Subsequently, after observing firm 1’s decision
(but yet uninformed of the value of M), firm 2 chooses its own q2.

1. Model the situation as a signaling game.
2. Find a separating SE (i.e., an equilibrium in which firm 1 selects a different

output depending on the information it obtains).
3. Is there any pooling SE? If so, specify it formally.

Exercise 6.19*: Two players are involved in a strategic-form game with payoffs
as given in Table 6.7. Introduce explicitly in it a (small) payoff perturbation which
purifies, à la Harsanyi, its unique (mixed-strategy) equilibrium.

Exercise 6.20: Two individuals must jointly produce a certain public good. To this
end, each of them must contribute some amount of labor input �i ∈ [0, 1]. The
productivity of individual 2 is common knowledge, whereas that of individual 1 is
private information (i.e., it is known only to herself). A priori, this productivity can
be either high with probability p or low with the complementary probability. Both
individuals decide simultaneously how much to contribute to the production of the
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Table 6.7: A strategic-form game with a
unique Nash equilibrium in mixed strategies

2
1 A B

X 3, 0 2, 4
Y 1, 2 3, 0

public good. Once their decisions have been made, the output produced is as given
by the following production function:

y (�1, �2) =
{√

2�1 + �2 if individual 1 is highly productive√
�1 + �2 otherwise.

Given the individuals’ labor contributions and the induced production of the public
good, each individual i ∈ {1, 2, } obtains a utility (i.e., payoff ) given by the function
Ui (�i , y) = (1 − �i ) y2.

1. Formalize the situation as a Bayesian game.
2. Define and compute its BNE.
3. Determine the effect of an increase of p (the probability that individual 1

be highly productive) on the labor contributions decided at equilibrium.

Exercise 6.21: Consider now a context as described in Exercise 6.20, but with the
following variation: individual 1 takes her decision first, then followed by individual
2 who has previously observed 1’s decision.

1. Formulate the situation as a signaling game.
2. Is there any separating SE? If so, specify it precisely.
3. Is there any pooling SE? Again, if there is any, specify at least one precisely.



CHAPTER 7

Incomplete information: applications

7.1 Markets (III): signaling in the labor market

In this section, we study a stylized model of signaling in the labor market that is
based on the influential work of Spence (1973, 1974). Informally described, the
setup is as follows. Two identical firms sell a certain homogeneous good whose
price is fixed. The sole dimension in which firms compete concerns the wage they
offer to the only worker available. The ability (or competence) of this worker in
undertaking the required tasks is known only to herself. However, despite the fact
that firms do not observe the worker’s ability, they do observe her education level.
The key assumption in this respect is that the cost incurred by the worker in attaining
her particular level of education depends on her ability. Specifically, it is supposed
that this cost is lower the higher is her ability. In this context, the following natural
question is posed: Is it possible to have (as an equilibrium) a situation in which
the worker, depending on her ability, chooses different education levels? If so, the
ability and education level of the worker must be positively correlated, workers with
different education levels also obtaining different equilibrium wages. The education
level may then be seen as playing the role of a (credible) signal of the underlying
ability, even if the education per se has no influence on productivity.

To study these issues formally, we formulate a game involving a single worker,
two firms, and Nature that displays the following four stages:

1. Nature selects the worker’s type, which is identified with her ability θ . This
ability can be high (θ = H ) or low (θ = L) with respective probabilities p
and (1 − p).

2. Having received precise information about the choice of Nature (i.e., know-
ing her type), the worker selects her education level η ∈ R+.

3. After observing the level of education chosen by the worker (although not
her ability), each firm i = 1, 2 proposes simultaneously a corresponding
wage ωi ∈ R+.

4. In view of the wages offered by each firm, the worker chooses the firm for
which to work.

As explained, the problem is interesting only if the education is an activity less
costly for the worker with higher ability. Denote by c (θ, η) the cost (or disutility)
experienced by a worker of type θ when obtaining education level η. Such a cost
is measured in the same monetary terms as the wage, so the net payoff of a worker
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of type θ when she receives wage ω and chooses education level η is given by

u(θ, η, ω) = ω − c (θ, η) .

For our analysis, it is not enough to posit that c (H, η) < c (L , η) for all η > 0,
i.e., the high type experiences a lower cost in attaining any given (positive) level
of education. It must also be required that an analogous wedge holds for marginal
costs. That is,

∀η ≥ 0,
∂c (H, η)

∂η
<
∂c (L , η)

∂η
, (7.1)

where the function c(θ, ·) is taken to be twice continuously differentiable for each
θ . For technical convenience, it is also assumed that the function c (θ, ·) is strictly
convex, i.e.,

∀η ≥ 0,
∂2c (θ, η)

∂η2
> 0.

The ability and education level of the worker jointly determine her productivity
in the firm. This productivity is given (also in monetary terms) by a certain function,
f (θ, η), that is supposed concave in η. Naturally, we also posit that

∀η ≥ 0, f (H, η) > f (L , η),

which simply embodies the idea that, given the same education for both types, the
one with higher ability displays a larger productivity. However, it is worth stressing
at this point that it is not necessary to require that the education should strictly
improve the worker’s productivity. Thus, in line with our motivation for the model,
one may have education act as a pure signaling device. That is, even allowing
for the (admittedly extreme) possibility that the education might be irrelevant for
production (that is, even if f (θ, η) were constant in η), there could well be equilibria
where, by virtue of the signaling role of education, each type of worker chooses a
different level of it. In those extreme cases, therefore, one can be certain that the
economy invests too much in education (which would be costly but unproductive),
just because of the desire of high-ability workers to signal their type.

As a first step in the analysis and a useful benchmark for the ensuing discussion,
we start by studying the context where the ability of the worker is precisely known
by both firms. Next, we compare such a complete-information setup with that
obtained in the original one with incomplete information where firms are taken to
be uninformed of the worker’s ability.

Thus, let us start by modifying stage (3) above, assuming instead that firms
become at that point perfectly informed of whether the worker they face has a
high or low ability. In other words, the original game is transformed into one in
which all participants are perfectly (i.e., symmetrically) informed of prior choices
by all players (in particular, that of Nature). Under those circumstances, once the
worker has chosen her education level η in the second stage of the game, both firms
know her productivity f (θ, η) in the third stage. Consequently, a situation of acute
wage competition arises, where firms must offer (at equilibrium) identical wages
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ω1 = ω2 = ω = f (θ, η). The reason for this should be clear. Once the wages are
set, the worker of course decides (in the fourth stage) to work for the firm that
offers the highest wage. Firm interaction in the third stage then becomes analogous
to that undergone by a Bertrand duopoly producing a homogenous good (recall
Section 3.1.2). Their competition exerts an extreme upward pressure on the wage
(polar to the downward pressure on prices displayed by Bertrand competition),
which shrinks to zero the share of the available surplus enjoyed by the firms. That
is, all that surplus (at that point, the value of production) is appropriated by the
worker as a consequence of the aggressive interfirm competition on wages.

Anticipating that the outcome in the third stage will be as described, the worker
must select in the second stage the education level that solves the following problem:

Max
η

f (θ, η) − c (θ, η) (7.2)

whose solution (assumed unique) is denoted by η∗(θ ), a function of θ. This function
defines the optimal strategy for the worker prescribed by the unique subgame-perfect
equilibrium of the complete-information version of the game. The corresponding
wage received, which coincides with its productivity f (θ, η∗(θ )) , is denoted by
ω∗ (θ ) . Overall, the resource allocation thus induced is obviously efficient, as il-
lustrated in Figure 7.1.

Let us now consider the original game with incomplete information described in
(1)–(4). Our objective is to find its signaling equilibria, with the concept introduced
in Definition 6.2 being adapted in the natural fashion to the present scenario. The
main modification concerns the fact that, unlike what was considered in Chapter 6,
the game now involves two uninformed agents (the firms) that act simultaneously

η

f(θ, ·), ω

f(H, ·)

f(L, ·)

η*(L) η*(H)

ω*(H)

ω*(L)

IH = {ω – c(H, η) = K}
IL = {ω – c(L, η) = K}

Figure 7.1: Separation of types under complete information. The optimal decision by a
worker of type θ ∈ {H, L} is depicted as a tangency point between her respective “production
function” f (θ, ·) and a corresponding “indifference curve” Iθ . The latter is obtained as an
education–wage locus yielding a constant payoff K (specific for each indifference curve).
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once they have observed the message (the education level) of the informed party.94

However, by treating both firms symmetrically (in wage offers as well as beliefs), the
analysis can be conducted as if there were only one uninformed firm whose action
must always be to set a wage equal to the worker’s expected productivity. (Here,
we rely on the argument already used under complete information: since firms
are involved in “Bertrand-like competition” in wages, their offer to the worker
must grant her the whole expected surplus.) With these considerations in mind,
a signaling equilibrium (SE) for the present scenario is identified with a tuple
[(η(θ ))θ=H,L , (ω(η))η≥0] so that the following two requirements are satisfied:

(a) The worker’s strategy (η(θ ))θ=H,L is optimal, given the anticipated wage
schedule (ω(η))η≥0 to be used by the firms, as a function of the worker’s
education level.

(b) There exists some pattern of firms’ beliefs (µ(η))η≥0 about the worker’s type
that is statistically consistent (in the sense explained for Definition 6.2) with
the worker’s strategy, and such that for all education levels η ≥ 0,

ω(η) = µ(η)(L) f (L , η) + µ(η)(H ) f (H, η);

i.e., the wage offered by firms coincides with the expected productivity of
the worker.

In general, the incomplete-information model will be seen to generate a wide
range of SE. It will also be shown, however, that the refinement afforded by the
so-called intuitive criterion (recall Definition 6.3) is very effective in tackling this
equilibrium multiplicity. For the sake of focus, we start our discussion by centering
on just three kinds of equilibria: pooling, separating, and hybrid.

� In the pooling equilibria, the firms are fully unable to discriminate whether
the worker is of a high or low type because both types “pool” at the same
education level. Therefore, after observing that common education level,
the firms maintain their initial subjective probabilities, p and (1 − p) , on
the worker being of a high or low type.

� In the separating equilibria, each type of worker selects a different educa-
tion level. Therefore, once her particular educational choice is observed, the
firms may infer exactly the worker’s ability, i.e., these equilibria “separate”
types.

� Finally, in the hybrid equilibria, one of the types chooses a certain edu-
cation level deterministically, whereas the other type plays randomly and
associates to that education level only a positive (less than full) probability.
Thus, ex post, firms may either be able to learn the worker type or simply
be in a position to revise (nondrastically) the prior type probabilities, i.e.,
both separation and pooling may obtain.

94 Another difference pertains to the fact that the action space in the present case displays the cardinality of the
continuum. This raises some technical issues concerning the formulation of mixed strategies, akin to those
discussed in Section 2.4. Here, we abstract from these issues by restricting our attention to either pure strategies
or simple mixed strategies with a finite support.
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We start our discussion of SE with those of the pooling variety. By definition,
these equilibria have both types choose a common education level, say

η0 = η(H ) = η(L). (7.3)

Then, concerning the associated beliefs, we must have

µ(η0)(H ) = p (7.4)

because, after observing η0, the posterior probabilities are to coincide with the
prior ones (i.e., nothing new is learned by that observation). Therefore, the wage
ω0 offered by both firms at equilibrium has to satisfy

ω0 = p f (H, η0) + (1 − p) f (L , η0)

by virtue of the “Bertrand-like competition” thus induced – recall the analogous
situation arising in the benchmark setup with complete information.

To close the specification of the equilibrium, one still must indicate the wages
that would be offered out of equilibrium, i.e., for education levels η �= η0. These
wage offers must satisfy two requirements.

1. They must deter worker’s deviations from equilibrium, thus rendering it
optimal to abide by the contemplated pooling decision, η (θ ) = η0 for each
θ = H, L .

2. They must be supported by some suitable firms’ beliefs about the worker’s
type.

An extreme and direct way of trying to fulfill the previous two requirements is
to posit that firms display the following off-equilibrium beliefs:

µ(η)(H ) = 0 if η �= η0. (7.5)

Thus, any education level different from η0 (even if it is larger) is conceived to be
chosen by the worker of type L . Admittedly, this is a somewhat artificial choice of
beliefs, but there is nothing in the concept of SE that rules them out (see Exercise
7.4). With these beliefs, the contingent pattern of wage offers meeting the second
requirement is

ω (η0) = ω0; (7.6)

ω (η) = f (L , η) , η �= η0. (7.7)

And then, given such a strategy by the firms, the equilibrium conditions for each
worker type θ ∈ {H, L} that embody the first of the above requirements are as
follows:

∀η ≥ 0, ω0 − c(H, η0) ≥ f (L , η) − c(H, η)

∀η ≥ 0, ω0 − c(L , η0) ≥ f (L , η) − c(L , η).

The first inequality expresses the idea that the worker of type H should not find
it profitable to deviate from η0. The second one embodies a similar condition for
the worker of type L . If both are verified, (7.3), (7.6)–(7.7) define a pooling SE



236 Incomplete information: applications

η

f(θ, ·), ω

IH

IL

f(H, ·)

f(L, ·)
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ω0

Figure 7.2: Pooling equilibrium.

supported by beliefs given by (7.4) and (7.5). By way of illustration, Figure 7.2
depicts a particular (graphical) specification of the underlying data of the problem
(i.e., production functions, worker’s indifference curves and prior probabilities)
where the above listed conditions for a pooling SE are satisfied.

Figure 7.2 illustrates that, in general, the game should be expected to allow for an
ample scope of different pooling equilibria (with correspondingly different pooling
education levels). For example, it is clear that, given the concrete scenario repre-
sented in this figure, one may construct different pooling equilibria for education
levels above or below η0. However, it is worth noting as well that, if the underlying
scenario were different (see Exercise 7.1), one could find instead that no equilibrium
of the pooling kind exists.

Next, we turn to separating equilibria. First, let us focus on the case in which the
underlying data of the environment are such that the following condition holds:

f (L , η∗(L)) − c(L , η∗(L)) ≥ f (H, η∗(H )) − c(L , η∗(H )), (7.8)

with η∗ (L) and η∗ (H ) denoting the (unique) solutions of the optimization problem
(7.2). The above condition implies that if a low-type worker were presented with
the two alternative education-wage pairs that would materialize under complete
information for each type, i.e., [η∗(H ), f (H, η∗(H ))] and [η∗(L), f (L , η∗(L))],
she would (weakly) prefer the latter. This case is often described as one where
(if complete information prevailed) the worker of a low ability would not “envy”
the outcome attained by the high type. Thus, even though the low type would cer-
tainly obtain a higher salary in the latter case, the higher education level also
required would be too high to be judged worthwhile by the low type. Under
these circumstances, there is an obvious separating equilibrium [η(L), η(H ), ω(·)]
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ω*(L) = ω(L)
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η*(L) = η(L) η*(H ) = η(H )

Figure 7.3: Separating equilibrium under “no envy.”

in which

η(θ ) = η∗(θ ) (θ = H, L),

ω(η) = f (L , η) if η < η∗(H ), (7.9)

ω(η) = f (H, η) if η ≥ η∗(H ),

that may be supported by the following beliefs:

µ(η)(H ) = 0 if η < η∗(H );

µ(η)(H ) = 1 if η ≥ η∗(H ).

In this equilibrium, a worker of type θ receives the wage ω(θ ) ≡ f (θ, η(θ )) =
ω∗(θ ), the efficient allocation of resources thus induced being the same as that
obtained under complete information. Figure 7.3 illustrates the situation (to be
compared with Figure 7.1).

Concerning intertype separation at equilibrium, the most interesting situation
arises when condition (7.8) does not apply. Then, a pattern of behavior such as
the one described by (7.9) cannot define an equilibrium: the worker of type L
would prefer to choose the education level assigned to type H (thus experiencing
a cost increase c(L , η∗(H )) − c(L , η∗(L)) so as to obtain a higher wage equal to
ω(H ) = f (H, η∗(H )). Of course, the anticipation of this low-type behavior on the
part of firms would make them no longer offer the wage ω(H ) after observing
η∗(H ) – they would offer instead ω′ = [(1 − p) f (L , η∗(H )) +p f (H, η∗(H ))] –
thus leading to the collapse of the tentative equilibrium configuration.

It follows, therefore, that if under complete information the low-ability worker
would “envy” that of high ability, the latter type has to incur some “separating cost”
to be credibly singled out under incomplete information. In particular, the high type
must increase her education level above η∗(H ) if she wants to make sure the low
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Figure 7.4: Separating equilibrium under “envy.”

type does not want to imitate him. The minimum education η̃ that achieves this state
of affairs is the one that satisfies the following equality:

f (L , η∗(L)) − c (L , η∗ (L)) = f (H, η̃) − c (L , η̃) . (7.10)

That is, intertype separation requires that a worker of type H selects at least that
education level, η̃, such that even if firms then pay the best wage consistent with it
(i.e., f (H, η̃)), the low-ability worker should judge this high wage insufficient to
more than strictly offset the large cost entailed (larger for her, of course, than for
the high type).

Based on the value η̃ determined by (7.10), one can construct the following
separating equilibrium for the present “envy-laden” case:

η (L) = η∗ (L)
η (H ) = η̃
ω (η) = f (L , η) if η < η̃
ω (η) = f (H, η) if η ≥ η̃

(7.11)

that can be supported by the following beliefs:

µ(η)(H ) = 0 if η < η̃

µ(η)(H ) = 1 if η ≥ η̃. (7.12)

In this separating equilibrium, the worker of type L chooses her efficient edu-
cation η∗ (L) , but the one of type H distorts upward her decision (η̃ > η∗ (H )) to
deter being mimicked by type L . The wages ω(L) and ω(H ) received by each type
at equilibrium fully reflect their respective productivities, but the induced alloca-
tion is clearly inefficient.95 Specifically, the high type overeducates herself as the
only way to separate herself from the low type. Figure 7.4 illustrates graphically
the situation. Clearly, similar considerations will generally allow other education

95 However, if we were to take into account the informational constraints (i.e., the asymmetry of information)
displayed by the problem at hand, this separating equilibrium need not be “constrained inefficient.”



Markets (III): signaling in the labor market 239

levels η(H ) > η̃ to be supported as well through analogous separating equilibria
(cf. Exercise 7.6).

We now proceed with a case that is a hybrid of the previous two. In particular,
we are interested in equilibria in which one of the worker types does not play in a
deterministic fashion but rather randomizes (i.e., plays a mixed action) between an
education level that separates her from the other type and another level that does
not. Out of the many kinds of such hybrid equilibria that could be considered, let
us simply illustrate matters and restrict to a very particular class of them. In this
class, whereas the worker of type H always selects a fixed education level, the low
type randomizes between the education level chosen by the high type and some
alternative one.

Thus, on the one hand, with some probability, say α > 0, the type L is taken
to choose a differentiated (type-specific) education level η̌, which separates itself
from type H. Since, after observing such η̌, the firms become certain the worker
has a low ability, they must then offer a low-productivity wage ω(η̌) = f (L , η̌).
Consequently, at equilibrium, it is clear that we must have η̌ = η∗ (L). That is, if
the low type separates itself, it must do so through its optimal education level under
complete information.

On the other hand, with a complementary probability (1 − α) > 0, the worker of
type L pools with the high type. Denote by η̂ the education level chosen in this case.
It follows that ω (η̂) < f (H, η̂) , because after the firms observe η̂ their subjective
probability µ(η̂)(H ) of facing a worker of type H must be lower than 1. More
specifically, Bayes rule indicates that

µ(η̂)(H ) = p

p + (1 − p) (1 − α)
≡ q. (7.13)

Correspondingly, the equilibrium wage that will be offered by the firms when the
worker displays an education level η̂ is given by

ω (η̂) = q f (H, η̂) + (1 − q) f (L , η̂) , (7.14)

which is indeed lower than f (H, η̂) .
As we know from the usual payoff-indifference condition that must be fulfilled

by equilibrium mixed strategies, the payoffs expected by a low-type worker from
either η∗ (L) and η̂ have to coincide; that is,

ω (η̂) − c (L , η̂) = f (L , η∗ (L)) − c (L , η∗ (L)) . (7.15)

Then, by simply introducing (7.14) in (7.15), we can readily find the precise value
of η̂ (associated with q, that is itself determined by p and α through (7.13)) that is
consistent with a hybrid equilibrium of the contemplated kind. Of course, such an
education level η̂ must also satisfy the following further conditions

∀η ≥ 0, ω (η̂) − c (L , η̂) ≥ ω (η) − c (L , η) (7.16)

∀η ≥ 0, ω (η̂) − c (H, η̂) ≥ ω (η) − c (H, η) , (7.17)

where ω (η) is the contingent wage pattern induced by firms’ strategies.
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As in former cases, the most direct way of trying to meet the incentive conditions
(7.16) and (7.17) is to postulate that, off-equilibrium (i.e., wheneverη /∈ {η∗ (L) , η̂},
the associated wage coincides with the productivity of the low-type worker. This
leads to a hybrid equilibrium of the following form:

η (H ) = η̂;

η (L) =
{
η∗ (L) with probability α

η̂ with probability (1 − α)

ω (η) = q f (H, η) + (1 − q) f (L , η) if η = η̂
ω (η) = f (L , η) if η �= η̂

that can be supported, for example, by the following beliefs:

µ(η)(H ) = q, if η = η̂
µ(η)(H ) = 0, if η �= η̂.

Thus, we simply posit the extreme belief pattern by which any education
level different from η̂ is interpreted by the firms as chosen by a low-ability
worker. Figure 7.5 illustrates conditions under which such a hybrid equilibrium
exists.

We end our discussion of the model by showing that, when the intuitive criterion
(cf. Section 6.6) is applied to select among the rich variety of SE found above for
the context with envy, only one of them meets this criterion. The one selected is
the separating equilibrium given by (7.11), which involves the minimum signaling
distortion. We show, therefore, that an “intuitive” belief refinement is sharply ef-
fective in tackling the problem of equilibrium multiplicity otherwise arising in the
model.
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Figure 7.5: Hybrid equilibrium.
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To arrive at this conclusion, we dismiss in turn each of the alternative equilibria
that are different from the one mentioned. First, let us focus on any separating
equilibrium whose associated education level for the high type, η(H ), satisfies
η (H ) > η̃, where η̃ is given by (7.10).This equilibrium must embody a contingent
(off-equilibrium) pattern of wage offers satisfying

η̃ < η < η (H ) ⇒ ω(η) < f (H, η). (7.18)

For, if it were the case that

∃η̌ ∈ (η̃, η (H )) : ω(η̌) = f (H, η̌),

then, the high-ability worker would find it profitable to deviate from the equilibrium
by choosing education level η̌.

However, the wage offers described in (7.18) are inconsistent with the intuitive
criterion. Any education level η > η̃ is dominated for type L by η∗(L), regardless
of the ensuing wage that conceivably could be offered by the firms. In other words,
not even the maximum wage the firms would offer under the assumption that the
worker is of type H could compensate a low type for an education level higher than
η̃. Thus, off-equilibrium beliefs for η ∈ (η̃, η (H )) should satisfy

µ(η)(H ) = 1

and, therefore, the corresponding wage offer should be

ω(η) = f (H, η).

This contradicts (7.18) and thus refutes that an equilibrium of the kind suggested
can be consistent with the intuitive criterion.

Somewhat more generally, we now show that an argument analogous to the one
just explained implies that, if π (H ) stands for the payoff earned by a high-ability
worker at equilibrium, consistence with the intuitive criterion requires

π (H ) ≥ f (H, η̃) − c (H, η̃) . (7.19)

For, if the above inequality did not hold, type H could deviate toward some η′ > η̃
satisfying

f (H, η′) − c
(
H, η′

)
> π (H ) (7.20)

f (H, η′) − c
(
L , η′

)
< f (L , η∗(L)) − c (L , η∗(L)) . (7.21)

But then, if π (L) denotes the equilibrium payoff earned by the low type, we should
have

π (L) ≥ f (L , η∗(L)) − c (L , η∗(L))

that, in view of (7.21), implies

π (L) > f (H, η′) − c
(
L , η′

)
. (7.22)
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Thus, if the intuitive criterion is to be met, the wage offered by firms after observing
η′ must be

ω(η′) = f (H, η′)

because, by (7.22), the corresponding beliefs have to satisfy

µ(η′)(L) = 0

or, equivalently,

µ(η′)(H ) = 1.

However, such a wage offer for η′ is incompatible with equilibrium since, from
(7.20), we have

ω(η′) − c(H, η′) > π (H ),

and therefore the high-type worker would gain by deviating toward η′.
Building on the former considerations, we next argue that any SE of the pooling or

hybrid kind can also be discarded by invoking the intuitive criterion. First, suppose
p is relatively low so that the indifference curve of type H that goes through the
point (η̃, f (H, η̃)) is above the locus of points

{(η, ω) : ω = p f (H, η) + (1 − p) f (L , η)}
where the wage associated with each education level equals the expected produc-
tivity based on the prior type probabilities – refer to Figure 7.6 for an illustration
of this situation.

In this case, there can be no intuitive pooling equilibrium because the education–
wage pair (η0, ω0) where pooling could take place has to fulfill

p f (H, η0) + (1 − p) f (L , η0) = ω0.
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Figure 7.6: Impossibility of an intuitive pooling equilibrium, low p.
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Therefore, condition (7.19) must be violated since the indifference curve IH (cf.
Figure 7.6) does not intersect the expected-productivity locus given by the function
p f (H, ·) + (1 − p) f (L , ·). Clearly, the same applies to those hybrid equilibria
where the high-ability worker mixes over her education choice. For, in this case, the
equilibrium wage associated with the common education level chosen by both types
with positive probability must be given by the function q f (H, η) + (1 − q) f (L , η),
for some q < p. And, of course, since

q f (H, η) + (1 − q) f (L , η) < p f (H, η) + (1 − p) f (L , η)

for all η, condition (7.19) is violated a fortiori.
Consider now the alternative hybrid equilibria where the worker of type L ran-

domizes between η∗(L) and some alternative η̂ (which is the education level chosen
deterministically by the high-type H ).Then, by the condition of payoff indifference
displayed by equilibrium mixed strategies, we must have

f (L , η∗(L)) − c (L , η∗(L)) = ω̂ − c(L , η̂),

where

ω̂ = r f (H, η̂) + (1 − r ) f (L , η̂)

for some suitable posterior probability r < 1. Since, from the definition of η̃, it
follows that

f (L , η∗(L)) − c (L , η∗(L)) = f (H, η̃) − c (L , η̃) ,

the single-crossing assumption96 embodied by (7.1) implies

ω̂ − c(H, η̂) = π (H ) < f (H, η̃) − c (H, η̃)

that again amounts to a violation of (7.19).
Finally, let us rule out that either a pooling or a hybrid equilibrium can satisfy the

intuitive criterion when p is relatively high. Consider, for example, a situation as
illustrated in Figure 7.7, where the curve given by p f (H, ·) + (1 − p) f (L , ·) inter-
sects the indifference curve of type H that passes through the point (η̃, f (H, η̃)).

In this context, the intuitive criterion is inconsistent with pooling equilibria. To
see this, consider any such equilibrium and let η0 be the education level chosen
by both types at equilibrium. Then, there always exist a range of education levels
(i.e., those between η′ and η′′ in Figure 7.7) such that, if the worker of type H
were to choose some η̂ in this range (i.e., η′ < η̂ < η′′), she can “credibly separate”
herself from type L through the implicit argument underlying the intuitive criterion.
Specifically, this argument builds on the following threefold considerations:

1. The worker of type L would always obtain a payoff lower than in equilib-
rium if she chose an education level η̂ ∈ (η′, η′′), even if the firms were to

96 The requirement that the marginal cost of the high type is uniformly below that of the low type is often
conceived as a “single-crossing condition” because it implies that any two indifference curves corresponding
to different types can never cross more than once.
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Figure 7.7: Impossibility of an intuitive pooling equilibrium, high p.

consider her as being of the high type with probability one (i.e., in the best
possible circumstances).

2. In view of the previous point, the firms’ beliefs after observing η̂ should
be µ(η̂)(H ) = 1 and the corresponding wage offer ω̂ = f (H, η̂) .

3. If the firms issue the wage offer ω̂ = f (H, η̂) in response to η̂, the high-
ability worker may obtain a payoff equal to ω̂ − c(H, η̂) by choosing η̂,
which is higher than the equilibrium payoff ω0 − c (H, η0) .

The above considerations show that the intuitive criterion rules out any pooling
equilibrium in the present context (p high). On the other hand, concerning hybrid
equilibria in either of its two forms (i.e., either when the high or the low type mixes)
to prove an analogous conclusion is the object of Exercise 7.10. Thus, summing up
our discussion for the different scenarios considered, we conclude that, by relying
on the intuitive criterion to refine out-of-equilibrium beliefs, only the separating SE
given by (7.11) remains. In a sense, this equilibrium is the one that, both heuristically
as well as theoretically, would seem to be the most appealing. In it, the worker takes
full advantage of the signaling (i.e., separating) potential that the setup avails,
exploiting this potential in the most cost-effective manner.97

7.2 Markets (IV): insurance markets and adverse selection*

In this section, we present a model that bears some similarities to the signaling
context studied in Section 7.1, although it also displays important differences. The
theoretical setup was originally proposed by Rotschild and Stiglitz (1976) to study

97 Nevertheless, note that it may well be possible (as it happens, for example, in the context depicted in Figure
7.7) that the two types of worker would prefer to play a (nonintuitive) equilibrium where no separation occurs.
Such an equilibrium, however, would not be robust in the sense of permitting some deviations from it which
would benefit – if beliefs are refined in the “intuitive” manner – to one of the two types.
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interfirm competition in the insurance market when the insurance-providing firms
only have incomplete (asymmetric) information over the underlying risk condi-
tions faced by the different individuals. The fact that agents who are subject to
heterogenous risk contingencies may nevertheless buy the (same) insurance policy
“intended” for only one of them (thus affecting the profit of the insurance compa-
nies offering that policy) raises important issues of so-called adverse selection. As
we shall see, the market implications of this phenomenon may be quite negative,
affecting in particular the possibility of sustaining a suitable range of insurance
contracts at equilibrium.

Let there be just two insurance firms and one individual, the latter facing the
possibility of an accident. This accident occurs with a certain exogenous probability
that is determined by the specific risk circumstances of the individual in question.
In contrast with the setup considered in Section 7.1, here we suppose the firms are
those that start the game. They do so by deciding (simultaneously) on a respective
menu of contracts offered to the individual. Each of these contracts is a different
insurance policy (α, β) specifying the premium α ∈ R+ to be paid by the individual
in case the accident does not take place (a state that is labeled ξ1) in exchange for
the net compensation β ∈ R+ that would be paid by the insurance company in
case the accident does occur (a state labeled ξ2). After observing the range of
contracts offered by the firms, the individual is taken to choose that particular one
that best suits her personal circumstances (e.g., her accident probability). Naturally,
the individual may decide as well to remain uninsured if none of the contracts being
offered proves advantageous, given her specific risk characteristics. As mentioned,
these characteristics are assumed to be known only by the individual, although
the prior probabilities that determine them ex ante are supposed to be commonly
known by everyone (in particular, by the insurance companies).

More formally, the structure of the game between the firms and the individual
(with the usual addition of Nature) may be decomposed into the following stages:

(i) Nature selects the type θ of the individual, i.e., her risk level, that can be
high (θ = H ) or low (θ = L). The prior probabilities of each case are p
and (1 − p), respectively.

(ii) Without knowing the individual’s type, each firm i = 1, 2 offers simultane-
ously a finite menu of insurance contracts Ji ≡ {(αik, βik)}ri

k=1 ⊂ R
2, each

of them with the interpretation described above.
(iii) The individual becomes informed of her type (i.e., Nature’s choice) and

then selects at most one (possibly none) of the contracts offered by the
firms.

As customary, it will be assumed that the individual’s preferences are repre-
sentable by a von Neumann-Morgenstern utility U (·). This function is defined over
a space of lotteries of the form L = (ρ,W1,W2), where

� ρ ∈ [0, 1] is the accident probability;
� W1 is the wealth in state ξ1 (when the accident does not happen);
� W2 is the wealth in state ξ2 (when the accident occurs).
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For any lottery L with the indicated format, the individual’s expected utility is
computed as follows:

U (L) = (1 − ρ) V (W1) + ρ V (W2), (7.23)

where V : R+ → R is the underlying elementary utility function that is defined
over (deterministic) levels of wealth. It will be postulated that V (·) is differentiable
and strictly concave, i.e., the individual is assumed to be risk averse.98

Let Ŵ 1 and Ŵ 2 (Ŵ 1 > Ŵ 2) stand for the wealth levels respectively obtained in
the states ξ1 and ξ2 when the individual chooses no insurance. On the other hand,
denote by ρH and ρL (ρH > ρL ) the accident probabilities of each of the two types,
H and L . Once these parameters of the model are specified, the setup described in
(i)–(iii) defines a multistage Bayesian game in which the two insurance firms and the
sole individual are the genuine players and Nature is the first fictitious mover. The
payoffs for the firms are identified with their respective expected profits whereas
the payoff for the individual is given by her expected utility, as specified in (7.23).

In this game, a strategy for each firm i = 1, 2 consists of the specification of a
contract menu Ji = {(αik, βik)}ri

k=1 that is offered to the individual. The set of all
such possible menus is denoted byJ .On the other hand, a strategy for the individual
is a type-contingent prescription of what contract to choose among those offered
by the firms. To be precise, let � represent the set of decision rules of the form

φ : J × J → R
2 ∪ {⊗},

where ⊗ simply stands for the choice of remaining uninsured and, for each pair
of contract menus offered by the firms, (J1, J2) ∈ J × J , we have φ(J1, J2) ∈
J1 ∪ J2 ∪ {⊗} – that is, the choice φ(J1, J2) is either one of the contracts offered or
the no-insurance possibility. With this notation in hand, a strategy for the individual
may be formalized as a mapping

γ : T → �

with the interpretation that, for each θ ∈ T ≡ {H, L}, γ (θ ) is the decision rule
followed by the individual of type θ .

Our analysis focuses on the weak perfect Bayesian equilibria (WPBE) of the pro-
posed game with Nature (recall Definition 4.2). Thus, considering only the behavior
of the genuine players (the firms and the individual), a WPBE may be identified with
Bayes-Nash equilibrium strategies (J ∗

1 , J ∗
2 , γ

∗) satisfying the following additional
requirement: for each θ ∈ T , γ ∗(θ ) is a decision rule φ that leads to the selection of
an optimal contract for any pair of menus (J1, J2), i.e., not only for the equilibrium
menus (J ∗

1 , J ∗
2 ). Note that, in contrast with the signaling setup studied in Section

7.1, a WPBE for the present context does not depend on a suitable specification of
out-of-equilibrium beliefs. This is because the uninformed players (the insurance
companies) move first in the game and thus have no prior observations on the basis
of which to refine their initial information. At the time of their decision, therefore,

98 Thus, heuristically, the individual always prefers to exchange some expected payoff for more certainty (cf.
Varian, 1992, Section 11.5).
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the firms’ beliefs over the individual’s type must coincide with those given by the
exogenous prior probabilities (p, 1 − p).

We find it useful to restrict our attention to pure-strategy WPBE, referred to
henceforth by the acronym PWPBE. Such a restriction will not only simplify matters
substantially, it will also play a crucial role in our subsequent analysis – for example,
it is at the basis of the nonexistence problems that are discussed at some length below.

We start with a preliminary conclusion that will later prove very useful in our
discussion of the model: at any PWPBE, both firms must obtain zero profits. To con-
firm this general claim suppose, to the contrary, that there were some PWPBE where
firms obtained aggregate profits π̂ > 0. (Since each firm can always guarantee for
itself nonnegative profits, if some firm earns nonzero equilibrium profits, aggregate
profits at equilibrium must be positive.) Let χ H ≡ (αH , βH ) and χ L ≡ (αL , βL ) be
the two contracts, not necessarily distinct, respectively chosen by type H and L at
that equilibrium.99 Consider the firm that obtains equilibrium profits no larger than
π̂/2 (or any of the two firms, if profits are equal for both). This firm may deviate
and offer alternative contracts χ̃ H ≡ (α̃H , β̃H ) and χ̃ L ≡ (α̃L , β̃L ) with

α̃H = αH , α̃L = αL

but

β̃H = βH + ε, β̃L = βL + ε
for some ε > 0, arbitrarily small. Obviously, these alternative contracts would be
chosen by the two types instead of those originally offered. Thus, after such a
deviation, the firm in question would obtain profits arbitrarily close to π̂ , provided
that ε is chosen small enough. In particular, those profits could be made larger
than π̂/2, contradicting the hypothesis that the original configuration defined an
equilibrium.

As a benchmark for future comparison, it is again helpful to proceed as in Section
7.1 and study first the simple context where there is no asymmetric information
between the firms and the individual. For concreteness, let us focus on the case
where the individual happens to be of the high-risk type and both firms know it
at the time of their decision. (The case in which the individual is of the low-risk
type is fully analogous.) Then, an immediate particularization of former reasoning
implies that, in this complete-information case as well, firms’ profits must vanish
at equilibrium. Therefore, the insurance contract chosen by the individual must
belong to the set

C H ≡ {χ = (α, β) : α (1 − ρH ) = β ρH }. (7.24)

This set consists of all those contracts that “transform” the payments made in state
ξ1 into compensations obtained in state ξ2 at the rate (1 − ρH )/ρH . Or, equiva-
lently, they can be viewed as the contracts that expand the original no-insurance

99 Note that, at any PWPBE, at least the high-risk type must be offered acceptable insurance by one of the firms.
If, on the other hand, the equilibrium were such that the low-risk type accepts none of the contracts offered
by the firms, the argument below would have to be adapted to focus alone on the contract accepted by the
high-risk type.
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configuration (Ŵ 1, Ŵ 2) by allowing for any extent of insurance (i.e., net compen-
sation) at the unitary premium ρH/(1 − ρH ). This set of contracts spans the range
of wealth configurations (W1(χ ),W2(χ )) given by

W1(χ ) = Ŵ 1 − α

W2(χ ) = Ŵ 2 + β = Ŵ 2 + 1 − ρH

ρH
α,

which can be parametrized along a single dimension by the premium α.
Next, we argue that, of all contracts in C H , only the one that provides complete in-

surance can be actually chosen at an equilibrium. That is, the contractχ∗ = (α∗, β∗)
implemented at any PWPBE must have the individual’s wealth be independent of
the prevailing state, i.e.,

W1(χ∗) = W2(χ∗),

so that

α∗ = (Ŵ 1 − Ŵ 2) ρH (7.25)

β∗ = (1 − ρH )(Ŵ 1 − Ŵ 2). (7.26)

This follows directly from the observation that the individual’s indifference curves,
i.e., loci of points defined in the space of state-contingent wealths (W1,W2) by the
condition

(1 − ρH ) V (W1) + ρH V (W2) = K (K ∈ R),

display a slope different from −(1 − ρH )/ρH at any (W1,W2) such that W1 �= W2.

Consequently, if χ = (α, β) ∈ C H but α �= α∗, there exists an alternative contract
χ ′ = (α′, β ′) that satisfies the following two conditions (see Figure 7.8 for an illus-
tration):

(1 − ρH ) V (Ŵ 1 − α′) + ρH V (Ŵ 2 + β ′)

> (1 − ρH ) V (W1(χ )) + ρH V (W2(χ )) (7.27)

(1 − ρH )α′ − ρH β ′ > 0. (7.28)

By (7.27), the individual prefers the insurance contract χ ′ to χ. On the other hand,
from (7.28), any firm that were to offer χ ′ would obtain positive profits if the
individual (who is currently taken to be of type H ) were to choose it. Combining
both considerations, it follows that there cannot exist an equilibrium where the
individual chooses a contract χ = (α, β) that belongs to C H (a necessary condition
for equilibrium) but α �= α∗. If that were the case, either firm would profit by
deviating to a contract such as χ ′ above, satisfying (7.27) and (7.28). In sum, we
conclude that only the contract χ∗ may be actually chosen at equilibrium, the high-
risk individual who subscribes it thus obtaining full insurance.
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Figure 7.8: Equilibrium in the insurance market under complete information for the high-
risk type. (Alternative insurance contracts are identified in terms of their induced pair of
state-contingent wealths.)

The previous considerations have been carried out under the assumption that firms
know they face a high-risk individual, i.e., in a context of complete information.
Now, we turn to the richer and more interesting scenario in which the information
is genuinely asymmetric between the firms and the individual, the former holding
nondegenerate subjective probabilities p and (1 − p) that the latter is a high- or
low-risk individual, respectively. We organize the discussion in three parts.

� First, in part (a), we show that there is no PWPBE where the two types of
individual pool and choose the same insurance contract.

� Second, in part (b), we identify the unique configuration of contracts that
is capable of sustaining a (separating) equilibrium.

� Finally, in part (c), we describe conditions for which the equilibrium cannot
involve intertype separation and, therefore (by part (b)), no PWPBE exists.

(a) There exists no pooling PWPBE.
Suppose, for the sake of contradiction, that there exists a pooling PWPBE

(J1, J2, γ ), where the two types of individual choose, at equilibrium, the same
contract χ = (α, β), i.e.,

γ (H )(J1, J2) = γ (L)(J1, J2) = χ.
Since the expected equilibrium profits induced by this contract must be zero, χ
must satisfy

α (1 − ρ̄(p)) = β ρ̄(p)

where ρ̄(p) ≡ p ρH + (1 − p) ρL is the expected accident probability when the
individual’s type is unknown and each of the two possibilities, H and L , is attributed
respective probabilities p and (1 − p). Consider the state-contingent wealth pair
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Figure 7.9: Nonexistence of a pooling equilibrium in the insurance market under incomplete
information. Indifference curves for the high and low type are, respectively, denoted by I H

and I L .

(W1(χ ),W2(χ )) resulting from this contract:

W1(χ ) ≡ Ŵ 1 − α (7.29)

W2(χ ) ≡ Ŵ 2 + β = Ŵ 2 + 1 − ρ̄(p)

ρ̄(p)
α. (7.30)

At (W1(χ ),W2(χ )), the marginal rate of substitution of each type θ = H, L is given
by

−1 − ρθ
ρθ

V ′(W1(χ ))

V ′(W2(χ ))

and, therefore, the marginal rate of substitution of type H is lower (in absolute
value) than that of type L . Since

1 − ρL

ρL
>

1 − ρ̄
ρ̄

it follows that there must exist a contract χ ′ = (α′, β ′) such that (see Figure 7.9)

(1 − ρH ) V (Ŵ 1 − α′) + ρH V (Ŵ 2 + β ′)

< (1 − ρH ) V (Ŵ 1 − α) + ρH V (Ŵ 2 + β) (7.31)

(1 − ρL ) V (Ŵ 1 − α′) + ρL V (Ŵ 2 + β ′)

> (1 − ρL ) V (Ŵ 1 − α) + ρL V (Ŵ 2 + β) (7.32)

(1 − ρL )α′ − ρL β ′ > 0. (7.33)
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By virtue of (7.31), an individual of type H will not subscribe to the contract χ ′ if
the original one, χ, is indeed available. However, from (7.32), an individual of type
L would prefer χ ′ to χ if both were offered. This implies that one of the firms may
profit by deviating and including only the contract χ ′ in its menu, thus attracting
solely the individual of type L . In view of (7.33), this would render positive expected
profits to that firm, a contradiction to the hypothesis that the original strategy profile
defines a PWPBE.

(b) There exists a unique contract pair that may prevail at a separating PWPBE.
By the former discussion, we know that any PWPBE must be separating, i.e., each

individual type must choose a different insurance contract at equilibrium. Denote
byχ H andχ L the distinct contracts underlying some such hypothetical equilibrium.
First, we argue that χ H = (αH , βH ) is to coincide with χ∗ = (α∗, β∗), where α∗

and β∗ are given by (7.25) and (7.26) – that is, the individual of type H insures
herself completely at equilibrium.

Suppose the contrary, i.e.,χ H �= χ∗.Then, sinceχ H ∈ C H (due to the zero-profit
condition to hold at equilibrium),100 one must have W1(χ H ) �= W2(χ H ) – recall the
notation introduced in (7.29) and (7.30). This in turn implies that the indifference
curve of type H at the point (W1(χ H ),W2(χ H )) displays a slope different from
−(1 − ρH )/ρH and, therefore, there has to be an insurance contract χ ′ = (α′,β ′)
such that

(1 − ρH ) V (Ŵ 1 − α′) + ρH V (Ŵ 2 + β ′)

> (1 − ρH ) V (Ŵ 1 − αH ) + ρH V (Ŵ 2 + βH )

∀ρ ≤ ρH , (1 − ρ)α′ − ρ β ′ > 0. (7.34)

Consequently, any firm would profit by deviating from the hypothetical equilibrium
and offering χ ′, because at least the high types would subscribe χ ′ and the profits
induced by it are certain to be positive, i.e., higher than the zero profits obtained
with χ H . (Note that, by (7.34), this conclusion applies even if both type H and L
were to subscribe the alternative contract χ ′.)

Once confirmed that χ H = χ∗,we turn to determining what must be the features
of the contract χ L = (αL , βL ) chosen by the low-risk type in a separating PWPBE.
Again, for the zero-profit condition to be met at equilibrium it must be required
that

χ L ∈ C L ≡ {χ = (α, β) : α (1 − ρL ) = β ρL}.
Next we argue that, among all possible insurance contracts belonging to C L , we
can rule out all of them except the particular one χ̂ = (α̂, β̂) that satisfies

(1 − ρH ) V (Ŵ 1 − α∗) + ρH V (Ŵ 2 + β∗)

= (1 − ρH ) V (Ŵ 1 − α̂) + ρH V (Ŵ 2 + β̂).

100 Clearly, the zero-profit condition must separately hold for χH and χ L .
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We proceed in two steps. First, to exclude that χ L = (αL , βL ) might have αL > α̂,

note that, in that case,

(1 − ρH ) V (Ŵ 1 − αL ) + ρH V (Ŵ 2 + βL )

> (1 − ρH ) V (Ŵ 1 − α∗) + ρH V (Ŵ 2 + β∗), (7.35)

which would imply that the contracts χ H and χ L do not “separate” types, a contra-
diction with part (a) above.

On the other hand, concerning the alternative possibility that αL < α̂, this of
course leads to a reversal of the inequality (7.35), which in principle is consistent
with a separating equilibrium. However, an argument akin to one used above (recall
(7.31)–(7.33)) indicates that, in this case, there must be a contract χ ′ = (α′, β ′)
such that

(1 − ρH ) V (Ŵ 1 − α′) + ρH V (Ŵ 2 + β ′)

< (1 − ρH ) V (Ŵ 1 − α∗) + ρH V (Ŵ 2 + β∗)

(1 − ρL ) V (Ŵ 1 − α′) + ρL V (Ŵ 2 + β ′)

> (1 − ρL ) V (Ŵ 1 − αL ) + ρL V (Ŵ 2 + βL )

(1 − ρL )α′ − ρL β ′ > 0.

The above expressions imply that if any of the two firms were to unilaterally add
the contract χ ′ to its menu, the individual of type L (and only this type) would
subscribe it. This would lead the firm in question to obtaining positive expected
profits, thus contradicting the hypothesis that χ L is the contract chosen by the
low-risk individual at equilibrium.

From the above considerations we may conclude that there is just one pair of
insurance contracts that may separate types H and L at a PWPBE. These two
contracts, χ H = χ∗ and χ L = χ̂ , are illustrated graphically in Figure 7.10.

(c) Possible nonexistence of a (separating) PWPBE.
The argument developed in the preceding part (b) implies that only if the contracts

χ∗ and χ̂ are among the offered contracts, and the high type chooses the former
while the low type chooses the latter, can one possibly be at a PWPBE. This,
however, is just a necessary condition for equilibrium, not by itself a confirmation
that such an equilibrium exists. In general, whether a PWPBE exists depends on p,
the prior probability that the individual be of high risk. If p is sufficiently high, we
have the situation illustrated in Figure 7.10 and the contract pair (χ∗, χ̂ ) can indeed
be used to support the equilibrium. In contrast, if the data of the problem are as
depicted in Figure 7.11 (that is, p is relatively low), the only candidate contracts
to support an equilibrium (again χ∗ and χ̂ ) cannot meet the required incentive
conditions and, therefore, no PWPBE exists.

Consider, for example, what would happen in the context of Figure 7.11 if one of
the firms were to deviate from the target separating equilibrium and offer a contract
such as χ ′ = (α′, β ′). After such a deviation, any individual (either of type H or
L) would choose χ ′ rather than their respective (tentatively separating) contracts
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Figure 7.10: Separating equilibrium in the insurance market under incomplete information.
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Figure 7.11: Nonexistence of a (separating) equilibrium in the insurance market under
incomplete information.

χ H or χ L . Besides, the deviating firm would obtain positive expected profits
because

(1 − ρ̄(p))α′ − ρ̄(p)β ′ > 0.

Therefore, the contemplated deviation would be profitable for the firm under consid-
eration, thus rendering it impossible that the pair (χ∗, χ̂ ) may be the type-contingent
contracts underlying separation at a PWPBE.
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We may interpret these nonexistence problems as a consequence of the negative
externality that high-risk agents exert on the market – more specifically, on those
individuals displaying low risk. If the probability that an individual be of high risk is
quite large (as in Figure 7.10), the market adapts to such a high-risk environment and
offers separating conditions for each type, which cannot be destroyed by pooling
contracts – these conditions involve, in particular, only partial insurance for the
relatively infrequent low-risk individuals. In essence, the robustness displayed by
the separating menu in this case is a direct consequence of the following simple
fact: the average accident probability is so high that any pooling would impose
(through the zero-profit condition) unacceptable terms on type L .

On the contrary, if the low-risk type is relatively likely (as in Figure 7.11), the
required separation of types can be destroyed through a single contract that both
types prefer to the status quo and thus leads to pooling. Now this is possible because,
unlike in the previous case, the average accident probability is so low that there is a
contract that is appealing for both a deviating firm (i.e., it is profit making) and for
each type (i.e., it is pooling). Under these circumstances, the negative externality
exerted by the infrequent high types on the more frequent low types is so large that
separation becomes inviable at equilibrium.101

7.3 Mechanism design (IV): one-sided auctions

Auctions are one of the primary mechanisms used in modern economies to allocate
a wide variety of consumption or production goods (works of art, mining rights,
or even, quite recently, wave frequencies to operate communication technologies).
This has given rise to a booming theoretical and empirical literature, out of which
we select just two topics here concerning the allocation of a single indivisible good
among a certain number of potential buyers. First, in Subsection 7.3.1, we study
the most basic (or simple-minded) auction procedure one could imagine to this
end: a so-called first-price auction. Then, in Subsection 7.3.2 we turn to issues of
mechanism design. Specifically, we explore the relative performance of alternative
allocation procedures in this context and tackle the issue of how to design an optimal
mechanism for the seller, i.e., one that maximizes the resulting expected revenue.

7.3.1 First-price auctions

Consider the owner of an indivisible good who decides to sell it through a public
auction. For simplicity, let us suppose there are only two individuals interested in
this good, identified by the index i = 1, 2. The auction used is of the kind labeled
first-price.102 Specifically, the potential buyers are asked to issue their offers (bids)

101 These nonexistence problems can be tackled by resorting to equilibria in mixed strategies (see Dasgupta and
Maskin, 1986b). An alternative route involves the consideration of certain variations on the game that might
be able to restore equilibrium. For example, Wilson (1977) allows each firm to react to the deviations of the
competitor (in particular, it may withdraw contracts already offered if they incur losses), which obviously
limits substantially the ability of firms to find profitable unilateral deviations. In a related vein, the reader may
find alternative approaches by Riley (1979a) and Hellwig (1986).

102 See Exercise 7.17, where a “second-price” auction is discussed.
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by, say, introducing them in a closed envelope. Then, these envelopes are given to
the seller, who opens them and delivers the good to the highest bidder in exchange
for the exact price put forward by the latter. In case the bids of both buyers are
identical, the good is allotted randomly to one of the two, each being chosen with
the same probability.

Denote by vi the (monetary) valuation of the good for buyer i = 1, 2. Both of
these agents are taken to know their own respective valuation but are uninformed
of the valuation v j ( j �= i) of the other one. Each buyer knows only that the other’s
valuation belongs to some finite interval, say [0, 1], from where she assumes that
it has been selected in a random and independent fashion according to a uniform
probability distribution.

The context described may be modeled as a Bayesian game as follows. On the one
hand, the type of each player i is identified with her valuation vi . That is, Ti = [0, 1]
for each i = 1, 2. On the other hand, the action spaces Ai consist of all possible
bids that agents may conceivably issue in an independent fashion. Without any
essential loss of generality, we can make Ai = [0, 1], i.e., agents never bid above
the maximum possible valuation. Finally, we posit that Nature selects the players’
types (v1, v2) with a density f (v1, v2) that is constant over the whole square [0, 1]2 .

For any given vector of players’ and Nature’s decisions, the payoff functions πi (·)
are defined as follows:

πi (v1, v2, a1, a2) =


vi − ai , if ai > a j

vi − ai

2
, if ai = a j

0, if ai < a j

i, j = 1, 2; j �= i.

In the Bayesian game thus defined, the players’ (mixed) strategies are functions

γi : [0, 1] → � ([0, 1])

that, for any possible type (valuation) vi ∈ [0, 1] of each player i, associate a prob-
ability distribution over the interval [0, 1], which is the action (bid) space for each
agent. As a particular case, the pure strategies of the form

gi : [0, 1] → [0, 1] (7.36)

have each player i choose deterministically a bid gi (vi ) for any given valuation vi .
We focus on the computation of a Bayes-Nash equilibrium (BNE) displaying the

following set of characteristics:

(i) players follow pure strategies of the sort contemplated in (7.36);
(ii) players’ (pure) strategies are affine functions of their type given by

gi (vi ) = min{1,max{αi + βivi , 0}} (7.37)

for some given real numbers, αi and βi ;
(iii) players’ (pure and affine) strategies are identical, i.e., the equilibrium is

symmetric; therefore, ∀i = 1, 2, αi = α, βi = β.
It is important to emphasize that our objective is not to compute a BNE subject

to the constraint that players can only choose strategies that satisfy (i)–(iii). Rather,
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what we shall do is to limit our search for (unrestricted) equilibria to those strategy
profiles that meet those conditions. That is, we hope to find that there is an affine
and symmetric pure-strategy profile that defines an equilibrium even if players may
deviate to any unrestricted (i.e., possibly mixed or nonaffine) strategy.

Thus, suppose players use strategies of the kind contemplated in (ii), with iden-
tical coefficients α and β as indicated in (iii). As a first step, it is immediate to
observe (see Exercise 7.14) that, if any such profile is to define a BNE, it should
have α ≥ 0. But, on the other hand, it is also true that α ≤ 0. For, if α > 0, there
would be some types (i.e., those with vi < α + βvi ) who would be issuing a bid
above their valuation. This is obviously a suboptimal strategy at equilibrium be-
cause agents would then be making an expected payment above their valuation. We
may conclude, therefore, that any affine strategy in a symmetric equilibrium must
have α = 0.But then, this strategy may also be restricted to have β > 0. To see this,
note that, if β ≤ 0, (7.37) would prescribe a zero bid uniformly across all types.
This is obviously inconsistent with equilibrium because, in that case, any individual
of type vi > 0 would profit by issuing a positive bid lower than vi .

In view of the former considerations, we direct our search toward strategies of
the following form:

gi (vi ) = β vi , 0 < β ≤ 1. (7.38)

That is, we focus on strategies that are increasing and linear functions (i.e., affine
with a zero intercept) of each player’s type. In equilibrium, of course, given any
strategy of this form on the other buyer’s part, the strategy adopted by each i = 1, 2
must be a suitable best response. This implies that, for any valuation vi ∈ [0, 1], the
prescribed bid a∗

i = βvi must be a solution to the following optimization problem:

max
ai ∈ [0, 1]

{(
(vi − ai ) Pr{ai > βv j }

)
+

(
1

2
(vi − ai ) Pr{ai = βv j }

)}
j �= i. (7.39)

The second term in the above expression can be ignored because, given that types
are continuously distributed, the probability mass (not the density) associated with
the event that βv j might coincide with any particular ai is zero. That is,

Pr
{
ai = βv j

} = 0 (7.40)

for any given ai ∈ [0, 1] . On the other hand, the uniform distribution postulated
for v j implies

Pr
{
ai > βv j

} = Pr

{
v j <

ai

β

}
= min

[
ai

β
, 1

]
. (7.41)

Thus, using (7.40) and (7.41), the optimization problem confronted by individual i
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may be simply rewritten as follows:

max
ai ∈ [0, 1]

{
(vi − ai ) min

[
ai

β
, 1

]}
.

For the solution to the above optimization problem to be always responsive to the
agent’s valuation, it must be required that β ≥ 1/2.103 Thus, in the quest of an
equilibrium in linear strategies, this lower bound on β can be assumed without loss
of generality. Then, for each vi ∈ [0, 1], the solution to the above optimization is
easily seen to be of the form

a∗
i = gi (vi ) = vi

2
. (7.42)

Note that, curiously enough, this expression does not depend on the precise value
of β (the coefficient attributed to player j’s strategy). Thus, the unique equilibrium
in symmetric linear strategies must have β = 1/2, each agent always issuing a bid
equal to half her valuation. In fact, it turns out that the following much stronger
conclusion is also true (see Gibbons, 1992): under certain regularity conditions (in
particular, differentiability and monotonicity of players’ bidding behavior), the
unique symmetric equilibrium must involve the linear strategies given in (7.42).

To sum up, we conclude that the very simple strategies that specify the bid of
each individual to be half of her valuation define a BNE for the game induced by
the first-price (two-buyer) auction. The outcome thus obtained is efficient since the
individual with the highest valuation ends up obtaining the good. The price she pays
for it, however, is lower than her true valuation. This is simply a reflection of the
fact that, because of the asymmetric information conditions in which the auction
takes place, buyers strategically manipulate their bids at equilibrium.

7.3.2 Optimal auction design: the revelation principle∗

Consider now the previous allocation problem as seen from the seller’s viewpoint.
From her perspective, the key “decision variable” to consider is of an institutional
kind. Specifically, she may well ask herself the following question: What is the best
mechanism to be used in allocating the good and determining payments? In this
respect, the first-price auction considered above might be considered a “natural”
candidate, but only that: one of the possible options. In principle, if the seller has
no a priori restrictions in choosing the allocation rules, a wide range of other
mechanisms (auction-like or not) could be considered instead. Is there any hope of
finding out which of those mechanisms are optimal for the seller? If, in this case,
“optimality” is defined from the standpoint of the seller and thus identified with
expected revenue maximization, the question would seem far too ambitious even
to allow for a meaningful formalization. What is the universe of mechanisms under

103 Note that, if β < 1/2, there is a sufficiently high valuation v̂i < 1 such that, for all vi ≥ v̂i , the optimal bid is
constant. This happens because the corresponding subjective probability of obtaining the good is already one
and, therefore, the bid does not rise as the valuation does.
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consideration? Isn’t it too vast? And, if attention is restricted to a particular class
(e.g., auctions), how can one be sure that there is not some other approach (possibly,
quite “imaginative” or involved) that might prove more fruitful?

A sharp and effective route to tackle the problem is afforded by the so-called
revelation principle, which was first applied to a Bayesian setting by Myerson
(1979). As we shall explain, the key implication to be derived from this principle
is far-reaching. It amounts to the guarantee that, in exploring the implementation
possibilities available through any mechanism, it is enough to restrict attention to
a much smaller class. Specifically, it turns out to be sufficient to focus on direct
mechanisms where agents are simply asked to reveal their information (i.e., their re-
spective types) and, in addition, they have incentives (at a BNE of the induced game)
to behave truthfully. This relatively small subset of the full space of conceivable
mechanisms (i.e., direct and truthful mechanisms) spans the whole performance
possibilities achievable by any other mechanism, however complex it might be.
Since the revelation principle is not only a fundamental contribution to the theory
of mechanisms but is also used later in other contexts (cf. Subsection 7.4.2), we
next provide a formal and separate treatment of it.

7.3.2.1 The revelation principle for Bayesian mechanisms∗. Recall the
mechanism-design viewpoint to the Nash implementation problem, formu-
lated in Section 3.3. The implicit assumption there was that the players enjoy
complete (symmetric) information about the underlying characteristics of the
environment. The mechanism M = {{Si }n

i=1, g} was the variable of the problem,
the aim being to find some such mechanism that, given any environment (or
utility profile) U = (U1,U2, . . . ,Un), guarantees the desired performance φ(U ) at
the Nash equilibria of the induced game G〈M,U 〉. The standard of satisfactory
performance was embodied by some social choice rule (SCR) φ : E ⇒ �, an
exogenous datum of the implementation problem, where E represents the space
of possible environments and � is the outcome space (cf. Subsection 3.3.1). This
problem was diagrammatically illustrated in terms of Figure 3.4, its solution
identified with the equivalence (or commutation) of the following two mappings:
on the one hand, the desired SCR φ(·); on the other hand, the composition of the
Nash equilibrium correspondence N (G〈M, ·〉) and the outcome function g(·).

A similar approach can be pursued to formulate the implementation problem in
the present Bayesian setup. The key difference here is that each player is assumed
informed only of her own characteristics (i.e., “utility function”). But again, the
variable of the problem is identified as the mechanism M that, to recall, specifies

� the messages to be sent by the agents, as given by their respective action
spaces Si , i = 1, 2, . . . , n;

� the rules of the mechanism that define the implementation procedure, as
given by the outcome function g : S1 × · · · × Sn → �.

Let us follow Harsanyi’s approach and postulate that there is some exogenous
probability function P(·) governing the selection by Nature of the prevailing envi-
ronment U = (U1,U2, . . . ,Un) ∈ E . Then, each agent i becomes informed of her
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Figure 7.12: The Bayesian implementation problem through some general mechanism.

own Ui but remains uninformed about the others’ realized U j .This readily defines a
Bayesian game, BG 〈M, P〉, where the type space coincides with the set of environ-
ments E (for simplicity, supposed finite), and the payoff function πi : E × S → R

of each player i = 1, 2, . . . , n is defined as follows:

πi [(U1,U2, . . . ,Un), (s1, s2, . . . , sn)] = Ui [g(s1, s2, . . . , sn)].

Consider any given SCR φ, and let B(BG 〈M, P〉) denote the set of pure-
strategy104 BNE of the Bayesian game BG 〈M, P〉 . For the mechanism M to be
conceived as a suitable “solution” to the implementation problem posed by φ, the
following two conditions are required in the present Bayesian setup.

(i) Let f : E → � be any particular selection of φ. Then, there must exist a
corresponding BNE γ ∈ B(BG 〈M, P〉) such that

∀U ≡ (U1,U2, . . . ,Un) ∈ E, g(γ1(U1), γ2(U2), . . . , γn(Un)) = f (U ).

(7.43)

(ii) Let γ be any BNE of the Bayesian game BG 〈M, P〉. Then, it is required
that

∀U ≡ (U1,U2, . . . ,Un) ∈ E, g(γ1(U1), γ2(U2), . . . , γn(Un)) ∈ φ(U ).

Conditions (i) and (ii) are reciprocal inclusions between the set of equilibrium
and the set of desired “performances,” as functions of the underlying environment.
Therefore, if jointly satisfied, they imply an equality of both sets. Any mechanism
M that fulfills these conditions is said to Bayes-implement the SCR φ. The notion
of Bayesian implementation is informally illustrated in Figure 7.12, which can be
regarded as the present counterpart of Figure 3.4 for Nash implementation.

We are now in a position to state precisely the revelation principle, as applied to
the present context. Consider any SCR φ that is Bayes-implementable. This implies,
in particular, that there exists some mechanism M such that, for any selection f of

104 As in Section 3.3 concerning Nash implementation, we restrict our attention here to pure-strategy equilibria,
for the sake of simplicity. However, the essence of the approach is unaffected if one extends it to allow for
mixed-strategy equilibria.
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φ, (7.43) is satisfied for some corresponding BNE γ.Now associate with M another
mechanism derived from it, M ′ = {{S′

i }n
i=1, g′}, with the following features.

� It is a direct mechanism in the sense that players are asked in it to reveal
their respective types. That is, the action space of each player is S′

i = Ui

and, therefore, S′ = S′
1 × · · · × S′

n = E .
� The outcome function g′ : E → � is designed as the composition of the

original outcome function g and the BNE strategy profile γ. That is,

∀U ∈ E = S′, g′(U ) = g(γ1(U1), γ2(U2), . . . , γn(Un)).

Heuristically, one can think of the direct mechanism M ′ as formalizing the fol-
lowing two-stage procedure. First, each player reports what she claims (truthfully
or not) to be her type to an impartial mediator. Second, this mediator implements
the outcome in� that would have materialized if each player had played according
to her strategy γi in the original game BG 〈M, P〉 and the type of each one had
been the reported one. Thus, in a sense, we can view the mediator as mimicking
the behavior of agents in the BNE γ on the basis of the reported types.

In this context, the revelation principle simply states that the truthful strategy
profile γ ∗ = (γ ∗

1 , γ
∗
2 , . . . , γ

∗
n ) where each player i reveals her type honestly, i.e.,

∀Ui ∈ Ui γ ∗
i (Ui ) = Ui ,

defines a BNE of the Bayesian game BG
〈
M ′, P

〉
. This equilibrium, of course, also

reproduces the selection of the admissible (or desired) performance embodied by
f . The intuitive reason why this principle applies is easy to understand in terms
of the mediator-based heuristics used above to motivate the direct mechanism M ′.
If the revelation principle were violated, the impartial character of the mediator
would imply that, whenever in the direct mechanism there is some player who
would benefit from lying, this player would also benefit by lying to herself in the
original mechanism – an obvious absurdity! Diagrammatically, the implications of
the revelation principle are illustrated in Figure 7.13.

Ω
f (.)

ε

g'(.) = g(γ(.))γ∗(.)

Figure 7.13: The Bayesian implementation problem through some direct mechanism and
truthful revelation.
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To fix ideas, it may be useful to provide a formal argument for the revelation
principle. Thus, reasoning by contradiction, suppose that it were false. Then, there
would be some Bayes-implementable SCR φ and a selection of it, f, such that,
while γ would be a BNE for the game induced by some mechanism M that satisfies
(7.43), the corresponding truthful strategy profile γ ∗ would not be a BNE of the
game BG〈M ′, P〉 induced by the associated direct mechanism M ′. Consider any
player i for which γ ∗

i is not an equilibrium strategy. Then, for some Û i , Ũ i ∈ Ui ,

we must have∑
U−i∈U−i

Pi (U−i | Û i )π
′
i

(
(Û i ,U−i ), γ

∗
1 (U1), . . . , Ũ i , . . . , γ

∗
n (Un)

)
>

∑
U−i∈U−i

Pi (U−i |Û i )π
′
i

(
(Û i ,U−i ), γ

∗
1 (U1) , . . . , γ ∗

i (Û i ), . . . , γ
∗
n (Un)

)
where π ′

i (·) stands for the payoff function of player i in the game BG〈M ′, P〉
and Pi (· | ·) represents conditional probabilities induced by player i’s information
(cf. Subsection 6.3.1). But this clearly implies that, in the game BG 〈M, P〉 ,∑

U−i∈U−i

Pi (U−i | Û i )πi

(
(Û i ,U−i ), γ1(U1), . . . , s̃i , . . . , γn (Un)

)
>

∑
U−i∈U−i

Pi (U−i |Û i )πi

(
(Û i ,U−i ), γ1 (U1) , . . . , γi (Û i ), . . . , γn (Un)

)
,

for s̃i = γi (Ũ i ), which contradicts the hypothesis that γ is a BNE of this game.
The main contribution of the revelation principle is to provide a powerful instru-

ment in the analysis of implementation issues rather than a solution per se. This
principle, for example, does not ensure that direct mechanisms are effective ways
of tackling general implementation problems. The fact that there always exists a
truthful equilibrium for an associated direct mechanism that yields the desired per-
formance (i.e., condition (i) above holds for the direct mechanism) does not imply
that the equilibrium is unique. Or, somewhat less stringently, it does not guarantee
either that, if other equilibria exist, they all yield equivalent (or even admissible)
performance (i.e., condition (ii) need not apply for the direct mechanism). In fact,
this second requirement is generally violated, as illustrated in Exercise 7.18 through
a simple example.

However, what the revelation principle does permit is an exhaustive exploration
of all performance possibilities available in any given implementation problem.105

Thus, for example, it allows one to identify the full range of outcomes that are
attainable (respecting agents’ incentives and private information) when allocating
an indivisible object among a number of buyers – cf. Subsection 7.3.1. Or, as
explained in Subsection 7.4.1, it permits as well a complete characterization of
the possible terms of trades on which a buyer and seller may settle on in any

105 In fact, the revelation principle is not only useful in problems of Bayesian implementation as the ones
considered here but is also relevant for the study of implementation problems posed in other informational
setups (e.g., it can be applied to Nash implementation, as explained in Exercise 7.19).
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bilateral trade mechanism. By virtue of the revelation principle, the restriction to
direct mechanisms and the corresponding focus on their truthful equilibria alone
can be done without loss of generality if our sole concern is to “map” the range of
implementation possibilities for the problem at hand. In a sense, this principle can
be seen as the theoretical basis of a convenient “algorithm” that renders tractable
what otherwise would be a practically unfeasible task.

7.3.2.2 Revenue-maximizing auctions∗. We are now in a position to revisit the
seller’s revenue-maximizing problem outlined at the beginning of this subsection.
In particular, we want to study whether the seller is at all limited by relying on a
mechanism such as the first-price auction studied in Subsection 7.3.1. To underscore
the generality of our approach,106 we extend the context formerly discussed to the
case in which

(i) there is any arbitrary finite number n of potential buyers;
(ii) the valuation (or type) of each buyer is independently selected for each of

them according to a general distribution function F(·) with corresponding
well-defined density f (·) on the interval [0, 1].

By the revelation principle, for any arbitrary mechanism that allocates the good
and corresponding payments among the different buyers, its performance can be
replicated by the BNE of a direct mechanism where players communicate their
types (i.e., valuations) in an honest fashion. The behavior of direct mechanisms in
the present context is easy to formulate. It is simply given, for each individual i, by
a respective pair of functions107

Pi : [0, 1]n → R+, Xi : [0, 1]n → [0, 1], (7.44)

with the interpretation that, for every type profile v = (v1, v2, . . . , vn) ∈ [0, 1]n

specifying the reports (truthful or not) of the n agents,

� Pi (v) specifies the payment made by individual i, and
� Xi (v) stands for the probability with which this individual receives the

good in question.

Naturally, for Xi (·) to admit a coherent interpretation as assignment probabilities,
we must have

∑n
i=1 Xi (v) ≤ 1. (Thus, in principle, it is possible that the assignment

probabilities fall short of one and therefore the good remains in the seller’s hands
with positive probability.)

Given the functions introduced in (7.44), one can define, for each individual i,
corresponding functions

pi : [0, 1] → R+, xi : [0, 1] → [0, 1],

106 The ensuing discussion heavily borrows from Burguet (2000).
107 Note that, without loss of generality, the payments and allocation probabilities can be specified through separate

functions because players’ preferences depend on those payments and the (monetary) valuation for the good
in an additively separable fashion.
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where pi (vi ) is interpreted as the (conditional) expected payment buyer i has to make
if her reported valuation is vi , and xi (vi ) stands for the (conditional) probability
with which she obtains the good. These functions are derived from the respective
Pi (·) and Xi (·) as follows:

pi (v̂i ) =
∫
v−i∈[0,1]n−1

Pi (v̂i , v−i )
∏
j �=i

f (v j ) dv−i (7.45)

xi (v̂i ) =
∫
v−i∈[0,1]n−1

Xi (v̂i , v−i )
∏
j �=i

f (v j ) dv−i . (7.46)

Now, we may invoke the revelation principle to restrict the analysis to those
direct mechanisms where honest revelation of types is an equilibrium. In terms of
the functions specified in (7.45) and (7.46), truthful revelation requires that, for
each i = 1, 2, . . . , n and every valuation vi ∈ [0, 1] that might actually prevail on
player i’s part, the following condition is satisfied108:

vi ∈ arg max
z∈[0,1]

xi (z) vi − pi (z). (7.47)

But this implies that the functions pi (·) and xi (·) must satisfy identically (i.e., for
all vi ) the following first-order necessary condition (FONC) characterizing (7.47):

x ′
i (vi ) vi − p′

i (vi ) ≡ 0 , (7.48)

where the notation h′(·) stands for derivative of any given (single-variable) function
h(·). Expression (7.48) defines a differential equation in vi whose solution is of the
following form:

pi (vi ) =
∫ vi

0
z x ′

i (z) dz + pi (0) , (7.49)

for some boundary conditions pi (0) ≥ 0. It is natural to postulate that no buyer,
whatever is her valuation, should have interim incentives (cf. Section 6.2) to block
the operation of the mechanism. This implies that we must choose pi (0) = 0, be-
cause otherwise (i.e., if pi (0) > 0) there would be individuals with a sufficiently
low valuation who would prefer not to participate in the mechanism. Such a restric-
tion on the mechanism that ensures buyers’ “voluntary participation” is customarily
known as the individual rationality (IR) condition.

Expression (7.49) reflects the following important idea: if a mechanism is consis-
tent with incentive compatibility constraints (i.e., satisfies (7.48)), its performance
is uniquely determined (up to the specification of pi (0)) by the respective proba-
bilities with which each individual obtains the good. To see this, simply note that,
given the assignment probabilities xi (·), expected prices pi (·) are univocally ob-
tained through (7.49). Thus, in particular, the range of outcomes induced by the
different incentive-compatible mechanisms is essentially one-dimensional. In fact,
integrating (7.49) by parts, we obtain that the following interesting property has to

108 Note that, in the present case, vi stands for the actual valuation of player i , whereas z denotes her report.
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be satisfied by any incentive-compatible (direct) mechanism:

xi (vi ) vi − pi (vi ) =
∫ vi

0
xi (z) dz. (7.50)

That is, the “expected rents” accruing to any individual i must be increasing in her
valuation vi .More specifically, at any such vi , these rents are to grow at a (marginal)
rate that depends only on

xi (vi ) = ∂

∂v̂i

[∫ v̂i

0
xi (z) dz.

]∣∣∣∣∣
v̂i=vi

,

i.e., the probability with which the good is allocated to an individual with valuation
vi .

Having characterized the behavior of direct mechanisms that are compatible with
individual incentives (i.e., are both individually rational and consistent with truthful
behavior), we can now address the central question posed above: Which of these
mechanisms maximize expected revenues? Formally, the issue concerns finding the
mechanisms M ≡ {Pi , Xi }n

i=1 in the contemplated class that solve the problem

max
M

∑
i=1,... ,n

E [pi (vi )] . (7.51)

Using (7.50) for each i = 1, 2, . . . , n, we have

E [pi (vi )] =
∫ 1

0
pi (vi ) f (vi ) dvi

=
∫ 1

0

[
xi (vi ) vi −

∫ vi

0
xi (z) dz

]
f (vi ) dvi

=
∫ 1

0
xi (vi ) vi f (vi ) dvi −

∫ 1

0

∫ vi

0
xi (z) f (vi ) dz dvi . (7.52)

Focusing on the second term of (7.52), note that, by changing the order of integration
on the triangle {(vi , z) ∈ [0, 1]2 : 0 ≤ z ≤ vi ≤ 1}, we can write109:∫ 1

0

∫ vi

0
xi (z) f (vi ) dz dvi =

∫ 1

0

∫ 1

z
xi (z) f (vi ) dvi dz

=
∫ 1

0

∫ 1

vi

xi (vi ) f (z) dz dvi ,

where the last equality simply reflects a change of notation (i.e., permuting z and
vi ) in the variables of integration. Introducing the above expression in (7.52), we

109 Note that the set {(vi , z) : vi ∈ [0, 1] ∧ z ∈ [0, vi ]} is exactly the same as the set {(vi , z) : z ∈ [0, 1] ∧ vi ∈
[z, 1]}.
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obtain

E [pi (vi )] =
∫ 1

0

[
xi (vi ) vi f (vi ) −

∫ 1

vi

xi (vi ) f (z) dz

]
dvi

=
∫ 1

0

[
vi − 1

f (vi )

∫ 1

vi

f (z) dz

]
xi (vi ) f (vi ) dvi

=
∫ 1

0

[
vi − 1 − F(vi )

f (vi )

]
xi (vi ) f (vi ) dvi . (7.53)

Denote

η(vi ) ≡ vi − 1 − F(vi )

f (vi )
,

which is usually known as the virtual valuation of individual i when her (actual)
valuation is vi . With this notation in hand, and relying on expressions (7.46) and
(7.53), the optimization problem (7.51) can be reformulated as follows:

max
M

n∑
i=1

E [pi (vi )] = max
M

n∑
i=1

∫
η(vi ) xi (v) f (vi ) dvi

= max
M

n∑
i=1

∫
η(vi ) Xi (v)

n∏
j=1

f (v j ) dv

= max
M

∫ (
n∑

i=1

η(vi ) Xi (v)

)
n∏

j=1

f (v j ) dv. (7.54)

Given a valuation profile v = (v1, v2, . . . , vn), denote by

�(v) ≡ {i ∈ {1, 2, . . . , n} : η(vi ) ≥ 0}
the set of individuals with nonnegative virtual valuations. Furthermore, let

�∗(v) ≡ {i ∈ �(v) : η(vi ) ≥ η(v j ) , j ∈ �(v)}
stand for the subset of those individuals in�(v) whose virtual valuation is maximal.
Then, consider any mechanism M = {Pi , Xi }n

i=1 with the property∑
j∈�∗(v)

X j (v) = 1 if �(v) �= ∅; (7.55)

n∑
i=1

Xi (v) = 0 otherwise. (7.56)

In such a mechanism, the good is assigned to any of the buyers whose virtual
valuation is both maximal and nonnegative, provided one such individual exists
(if there are several of them, the selection can be done in an arbitrary – possibly
random – fashion). On the other hand, if every buyer has a negative virtual valuation,
none of the buyers receives the good. Clearly, in view of (7.54), any mechanism that
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satisfies (7.55) and (7.56) is a possible solution to the seller’s optimization problem
posed in (7.51).

Suppose thatη(vi ) is increasing invi ,which is a “regularity condition” satisfied by
many interesting probability distributions (e.g., the uniform distribution). Under this
condition, we now argue that a particularly simple optimal mechanism is provided
by the first-price auction (cf. Subsection 7.3.1), but with the important complement
of a reservation price p̂, which is computed as follows:

p̂ = min {vi ∈ [0, 1] : η(vi ) ≡ vi − 1 − F(vi )

f (vi )
≥ 0}. (7.57)

Thus, p̂ is made equal to the minimum vi that induces a nonnegative virtual valua-
tion.110 The interpretation of this reservation price is the usual one: the seller does
not accept any bid below p̂. It is easy to check that any equilibrium strategies for
the Bayesian game induced by such a modified first-price auction (MFPA) must
satisfy the following:

(a) Individuals with valuation larger than p̂ (and essentially only those)111

participate in the auction;
(b) For those individuals i who do participate in the auction, their strategies

gi (vi ) are increasing in vi .

The fact that the MFPA displays the above features implies that, provided there is
at least one individual with vi ≥ p̂ who actually participates in the auction, the win-
ner is one of those whose valuation (both actual and virtual) is maximal. Therefore,
(7.55) and (7.56) are satisfied, in turn ensuring that the MFPA (or, equivalently, the
associated direct mechanism under the truthful equilibrium) is an optimal procedure
for the seller.

But, under the maintained assumption that η(·) is increasing, it should be clear
that the seller would obtain an identical expected payoff from any other mechanism
that guarantees as well that, in equilibrium, the good is assigned to the buyer
with the maximum virtual valuation η(vi ) ≥ 0. By way of illustration, another
interesting mechanism displaying this performance is the so-called second-price
auction, provided it is subject to the same reservation price p̂ specified in (7.57).
In a (modified) second-price auction, the winning individual (the one who submits
the highest bid, which has to be at least equal to p̂) does not pay her bid but the
second-highest one (or p̂, if she is the only one willing to participate). It may be
verified (see Exercise 7.17) that conditions (7.55) and (7.56) continue to hold for
this alternative mechanism and hence the same expected gains for the seller are
obtained as in an MFPA if the same reservation price p̂ is applied.

What has been just learned for both the first- and second-price auctions repre-
sents particular instances of a quite general result: the so-called income equiva-
lence theorem (Myerson, 1981). This result, which is an immediate consequence of

110 For example, if the underlying distribution is uniform on [0, 1] – i.e., F(vi ) = vi for each vi – the reservation
price p̂ is equal to 1/2.

111 The decision adopted by indifferent individuals whose valuation vi = p̂i is irrelevant, because this possibility
has null ex ante probability.
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the form of expression (7.54), establishes the following conclusion: any two mech-
anisms that induce the same allocation pattern for the good (that is, assign the good
with the same probabilities Xi (v), i = 1, 2, . . . , n, for each valuation profile v) lead
to the same expected payoff for the seller. Thus, despite the fact that, for example,
first- and second-price auctions induce a very different pattern of actual payments,
both produce (even irrespectively of the reservation price) the same expected payoff
for the seller.

As (7.57) indicates, either when using a first- or a second-price auction, the seller
will always want to impose some positive reservation price. Of course, this is just
a reflection of the privileged position she holds in the “market,” which allows an
exploitation of her entailed “monopoly power.” As in other analogous cases well
understood in the industrial organization literature, the aim of such a reservation
price is to extract some rents (here, of an informational kind) from the buyers. And,
as usual, this maneuver does not come without an efficiency cost. For example, if
p̂ is determined as in (7.57) in a first- or second-price auction, the good will not be
traded when the valuation profile v is such that 0 < vi < p̂ for each i = 1, 2, . . . , n.
In those cases, whose a priori probability is (F( p̂))n > 0, the resulting allocation
is obviously inefficient.

7.4 Mechanism design (V): buyer–seller trade

In this section, we focus on the study of trade mechanisms between buyers and
sellers of an indivisible good, all of them playing an active role in the process –
thus, unlike in Section 7.3, the allocation problem is now genuinely two-sided.
For simplicity, we restrict attention to a stylized setup involving only one buyer
and one seller. First, in Subsection 7.4.1, we study the natural (“simple-minded”)
mechanism in which both parties offer their respective terms of trade (i.e., a price)
and an actual transaction takes place if, and only if, both offers are compatible. This
mechanism is seen to be ex post inefficient, in the sense that not all gains from trade
are sure to be exhausted in every case. In view of this state of affairs, we adopt in
Subsection 7.4.2 a mechanism-design viewpoint (akin to that pursued in Subsection
7.3.2.2) and pose the following natural question: Is it possible to construct a more
“sophisticated” mechanism that (at least in the simple bilateral context considered)
guarantees allocation efficiency? As we explain, the answer to this question leads,
essentially, to an impossibility result.

7.4.1 Double auctions

Consider a simple “market” where just one seller and one buyer face each other, the
former in the possession of a certain indivisible good that the latter may purchase.
They are assumed to participate in a double auction, both submitting simultaneously
a certain proposal indicating the worst terms of trade (i.e., “price”) each finds ad-
missible.112 More specifically, identify the buyer and seller by b and s, respectively,
and denote by pb and ps their corresponding proposals. Then, the rules of the

112 This auction was first studied by Chatterjee and Samuelson (1983).
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procedure are as follows:

� If pb ≥ ps, trade ensues at the average proposal ps + pb/2.
� If pb < ps, no trade takes place.

Let vb and vs represent the respective valuations of buyer and seller, customarily
called their “reservation values.” For the buyer, vb may be conceived as the cost
of acquiring a substitute for the good in question, whereas for the seller vs may
be identified with the payoff (or profit) she could obtain if the good were devoted
to some other purpose. That is, vb and vs are to be thought of as, respectively, the
buyer’s and seller’s opportunity costs. Their precise magnitude is taken to be private
information for the agent in question, buyer or seller. And, as usual, it is assumed
that each agent believes the valuation of the other agent is selected, independently
of her own, according to some specific distribution function. For simplicity, this
probability distribution is assumed uniform on the interval [0, 1] in either case.

The context described may be modeled as a Bayesian game where, for each player
i = b, s, the type space is Ti = [0, 1], the action space is Ai = R+, and the payoff
functions are defined as follows:

πb(vb, vs, pb, ps) =
{
vb − ps + pb

2
if pb ≥ ps

0 otherwise;

πs(vb, vs, pb, ps) =
{ ps + pb

2
− vs if pb ≥ ps

0 otherwise.

In this game, the pure strategies of each player are functions of the form

pi : [0, 1] → [0, 1] , i = b, s,

that specify, for each player (buyer and seller), the way in which her proposal
depends (deterministically) on her respective valuation.

The game displays a large number of pure-strategy equilibria. To illustrate this
point, fix any arbitrary ζ ∈ (0, 1) and consider the following associated strategies:

� For the buyer,

p̃b (vb) =
{
ζ if vb ≥ ζ
0 if vb < ζ.

(7.58)

� For the seller,

p̃s (vs) =
{
ζ if vs ≤ ζ
1 if vs > ζ.

(7.59)

It is easy to check that this pair of strategies defines a BNE for any given ζ –
cf. Exercise 7.20. Trade always takes place in it at the fixed price ζ, but only with
probability

Pr{vb ≥ ζ } Pr{vs ≤ ζ } = ζ (1 − ζ ) .
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On the other hand, with the complementary probability (1 − ζ (1 − ζ )) no trade
occurs. As the parameter ζ is made to vary over the interval [0, 1], one traces a
continuum of different equilibria, all with the same format but quite different terms
of trade.113 Clearly, the particular equilibrium in this class that induces highest
ex ante probability of trade is obtained for ζ = 1/2.

The equilibria of the form (7.58) and (7.59) display an important drawback: they
depend very discontinuously on the players’ types. More precisely, each of these
equilibria allows for the possibility that just a slight change in the players’ valuations
may lead to the abrupt collapse of otherwise substantial gains from trade and thus a
large inefficiency.114 This suggests that, in contrast, it would be interesting to have
a BNE that exhibits a more gradual (say, continuous) dependence on the underlying
agents’ types. In this respect, of course, a natural candidate is one that involves
affine strategies, formally akin to those contemplated in Section 7.3.1 for one-sided
auctions. To find an equilibrium of this sort is the task undertaken in what follows.

Consider, therefore, strategies for the induced Bayesian game of the form

pi (vi ) = αi + βi vi , αi , βi ≥ 0, i = b, s.

In equilibrium, the strategies adopted by each agent must be a mutual best response.
For the buyer, this implies that, given any valuation vb, the induced proposal p∗

b =
pb(vb) is to be a solution of the following optimization problem:

max
pb ∈ [0, 1]

{
vb − pb + E [αs + βsvs | pb ≥ αs + βsvs]

2

}
× Pr {pb ≥ αs + βsvs} . (7.60)

And for the seller, given any vs , the induced ps(vs) must be a solution of the problem

max
ps ∈ [0, 1]

{
ps + E [αb + βbvb | ps ≤ αb + βbvb]

2
− vs

}
× Pr {ps ≤ αb + βbvb} . (7.61)

Given that the seller’s strategy is taken to be affine, her proposal ps is
(from the viewpoint of the buyer) uniformly distributed on the closed inter-
val [αs + (βs × 0) , αs + (βs × 1)] = [αs, αs + βs]. Therefore, it follows that the
buyer’s problem (7.60) may be rewritten as follows:

max
pb ∈ [0, 1]

{
vb − 1

2

(
pb + αs + pb

2

)}
pb − αs

βs
.

113 Note the marked parallelism between the present equilibria and those Nash (nonperfect) equilibria considered
in Section 5.2.1 within a bargaining context (cf. Exercise 5.8). There, as well, one could span the full range of
possible surplus shares through strategies that are rigidly linked to a certain minimum proposal/demand.

114 By way of example, suppose vs is close to zero and vb falls from, say, ζ + ε to ζ − ε for any small ε > 0.
This small change in the buyer’s valuation leads to the breakdown of trade despite the fact that, if ζ is high,
the potential gains to be obtained from it are large.



270 Incomplete information: applications

Since, on the other hand, the buyer’s proposal pb is ex ante distributed on the interval
[αb, αb + βb] in a uniform fashion, we may proceed analogously for the seller and
write her optimization problem (7.61) as follows:

max
ps ∈ [0, 1]

{
1

2

(
ps + ps + αb + βb

2

)
− vs

}
αb + βb − ps

βb
.

The FONC for those two optimization problems (the buyer’s and the seller’s) yield,
for interior solutions p∗

b and p∗
s , the following expressions:

p∗
b = αs

3
+ 2

3
vb

p∗
s = αb + βb

3
+ 2

3
vs .

Hence, we conclude that the equilibrium strategies must haveβb = βs = 2/3,which
in turn leads to the following linear system of equations for αb and αs :

αb = αs

3

αs = αb + 2/3

3
.

By solving this system, we find that αb = 1/12 and αs = 1/4, thus obtaining the
following equilibrium strategies:

pb(vb) = 2

3
vb + 1

12
(7.62)

ps(vs) = 2

3
vs + 1

4
. (7.63)

Trade occurs only when the buyer’s and seller’s proposals satisfy pb ≥ ps .Rewriting
this inequality in terms of the equilibrium strategies (7.62) and (7.63), we obtain
that, for trade to materialize one must have

2

3
vb + 1

12
≥ 2

3
vs + 1

4

or, equivalently,

vb ≥ vs + 1/4.

The above condition characterizes the type (valuation) profiles where, given the
double-auction mechanism used, the good in question is transferred to the buyer.
This condition clearly indicates that, a priori, there is positive probability that, even
though it would be efficient that the buyer obtains the good (i.e., vb > vs), trade
does not occur because the submitted proposals do not warrant it (i.e., pb < ps).
Of course, this is just a reflection of the strategic considerations (or, in a sense,
manipulation attempts) arising, under incomplete information, in the Bayesian game
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1/4

3/4

1

1
vs

vb

Figure 7.14: Inefficiency range in the double auction between buyer and seller.

induced by a double auction. The extent of the potential inefficiency entailed is
graphically illustrated in Figure 7.14 .

The unit square depicted in Figure 7.14 encompasses the full set [0, 1] × [0, 1]
of possible realizations in the space of buyer–seller valuations (or types). The
points above the diagonal, where vb > vs , reflect all those situations where it is
ex post efficient that trade should take place. However, trade does not materialize
(at equilibrium) for the type realizations lying in the shaded area. Therefore, the rel-
ative size of this area quantifies, in expected terms, the magnitude of the inefficiency
resulting from the interplay of individual incentives, incomplete information, and
the allocation mechanism considered.

7.4.2 The impossibility of efficient trade∗

The former subsection has shown that the operation of a buyer–seller double auction
cannot guarantee efficiency because, at least for some of the BNE of the induced
game, some trades that are mutually beneficial ex post are not realized. In view of
this state of affairs, one may naturally wonder whether this unsatisfactory situation
may be overcome either by relying on other equilibria of the same game or the use
of an alternative, perhaps more sophisticated, mechanism. Again, since the issue
thus raised concerns the full performance achievable over the whole universe of
relevant mechanisms, an effective theoretical tool for addressing it is provided by
the revelation principle (cf. Subsection 7.3.2.1).

Thus, the approach to be pursued here is analogous to that of Subsection 7.3.2.2,
where similar issues were tackled concerning one-sided allocation mechanisms.
As in that case, we underscore the generality of our conclusions by generalizing
significantly the framework proposed in Subsection 7.4.1. Specifically, it is assumed
that the buyer and seller valuations are independently selected according to general
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respective distribution functions Fb(·) and Fs(·). These distributions are assumed
to display a common support on [0, 1] (any bounded interval could be equivalently
used) and have corresponding well-defined densities fb(·) and fs(·). In this broad
context, we ask the following question: Is it possible to design some buyer–seller
mechanism that guarantees ex post efficiency?

By invoking the revelation principle, one may focus without loss of generality on
truthful equilibria of direct mechanisms.115 These mechanisms are characterized,
on the one hand, by a pair of transfer functions

Yb, Ys : [0, 1]2 → R

that, for each pair of reported valuations (vb, vs) ∈ [0, 1]2, determine the monetary
transfers to be received by each respective agent – these transfers, therefore, are to
be interpreted as payments made by the agent when negative. On the other hand,
the mechanism must also specify under what conditions trade takes place. This is
formalized through a function

X : [0, 1]2 → [0, 1]

that, for each pair of reported valuations (vb, vs) ∈ [0, 1]2, determines the proba-
bility with which trade occurs.

Consider any particular direct mechanism M = [Yb(·), Ys(·), X (·)] and suppose
that, at a truthful BNE of the induced game, the resulting outcome is always efficient.
This mechanism must then satisfy

vb > vs ⇒ X (vb, vs) = 1 (7.64)

vb < vs ⇒ X (vb, vs) = 0. (7.65)

As in Subsection 7.3.2.2, we require the further condition that the mechanism be
individually rational. That is, in the interim stage (when agents already know their
respective types), neither the buyer nor the seller should ever want to block the
operation of the mechanism. At this point, therefore, they should never prefer to
stay with the status quo rather than committing to follow whatever happen to be the
ex post prescriptions of the mechanism. To formalize this condition, consider any
given (v̂b, v̂s) ∈ [0, 1]2, and let

yb(v̂b) ≡
∫ 1

0
Yb(v̂b, vs) fs(vs) dvs

ys(v̂s) ≡
∫ 1

0
Ys(vb, v̂s) fb(vb) dvb

represent the expected payments respectively anticipated by the buyer and
seller, contingent on their respective information. On the other hand, define the
corresponding expected trade probabilities perceived by the buyer and seller as

115 The formal approach pursued here parallels that of Úbeda (1997).
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follows:

xb(v̂b) ≡
∫ 1

0
X (v̂b, vs) fs(vs) dvs

xs(v̂s) ≡
∫ 1

0
X (vb, v̂s) fb(vb) dvb.

Then, the IR conditions can be expressed as follows:

yb(v̂b) + xb(v̂b) v̂b ≥ 0 (7.66)

ys(v̂s) + (1 − xs(v̂s)) v̂s ≥ v̂s . (7.67)

By (7.64) and (7.65), we must have

xb(v̂b) = Fs(v̂b)

xs(v̂s) = 1 − Fb(v̂s)

so that the IR conditions (7.66)–(7.67) can be simply rewritten as follows:

yb(v̂b) ≥ −Fs(v̂b) v̂b (7.68)

ys(v̂s) ≥ (1 − Fb(v̂s)) v̂s . (7.69)

Now, we introduce the key requirement (which is justified by the revelation prin-
ciple) that the direct mechanism under consideration must support truthful behav-
ior at BNE in the induced Bayesian game. Formally, this implies that, for each
i, j ∈ {b, s}, j �= i, one must have

∀v̂i , ṽi ∈ [0, 1], Fj (v̂i ) v̂i + yi (v̂i ) ≥ Fj (ṽi ) v̂i + yi (ṽi ), (7.70)

where we implicitly rely again on (7.64) and (7.65). But, of course, by permuting
the role of v̂i and ṽi in (7.70), the following condition must also hold:

∀v̂i , ṽi ∈ [0, 1], Fj (ṽi ) ṽi + yi (ṽi ) ≥ Fj (v̂i ) ṽi + yi (v̂i ). (7.71)

Therefore, given any pair of valuations v̂i , ṽi ∈ [0, 1], (7.70) and (7.71) can be
integrated into the following single expression:

−[Fj (v̂i ) − Fj (ṽi )] ṽi ≥ yi (v̂i ) − yi (ṽi ) ≥ −[Fj (v̂i ) − Fj (ṽi )] v̂i . (7.72)

Without loss of generality, let v̂i > ṽi . Then, divide through (7.72) by (v̂i − ṽi ) and
make ṽi → v̂i to obtain

∂yi (vi )

∂vi

∣∣∣∣
vi=v̂i

= −v̂i
∂Fj (v j )

∂v j

∣∣∣∣
v j=v̂i

or

y′
i (v̂i ) = −v̂i f j (v̂i ), (7.73)

which is a condition that must be satisfied for all v̂i ∈ [0, 1] if truthful revelation is
to be a BNE.
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Through integration, the above differential equation can be used to construct the
expected transfer functions as follows:

yb(v̂b) = yb(0) +
∫ v̂b

0
y′

b(vb) dvb = yb(0) +
∫ v̂b

0
− vb fs(vb) dvb (7.74)

ys(v̂s) = ys(1) −
∫ 1

v̂s

y′
s(vs) dvs = ys(1) −

∫ 1

v̂s

− vs fb(vs) dvs, (7.75)

for some suitably chosen boundary conditions, yb(0) and ys(1).
The issue at hand may then be posed precisely as follows. Is there a feasible

direct mechanism that is compatible with the IR conditions (7.68) and (7.69) and
the incentive-compatibility constraints (7.74) and (7.75)? (Note that all of these
conditions already embody implicitly the efficiency requirements (7.64) and (7.65).)
Of course, the key point here concerns the question of what is to be understood
as a “feasible mechanism.” Minimally, an uncontroversial demand in this respect
would seem to be that the mechanism in question be self-reliant, in the sense of
never requiring outside funds to implement it. Unfortunately, it turns out that no
such feasible, efficient, and individually rational mechanism exists. To see this, use
(7.74) and (7.75) to compute the total net payment jointly expected by the buyer
and seller as follows:

E(vb,vs ) [yb(vb) + ys(vs)] = yb(0) + ys(1)

+E(vb,vs )

[∫ 1

vs

z fb(z) dz −
∫ vb

0
z fs(z) dz

]
. (7.76)

Now note that, particularizing the IR constraints (7.68) and (7.69) to vb = 0 and
vs = 1, we have

yb(0) ≥ 0; ys(1) ≥ 0.

Therefore, in view of (7.76), we can conclude

E(vb,vs ) [ yb(vb) + ys(vs)] ≥ E(vb,vs )

{
Evb

[vb | vb ≥ vs] Pr(vb ≥ vs)+
Evs

[vs | vs ≤ vb] Pr(vs ≤ vb)

}
= E(vb,vs ) {vb − vs | vs ≤ vb} Pr(vs ≤ vb)

> 0.

That is, any efficient mechanism that were to satisfy the incentive constraints given
by (7.68)–(7.70) would require that some outside funds be used, on average, to ren-
der it viable. This means, in essence, that efficiency and incentives are incompatible
requirements and that, in the absence of outside (“costly”) support, one should be
prepared to admit that gains from trade are not always materialized.

In view of this negative conclusion, one might still wonder (much along the lines
pursued in Subsection 7.3.2.2 for one-sided mechanisms) what are the “second-
best” mechanisms that, given the prevailing incentive constraints, maximize
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expected gains from trade. Again relying on the revelation principle, Myerson and
Satterthwaite (1983) established the following conclusion:

Assume that the buyer’s and seller’s valuations are uniformly distributed
on a compact interval , say [0, 1]. Then, among all exchange mechanisms
and corresponding equilibria that one could possibly construct, agents’
(aggregate) expected gains are maximized by the first-price auction and its
Bayesian equilibrium in affine strategies (cf. Subsection 7.4.1).

Thus, much as in the case of one-sided mechanisms, it is interesting to learn that
rather simple and natural mechanisms can perform as well as any other, at least in
some paradigmatic contexts (e.g., under uniform prior distributions).

Summary

This chapter has discussed a number of economic applications where agent interac-
tion takes place under incomplete (or asymmetric) information on relevant details
of the strategic situation. We have started with the classical model due to Spence
that focuses on the potential role played by education as a signal of unobserved
worker productivity in labor markets. Specifically, the setup involves two firms that
may discern the education level of the worker they face but not her underlying
productivity. Under these circumstances, the fact that education is assumed to be
more costly an activity for low-productivity types introduces the possibility that,
at SE, different education levels “separate” types and thus allow firms to infer the
worker’s productivity. We have discussed conditions under which other kind of
equilibria also exists, such as pooling (or even hybrid) equilibria where intertype
separation does not (at least completely) take place. Finally, we have relied on a
forward-induction refinement of SE (the intuitive criterion) to select, among the
typical multiplicity of equilibria, the one that permits intertype separation at the
lowest possible “cost” for the high-productivity type.

Next, we have discussed a model proposed by Rotschild and Stiglitz whose
focus is on the implications of incomplete information (and the resulting adverse
selection) on the functioning of insurance markets. As in Spence’s model, their
theoretical context also involves two uninformed firms and one informed agent,
although the order of move is now reversed. First, the firms decide simultaneously
on the set of insurance contracts offered to the individual, in ignorance of the
latter’s particular risk conditions (i.e., her type, high or low). Then, the individual
(aware of her own type) chooses the contract that, among those offered, yields her
the highest expected payoff. We have shown that, in general, there can exist only
(weak perfect Bayesian) equilibria that are separating, i.e., strategy configurations
in which each type chooses a different contract. However, we have also seen that
there are reasonable parameter configurations (specifically, a relatively low ex ante
probability for the high-risk type) where no equilibrium whatsoever exists in pure
strategies. This has been understood as the effect of a negative (information-based)
externality imposed by the high-risk type on the low-risk one, whose effect naturally
becomes important when the latter is relatively frequent.
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Then, we have addressed two different problems of mechanism design concern-
ing the allocation of a given indivisible object. The first of them involves a one-sided
context, since only the buyers’ side of the market is genuinely involved in the strate-
gic interaction. Specifically, we have studied a simple first-price auction, conducted
in the presence of two potential buyers who are privately informed of their own
valuations for the good. Modeled as a Bayesian game, we have solved for its unique
BNE in affine strategies. In this equilibrium, individuals try to exploit strategically
their private information by bidding only half of their true valuation of the good. Of
course, this implies that, in equilibrium, the individual with the highest valuation
ends up obtaining the good but at a price that is below his reservation value. This
has led to the following mechanism-design questions. Is there any procedure for
allocating the good that the seller might prefer to a first-price auction? If so, can
one identify the mechanism that maximizes expected revenues?

To tackle such “ambitious” questions, we have relied on the powerful revelation
principle. In a nutshell, this principle establishes that the performance achievable
through any arbitrary mechanism can be reproduced through truthful equilibria of a
direct mechanism where players’ messages concern their respective characteristics.
From a practical viewpoint, it permits narrowing down “mechanism search” sub-
stantially and thus answering the questions posed above in a clear-cut fashion. Quite
surprisingly, we have found that not only the first-price auction but also any other
mechanism where the highest-valuation individual obtains the good at equilibrium
is (equivalently) optimal for the seller, provided the seller can impose some suitable
minimum (i.e., reservation) price. In essence, this is the content of the so-called
income-equivalence theorem.

Finally, we have turned to a two-sided context in which both buyers and sellers
actively participate in the mechanism for allocating an indivisible object. Focus-
ing on the simplest case where there is only a single buyer and a single seller,
we have studied a double auction in which agents are asked to submit simulta-
neously their worst acceptable terms of trade. Under the assumption that agents’
valuations are private information, we have modeled it as a Bayesian game and
solved for the (unique) BNE in affine strategies. In this equilibrium, players’ un-
derbidding incentives induce, with positive probability, ex post inefficiency, i.e.,
trade is not carried out in some cases where, nevertheless, there would be aggre-
gate gains to do so. Motivated by this negative conclusion, we again have been
led to a mechanism-design question. Is there any mechanism that, at equilibrium,
guarantees ex post efficiency? By resorting once more to the revelation princi-
ple, this question has been provided with an essentially negative answer. That
is, no such mechanism exists, if players must always be furnished with incen-
tives to participate in it (i.e., if the requirement of individual rationality is to be
satisfied).

Exercises

Exercise 7.1: Within the Spence signaling model presented in Section 7.1, con-
struct a graphical example where there is no pooling SE.
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Exercise 7.2: Recall the multistage labor-market context given by (1)–(4) in
Section 7.1.

(a) Model it as a Bayesian game (that is, not as a signaling game). Show that,
for any education level ηo < η

∗(H ), there exists a BNE in which both types
of worker choose ηo. (Recall that η∗(θ ) stands for the optimal education
level chosen by each type θ = H, L under complete information.)

(b) Recast the strategic context as a signaling game and show that there exists
a certain η̌ > 0 such that there can be no pooling SE where both types
choose an education level η < η̌.

(c) Explain the contrast between (a) and (b).

Exercise 7.3*: In the Spence signaling model, posit linear production functions of
the form

f (θ, η) = a (θ ) + b (θ ) η

with a(H ) ≥ a(L) ≥ 0 and b(H ) > b(L). Propose conditions on the cost functions
c (θ, ·) that guarantee the existence of a pooling SE for any given value of p > 0
(the prior probability of type H ).

Exercise 7.4: In the context of Exercise 7.3, consider any of the pooling equilibria
existing under the conditions specified there. Let ω0 and η0 be the wage and edu-
cation level materialized at this equilibrium and define the education level η̌ �= η0

that solves the following equation:

ω0 − c (H, η0) = [p f (H, η̌) + (1 − p) f (L , η̌)] − c (H, η̌) ;

that is, at the education level η̌, the worker of type H is indifferent between being
paid the expected productivity or, alternatively, choosing the level η0 and being
paid ω0.

(a) Prove that η̌ is well defined and unique if

∂c (H, η0)

∂η
< p b(H ) + (1 − p) b (L)

and ∂2c (H, η) /∂η2 is bounded below, above zero.
(b) Show that the common education level η0 may be supported as a pooling

SE by the following off-equilibrium beliefs (much less extreme than those
contemplated in the text):

µ(η)(H ) = p if η ≥ η̌,
µ(η)(H ) = 0 if η < η̌, η �= η0.

Exercise 7.5: Prove or refute the following assertion:
If the no-envy condition (7.8) applies, the Spence signaling model displays a

separating SE but has no pooling SE.



278 Incomplete information: applications

Exercise 7.6: Under the assumption that

f (L , η∗ (L)) − c (L , η∗ (L)) < f (H, η∗ (H )) − c (L , η∗ (H )) ,

find a separating SE for the Spence signaling model that (both on- and off-
equilibrium) is different from the one specified in the text under these circum-
stances. Determine the maximum education level for the high type that may be
supported at some such equilibrium.

Exercise 7.7: Suppose that, in the context of the Spence signaling model, a hybrid
SE is being played in which the worker of type L chooses a mixed action with a two-
point support {η̂, η̌}, η̂ > η̌, whereas the worker of type H selects a deterministic
education level. Prove or refute the validity of the following statements.

(a) The education level η̂ is always lower than η∗ (H ) .
(b) The education level η̂ is always lower than η̃, where η̃ is given by (7.10).

If any of these two statements is not generally true, propose additional conditions
on the data of the environment that render them valid.

Exercise 7.8*: In the context of Exercise 7.3 make

a (θ ) = 0, θ = H, L
b (H ) = 2, b(L) = 1,

and posit cost functions given by

c (θ, η) = η2

b(θ )
.

Under the assumption that p > 1/2, characterize all SE.

Exercise 7.9: Define a hybrid SE for the Spence signaling model that is polar to
the class of those equilibria considered in Section 7.1 – that is, an SE where type L
plays a deterministic action but type H randomizes between two education levels
(one of these being the same as that chosen by type L). Illustrate the equilibrium
diagrammatically.

Exercise 7.10*: In the scenario graphically depicted in Figure 7.7, use the intuitive
criterion to rule out the possibility of a hybrid SE where only one of the two types,
H or L , separates itself from the alternative one with positive probability.

Exercise 7.11: In the insurance-market context described in Section 7.2, postulate
the following specific data for the environment. The elementary utility function
V (·) is given by

V (W ) = ln W,

whereas Ŵ 1 = 2, Ŵ 2 = 1, ρH = 2/3, and ρL = 1/3. Identify, as exhaustively as
you can, the set of prior probabilities p for a high-risk type that are consistent with
the existence of a PWPBE.
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Exercise 7.12*: Consider the following variation on the context described in Exer-
cise 7.11. Before the firms propose their respective menus of insurance contracts,
the individual can choose whether to reveal her own risk characteristics (i.e., her
accident probability), as decided by Nature in the first stage of the game. If she
does provide this information (which then becomes common knowledge) she must
incur a verification cost c > 0 (which could be interpreted as the fee charged by an
expert who is in a position to certify the information revealed). Subsequently, the
game unfolds as described in the text, except that now firms can make their contract
offers contingent on the (verified) information possibly disclosed by the individual
in the first stage of the game.

(a) Show that if c is sufficiently low, both types of individual (high- and low-
risk) obtain full insurance in the unique PWPBE of the present enlarged
game.

(b) Explain the features of a PWPBE when the individual chooses not to reveal
her information.

Exercise 7.13: Consider a context with a worker and two firms akin to the labor-
market scenario described in Section 7.1. (In particular, the underlying data of the
environment, such as preferences and productivities, satisfy the assumptions made
there.) However, in contrast with the order of moves (1)–(4) postulated in the text,
consider the following alternative sequence of decisions:

(1′) Nature selects the type (ability) of worker, which is chosen as high (θ = H )
or low (θ = L) with respective probabilities p and (1 − p).

(2′) In ignorance of the worker’s type, each firm i = 1, 2 simultaneously pro-
poses a wage pattern ωi (·) that specifies the wage that would be payed to
the worker for each possible education level η (to be observed accurately
at the time of employment).

(3′) Given the proposals of both firms, the worker (who is aware of her ability)
chooses a certain education level and either to work for a particular firm or
to remain idle. (If she remains idle, she obtains a zero payoff.)

Show that all PWPBE of the game induced by (1′)–(3′) are separating, i.e., each
worker type chooses in it a different education level.

Exercise 7.14: Prove formally that any equilibrium strategy of the kind considered
in (7.37) for the two-buyer first-price auction must have α ≥ 0.

Exercise 7.15: Extend the first-price auction studied in Subsection 7.3.1 to a context
with three potential buyers and compute the symmetric BNE in affine strategies.
Can you extrapolate matters to the general case with n buyers?

Exercise 7.16: Consider a two-buyer setup where buyers’ valuations for the sin-
gle indivisible good are private information and a priori chosen from the set
V = {v0, v1} according to probabilities P(v, v′) = 1/4, ∀(v, v′) ∈ V 2. Define the
Bayesian game induced by a first-price auction where bids are restricted to the set
B = {v0, v1, (v0 + v1)/2} and find two different BNE for this game.
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Exercise 7.17*: Consider an allocation setup in which n individuals participate in
a so-called second-price auction for a given indivisible object. In this auction, bids
are submitted simultaneously and, given any bid profile (a1, a2, . . . , an) ∈ R

n
+, the

object is assigned to the individual (or one of the individuals, randomly chosen,
if there are several) who has issued the highest bid. In this respect, therefore, it is
just like the first-price auction. The difference resides in that the individual i who
obtains the good does not pay for it her own bid ai but pays the second-highest bid
given by max{a j : a j ≤ ai , j �= i}.

(a) Assuming that each individual is privately informed of her own valuation,
model the situation as a Bayesian game and find all its BNE.

(b) Now suppose there is a minimum bid, p̂ > 0, that buyers must be pre-
pared to submit if they wish to participate in the mechanism. (If only one
buyer chooses to participate, the second-highest bid is identified with p̂.)
Determine the BNE in this case.

Exercise 7.18*: Consider a Bayesian implementation context, as described in
Subsection 7.3.2.1, where the underlying uncertainty is degenerate in the following
sense. First, the type spaces are identical across agents, i.e., U1 = U2 = · · · = Un.

Second, the types across agents are fully correlated so that only profiles in the “di-
agonal” of E (i.e., with all agents being of the same type) display positive ex ante
probability. Show that any single-valued SCR φ can be “Bayes implemented” if one
restricts to truthful BNE of a suitably chosen direct mechanism. Is it generally true,
however, that such a direct mechanism implementsφ in the usual sense (i.e., satisfies
both conditions (i) and (ii) in Subsection 7.3.2.1, when any BNE are allowed)?

Exercise 7.19*: Recall the notion of Nash implementation, as formulated in
Section 3.3 under the implicit assumption that agents enjoy complete informa-
tion about the underlying details of the environment. State and prove an analogue
of the revelation principle for this implementation scenario.

Exercise 7.20: Verify that the strategies given by (7.58) and (7.59) define a BNE
for the Bayesian game induced by the bilateral double auction described in Sub-
section 7.4.1.

Exercise 7.21*: Consider a first-price auction (as described in Subsection 7.3.1)
with three potential buyers and the following additional feature: before the auction
starts, the seller can demand from each buyer a deposit x ≥ 0 to participate in it.
However, if a buyer who has committed this deposit does not eventually obtain the
good, she is entitled to recover it fully.

In this context, consider two different variations. In the first one, each buyer
knows how many others may participate in the mechanism (i.e., two more) but not
how many are finally involved (that is, who pays the deposit). In the second one,
information about who is actually involved in the auction is common knowledge
before it actually starts.

Which of these two possibilities would the seller choose? Which would be her
preferred value of x?



CHAPTER 8

Repeated interaction: theory

8.1 Introduction and examples

In many situations of interest, the strategic context involves a given number of play-
ers who interact in a repeated fashion over time – e.g., the firms serving a common
market, the provider of a certain service and her regular customers, or the members
of a sports club. Often, it may also happen that the conditions underlying the in-
teraction remain more or less constant throughout the process. (Thus, referring to
the former examples, the aggregate demand and production technology faced by
the firms are largely stable, the service provided remains essentially the same, or the
activities of the club do not experience any significant change.) Then, we see in
this chapter that the players’ repeated interaction introduces rich intertemporal con-
siderations that often have an important bearing on the outcome. More precisely,
interesting behavior may arise in the repeated game that would be unattainable (say,
it would not be consistent with equilibrium) in a one-shot play of the constituent
stage game.

As a first illustration of matters, let us consider the prisoner’s dilemma, whose
payoffs are recalled in Table 8.1.

If this game is played only once, we know that (D, D) is the unique Nash equi-
librium because D is a dominant strategy for each player. Now suppose this game
is repeated a certain number of times, say T , between the same two players. Fur-
ther assume that, at each t = 1, 2, . . . , T , both players are fully informed of what
happened at all prior t ′ < t. Then, in the induced multistage game, it is clear that a
repetition of (D, D) every round (independently of what has happened beforehand)
defines a subgame-perfect (and therefore, Nash) equilibrium – see Exercise 8.5. In
contrast, of course, the more interesting question concerns whether it is possible to
sustain some different (e.g., more “cooperative”) kind of behavior at equilibrium.
Intuitively, it would seem that an initial string of action pairs (C,C) could form
part of a “consistent agreement” (i.e., an equilibrium), grounded on the players’
strong incentives to extract, however partially, the gains potentially available for
both from cooperation. As we presently see, however, the validity of this intuition
depends crucially on the cardinality of the horizon of interaction T – specifically,
on whether it is finite or infinite.

Consider first the case where T is finite (although arbitrarily large) and let γ ∗ ≡
(γ ∗

1 , γ
∗
2 ) be a subgame-perfect equilibrium of the corresponding repeated game.

Since D is a strictly dominant strategy in the prisoner’s dilemma (the stage game),

281



282 Repeated interaction: theory

Table 8.1: Prisoner’s dilemma

2
1 D C

D −10, −10 0, −12
C −12, 0 −1, −1

neither of the strategies γ ∗
i (i = 1, 2) may prescribe C with positive probability in

the last period t = T . Thus, γ ∗ must necessarily induce the action pair (D, D) in
the last period, independently of what may have happened before. In view of this
fact, the period before last comes to reflect the same considerations as the last one.
From a strategic viewpoint, the period t = T − 1 is now essentially the “last one”
because whatever actions are chosen then by either player, the ensuing behavior at
t = T is independent of those. Therefore, γ ∗ must also prescribe the action pair
(D, D) at t = T − 1, this again independently of what may have occurred before,
i.e., at any of the subgames starting at t = T − 1. Clearly, we can now proceed
inductively to ever earlier periods in the repeated game to conclude that γ ∗ must
have each player choose D at every period and for any corresponding subgame.

Consider now how matters are affected if rather than focusing on the notion
of subgame-perfect equilibrium, we are concerned instead with the more general
one of Nash equilibrium. As before, in the last period, the equilibrium strategies
must induce (D, D), at least on the equilibrium path, i.e., at contingencies actually
materializing at equilibrium. But then, in period t = T − 1, there is no reason why
either player should play (again, on the equilibrium path) an action different from D.
Thus, in analogy with our former inductive procedure, an iterative process unfolds
that implies that, at equilibrium, both players must actually choose D at every t .
Even though off the equilibrium path a wider range of “counterfactual” possibilities
exist (cf. Exercise 8.2), these have no implications on realized behavior as long as
players adhere to the equilibrium. We conclude, therefore, that the finite repetition
of the prisoner’s dilemma does not enlarge (compared with its one-shot version) the
extent of players’ cooperation actually materialized at equilibrium (either subgame
perfect or the less restrictive of Nash).

Now suppose that the prisoner’s dilemma is repeated an unbounded number of
times where, naturally, the infinite repetition of a game is to be conceived only as a
theoretical abstraction – i.e., a model of those situations in which the “last period”
does not play any significant role in the analysis. If T is not finite, there is no longer
a last period from where players can start the inductive process formerly described
for the finite-horizon case. One may then conjecture that, in the infinitely repeated
case, players should be able to reap (at least partially) the potential gains available
from cooperation.

To address this issue precisely, let us postulate (as in Subsection 5.2.1) that each
player has intertemporal preferences that discount future stage payoffs at a rate
δ ∈ (0, 1). That is, the intertemporal payoff to player i ∈ {1, 2} associated to a flow
of stage payoffs {π t

i }t=1,2,... is given by

πi ≡
∑

t=1,2,...

δt−1π t
i .
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On the one hand, of course, one still has (because this is independent of T ) that
a strategy profile inducing the stage-game Nash equilibrium (D, D) for every t
and every possible past history is a Nash equilibrium of the repeated game. Now,
however, it is not the only one if δ is large enough. Suppose, for concreteness, that
δ = 2/3 and consider the strategies for each player i that may be verbally described
as follows:

For each t = 1, 2, . . . ,

(i) play C , if neither of the players has played D in one of the t − 1 preceding
periods;

(ii) play D otherwise (that is, if at least one of the players has chosen D in
some t ′ < t).

Let us now confirm that the above strategies define a Nash equilibrium of the
infinitely repeated prisoner’s dilemma. On the one hand, if both players follow their
respective strategy, each of them obtains an overall payoff

πi =
∑

t=1,2,...

(2/3)t−1 (−1) = −3.

On the other hand, if any particular player i deviates unilaterally at some particular
time t0, this player obtains at most

π ′
i =

t0−1∑
t=1

(2/3)t−1 (−1) + 0 +
∞∑

t=t0+1

(2/3)t−1 (−10),

which induces a maximum payoff difference

�πi ≡ π ′
i − πi = (2/3)t0−1

(
1 + (2/3)

∑
τ=1,2,..

(2/3)τ−1 (−9)

)
,

which is obviously negative. Thus, it follows that, by resorting to the strategies
described in (i) and (ii), the players are able to sustain cooperative behavior from
the very first period as a Nash equilibrium of the repeated game.

At this point, it is worth stressing that the equilibrium described by (i) and (ii)
is not the unique one in this case – e.g., a constant play of (D, D) throughout is,
as noted, a Nash equilibrium as well for the (finitely or infinitely) repeated game.
In fact, such an equilibrium multiplicity is not just an idiosyncratic feature of the
present example. As we shall see, it arises quite generally as one of the distinctive
implications of repeated interaction in most interesting contexts. This is one of
the main insights provided by the wide variety of results in this chapter that fall
under the label of “folk theorems.” To introduce them precisely, we first turn in
the following section to a formal description of the theoretical framework used to
model repeated interaction.

8.2 Repeated games: basic theoretical framework

Consider a given set of n players who are involved in a strategic-form game G =
{N , {Ai }i∈N , {Wi }i∈N } that repeats itself unchanged along a series of stages or
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periods t = 1, 2, . . . , T , where T may be finite or infinite. The game embodied by
the (vectorial) payoff function

W ≡ (Wi )
n
i=1 : A1 × A2 × · · · An → R

n (8.1)

is known as the stage game and the full intertemporal game is labeled the repeated
game. Each Ai is called the action set of player i , for simplicity taken to be finite.

We assume that, at each stage t , players have observed and perfectly recall the
actions chosen by all of them in the past (i.e., at any t ′ < t). Therefore, a strategy
for the repeated game by each player i = 1, 2, . . . , n is a function

γi :
⋃
t∈N

H t−1 → �(Ai ) ≡ Ai

where, for each t , H t−1 stands for the set of all possible histories ht−1 that may take
place up to (including) the preceding stage t − 1. That is, H t−1 consists of strings
of play of the form

ht−1 ≡ ((
a1

1, a
1
2, . . . , a

1
n

)
,
(
a2

1, a
2
2, . . . , a

2
n

)
, . . . ,

(
at−1

1 , at−1
2 , . . . , at−1

n

))
that describe a path of play prior to stage t . Naturally, at t = 1, the corresponding
H 0 is just a singleton including only the “empty history.” As usual, for all those
histories, a strategy must prescribe a certain action, possibly mixed.

As indicated, the time horizon of the interaction T may be finite or infinite. In
the first case (T finite), the repeated-game payoffs of each player i , π T

i (hT ), are
identified with any affine function of her stage payoffs. For simplicity, we posit their
time-average116:

πT
i

(
hT

) ≡ (1/T )
∑

t=1,...,T

Wi

(
at
)

(8.2)

where, as usual, we rely on the notational shorthand at ≡ (at
1, a

t
2, . . . , a

t
n). The

finitely repeated game whose payoffs are given by (8.2) will be denoted by RT (W ),
the stage game G being thus identified for the sake of notational convenience with
the function (8.1) that determines stage payoffs.

On the other hand, when the horizon of interaction is not bounded (i.e., T = ∞),
we focus on two alternative ways of defining intertemporal payoffs: discounted sum
of stage payoffs and their (equal-weighted) limit average.

(i) Discounted payoffs: Given some discount rate δ with 0 ≤ δ < 1 (for sim-
plicity, assumed common to all players), the discounted payoff of player i
associated with a certain path of play, h∞, is defined as follows:

πδi (h∞) ≡ (1 − δ)
∞∑

t=1

δt−1Wi

(
at
)
. (8.3)

116 Alternatively, one could have future stage payoffs discounted at a certain rate δ, as is posited below for
infinitely repeated games. This would have no relevant implications for the analysis, provided δ were chosen
high enough.
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The coefficient (1 − δ) that precedes the above summatory is merely a
normalization factor. Its purpose is to have the repeated-game payoffs lie
in the convex hull of the stage-game payoffs.117 In this way, the payoffs
obtained throughout the repeated game can be meaningfully compared
with those that would result from a one-shot play of the stage game. The
infinitely repeated game whose payoffs are given by (8.3) for a certain
discount rate, δ, is denoted by Rδ (W ) .

(ii) Limit average payoffs: A different approach to evaluating alternative paths
of play in the infinitely repeated game identifies intertemporal payoffs with
the limit of the average payoffs obtained for finite, but arbitrarily, long time
horizons. Formally, given a certain (infinite) path of play h∞, the limit
average payoff for player i is defined as follows:

π∞
i (h∞) = lim

T→∞
inf

1

T

T∑
t=1

Wi

(
at
)
, (8.4)

which is always well defined.118 The infinitely repeated game whose pay-
offs are defined in (8.4) is denoted by R∞ (W ) .

If one relies on the payoff criterion given by (i) – i.e., discounted sum of stage
payoffs – players’ “patience” can be parametrized by the discount rate δ. As δ
approaches unity, their patience rises in the sense that the relative weight attributed
to future (as compared with more recent) stage payoffs increases. Equivalently,
higher values of δ can also be understood as the reflection of a situation in which
the interaction takes place at a faster pace – that is, the length of real time separating
consecutive stages shrinks (cf. Subsection 5.2.2).

In contrast, the payoff criterion specified in (ii) – limit average payoffs – may
be conceived as a direct formalization of the extreme context where players are
infinitely patient. Heuristically, this case may be interpreted as one where players
have a discount rate that is “arbitrarily close to unity” (or a context where the
interaction takes place at an “arbitrarily fast rate”). Indeed, a particularly stark
manifestation of the extreme patience embodied by criterion (ii) is that, according
to it, players should view any finite (arbitrarily long) segment of an infinite path of
play as payoff irrelevant.119

117 Note that (1 − δ)∑∞
t=1 δ

t−1 ≡ 1 for all δ < 1.
118 Note that the real sequence {1/T

∑T
t=1 Wi (at

1, a
t
2, . . . , a

t
n)}∞T=1 is uniformly bounded, above and below. There-

fore, its lim inf (i.e., the infimum across the set of points which are the limit of some convergent subsequence)
is finite.

119 Another evaluation criterion proposed in the literature that also reflects “infinite patience” is the so-called
overtaking criterion. For any two given paths of play, h∞ = (a1, a2, . . .) and ĥ∞ = (â1, â2, . . .), any particular
player i ∈ N is taken to prefer the first one to the second according to this criterion if, and only if

∃τ0 ∈ N : ∀τ > τ0,
τ∑

t=1

Wi
(
at ) > τ∑

t=1

Wi
(
ât ) .

Thus, as for the limit average payoffs, later payoffs are weighted as much as earlier ones. The overtaking
criterion, however, is technically more delicate to use because it cannot be represented through a real function
nor does it always guarantees that two alternative sequences are comparable.
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8.3 Folk theorems: Nash equilibrium

Briefly stated, our aim in much of this chapter is to understand what expanded range
of behavior may be attained when a certain strategic-form game is repeated over
time with the same set of players involved.120 Of course, when all equilibria of the
stage game are somehow unsatisfactory (e.g., they are inefficient, as in the prisoner’s
dilemma) an obvious concern pertains to whether repeated interaction may help
players sustain, at equilibrium, some better “cooperative” outcome. However, as
we shall see, repeated interaction may also render it possible (i.e., achievable at an
equilibrium) that players attain payoffs that are uniformly worse for all of them than
those obtained at any equilibrium of the stage game.

The results that provide a rigorous formalization of the heuristic (“folk”) idea that
repeated interaction should typically allow for a wide scope of equilibrium behav-
ior are traditionally labeled folk theorems. In fact, the literature includes an ample
variety of them, differing in their time horizon (finite or infinite), equilibrium con-
cept (Nash, subgame perfect), or information conditions (complete or incomplete
information, perfect or imperfect observability). The large equilibrium multiplic-
ity typically established by these folk theorems may be judged either positively or
negatively. Positively, one may stress the fact that these results often allow game-
theoretic models to regain the consistency with empirical observations that is lost
when the situation is analyzed as a one-shot game. On the negative side, however,
it can also be pointed out that this very “success” sometimes does away with the
usefulness of the approach – i.e., not much explanatory power can be claimed if the
model is compatible with very diverse outcomes!

In the next two subsections we present the simplest versions of the folk theorems.
They concern those that involve the (unrefined) Nash equilibria of a repeated game,
either with an infinite horizon (Subsection 8.3.1) or a finite one (Subsection 8.3.2).
Later on, we turn toward folk theorems that restrict to equilibria meeting suitable
perfection criteria (Section 8.5) or allow for repeated contexts where informational
conditions are either asymmetric or imperfect (Sections 8.4 and 8.6).

8.3.1 Infinite horizon

Let G = {N , {Ai }i∈N , {Wi }i∈N } be a strategic-form game that is infinitely repeated
over time, as described in Section 8.2. Define

V ≡ conv
{
v ∈ R

n : v = W (a) , a ∈ A1 × · · · × An

}
,

where “conv {·}” stands for the convex hull of the set in question. The set V
includes all those payoff vectors that are attainable in the stage game through
random, possibly correlated, mechanisms of coordination among the players (recall
Section 2.6).121

120 An exception is the analysis undertaken in Subsection 8.6.2, where players with different time horizons are
taken to interact under asymmetric information.

121 Formally, V ≡ {v ∈ Rn : v = ∑r
k=1 λ

k W (ak ), where ak ∈ A1 × · · · × An , λk ≥ 0, and
∑r

k=1 λ
k = 1 for

some r ∈ N}.
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For each i = 1, 2, . . . , n, let Vi denote the projection of the set V on the coordinate
associated with player i. There are two payoff magnitudes in Vi that will play an
important role in the analysis.

� The first one is the lowest payoff that player i may obtain in some Nash
equilibrium of the stage game. It is denoted by ṽi for each player i =
1, 2, . . . , n.

� The second payoff magnitude of interest is player i’s minimax in the stage
game, which is denoted by v̂i . As defined in Section 2.3 within the context
of zero-sum games, it is given by

v̂i = min
α−i∈A−i

max
αi∈Ai

Wi (αi , α−i ) , (8.5)

where Ai and A−i ≡
∏

j �=i A j stand for the spaces of “mixed actions” by
player i and the remaining players, respectively.

Intuitively, v̂i is the lowest payoff to which player i can be forced by a coordinated
action by the other players. Thus, in particular, one must have that v̂i ≤ ṽi for each
i = 1, 2, . . . , n; i.e., the minimax payoff can be no higher than the payoff attained
at any Nash equilibrium of the stage game. To see this, simply note that, by reacting
optimally to whatever action profile the opponents might be playing (an information
implicitly held at an equilibrium of the stage game), player i can block any payoff
lower than v̂i . Carrying over these considerations to the repeated game, the condition
that player i’s intertemporal payoff should not fall below her respective v̂i may be
conceived as a mere constraint of individual rationality.122 That is, no equilibrium
of the repeated game can provide a payoff to any player i below her corresponding
v̂i (cf. Exercise 8.4).

Our first two results are surprisingly drastic. They establish that any payoff vector
that is individually rational (strictly so) for each player i can be supported as a Nash
equilibrium of the repeated game if individuals are sufficiently patient. Theorem 8.1,
which focuses on discounted repeated games (cf. (i) in Section 8.2), introduces the
patience proviso by positing a discount rate that is close enough to 1. On the other
hand, Theorem 8.2 accounts for this directly by assuming that players are concerned
with average payoffs (cf. (ii) in Section 8.2) and therefore are infinitely patient –
i.e., all stage payoffs, independently of when they accrue, carry the same relative
weight.

Theorem 8.1: Let v = (v1, . . . , vn) ∈ V with vi > v̂i , ∀i = 1, 2, . . . , n, ∃δ̄ < 1
such that, if 1 > δ > δ̄, there exists a Nash equilibrium of Rδ (W ) whose
payoffs for each player i = 1, 2, . . . , n coincide with vi .

Theorem 8.2: Let v = (v1, . . . , vn) ∈ V with vi > v̂i , ∀i = 1, 2, . . . , n. There
exists a Nash equilibrium of R∞ (W ) whose payoffs for each player
i = 1, 2, . . . , n coincide with vi .

122 Recall the analogous notion introduced in Subsections 7.3.2.2 and 7.4.2 within the framework of mechanism
design.
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Proof of Theorem 8.1: Consider any v ∈ V with vi > v̂i for each i = 1, 2, . . . , n,
and suppose for simplicity (see Remark 8.1 below) that there exists some
a = (a1, a2, . . . an) ∈ A with W (a) = v. Denote by (α̂ j

1 , α̂
j
2 , . . . , α̂

j
n ), j =

1, 2, . . . , n, one of the (possibly mixed) action profiles that underlie the
minimax payoff v̂ j , i.e.,

α̂
j
− j ∈ arg min

α− j∈A− j

{
max
α j∈A j

W j

(
α j , α− j

) }
α̂

j
j ∈ arg max

α j∈A j

Wi

(
α j , α̂

j
− j

)
.

We now argue that the following strategies define a Nash equilibrium of
the repeated game for a discount rate δ sufficiently close to unity.

For each i = 1, 2, . . . , n, t = 1, 2, . . . ,123

γi

(
ht−1

) = ai if ∀τ ≤ t − 1, there exists no player j who
has deviated unilaterally (i.e., only herself)
from action a j in τ ;

γi

(
ht−1

) = α̂ j
i otherwise, where j is the index of the player

who has first deviated unilaterally from a j .

(8.6)

The above strategies are particularly simple in that they divide the set
of histories into just two classes, i.e., those histories where no unilateral
deviation has yet occurred and those where a single individual, i , first
deviated from her respective ai . (Note, in particular, that they react to
a deviation of more than one player as if no deviation had occurred at all.)
To check that those strategies indeed define a Nash equilibrium, consider
the situation of a particular player, i , who, at a certain t where still no single
player j = 1, 2, . . . , n has deviated from her respective a j , considers the
possibility of choosing some a′

i �= ai . If she does not deviate (i.e., keeps
playing ai ) and assumes that no other player will deviate either (at t or later),
her ensuing discounted payoff is simply vi . If, instead, player i deviates
unilaterally and other players follow the strategies specified in (8.6), player
i’s payoff is bounded above by the following expression:(

1 − δt−1
)
vi + (1 − δ) δt−1v∗i + δt v̂i ,

where

v∗i ≡ max
a∈A

Wi (a) (8.7)

123 For notational convenience, we rely on the slight abuse of identifying γi (ht−1) with the action that is being
deterministically selected at t after history ht−1.



Folk theorems: Nash equilibrium 289

is the maximum payoff that player i can earn in the stage game. Let δ̄i > 0
be such that(

1 − δ̄t−1
i

)
vi +

(
1 − δ̄i

)
δ̄t−1

i v∗i + δ̄t
i v̂i = vi

or, equivalently,(
1 − δ̄i

)
δ̄t−1

i v∗i + δ̄t
i v̂i = δ̄t−1

i vi ,

which can be simplified to(
1 − δ̄i

)
v∗i + δ̄i v̂i = vi . (8.8)

Since vi > v̂i , we have δ̄i < 1. On the other hand, if the discount rate δ > δ̄i ,
it is clear from (8.8) that no unilateral deviation from (8.6) can be profitable
to player i . Therefore, if we make

δ̄ ≡ max
i
δ̄i ,

whenever δ > δ̄, none of the players can profit by deviating unilaterally from
the strategies given in (8.6). Thus, in this case, the profile given by these
strategies defines a Nash equilibrium with corresponding payoff vector v,
as desired. The proof is complete. �

Proof of Theorem 8.2: It is straightforward to check that the strategies described
in (8.6) also define a Nash equilibrium for the repeated game R∞ (W ) . �

Remark 8.1: Supporting convex payoff combinations

The argument presented in the proof of Theorem 8.1 pertains to the case
where the payoff vector v to be supported at equilibrium has some a ∈ A
with W (a) = v. If v were not achievable through some deterministic
action profile in the stage game, an easy way of tackling the problem is
to suppose that any randomization required to produce v (even if it em-
bodies correlation of actions) is observed by all players, i.e., it is a public
randomization. In this case, any unilateral deviation (even in the presence
of randomization of actions) can be detected and reacted upon by the re-
maining players, just as before.

Suppose now that one wants to avoid resorting to public randomization.
Then, there is an alternative way of addressing the problem, although at the
cost of relying on a significantly more involved procedure. In essence, what
is required is that players generate (at equilibrium) a sequence of action
profiles whose realized frequencies over time reproduce the weights as-
sociated to the contemplated randomization. This, of course, requires that
players’ monitoring of the opponents’ behavior (to check that no devia-
tion has taken place) should involve a “careful accounting” stretching over
past history. But, under these conditions, the logic of the argument can be
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Table 8.2: Stage game with the lowest
equilibrium payoff equal to the minimax
payoff for both players

2
1 A B

X 5, 1 0, 0
Y 4, 4 1, 5

Table 8.3: Stage game with the unique equilibrium
payoff higher than the minimax payoff for both players

2
1 A B C

X 2, 2 3, 3 1, 0
Y 3, 3 4, 4 0, 0
Z 0, 1 0, 0 0, 0

adapted to show that any v ∈ V is attainable at equilibrium provided that
players’ patience is high enough. �

To illustrate some of the implications of the previous results, let us turn to
the strategic-form game introduced in Section 2.6, whose payoffs are recalled in
Table 8.2.

Suppose this stage game is infinitely repeated over time between the same two
players. By virtue of the above results, the payoff vector v = (4, 4) can be supported
at an equilibrium of the repeated game (in the discounted-payoff version, if players
are sufficiently patient). This simply follows from the observation that the minimax
payoff for both players is v̂1 = v̂2 = 1 < 4. Thus, in contrast with the correlation
devices discussed in Section 2.6 for this game, repeated interaction is here a more
effective way of attaining symmetric and efficient configurations.

To provide some further illustration on the implications of the above results,
suppose now that the (symmetric) stage game is as described in Table 8.3.

Again, the minimax payoff for each player is v̂1 = v̂2 = 1. On the other hand, the
unique Nash equilibrium of the stage game is (Y, B), which implies that ṽ1 = ṽ2 =
4. Of course, there is always a Nash equilibrium of the repeated game in which the
action profile (Y, B) is reiterated indefinitely. But, provided players are sufficiently
patient, the above results imply that there is also a Nash equilibrium where, on the
equilibrium path, players always play the action profile (X, A) – this simply follows
from the fact that, for each player i , v̂i = 1 < 2.Thus, in this alternative equilibrium
of the repeated game, one finds a rather perverse state of affairs: players “cooperate”
to implement a bad outcome at equilibrium. That is, they obtain a payoff vector that
is Pareto dominated by the unique Nash equilibrium of the stage game and therefore
could only be improved (at equilibrium) in the absence of repeated interaction. This
represents a particularly forceful illustration of the wide range of possibilities (both
good and bad) that repeated interaction may avail.
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Remark 8.2: Cooperation and imperfect information in repeated games

The repeated-interaction framework posited so far displays a crucial feature
that is worth stressing at this point. Throughout, we have assumed that
all players are able to single out and remember with accuracy the whole
sequence of past actions of their opponents. It is precisely this fact that
allows each of them to establish a precise link between her own current
action and the opponents’ past behavior.

However, in some contexts of interest, the assumption that past history
is accurately perceived by all players is hardly appropriate. As a natural
example, think of a market where a given set of firms repeatedly compete
à la Cournot but can only observe overall market conditions – say, the
prevailing market price every period (or, equivalently, total market sales).
Section 9.1.2 considers an oligopoly scenario with these features, intro-
ducing a certain amount of exogenous uncertainty that impinges on the
(“noisy”) mechanism of price determination. Obviously, such an uncer-
tainty generally impairs the potential of the observed price to reveal the
actions (outputs) actually chosen by competitors. It should come as no sur-
prise, therefore, that the potential for implementing collusive outcomes is
then significantly curtailed. �

To summarize, Theorems 8.1 and 8.2 establish that repeated interaction opens
up a broad set of new Nash equilibrium possibilities, well beyond those attainable
in the context of the stage game alone. These results, however, raise a legitimate
concern pertaining to the equilibrium perfection of the supporting equilibria. In-
deed, this worry is warranted by the “highly imperfect” nature of the equilibria that
are used in the constructive proofs to support the desired outcomes. Specifically,
these equilibria embody the threat that, should any player ever deviate, she would
be subject to an indefinite punishment by others that forces on her the minimax
payoff. However, if some such deviation does occur, carrying out this threat could
sometimes be far from optimal on the part of the punishers. We are then led to the
following question: Would the requirement of (subgame) perfection significantly
curtail the equilibrium-supporting possibilities displayed by the above folk theo-
rems? As we see in Section 8.5.1, the answer is reassuring, at least if the time
horizon under consideration is unbounded. Specifically, it turns out (albeit the ar-
guments required to prove it become substantially more involved) that the payoff
range attainable at equilibria of infinitely repeated games is essentially unaffected
by the restriction to subgame perfection. Matters, however, will happen to be some-
what more mixed in finite-horizon repeated games. A discussion of this scenario
is started in the following Subsection by focusing on its Nash equilibria and then
continued in Subsection 8.5.2 by studying its subgame-perfect equilibria.

8.3.2 Finite horizon

As illustrated in Section 8.1, the nature of repeated interaction (and therefore its
equilibrium-supporting possibilities) may crucially depend on whether the time
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horizon under consideration is finite or infinite. This suggests the need of exploring
in detail the conditions under which the main insights underlying the infinite-horizon
folk theorems are maintained in finite (but sufficiently long) time horizons. In a
heuristic sense, the issue here is essentially one of “modeling continuity” between
infinite and finite-but-long horizons of interaction.

Suppose a given set of players is involved in a finitely repeated game where
a certain stage game W (i.e., our shorthand for the strategic-form game G =
{N , {Ai }i∈N , {Wi }i∈N }) is repeated some finite number of times T . Thus, using the
terminology introduced in Section 8.2, players are engaged in the game RT (W ),
where T <∞. In this context, Theorem 8.3 below may be regarded as a natural
counterpart of the folk theorems established in Subsection 8.3.1. It asserts that any
individually rational payoff vector can be approximated in an arbitrarily close fash-
ion at some Nash equilibrium of the repeated game, provided the following two
conditions hold:

(a) the stage game admits some punishment leeway (specifically, some dis-
crepancy between Nash and minimax outcomes), which can be used to
deter deviations;

(b) the time horizon is long enough, i.e., the conditions are sufficiently akin
to those of the infinite horizon case so that, at least as seen from the
beginning of the game, players have enough periods to enjoy any benefits
from “cooperation.”

Intuitively, one can think of (a) and (b) as the two complementary factors (“stick”
and “carrot,” respectively) that must underlie any equilibrium of the repeated game
where players behave differently from how they would do in the stage game. More
precisely, the result may be stated as follows

Theorem 8.3 (Benoit and Krishna, 1987): Suppose that, for every player i =
1, 2, . . . , n, there exists a Nash equilibrium of the stage game W , ᾱi , where
Wi (ᾱi ) > v̂i . If v ∈ V satisfies vi > v̂i for each i , then, ∀ε > 0, ∃T ∗ such
that if T > T ∗, the repeated game RT (W ) has a Nash equilibrium whose
payoffs v′i for each player i verify |v′i − vi | ≤ ε.

Proof: Given the Nash equilibria ᾱi (i = 1, 2, . . . , n) specified in the statement
of the theorem, let α = (ᾱ1, ᾱ2, . . . , ᾱn) be an n-period path of action
profiles where these equilibria are played in consecutive order. Since the
payoff attained by any player in every Nash equilibrium of the stage game
can be no lower than her minimax payoff, we have

Wi

(
ᾱ j

) ≥ v̂i , ∀i, j = 1, 2, . . . , n. (8.9)

Thus, since it has been assumed that (8.9) holds strictly when i = j (i.e.,
we have Wi (ᾱi ) > v̂i ), the average payoff of each player i along the path
α must exceed her minimax v̂i in some positive magnitude, say µi . Let
µ ≡ minn

i=1 µi > 0. If we now produce a concatenation of q paths such as
α above to form a path of length q · n, it follows that the average payoff
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of any player i along this extended path must exceed v̂i in at least q · µ.
Of course, the latter magnitude can be made arbitrarily large by simply
choosing q (the number of replicas of α) sufficiently high. Building on
this fact, we now demonstrate how to construct equilibrium strategies that
support any payoff vector v with vi > v̂i for every i ∈ N .

Let v be any such payoff vector and suppose, for simplicity, that v =
W (a) for some a ∈ A. Consider the following strategies: for each player
i = 1, 2, . . . , n, and any t = 1, 2, . . . ,

(i) γi

(
ht−1

) = ai if t ≤ T − q · n and ∀τ ≤ t − 1 there exists no
player j who has deviated unilaterally (only she) from
a j in τ ;

(ii) γi

(
ht−1

) = ᾱ j
i if t > T − q · n and no single player deviated from

(i) for all τ ≤ T − q · n, where the mixed-action
profile ᾱ j is chosen so that j = n − [T − t]n

124;
(iii) γi

(
ht−1

) = α̂ j
i otherwise, where j is the player who first deviated

from a j for some prior τ ≤ T − q · n.

The above strategies can be verbally described as follows. The whole
length of play, T , is divided into two parts. The early part, t = 1, 2, . . . ,
T − qn, has agents play the intended action profile a, as long as no one uni-
laterally deviates. However, if someone does so, she is punished thereafter
by the remaining players, who impose on her the minimax payoff until the
end of the game. On the other hand, if the game reaches t = T − qn + 1
without witnessing any unilateral deviation, the strategies prescribe that
players should enter a q-long chain of n-fold sequences of Nash equilibria
such that, in each of these sequences, every player has at least one Nash
equilibrium where her payoff is strictly higher than her respective minimax
payoff.

Let us verify that the above strategies define a Nash equilibrium of the
finitely repeated gameRT (W ) for a sufficiently high value of q.To see this,
note that, if q is chosen high enough, no optimal deviation may exist prior to
entering the terminal phase of the game that consists of the last q · n periods.
Then, within the terminal phase itself, the fact that the strategies merely
induce (at equilibrium) a sequence of Nash equilibria of the stage game
also implies, by an already familiar argument, that no optimal deviation
can exist there either.

Now, to conclude the argument, fix any particular q as required by the
former considerations. Then, if T ∗ is chosen large enough, it is clear that,
for T ≥ T ∗, the payoffs for each player i induced by the above strategies
approximate vi in an arbitrarily close fashion. This completes the proof. �

124 The notation [·]n indicates that the number in question is interpreted as “modulo n” (that is, it is the resulting
remainder when the number is divided by n).
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In contrast with the folk theorems established in Subsection 8.3.1, finite-horizon
repeated games require an additional “punishment-margin condition” (cf. (a) above)
to have their Nash equilibria span (approximately) the whole set of individually ra-
tional payoffs. For example, if the stage game is that represented in Table 8.3,
we may still conclude that the payoff vector v = (2, 2) can be arbitrarily approxi-
mated at a Nash equilibrium of the repeated game if the horizon T is sufficiently
long (cf. (b)).

Let us now return to the example where the stage game is the prisoner’s dilemma
(cf. Table 8.1). As explained in Section 8.1, for any T , the unique payoff vector
supportable at a Nash equilibrium of the repeated game is v = (−10,−10), i.e.,
the Nash equilibrium payoff of the stage game. Theorem 8.3 helps us understand,
in a somewhat different light than before, the reason for this clear-cut conclusion.
In the prisoner’s dilemma, the Nash and minimax payoffs coincide for both play-
ers. This leaves no effective punishment margin to be used and thus prevents the
implementation of any outcome other than indefinite joint defection, i.e., forces a
constant play of the unique Nash equilibrium of the stage game.

Finally, and in analogy with infinitely repeated games, one may wonder what
would be the implications of introducing (subgame) perfection considerations into
the analysis. Again, this is to be regarded as a very legitimate concern but one
whose somewhat more intricate study is best relegated to the supplementary material
(cf. Subsection 8.5.1). There, we find that subgame perfection is a more restrictive
consideration in finite-horizon games than it is in repeated games with an unbounded
horizon. Specifically, the existence of some (stage) equilibrium multiplicity will turn
out to be crucial if players are to enjoy not only the punishment credibility but also
the punishment flexibility that, as explained in (a) above, must underlie all nontrivial
equilibria in repeated games.

8.4 Reputation and “irrationality”: informal discussion

In a loose sense, every equilibrium of a multistage game embodies a certain idea of
reputation. At every point of the game, each player anticipates what the opponents
will do on the basis of their current reputation, as this has been shaped by previously
observed behavior. Intuitively, this view seems particularly well suited to the case in
which the game involves repeated interaction according to a fixed stage game. Then,
the range of available actions and entailed payoffs remain unchanged, a scenario
that lends itself quite naturally to having players rely on past (observed) behavior
when shaping their ensuing predictions.

In everyday life, we typically think of a (good) reputation as a certain asset, i.e.,
something valuable that, once acquired, is worth preserving. Of course, the value of
any such reputation must depend on the time horizon during which one envisages to
benefit from it. Thus, if gaining a good reputation is costly125 (otherwise, it would
be essentially meaningless), any decision concerning its possible preservation must

125 Often, the kind of costs involved in building a reputation are opportunity costs, i.e., costs associated with
letting some gains (say, short-run or opportunistic ones) slip away.
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crucially depend on the remaining length of time during which it can still be used. In
this section, we informally illustrate the multifaceted considerations involved in this
respect through a variety of examples, all of them in the context of repeated games.
The intuitive features just outlined already arise quite starkly in these examples.
However, for a precise analysis of matters the reader is referred to Section 8.6 (in the
Supplementary Material of this chapter), where these issues are studied in formal
detail.

Let us start by considering again the infinitely repeated prisoner’s dilemma. In
this context, the simplest cooperative equilibrium is that which sustains (C,C)
by the threat of responding drastically to any deviation with a constant adoption
of action D throughout (that is, with the threat of turning irreversibly to playing
the unique Nash equilibrium of the stage game). In a sense, we may conceive the
support of cooperation in such an equilibrium as the outcome of a joint “reputation
for good will” that is maintained over time through cooperative behavior. This
reputation, however, is extremely fragile: a single failure to abide by it is enough
for its irreversible collapse.

Let us now reconsider the finite repetition of the prisoner’s dilemma. As ex-
plained, every Nash equilibrium of this game leads to the action profile (D, D)
being played throughout, independently of how protracted the (finitely lived) inter-
action might be. This may be viewed as the reflection of an unsatisfactory “modeling
discontinuity at infinity,” i.e., what appears to hold for T = ∞ (the possibility of
supporting cooperation) is nevertheless completely unfeasible at equilibrium for
every given T ∈ N. In general, such an acute discontinuity should be interpreted as
a “warning” that the model might be imperfectly or incompletely specified. But, in
the present context, that theoretical uneasiness is even reinforced by an empirical
concern. In laboratory experiments, where real subjects (often students) have been
made to play a repeated prisoner’s dilemma under significant monetary rewards,
long stretches of cooperation are typically observed when the number of periods
involved is large. More specifically, a significant fraction of cooperative behavior
is found in the early stages, although the backward-induction logic seems to take
over in the final stages and lead to a steep rise of defection.126

The literature has pursued a variety of different approaches to tackle the the-
oretical and empirical issues raised by the above observations. Here, we focus
on the incomplete-information route proposed by Kreps, Milgrom, Roberts, and
Wilson (1982).127 These authors slightly perturb the game with a small amount of
asymmetric information, allowing for some small probability that either of the two
players involved in the finitely repeated prisoner’s dilemma be of an “irrational”
type. More specifically, they model the situation as a Bayesian game with Nature

126 There has been a long experimental literature concerned with the finitely repeated prisoner’s dilemma. For
the earlier part of it, Lave (1962) is a good representative, whereas interesting examples of more recent
experimental research in this context can be found in Selten and Stocker (1986) or Andreoni and Miller
(1993). These experiments are summarized in Subsection 12.7.3, where we also contrast at some length both
their different focus and their alternative theoretical underpinnings.

127 An alternative approach based on the notion of ε-rationality (or ε-equilibrium) is described in Sub-
section 8.5.2.
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(recall Section 6.2), where there is a low a priori probability that the (Harsanyi)
type of each player holds preferences that render the following tit-for-tat (TFT)
strategy dominant:

“At each t , choose C if the other player chose C in the preceding period; otherwise,
choose D.”

Under those circumstances, Kreps et al. show that, in every sequential equilibrium
of the perturbed game with Nature (cf. Section 4.6), each rational-type player (i.e.,
one with the original preferences of the prisoner’s dilemma) mimics the irrational-
type player during most of the game, provided the time horizon is long enough.
That is, precisely because of her rationality, each player behaves most of the time
as prescribed by TFT, under the prediction that the other player will also behave
in this fashion. Indeed, such a prediction is always confirmed at equilibrium, even
though the opponent is very likely to be rational and thus not hold TFT preferences.

A general result in this vein is stated and proven in Subsection 8.6.1 (cf. The-
orem 8.11). Along the lines of our former discussion, one can interpret this result
as reflecting an equilibrium process of “investment in reputation.” Given that both
players share a common belief that the opponent could possibly be a rare but “use-
ful” type (e.g., a TFT type in the repeated prisoner’s dilemma), both players prefer
to behave as this type would, at least in the early phase of the game. In this way, the
equilibrium reputation that they will continue to play in a “constructive” manner
is preserved. Of course, keeping such a reputation will generally entail short-run
opportunity costs. Thus, for a rational type to find it a worthwhile pursuit at equilib-
rium, the game must be long enough to allow for a sufficiently protracted enjoyment
of the future payoff benefits.

Heuristically, the result just outlined displays an interesting, somewhat paradoxi-
cal, feature: players are interested in concealing their rationality. Or, in other words,
they prefer not to carry its logical implications through, consciously clinging to any
small doubt in this respect that the (incomplete-information) game may avail. This,
in sum, allows even small subjective probabilities for a certain type of irrationality
to entail important payoff consequences.

However, a potentially controversial issue then arises as to what “manifestations
of irrationality” players could, or should, admit in their analysis of the game. In con-
trast with the fact that there are only limited ways of modeling rationality (i.e., they
must all involve some suitable embodiment of payoff maximization and, perhaps, ra-
tional expectations – recall Sections 2.2 and 2.7), the scope for possible “irrational-
ities” seems vastly unrestricted. For example, in the model proposed by Kreps et al.
(1982) for the repeated prisoner’s dilemma, it was convenient to consider a particular
kind of reciprocity-inducing irrationality (i.e., that reflected by the TFT strategy).
But, of course, many other different such possibilities could have been contem-
plated instead. In general, one may suspect that, as different types of irrationality
are being considered for a particular stage game, a wide range of equilibrium (and
therefore payoff) possibilities could arise under repeated interaction. Indeed, this
conjecture will be proven essentially true in Subsection 8.6.1, where it will lead to
an incomplete-information counterpart of our previous folk theorems. Informally,
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that is, it will be shown that every individually rational payoff may be approximated
at a sequential equilibrium of a suitably perturbed finitely repeated game.

As will be recalled (cf. Section 8.3), one of the issues that can be raised against
folk-type results concerns the large equilibrium multiplicity they typically span.
Such a multiplicity, however, cannot be tackled by perturbing the game with some
incomplete information because, as suggested above, there is seldom an obvious
way to choose the “suitable perturbation.” This problem would seem exacerbated
even further if, instead of just one irrationality, several of them are allowed simul-
taneously with positive probability. But, in this case, one would also expect that a
conflict might arise among the players, who could become involved in a tour de
force to settle what reputation should steer equilibrium play. Which player might
be expected to end up succeeding in this struggle? Intuitively, it seems that the one
who has more at stake should prevail. In particular, if players differ in their discount
rates, it may be conjectured that the one who is more patient (i.e., places more weight
on future payoffs) is bound to gain the upper hand in imposing her own preferred
reputation.

To facilitate a precise discussion of these subtle issues, the literature has mostly
focused on a very stylized theoretical framework. In it, a long-term player (i.e., one
with an infinite time horizon) interacts with a sequence of short-run agents whose
concerns span just one period (i.e., the only period where they interact with the
long-run player). A paradigmatic example of this setup is provided by the so-called
chain-store game, originally proposed by Selten (1978). We rely on this game to
illustrate some of the main issues involved.

Consider a large chain store that operates in a given set of different (say, spatially
separated) markets. In each of them, the chain faces the potential entry of a specific
and independent competitor, which is circumscribed to that particular market. Every
one of these potential entrants must take, in sequence, the decision of whether to
actually enter in competition with the chain. More precisely, let t = 1, 2, . . . , T
stand for the different dates at which these decisions must be adopted. Then, at each
such t , the corresponding market-specific firm (which is supposed to be informed
of all previous history) adopts one of two possible decisions: entry (E) or not entry
(N ). Having observed this choice, the chain store then responds in one of two
different ways: it can either fight entry (F) or acquiesce (A).

To fix ideas, let the “profit potential” of each market be equal to 2, which can
be either peacefully shared by the chain store and the corresponding firm (thus
inducing a payoff of 1 for each) or simply enjoyed by the former. Suppose, on the
other hand, that the “cost of fighting” is equal to −2 for both firms, which induces
a net payoff of −1 if they enter a fight. With these conventions, the extensive-form
(two-stage) game that is played by the chain store and each of the potential entrants
may be represented as in Figure 8.1.

Clearly, the only subgame-perfect equilibrium of the game represented in Fig-
ure 8.1 is given by the strategy profile (E, A). Now suppose that, as suggested
above, this game is embedded into the larger context where the same chain store
plays repeatedly and in sequence with a finite number T of potential entrants. Then,
by resorting to a by now familiar backward-induction argument, it is straightforward
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Entrant

Chain

N

E
F

A

(–1, –1)

(1, 1)

(0, 2)

Figure 8.1: Chain-store stage game.

to check that the only subgame-perfect equilibrium of such a repeated game also
involves playing (E, A) in every t = 1, 2, . . . , T .

Let us now focus on an extension of the previous context to the case in which
the chain store faces in sequence an unbounded number of potential entrants, its
overall (intertemporal) payoffs being identified with, say, the flow of stage payoffs
discounted at a certain given rate δ ∈ (0, 1).128 Of course, in such an infinite-horizon
game, there still is a subgame-perfect equilibrium where (E, A) is played every
period. However, if δ is large enough, there is now also an alternative subgame-
perfect equilibrium where, on the equilibrium path, no potential entrant ever enters
under the fear that, if it were to do so, the chain store would respond by fighting.
In a sense, this fear is to be conceived as a reflection of the “fighting reputation”
the chain store enjoys, at equilibrium, in the eyes of the potential entrants. And
again, the long-term value of this reputation derives from its own fragility. It is only
because this reputation would immediately collapse if the chain store ever tolerated
entry that every potential entrant understands that entry would always be fought
and is thus best avoided altogether.

Formally, the aforementioned considerations are embodied by the following equi-
librium strategies: for each t = 1, 2, . . . , and every possible history ht−1 prevailing
at t , the chain store (denoted by c) and the potential entrant (identified by e) respec-
tively react as follows129:

γc

(
ht−1

) = F (8.10)

γe

(
ht−1

) =
{

N if ∀τ ≤ t − 1, aτc �= A

E otherwise.
(8.11)

An interesting feature of this equilibrium (only Nash? subgame-perfect as well? –
cf. Exercise 8.13) is that, in contrast with the infinitely repeated prisoner’s dilemma

128 Alternatively, one could consider the possibility (also contemplated in Section 8.2 for ordinary repeated games)
that the intertemporal preferences of the chain store are given by the limit average payoffs earned throughout
the whole game.

129 The present example deviates from the theoretical framework introduced in Section 8.2 because not all players
display the same time horizon. A reformulation of the original setup that accommodates for this feature is
introduced in Subsection 8.6.2. Of course, an additional difference resides in the fact that, because the game
played at every t involves two distinct stages, the chain store has to take no action when the potential entrant
decides to keep out of the market (i.e., chooses N ). To tackle this problem formally, one can simply resort to
the notational convention that, in that case, at

1 = ∅.
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Entrant

Chain

N

E
F

A

(–1, 3/2)

(1, 1)

(0, 2)

Figure 8.2: Chain-store stage game, alternative version.

discussed earlier, the chain-store reputation can be maintained at equilibrium
without ever being put to any tangible test. That is, its fighting reputation would
only have to be “honored” if a short-run firm enters, an event never observed at
equilibrium. Despite this contrast, the repeated prisoner’s dilemma and the chain-
store game do display an analogous discontinuity in the length of the time horizon;
i.e., both lead to drastically different (equilibrium) analysis when the horizon of the
interaction passes from being finite to infinite.130 In the present case, this disconti-
nuity (again to be judged counterintuitive and theoretically problematical) has been
labeled the chain-store paradox.

Kreps and Wilson (1982b) and Milgrom and Roberts (1982) addressed indepen-
dently the “resolution” of this paradox along lines quite similar to those described
above for the repeated prisoner’s dilemma. Specifically, they postulated that, in the
finite-horizon version of the game, there is a small a priori probability that the
chain store could display payoffs different from those contemplated in Figure 8.1;
for example, one may suppose that in this alternative case they are as indicated in
Figure 8.2.

If payoffs were as described in Figure 8.2, the chain store would always fight the
entry of any short-run firm and, therefore, it would be unambiguously optimal for
every potential entrant to remain on the sidelines. Thus, suppose that, with some
small subjective prior probability, short-run firms allow for the possibility that the
chain-store’s payoffs might be as in this second alternative version. Then, it can be
shown that, if the time horizon (i.e., number of potential entrants) is large enough,
the so-perturbed repeated game with Nature leads to no entry by the short-run
firms in an arbitrarily high fraction of the initial periods. Or, to be more precise, this
behavior occurs at every sequential equilibrium of the game, no matter how small
their subjective probability on the second type. For the short-run firms, staying out
is an optimal response to the credible threat on the part of the chain store that it will
maintain its reputation (i.e., fight entry), at least in the early part of game. Through
this reputation, the long-run firm obtains average payoffs that are arbitrarily close
to those of monopoly (that is, close to 2) provided the game is long enough.

Even though this conclusion has obvious parallelisms with our above discus-
sion of the finitely repeated prisoner’s dilemma, it is worth stressing that there are

130 Recall that a finite repetition of the chain-store game induces entry by every potential entrant in its unique
subgame-perfect equilibrium.
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important differences as well. In the chain-store game, sustaining the equilibrium
reputation is not jointly advantageous for all players. That is, this reputation benefits
only the chain-store firm, which is prepared to uphold it if necessary by fighting
any entry decision. In contrast, of course, any of the short-run firms would like
that, at its time of play, such a reputation had collapsed somehow and therefore
the chain store would be ready to share the market. However, those firms have no
way (nor incentives) to struggle to that effect because their individual time horizon
is too short.131 Thus, exploiting the entailed asymmetry, the chain store is able to
maintain, at equilibrium, its most profitable reputation. As we formally show in
Subsection 8.6.2 (cf. Theorem 8.12), this is a phenomenon that arises with some
generality in contexts of repeated interaction where a long-run player coexists with
a finite (but sufficiently long) series of short-run players.

Supplementary material

8.5 Folk theorems: subgame-perfect equilibrium

8.5.1 Infinite horizon

As explained (cf. Subsection 8.3.2), the folk theorems established so far raise seri-
ous concerns as to whether their conclusions are robust to the demand of subgame
perfection. Motivated by these concerns, we are specifically led to the following
question. Is repeated interaction still an effective way of achieving payoffs that could
not possibly be attained at Nash equilibria of the stage game? Addressing first this
question for the case of infinitely repeated games, a preliminary (and yet partial)
answer to this question is provided by the following two results. These results
address in turn the discounted- and the average-payoffs scenario, as given, respec-
tively, for a certain stage game W , by the repeated games Rδ (W ) and R∞ (W ) –
cf. Section 8.2. In either setup, they establish that, for some payoff vector v to be
achievable at an equilibrium of the repeated game, it is enough that every player
prefers it to some Nash equilibrium of the stage game. That is, one must have
vi > ṽi for each player i ; recall from Section 8.3 that ṽi is the worst payoff attained
by this player across all possible Nash equilibria of the stage game W.

Theorem 8.4 (Friedman, 1971): Let v ∈ V with vi > ṽi , ∀i = 1, 2, . . . , n. ∃δ̄ <
1 such that if 1 > δ > δ̄, there exists a subgame-perfect equilibrium of
Rδ (W ) whose payoffs for each player i = 1, 2, . . . , n coincide with vi .

132

Theorem 8.5: Let v ∈ V with vi > ṽi , ∀i = 1, 2, . . . , n. There exists a subgame-
perfect equilibrium of R∞ (W ) whose payoffs for each player i =
1, 2, . . . , n coincide with vi .

131 As explained in Remark 8.6, the key considerations here concerning both the players’ time horizons and
discount rates are their relative (i.e., not absolute) magnitudes.

132 Friedman (1971) proved only the slightly weaker result in which the payoff vector v to be supported at a
subgame-perfect equilibrium of the repeated game is required to dominate component-wise (i.e., in the strong
Pareto sense) the payoff vector obtained at a Nash equilibrium of the stage game.
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Proof for Theorem 8.4 and 8.5: Since the arguments are parallel for both results,
we combine them in a single proof. The logic is quite similar to that used
for Theorems 8.1 and 8.2. In the present case, however, the supporting
equilibria embody the threat that, if a unilateral deviation should occur,
subsequent play will settle on a Nash equilibrium of the stage game. In
general, of course, the particular such equilibrium then played is tailored
to the identity of the player having deviated first.

More precisely, let v ∈ V with vi > ṽi , ∀i = 1, 2, . . . , n, and suppose,
for simplicity (recall Remark 8.1), that ∃a ∈ A such that W (a) = v.Denote
by α̃ j ≡ (α̃ j

i )i=1,2,...,n a Nash equilibrium of the stage game W with a payoff
of ṽ j for player j (that is, an equilibrium whose payoff for j is minimum
among all Nash equilibria of W ). Consider the following strategies.

For each player i = 1, 2, . . . , n, t = 1, 2, . . . ,

γi

(
ht−1

) = ai if ∀τ ≤ t − 1, there exists no player j
who has deviated unilaterally from action a j in τ ;

γi

(
ht−1

) = α̃ j
i otherwise, where j is the index of the player

who has first deviated unilaterally from a j .

First, by relying on the line of argument used for Theorem 8.1, it should
be clear that the above strategies define a Nash equilibrium of the repeated
game Rδ(W ) for any δ close enough to unity. Thus, they prescribe optimal
behavior for each separate player at any point in the game, provided that no
player has ever deviated nor is predicted to do so in the future. Clearly, this
applies to the repeated gameR∞(W ), where players evaluate intertemporal
strings of stage payoffs according to their limit average.

Next, consider a situation such that, at a certain prior point in the game,
some deviation (unilateral or multilateral) has occurred. If all prior devia-
tions have involved more than one player, then the contemplated strategies
prescribe ignoring those deviations and have players still playing the ac-
tion profile a. Since the considerations then involved are equivalent to
those prevailing at the beginning of the game, this behavior defines a Nash
equilibrium of the continuation subgame. On the other hand, if some uni-
lateral deviation did occur in some previous period, the strategies induce
playing forever that particular Nash equilibrium of the stage game which
is more detrimental to the first (unilaterally) deviating player. Again (cf.
Exercise 8.5), this defines a Nash equilibrium of the ensuing repeated sub-
game, both in the scenario given by Rδ(W ) as well as in R∞(W ). This
completes the proof of the results. �

Recall from Section 8.3 that we always have ṽi ≥ v̂i for every player i , and
therefore

{v ∈ V : vi > ṽi } ⊆ {v ∈ V : vi > v̂i } .
Thus, if Theorems 8.4 and 8.5 are compared with their Nash equilibrium counter-
parts (Theorems 8.1 and 8.2, respectively), it follows that, in general, the former
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establish narrower equilibrium possibilities than the latter. By way of illustration,
suppose the stage game were as represented in Table 8.3. Then, since ṽ1 = ṽ2 = 4
is the highest payoff in the stage game, we have

{v ∈ V : vi > ṽi , i = 1, 2} = ∅
while it can be readily seen that

{v ∈ V : vi > v̂i i = 1, 2} = {(v1, v2) ∈ R
2 : 1 < vi ≤ 1 + 3

4
v j ,

∀i, j = 1, 2 (i �= j)}.
We find, therefore, a significant contrast between the payoff-supporting possibilities
stated in Theorem 8.4 (or 8.5) when restricting to subgame-perfect equilibria and
those established by Theorem 8.1 (or 8.2) when extending consideration to the
Nash equilibria of the corresponding repeated game. Thus, whereas the former
yield nothing beyond the vector (ṽ1, ṽ2) = (4, 4) obtained by continuously playing
the stage-game equilibrium (which is always a subgame-perfect equilibrium of the
repeated game), the latter encompass a significantly wider range of payoff vectors
otherwise unattainable through Nash equilibria of the stage game.

Is this significant curtailment of possibilities an unavoidable implication of sub-
game perfection? The next two results indicate that this is not the case. Specifically,
they show that, by increasing the sophistication of the underlying construction,
subgame perfection can be made compatible, in essence,133 with the same range of
equilibrium payoffs obtained in Theorems 8.1 and 8.2. That is, they establish that
any vector of (strictly) individually rational payoffs is attainable at some subgame-
perfect equilibrium of either Rδ (W ) or R∞ (W ) – in the former case, under the
customary proviso that δ is large enough.

Theorem 8.6 (Fudenberg and Maskin, 1986): Consider any v ∈ V with vi >

v̂i , ∀i = 1, 2, . . . , n. Then, if the set of feasible payoffs V displays full
dimension (i.e., equal to n), ∃δ̄ < 1 such that for all δ ∈ (δ̄, 1) there exists
a subgame-perfect equilibrium of Rδ (W ) whose payoffs for each player
i = 1, 2, . . . , n coincide with vi .

Theorem 8.7 (Aumann and Shapley, 1976): Consider any v ∈ V with vi >

v̂i , ∀i = 1, 2, . . . , n. Then, there exists a subgame-perfect equilibrium
of R∞ (W ) whose payoffs for each player i = 1, 2, . . . , n coincide
with vi .

The proofs of these two theorems rely on different variations of the same basic
idea: to deter deviations, it is enough to punish them for a sufficiently long but finite
stretch of time. Despite this similarity, the actual construction of the supporting
equilibrium strategies is significantly more involved in the case of Theorem 8.6.
Thus, for example, this result requires that the dimension of the set V coincide
with the total number of players. The intuitive basis for this requirement is quite

133 As explained below, the discounted-payoff scenario now requires an additional dimensionality condition on
the set of stage payoffs.
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clear. Sometimes, to deter certain deviations credibly, some players may have to be
threatened with selective punishments (or rewards) that do not punish (or reward)
the remaining players. In general, this is possible only if the set of possible stage
payoffs is dimensionally rich.

These complications, however, do not arise in the infinitely repeated game if
players are concerned with the limit average payoffs. In this case, because the
players display an “infinite” patience, no finitely lived punishment has any payoff
implications and, therefore, the particular details of any such punishment leave every
player fully indifferent. Since this feature facilitates the proof of Theorem 8.7 quite
substantially, we choose to exemplify the basic ideas by presenting a formal proof
of this latter result alone.

Proof of Theorem 8.7: As in previous cases, let us make the convenient simplifi-
cation that the payoff vector v to be supported satisfies v = W (a) for some
a ∈ A. Partition the set of possible histories

H =
⋃
t∈N

H t−1

into n + 1 equivalence classes: H0,H1, . . . ,Hn with the following inter-
pretation

� H0 consists of all those histories after which players are supposed to
behave in a “cooperative fashion,” i.e., each player is to choose her re-
spective action ai in the target profile a.

� Hi , i = 1, 2, . . . , n, is composed of those histories after which player i
must be “punished” by all other players j �= i .

Let us posit that h0, the “empty history” prevailing at t = 1, belongs
to H0. Starting at it, the law of motion for histories that governs their
assignment to the different equivalence classes is specified as follows.

On the one hand, postulate that if at any given period t the prevailing
history ht−1 has the game be in a cooperative phase, the game stays in a
cooperative phase at t + 1 if

(a) each player i = 1, 2, . . . , n adopts her respective target action ai at t ,
or

(b) there is a multilateral deviation from a = (a1, a2, . . . , an) involving
two or more players.

Formally, this amounts to specifying the following conditions:

(i)
(
ht−1 ∈ H0, at = a

) ⇒ ht ∈ H0;
(ii)

(
ht−1 ∈ H0, at

i �= ai , at
j �= a j , i �= j

) ⇒ ht ∈ H0.

On the other hand, let us also postulate that, at any t where the game
is in a cooperative phase, any unilateral deviation by some given player i
triggers a punishment phase where this player is kept at her minimax payoff
for r periods, where r ∈ N is a parameter (to be determined below), which
specifies the duration of punishment phases. Naturally, after those r periods
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are over, the game is assumed to return to a cooperative phase. Formally,
this is embodied by the following additional conditions:

(iii)
(
ht−1 ∈ H0, at

i �= ai ,
(∀ j �= i, at

j = a j

)) ⇒ ht ∈ Hi ;
(iv)

(
ht−1 ∈ H0, ht , . . . , ht+s−1 ∈ Hi , s ≤ r

) ⇒ ht+s ∈ Hi ;
(v)

(
ht , ht+1, . . . , ht+r ∈ Hi

) ⇒ ht+r+1 ∈ H0.

Given (i)–(v), now consider the following strategies: for each player
i = 1, 2, . . . , n, and every t ,

γi

(
ht−1

) = ai if ht−1 ∈ H0,

γi

(
ht−1

) = α̂ j
i if ht−1 ∈ H j ,

(8.12)

where α̂ j
i is a (possibly mixed) action of player i underlying the minimax

payoff v̂ j for player j (recall the analogous procedure used in the proof
of Theorem 8.1). Of course, those strategies are not yet fully defined be-
cause one still needs to specify the parameter r determining the length of
the punishment phases. Thus choose r so that, for all i = 1, 2, . . . , n, the
following inequality is satisfied:

v∗i + r v̂i < vi + rvi (8.13)

where we define

v i = min
a∈A

Wi (a) , (8.14)

i.e., the minimum payoff attainable by player i in the stage game, and recall
that

v∗i = max
a∈A

Wi (a) .

Since, by assumption, v̂i < vi for every i = 1, 2, . . . , n, some such (finite)
r exists.

Finally, let us verify that the strategies described in (8.12) define a
subgame-perfect equilibrium of R∞ (W ) for any r that satisfies (8.13).
Clearly, given any such r , no player i can enjoy any payoff gain by devi-
ating from her respective target action ai . This certainly implies that those
strategies define a Nash equilibrium of the repeated game. However, if this
equilibrium is to be subgame perfect as well, the punishment phases to
be suffered by any given player i must involve optimal (i.e., credible) re-
sponses by the remaining players j �= i . But this is a trivial consequence
of the fact that, because players are concerned only with their limit average
payoffs, any payoff stretch involving just a finite number of periods (note
that punishment phases are so designed) is payoff irrelevant. The proof of
the theorem is thus complete. �

Remark 8.3: Renegotiation-proof equilibria in repeated games.

To tackle the equilibrium multiplicity typically displayed by repeated
games, a natural course to take would seem to be that explored in Chapter 4.
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There, it might be recalled, we introduced a variety of further strategic-
stability requirements that, by strengthening those embodied by Nash equi-
librium, were in some cases effective in ruling out some of the original Nash
equilibria.

However, Theorems 8.6 and 8.7 make it apparent that, by limiting to
refinement criteria that reflect considerations of perfection alone, nothing
essential is gained in tackling the problem. Instead, an alternative route that
has proven partially effective in this respect has revolved around the general
notion labeled renegotiation-proof equilibrium, which has been formalized
in different specific ways. Early proponents were Farrell and Maskin (1989)
for infinitely repeated games and Benoit and Krishna (1988) for finitely
repeated ones.

Succinctly, the main idea put forward by this literature may be explained
as follows. Consider a given multistage game and suppose that players may
“pause” at any intermediate stage of it to reevaluate the situation. At every
such point, they should have the opportunity of “renegotiating” whatever
equilibrium they might have originally settled on, if all of them so desire.
But this must also imply that, when contemplating a future hypothetical
deviation, players should be able to anticipate this possibility. That is, they
should consider whether, if such a deviation were indeed to occur, players
would afterward be interested in jointly revising the ensuing (equilibrium)
reactions that should follow. In particular, it could well happen that, even
though the ensuing equilibrium behavior does define an equilibrium of
the continuation game (i.e., the equilibrium considered is perfect, in some
appropriate sense), there is another continuation equilibrium that all players
prefer to the original one. Then, players could argue at that juncture (i.e.,
after the deviation) as follows:

If we must ‘agree’ on a particular equilibrium to apply henceforth, it is
silly for us to focus on one for which an alternative equilibrium exists
that we uniformly prefer (i.e., whose outcome Pareto-dominates that of
the former). Bygones are bygones: if one of us has deviated from a
putative equilibrium, there is nothing we can now do about it – it would
be unreasonable to punish ourselves (i.e., all of us) for that irreversible
state of affairs.

As suggested in Subsection 2.2.1, to admit the implicit “conversation”
outlined above as a legitimate basis for the analysis of a game is somewhat
at odds with the tenet of independent decision making that underlies non-
cooperative game theory. In general, that is, one should insist that if the
description of the strategic situation allows for the possibility of interplayer
communication, this communication should be formally modeled as part
of the game itself.

In fact, it is partly because this underlying communication is not mod-
eled explicitly that this literature has produced quite a diverse range of
renegotiation-proof concepts. All of them embody the same rough idea:
no equilibrium should qualify as renegotiation proof if its off-equilibrium
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(“punishment”) strategies admit the possibility of a jointly beneficial
revision toward an equilibrium of the continuation game. Their implica-
tions, however, are sometimes quite diverse and depend as well on the
particular context of application. They range from cases where equilibria
of this kind do not exist, to others where they are successful in ensuring
uniqueness, to still others where the original equilibrium multiplicity of
subgame-perfect equilibria persists even when renegotiation proofness is
imposed. Overall, it seems fair to say that the difficult issues raised by rene-
gotiation proofness must be understood far better before this idea can be
widely and consistently used in the analysis of general repeated games. �

8.5.2 Finite horizon

Here, we carry out for finitely repeated games the analogue of the task performed
in the previous subsection for games that are infinitely repeated. That is, we explore
how the folk theorem proven in Section 8.3.2 for those games (Theorem 8.3) fares
under the requirement of subgame perfection.134

First, we establish that, unlike what we concluded in Subsection 8.5.1 for in-
finitely repeated games, there are circumstances where the requirement of subgame
perfection may have drastic (“nonfolk”) implications if the horizon of interaction
is finite. Consider, for example, the case where the stage game has a unique Nash
equilibrium. Then, the next result shows that by demanding subgame perfection
the repeated game is forced to inherit rigidly the same equilibrium uniqueness
of the stage game. Thus, repeated interaction adds in this case no further payoff
possibilities, beyond what is already available in the stage game alone.

Theorem 8.8: Suppose that the stage game W has a unique Nash equilibrium, ᾱ.
Then, given any T <∞, the unique subgame-perfect of RT (W ) has every
player i = 1, 2, . . . , n choose ᾱi in every t = 1, 2, . . . , T , independently
of history.

Proof: The proof is a straightforward generalization of the argument de-
scribed in Section 8.1 for the finitely repeated prisoner’s dilemma (see
Exercise 8.7). �

The above result stands in stark contrast with Theorem 8.3, whose statement did
not depend at all on the lack of equilibrium uniqueness of the stage game. Here, it
is the combination of such uniqueness and the demand of subgame perfection that
jointly imply the uniqueness of equilibrium in the finitely repeated game. Thus, for
example, if we again let the stage game W be as given by Table 8.3, the unique
payoff vector sustainable at a subgame-perfect equilibrium of the repeated game
RT (W ) is ṽ = (4, 4). This contrasts with the fact, already discussed, that a payoff
vector such as v = (2, 2) may be supported through a Nash equilibrium of RT (W ),
provided T is high enough.

134 Recall that the constructive proof of Theorem 8.3 involved “nonperfect” strategies, much as it was also the
case in the counterpart results for infinitely repeated games (Theorems 8.1 and 8.2).
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It follows, therefore, that to have finitely repeated interaction expand “credibly”
(i.e., through subgame-perfect equilibria) the payoff possibilities attainable in the
stage game, this game must display at least two distinct Nash equilibria. In fact, as
we show next, one must require a somewhat stronger condition: every individual
must have two alternative Nash equilibria of the stage game that she does not find
payoff indifferent. Intuitively, what this avails is a sufficient degree of freedom to
threaten each player in a credible fashion.

Theorem 8.9 (Benoit and Krishna, 1985): Suppose that, ∀i = 1, 2, . . . , n, there
exists a Nash equilibrium of W , α̌i , such that Wi (α̌i ) > Wi (α̃i ).135 If
v ∈ V satisfies vi > v̂i for each i and dim V = n,136 then ∀ε > 0, ∃T ∗

such that if T > T ∗, the repeated game RT (W ) has a subgame-perfect
equilibrium whose induced payoff vector v′ satisfies |v′i − vi | ≤ ε for each
player i.

Proof (partial): Let v ∈ V . Here, to avoid some intricate details, we shall posit,
in addition to the usual simplification that v = W (a) for some a ∈ A, the
further assumption that vi > ṽi for each i = 1, 2, . . . , n. That is, we posit
that the target payoff vector can be attained by a pure-strategy profile, each
player receiving with it a payoff larger than what she would obtain in her
worst Nash equilibria of the stage game.137

As in Theorem 8.3, consider a terminal path of actions, (αT−n+1,
αT−n+2, . . . , αT ), with αT−n+i = α̌i , i = 1, 2, . . . , n. By hypothesis, the
average payoff for each player i along this path exceeds that of the constant
path given by αT−n+ j = α̃i for every j = 1, 2, . . . , n. Let µi > 0 repre-
sent the magnitude of this excess average payoff and make µ ≡ mini µi .

Consider now a concatenation of q paths as the one formerly described,
which produces a terminal path q times longer involving the last q · n pe-
riods (here, of course, it is implicitly supposed that T > q · n). Then, if
one compares the path so constructed with another constant one (also of
length q · n) in which every element coincides with α̃i , it follows that the
average payoff of each player i along the constant path must fall below
that of the alternative one by at least q · µ. On the other hand, it should be
clear that both of these paths can be supported as a subgame-perfect equi-
librium in any subgame involving the last q · n stages of the repeated game
RT (W ) .

135 Recall that α̃i stands for the Nash equilibrium of the stage game W where player i obtains the lowest equilibrium
payoff, which was denoted by ṽi .

136 As explained in connection with Theorem 8.6, the condition dim V = n guarantees that the stage game admits
a sufficiently discriminating leeway to construct a rich (player-specific) set of punishment strategies. In the
partial proof outlined below this consideration plays no role because the argument focuses on the case where
the payoff vector to be supported Pareto-dominates that obtained at some Nash equilibrium of the stage game.

137 Note that this case is the analogue, for finitely repeated games, of that considered in Theorems 8.4 and 8.5 for
repeated games with an unbounded time horizon.
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Motivated by the aforementioned considerations, we define the following
strategies for each player i = 1, 2, . . . , n138:

(i) γi

(
ht−1

) = ai if t ≤ T − q · n and ∀τ ≤ t − 1, there exists no
player j who has deviated unilaterally from a j in τ ;

(ii) γi

(
ht−1

) = α̌ j
i if t > T − q · n and no single player deviated from

(i) for all τ ≤ T − q · n, where the mixed-action
profile α̌ j is chosen so that j = n − [T − t]n ;

(iii) γi

(
ht−1

) = α̃ j
i otherwise, where j is the player who first deviated

from a j for some prior τ ≤ T − q · n.

As in the proof of Theorem 8.3, it is easy to check that, for suffi-
ciently high q, the above strategies define a subgame-perfect equilibrium
of RT (W ) if T > n · q. Therefore, given q (independently of T ), there
exists some T ∗, large enough, such that if T > T ∗ the overall average pay-
offs induced by those strategies approach her respective vi in an arbitrarily
close fashion. This completes the proof. �

The former result shows that, in finitely repeated games, a crucial factor is whether
the stage game W admits some punishment margin that could be selectively im-
plemented for each player in a credible fashion (i.e., through corresponding Nash
equilibria of W ). If this happens, any individually rational payoff can be sustained
by some subgame-perfect equilibrium when the time horizon under consideration
is long enough. This then implies that, under those conditions, the requirement of
subgame perfection does not shrink (as compared with Nash equilibrium alone –
cf. Theorem 8.3) the scope of payoff possibilities that can be attained at equilibrium
in a long enough repeated game.

These payoff possibilities, on the other hand, are also essentially the same as
those attainable with an unbounded time horizon (recall Theorems 8.6 and 8.7). At
first sight, it is intriguing that the anticipation by the players that their interaction
will definitely end at some prespecified date should not alter matters in this respect.
Wouldn’t players then face progressively weaker incentives to avoid deviations as
the finitely repeated game approaches its end? This, in turn, should bring over anal-
ogous implications to the earlier stages of the game through the familiar procedure
of backward induction. Indeed, it is true that, as the end of the game is reached, the
incentives of the players to abide by (nonequilibrium stage) behavior deteriorates –
simply, the future consequences of any deviation become less important. This prob-
lem, however, has been tackled in the above equilibrium construction by exploiting
the wedge experienced by every player between her worst equilibrium outcome in
the stage game and an alternative equilibrium possibility. If this wedge is applied
to a long enough final stretch, it maintains the required incentives till the very end
of the game. In particular, it precludes the backward-induction unraveling, which
might otherwise be possible in view of the prespecified end of the interaction.

138 Recall the notational conventions explained in Footnote 124.
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By way of illustration, recall the strategic-form game represented in Table 8.2.
This game has two pure-strategy Nash equilibria: (X, A) and (Y, B), with different
payoffs for each player. Its only symmetric Nash equilibrium (which involves each
player choosing both of her pure strategies with the same probability) is clearly
inefficient. However, it follows from Theorem 8.9 that the payoff vector v = (4, 4)
can be arbitrarily approximated in a subgame-perfect equilibrium if the stage game
is repeated a sufficiently large (but finite) number of times. The reason is that the
two aforementioned pure-strategy Nash equilibria, precisely because of their asym-
metry, provide the punishment leeway required to support the symmetric efficient
profile along (most of) the equilibrium path.

Theorem 8.9 leaves aside those contexts where the stage game has a unique
Nash equilibrium, in which case we know (cf. Theorem 8.8) that there is a unique
subgame-perfect equilibrium where the stage Nash equilibrium is repeated over
time. A case in point is the finitely repeated prisoner’s dilemma, where defection
prevails throughout in its unique subgame-perfect equilibrium. The theoretical and
empirical problems raised by this fact were already discussed in Section 8.4. There,
we suggested a way out of these problems that involved perturbing the game slightly
with a small degree of incomplete information. Here, we pursue a somewhat remi-
niscent methodological approach, in that play will also be slightly perturbed. In the
present case, however, the perturbation will impinge on the equilibrium concept
itself, that will be relaxed slightly to accommodate for an approximate notion of
optimality (or rationality) on the part of the agents.139

Let us parametrize by ε ≥ 0 the payoff magnitude by which players are allowed
to divert from optimality – or, more precisely, the extent to which they may ignore
profitable deviations. Associated with any such ε, we introduce two generalized
equilibrium notions labeled ε-Nash equilibrium and ε-subgame-perfect equilib-
rium. As should be apparent, the ordinary notions of Nash and subgame-perfect
equilibria (cf. Definitions 2.2 and 4.1) are obtained as particular cases when the
tolerance level ε = 0.

Definition 8.1: Let G = {N , {Si }n
i=1 , {πi }n

i=1} be a game in strategic form. Given
ε ≥ 0, a strategy profile σ ∗ = (σ ∗

1 , σ
∗
2 , . . . , σ

∗
n ) is said to be an ε-Nash

equilibrium if ∀i = 1, 2, . . . , n, ∀σi ∈ �i , πi (σ ∗) ≥ πi (σi , σ
∗
−i ) − ε.

Definition 8.2: Let� be a game in extensive form. Given ε ≥ 0, a strategy profileγ ∗

is said to be an ε-subgame-perfect equilibrium if, for all proper subgames
�̂ of �, γ ∗ |�̂ is an ε-Nash equilibrium of �̂.

Thus, if ε > 0, the standpoint adopted by the ε-equilibrium concepts is that de-
viations that entail only a small payoff gain may be ignored. This contrasts with the
standard notion of (exact) rationality considered so far, where no profitable devia-
tions are allowed, no matter how small. The approach based on ε-(ir)rationality may
be conceived as an indirect formalization of bounded rationality, as it pertains to

139 Thus, in contrast with the Nash refinement approach, our present aim is to relax the Nash criterion itself,
consequently tending to enlarge the set of strategy profiles that qualify as equilibria.
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players’ perception – i.e., only if payoff potential gains are substantial enough, they
are necessarily reacted to. As we shall see (cf. Theorem 8.10), such ε-rationality can
open up ample cooperation opportunities that would otherwise be unreachable. In
this sense, therefore, a strict bounded-rationality interpretation of matters might be
questionable. In a sense, one could heuristically say (for example, concerning play
in the finitely repeated prisoner’s dilemma) that letting oneself slide into “too much”
rationality (more specifically, its being common knowledge) might be somewhat
irrational. For, if players insist on responding even to the most minute payoff gains
(and this is commonly known), they might in effect be foregoing large payoff gains.

A formalization of these ideas in a general repeated-interaction framework is the
object of the following result.

Theorem 8.10 (Radner, 1980): Let v ∈ V with vi > ṽi , ∀i = 1, 2, . . . , n. Given
any ε > 0, η > 0, ∃T ∗ such that if T > T ∗ the repeated game RT (W )
has an ε-subgame-perfect equilibrium whose payoffs v′i for each player i
satisfy |v′i − vi | ≤ η.

Proof: Consider any v ∈ V such that vi > ṽi (i = 1, 2, . . . , n) and suppose, as
usual, that v = W (a) for some a ∈ A. Let α̃i stand for a Nash equilibrium
of the stage game W where the payoff of player i is equal to ṽi ; i.e., it is
minimum across all Nash equilibria of W . Then, given some s ∈ N, s < T ,
and any particular Nash equilibrium ᾱ of the stage game W , consider the
following strategies for each player i = 1, 2, . . . , n:

(i) γi

(
ht−1

) = ai if t ≤ T − s and ∀τ ≤ t − 1, there exists no player j
who has deviated unilaterally (only she) from a j in τ ;

(ii) γi

(
ht−1

) = α̃ j
i if t ≤ T − s and (i) does not apply, where j is the

player who first deviated unilaterally from a j for some
τ ≤ t − 1;

(iii) γi

(
ht−1

) = ᾱi if t > T − s. (8.15)

Choose q ∈ N such that

q (vi − ṽi ) > v
∗
i − vi

for every i = 1, 2, . . . , n, where v∗i is defined in (8.7). Then, if players are
taken to follow the strategies described in (8.15), no player has an incentive
to deviate for all t ≤ T − s − q. Naturally, no deviation is profitable either
for t > T − s because, in each of these periods, play coincides with a Nash
equilibrium of the stage game.

Let us finally turn to the possibility that deviations might occur for t
such that T − s − q < t ≤ T − s. Fix ε > 0, arbitrarily low. Then, if s
(and therefore T ) is chosen large enough, no deviation by any player in
those periods may produce an increase in average payoffs larger than ε.
Specifically, it is enough to select

s + 1 >
maxi v

∗
i − mini vi

ε
.



Reputation and “irrationality”: formal analysis 311

In that case, the strategies given in (8.15) define an ε-Nash equilibrium of
RT (W ) that, as is it is easy to confirm, is ε-subgame-perfect as well.

Finally, note that the previous argument (in particular, the fact that the
strategies in (8.15) define an ε-equilibrium) is independent of T , provided
that T ≥ s + q. Therefore, if T is chosen high enough (keeping s and q
fixed), the equilibrium described induces average payoffs that approximate
vi for each player i = 1, 2, . . . , n in an arbitrarily close manner. The proof
is thus complete. �

By way of example, let us apply Theorem 8.10 to the finitely repeated prisoner’s
dilemma with stage payoffs as described in Table 8.1. Given any ε > 0 andη > 0, we
may guarantee that there exists a sufficiently protracted (but finite) horizon such that
if the repeated game extends beyond this point, the two players can sustain, through
an ε-subgame-perfect equilibrium, average payoffs (v1, v2) such that vi ≥ −1 − η
for each i = 1, 2 – that is, average payoffs arbitrarily close to the cooperative levels.
If we follow the same construction used in the proof above, such an equilibrium
would have players choose action D in the last s periods, where s must be chosen so
that s > (1 − ε)/ε.And then, it can be easily checked that, for the stated conclusion
to hold, it is enough that the time horizon T satisfies T > 9s/η.

8.6 Reputation and “irrationality”: formal analysis

To complement the informal illustrations discussed in Section 8.4, our present
objective is to gain some rigorous understanding of the role that reputation-building
phenomena can have in repeated games. More specifically, we focus on how different
behavioral reputations unfold in scenarios that are perturbed, just slightly, by some
prior probability for “irrational” behavior. In line with our former examples, we
divide the analysis in two parts. First, in Subsection 8.6.1, we are concerned with
setups where all players involved display the same (long) time horizon. Then, in
Section 8.6.2, our attention turns to contexts where agents with different time
horizons coexist – specifically, the focus is on a case where a single long-run player
faces an infinite sequence of short-run ones.

8.6.1 A common time horizon

First, we want to render precise the idea that, under “slight” incomplete information,
the incentives of forward-looking players to buttress a certain behavioral reputation
(even if this reputation is, in a sense, of irrationality) may sustain, at equilibrium,
payoffs that would not be attainable otherwise, i.e., under complete information. In
essence, the folk-type result of this kind that is proven below may be summarized
as follows:

In a long process of repeated interaction that is subject to small uncertainty as to
the underlying types of the opponents, there is a suitable choice for the
possible alternative types that allows one to obtain any payoff vector that
dominates Nash stage payoffs at an associated sequential equilibrium.
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To establish this result formally, let us consider a theoretical framework that,
for simplicity, is restricted to just two players, 1 and 2. Suppose that, a priori,
each of these players can be either of a “normal” or of a “rare” type, the latter
possibility happening with a prior independent probability η > 0, conceived as
small. Modeling matters in the Harsanyian fashion, let Nature select first the type of
each player i , who is then informed privately. (This, of course, has player j (�= i) hold
subjective beliefs on player i’s type that are given by Nature’s choice probabilities,
η and 1 − η.) If both players are of the normal type, their payoffs are as given
by some RT (W ). That is, they are in fact involved in the T -fold repetition of the
(finite) stage game given by

W : A1 × A2 → R
2,

even though neither of them can be completely sure of that (because they are
uncertain of the opponent’s payoffs). Instead, if either player i ∈ {1, 2} happens to
be of the rare type, she is assumed confronted with a situation (or game form) just
as in RT (W ), but her corresponding payoffs are then different. Specifically, her
intertemporal payoffs (defined over the set of complete histories) are as given by
some payoff function of the form

ψi : H T → R.

For the moment, these payoff functions (or alternative “reputations”) are left un-
specified, because they will be used to parametrize the ensuing analysis. For any
given pair of such payoff functions, (ψi )i=1,2, the induced incomplete-information
game will be denoted RT (W, (ψi )i=1,2 , η).

In this context, the aforementioned folk-type result can be formally stated as
follows.140

Theorem 8.11 (Fudenberg and Maskin, 1986): Let v ∈ V with vi ≥ ṽi , ∀i =
1, 2. ∀η > 0, ∀ε > 0, there exists some T ∗ and suitable payoff functions for
the rare types, (ψi )i=1,2, such that if T > T ∗, the gameRT (W, (ψi )i=1,2 , η)
has a sequential equilibrium141 whose payoffs v′i for the normal type of
each player i satisfy |vi − v′i | ≤ ε.

Proof: Suppose, for simplicity, that v = W (a) for some a ∈ A. First, we need
to define the rare types used to support the payoff vector v at equilib-
rium. This amounts to specifying what are the intertemporal payoffs ψi (·)
displayed by these types. In this respect, it will be convenient to postulate
simply that, for each player i , her corresponding payoff functionψi (·) when

140 Fudenberg and Maskin (1986) show a stronger theorem where any individually rational payoff vector (i.e.,
any v ∈ V such that vi > v̂i for each player i) can be supported at a sequential equilibrium of the incomplete-
information game. Here, to simplify the argument, we focus on the weaker version where vi ≥ ṽi (≥ v̂i ) – cf.
Subsection 8.3.1.

141 As explained, the game is modeled to have Nature as the first mover. Thus, the sequential equilibrium referred
pertains to the induced trilateral game involving Nature and players 1 and 2.



Reputation and “irrationality”: formal analysis 313

being of the rare type renders it dominant for her to follow the following
strategy142:

γ̌i

(
ht−1

) = ai if ∀τ ≤ t − 1, there exists no player j who
has unilaterally deviated from a j in τ ; (8.16)

γ̌i

(
ht−1

) = α̃ j
i otherwise, where j is the index referring to

the player who has first deviated unilaterally
from a j . (8.17)

Fix a certain T̂ , and consider any particular sequential equilibrium of the
game RT̂ (W, (ψi )i=1,2, η) . Let the behavior for the normal types in this
equilibrium be given by (interim) strategies that are denoted by (γ̂i )i=1,2 .

Next, consider time horizons T with T > T̂ , and suppose that the strategy
for a normal type of player i in this game is as follows:

γi

(
ht−1

) = γ̌i

(
ht−1

)
if t < T − T̂ ; (8.18)

= γ̂i

(
ht−1

)
if t ≥ T − T̂ and ∀τ < T − T̂ ,

no player deviated unilaterally; (8.19)

= γ̌i

(
ht−1

)
otherwise.143 (8.20)

We claim that, for any given η > 0, the strategies defined by (8.16)
and (8.17) for the rare types and (8.18)–(8.20) for the normal ones define a
sequential equilibrium of RT (W, (ψi )i=1,2 , η), provided T is large enough.
For the rare types, the strategies defined in (8.16) and (8.17) are sequentially
optimal by hypothesis. On the other hand, for the normal types, in order to
show that the strategies given by (8.18)–(8.20) are optimal as well at every
possible period t , it is useful to decompose the argument in three steps.

1. Let t ≥ T − T̂ , and suppose that no unilateral deviation has occurred in
τ ∈ {1, 2, . . . , T − T̂ − 1}.Then, (8.19) prescribes behavior according
to (γ̂i )i=1,2 that, by construction, is supposed to define a sequential

equilibrium for the final part of the game of duration T̂ . (Note that,
if no deviation from a has occurred up to T − T̂ − 1, the subjective
probabilities on the opponent’s type coincide with those prevailing at
the beginning of the game.)

2. Suppose now that, at a certain t ′ < t , there has been a unilateral de-
viation by some player j . Then, the prescription of (8.17) and (8.20)
is that in t (and all later periods) the Nash equilibrium α̃ j of the stage

142 In the present incomplete-information context, a well-defined strategy must involve a mapping from observed
history (i.e., past actions) and the player’s type to the set of possible actions. For simplicity, however, we choose
to abuse this notion and speak of a strategy as a mapping that, for any given type, depends on observed history
alone. No confusion should arise.

143 Note that, if t ≥ T − T̂ and some player j deviated at some τ < T − T̂ (i.e., neither of the two first cases
apply), then γ̌i

(
ht
) = α̃ j

i . Despite the fact that players’ behavior is then constant, the general formulation
γ̌i

(
ht
)

is maintained for expositional reasons.
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game will be played. This obviously induces a sequential equilibrium
of the ensuing game.

3. Finally, we consider the third possibility. Let t < T − T̂ and suppose
that no unilateral deviation has taken place before then. It has to be
shown that no player i = 1, 2 will find it optimal to deviate from the
contemplated strategies – i.e., it is optimal for each of them to play her
respective ai in t.On the one hand, if she were to deviate, her maximum
total sum of stage payoffs would be

v∗i + (T − t) ṽi , (8.21)

where recall that v∗i was defined as the maximum payoff of player i in
the stage game W (cf. (8.7)). On the other hand, under the maintained
assumption that her opponent (if of a normal type) will keep playing
the strategy defined by (8.18)–(8.20), each player i can guarantee (by,
say, mimicking the strategy γ̌i of the rare type) an ensuing flow of
stage payoffs that, in expected terms, provide a total sum that is at
least

η (T − t + 1) vi + (1 − η)
(
v i + (T − t) ṽi

)
, (8.22)

where recall that v i stands for the minimum payoff of i in the stage
game W (cf. (8.14)). Thus, it is enough to show that if T is high enough,
the expression in (8.22) must exceed that in (8.21). Subtracting (8.21)
from (8.22), we obtain

η (T − t) (vi − ṽi ) + (1 − η) v i + ηvi − v∗i .
Since t < T − T̂ (i.e., T − t > T̂ ), the above expression is positive if
T̂ is high enough. Specifically, it is sufficient that

T̂ >
v∗i − (1 − η)v i − ηvi

η (vi − ṽi )
.

To conclude, note that, because T̂ (the length of the “terminal phase”)
can be determined independently of T (the length of the whole game),
the average payoffs of each player i over the full game can be drawn
arbitrarily close to vi (i.e., within any prespecified ε > 0). This simply
follows from the fact that the contemplated equilibrium yields vi to
player i in the first T− T̂ stages of the game, and these stages represent
an arbitrarily high fraction of the whole game if (given T̂ ) the time
horizon T is long enough. This completes the proof. �

Remark 8.4: Equilibrium robustness in finitely repeated games

Theorem 8.11 underscores the fact (also illustrated in Section 8.4) that
some of the results proven in Section 8.5.2 for repeated games with a fi-
nite time horizon (e.g., Theorem 8.8) are not robust to small perturbations
in either the description or the analysis of the game. Here, the perturba-
tion has concerned the information conditions under which the interaction
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takes place. In contrast, Theorem 8.10 focused on “perturbations” of the
traditional, perfect rationality, behavioral paradigm. �

8.6.2 Different time horizons

As discussed in Section 8.4, the scope of possible reputations (and corresponding
equilibrium payoffs) that should be expected to arise and consolidate in a repeated
process of interaction must crucially depend on the particular time horizons of the
different players. This point was illustrated through the (finitely repeated) chain-
store game. In this example, the fact that the chain store has a time horizon much
longer than the market-specific potential entrants allows the former to impose its
preferred reputation to each of the latter. That is, at equilibrium, the potential
entrants come to believe (rightly so) that the chain store would always fight entry, at
least for the early part of the game. This, in the end, deters the entry of most of the
potential entrants and allows the chain store to earn profits that are close to those
it would obtain if, rather than being the second mover in every stage game, it were
the “Stackelberg” leader.

Here, we explore whether the insights obtained in this example can be extended
to general repeated games involving players with different time horizons. To render
the analysis specially simple (see Remark 8.6 below), we focus on a clear-cut
context akin to that of the chain-store game. In it, just one long-run player interacts
bilaterally (according to a fixed stage game) with a collection of short-run players
entering the process in sequence. However, in contrast to the chain-store game, we
maintain the theoretical approach adopted throughout and postulate that the stage
game may be suitably described in strategic form.144

Thus, consider a context in which the interaction in every period always takes
place according to the same bilateral stage game in strategic form, specified through
a function

W : A1 × A2 → R
2.

In what follows, we adhere to the notational convention that player 1 is the long-run
player while player 2 stands for the changing short-run player. The interaction spans
for T periods, where T is assumed to be finite. The long-run player is involved in
each and every one of the different periods. However, at every t = 1, 2, . . . , T , there
is a new short-run player (indexed by t) who plays in that (and only that) period.
At each t , players are assumed fully informed of past history, i.e., they know all
those action pairs (aτ1 , a

τ
2 ) chosen in every τ < t. Their intertemporal payoffs are

identified with the average payoffs earned over the whole game (or, equivalently in
the case of short-run players, with the single-stage payoffs). Modifying the notation
proposed in Section 8.2, such a game is denoted by R̂T (W ).

The game R̂T (W ) defines the benchmark framework and describes the strategic
interaction when the long-run player is of the “normal” type. Again, we perturb

144 Thus, the analysis is not directly applicable to the chain-store setup where the stage game is sequential.
However, the ideas can be readily extended to this case, as indicated in Exercise 8.16.
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matters by allowing that, with a small probability, player 1 might be of some
different “rare” type. Specifically, it is convenient to posit that her space of rare
types consists of those who simply repeat a particular action from the stage game W
throughout (say, because each of these types finds repeating that action a dominant
strategy). Then, the overall situation is formulated as an incomplete-information
game where player 1 is taken to be informed of her type, whereas each of the
short-run players starts the game with some common and nondegenerate beliefs
about the type of player 1.

More formally, let J1 be the space of possible rare types of player 1 that are
alternative to the normal one. As explained, we associate J1 with the action space
of player 1 in the stage game W. Thus, restricting to pure actions alone, we make
J1 = {θ (a1) : a1 ∈ A1}, where θ (a1) is interpreted as the type who finds it dominant
to play a1 throughout. Consequently, the full type space of player 1 is

J̃1 = J1 ∪ {θn} ,
where θn stands for the normal type whose payoffs are as given by R̂T (W ). The ex
ante probabilities used (by Nature) to select the fixed type of player 1 are given by
a certain probability function P1 (·). Naturally, to make the problem interesting, we
suppose that 0 < P1 (θn) < 1, i.e., there is some ex ante uncertainty about the type
of player 1. In contrast, each of the T short-run players is for sure of a “normal” type.
That is, their payoffs are always as given by W2(·), the second of the components
of the vectorial function W (·). The incomplete-information game thus defined is
denoted by R̂T

(
W, J̃1, P1

)
.

If player 1 could commit to a fixed pure action (say, if the stage game were
sequential and she could move first in it), the maximum payoff she can guarantee
for herself in each period (assuming that the opponent in question reacts optimally)
is given by

v̄1 = max
a1∈A1

min
α2∈ρ2(a1)

W1 (a1, α2) ,

where

ρ2 : A1 ⇒ A2

represents the best-response correspondence of the short-run players. That is, for
each a1 ∈ A1, ρ(a1) embodies the set of (mixed) actions in A2, which are a best
response to a1. The payoff magnitude v̄1 is called the Stackelberg payoff of player 1,
with ā1 ∈ A1 standing for any one of the actions of player 1 that guarantees this
payoff when the short-run player responds optimally.

Clearly, the long-run player can hope to establish no better reputation than that
of being a rare type fixed on playing action ā1. Suppose the corresponding type
θ (ā1) has positive a priori probability, i.e., P1(θ (ā1)) > 0. Then, in line with the
insights developed in Section 8.4 for the chain-store game, the next result establishes
that, at any sequential equilibrium of the induced game with Nature, the long-run
player is able to approximate the Stackelberg payoff v̄1 if the time horizon is long
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enough. Thus, in this case, she is able to approximate the payoff associated with
her best possible “reputation.”

Theorem 8.12 (Fudenberg and Levine, 1992): Suppose P1 (θ (ā1)) > 0. ∀ε >
0, ∃T ∗ such that if T > T ∗, the payoffs v′1 obtained by the normal type
of player 1 in the game R̂T (W, J̃1, P1) satisfy v′1 ≥ v̄1 − ε in any of the
sequential equilibria.

Proof: Let (γ̃1, γ̃2) be the players’ strategy profile in a sequential equilibrium of
R̂T (W, J̃1, P1), where γ̃2 (·) = [γ̃21 (·) , γ̃22 (·) , . . . , γ̃2T (·)] stands for the
collection of strategies played by each of the T short-run players. As in-
duced by this equilibrium, one can determine, for each history ht−1, the
probability χ (at

1 = ā1 | ht−1) that player 1 adopts action ā1 right after that
history. First we argue, by relying on a simple continuity argument, that
there must exist some χ̃ < 1 such that if

χ
(
at

1 = ā1 | ht−1
) ≥ χ̃

then

γ̃2
(
ht−1

) ∈ ρ2 (ā1) . (8.23)

To verify it, suppose otherwise, which implies that there exists some
ã2 /∈ ρ2 (ā1) and a sequence, {αn

1 }∞n=1, of mixed actions of player 1 (or,
equivalently, beliefs about her pure actions) such that

∀n = 1, 2, . . . , ∀a1 ∈ A1, αn
1 (a1) > 0

limn→∞ αn
1 (ā1) = 1

∀n = 1, 2, . . . , ∀a2 ∈ A2, W2(αn
1 , ã2) ≥ W2(αn

1 , a2).

But, by the continuity of (the mixed extension of) W2(·), it follows that

lim
n→∞ W2(αn

1 , ã2) = W2(ā1, ã2) ≥ lim
n→∞ W2(αn

1 , a2) = W2(ā1, a2)

for all a2 ∈ A2, which contradicts the hypothesis that ã2 /∈ ρ2 (ā1).
Now suppose the normal type of player 1, θn , were to mimic the constant

strategy played by type θ (ā1) . It is next shown that, in this case, at least
one of the following two statements is true for each t = 1, 2, . . . , T :

(i) χ
(
at

1 = ā1 | ht−1
) ≥ χ̃ ,

or

(ii) P1
(
θ (ā1) | ht−1

) ≥ 1
χ̃

P1
(
θ (ā1) | ht−1

)
,

where P1(· | ht−1) denotes the posterior probability over player 1’s type
after some given history ht−1.
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To establish this disjunction, consider any particular t where (i) does not
hold. Then, applying Bayes rule, one has

P1
(
θ (ā1) | ht−1

) = χ
(
at

1 = ā1 | ht−1, θ (ā1)
)

P1
(
θ (ā1) | ht−1

)
χ
(
at

1 = ā1 | ht−1
) ,

where, adapting previous notation, χ (at
1 = ā1 | ht−1, θ (ā1)) stands for the

probability that player 1 adopts action ā1 after history ht−1 if she is of type
θ (ā1) . Naturally, χ (at

1 = ā1 | ht−1, θ (ā1)) = 1, which readily implies (ii).
Maintaining for the moment the hypothesis that the type θn of player 1

follows the same strategy as θ (ā1), consider any arbitrary period t . If (i)
holds at t , then (8.23) readily follows at that same t , as explained above. But
if, alternatively, (i) does not hold at t (and therefore (ii) applies), the poste-
rior probability prevailing on type θ (ā1) grows at the rate 1/χ̃ . Therefore,
since its prior probability P1(θ (ā1)) > 0, there is some maximum number
of periods, s, such that

t ′ > t + s ⇒ P1
(
θ (ā1) | ht ′−1

) ≥ χ̃ . (8.24)

The previous considerations imply that, by mimicking the strategy fol-
lowed by the type θ (ā1), the normal type of player 1 (i.e., θn) may attain a
stage payoff of v̄1 in at least T − s periods. Thus, because one can choose
s in (8.24) independently of T (i.e., it depends only on P1 (θ (ā1)) and χ̃ ),
type θn may guarantee for herself an average payoff no lower than v̄1 − ε,
for any ε > 0, if T is high enough. Obviously, no sequential equilibrium can
provide her with a payoff lower than that, which is the desired conclusion.
This completes the proof. �

Recall the game whose payoffs were given in Table 8.2. This game has two
(asymmetric) pure-strategy Nash equilibria, (X, A) and (Y, B). Let this be the stage
game played between a long-run player (of the normal type) and multiple short-run
opponents, and suppose their interaction is perturbed by allowing for a small ex ante
probability that the long-run player might be fixed on action X.Then, Theorem 8.12
indicates that, if the (finite) time horizon is long enough, player 1 can obtain an
intertemporal payoff arbitrarily close to that obtained at the best of the two-stage
Nash equilibria, i.e., the payoff of 5 obtained through (X, A).

This simple example shows that the long-run player may exploit any small doubts
harbored by the short run player as to her own (player 1’s) type to “select” her best
Nash payoff available. But, in fact, in other cases she could proceed analogously and
attain an advantageous payoff that does not correspond to any Nash equilibrium of
the stage game. To illustrate this possibility, assume the stage game is as described
by Table 8.4.

This game has a unique Nash equilibrium, (Y, B), which induces a payoff of 2
to both players. However, by the former considerations, it should be clear that the
long-run player can approximate her larger Stackelberg payoff of 5, if the reputation
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Table 8.4: Stage game with the unique
equilibrium payoff for player 1 lower than
her Stackelberg payoff

2
1 A B

X 5, 1 0, 0
Y 6, 0 2, 2

associated with her playing X forever has positive probability and the time horizon
is long enough.

Remark 8.5: Maintaining a reputation in an infinite-horizon setup

It is easy to see that the conclusion of Theorem 8.12 may be strengthened
(specifically, the payoff v̄1 becomes exactly attainable) if the time horizon
is unbounded and the intertemporal payoffs of the long-run player are made
equal to her limit average flow of stage payoffs. If one focuses instead on
the infinitely repeated context with discounted payoffs, the corresponding
conclusion would have to be formulated again in terms of an approximate
lower bound (i.e., as in Theorem 8.12), the magnitude of this bound growing
toward v̄1 as the discount rate is drawn closer to one. �

Remark 8.6: Different time horizons

To facilitate the discussion, the theoretical framework considered in this
subsection has been quite extreme; i.e., it has involved a single player who
displays a long time horizon and a collection of short-run players who have
no future concerns whatsoever. In general, it would be desirable to study
richer models that allow for less marked asymmetries among the interacting
agents. Thus, for example, in the context of the chain-store game, it would
seem interesting to admit the possibility that not only the chain store but
also the potential entrants might have nontrivial time horizons. Then, all
of them could attempt to consolidate profitable (and therefore conflicting)
reputations along their interaction.

In those more general scenarios, it is intuitive that the success of each
of the alternative players in “imposing” a certain reputation to her indi-
vidual advantage should depend (among a variety of other factors) on (i)
the relative length of their respective time horizons; and (ii) their relative
impatience, e.g., their corresponding discount rates. For a detailed analysis
of these issues, the reader is referred to the work of Schmidt (1993). �

Summary

In this chapter, we have proposed a general framework to analyze strategic situations
in which the same set of players repeatedly interact under stable circumstances (i.e.,
a fixed-stage game). The discussion has been organized into two alternative, and
qualitatively quite distinct, scenarios. In one of them, players do not envisage any
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prespecified end to their interaction – that is, their understanding (and, therefore, our
model) of the situation is an infinitely repeated game. Instead, in the second scenario,
their interaction is known by the players to last a certain finite (predetermined)
number of rounds and, therefore, the appropriate model turns out to be that of a
finitely repeated game.

Much of our concern in this chapter has revolved around the so-called folk theo-
rems. These results – which are cast in a variety of different forms, reflect different
time horizons, and rely on different equilibrium concepts – all share a similar objec-
tive. Namely, they aim at identifying conditions under which repeated interaction
is capable of sustaining, at equilibrium, a large variety of different outcomes and
intertemporal payoffs. More specifically, their main focus is on whether payoffs dis-
tinct from those attainable at Nash equilibria of the stage game (e.g., those that are
Pareto-superior to them, but even those that are Pareto-inferior) can be supported
at an equilibrium of the repeated game.

As it turns out, the answers one obtains are surprisingly wide in scope, at least if
the repeated game is infinitely repeated and players are sufficiently patient (e.g., if
they are concerned with limit average payoffs or their discount rate is high enough).
Under those conditions, essentially all payoff vectors that are individually rational
(i.e., dominate the minimax payoff for each player) can be supported by some Nash
(or even subgame-perfect) equilibrium of the repeated game. However, matters are
somewhat less sharp if the horizon of interaction is finite. In this case, to obtain
similar “folk results,” the stage game must display sufficient punishment leeway
through alternative Nash equilibria. This rules out, for example, cases such as the
finitely repeated prisoner’s dilemma where, because the stage game has a unique
Nash equilibrium, the unique subgame-perfect equilibrium involves repeated de-
fection throughout.

This and other examples – such as the chain-store game – that display a sharp
contrast between the conclusions prevailing under finite and infinite time horizons
have led us to wonder about the possible lack of robustness of the referred con-
clusions. Indeed, we have found that the analysis undertaken in the finite-horizon
framework may be rather fragile to small perturbations in at least two respects.
First, they do not survive a slight relaxation of the notion of rationality that al-
lows players to ignore deviations that are only marginally (ε-)profitable. Second,
they are not robust to the introduction of a small degree of incomplete information
that perturbs the players’ originally degenerate beliefs about the types of others.
In either case, one recovers the folk-type conclusions for long (but finite) repeated
games.

Having allowed for the possibility that players may entertain some doubt about
the opponents’ types, it is natural to ask whether some players might try to exploit
this uncertainty to shape for themselves a profitable reputation as the game unfolds.
To analyze this issue, we have focused on a simple and stylized context where
just one long-run player faces a long sequence of short-run players in turn. In this
setup, the asymmetric position enjoyed by the former player (she is the only one
who can enjoy the future returns of any “investment in reputation”) yields a stark
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conclusion: along any sequential equilibrium, the long-run player can ensure for
herself almost the Stackelberg payoff.

Exercises

Exercise 8.1: Consider a prisoner’s dilemma (Table 8.1) repeated twice. Represent
it in extensive form, describing as well all the strategies of each player. Which of
those define a Nash equilibrium? Which are rationalizable (cf. Section 2.7)?

Exercise 8.2: Consider a finitely repeated prisoner’s dilemma with a time hori-
zon, T , arbitrarily large. Prove or refute the following assertion: the unique Nash
equilibrium of the game coincides with its (unique) subgame-perfect equilibrium.

Exercise 8.3: Now consider the infinitely repeated prisoner’s dilemma where future
stage payoffs are discounted at some common rate δ. Particularize to this case the
strategies used in the proof of Theorem 8.1 so as to sustain the constant play of
(C,C) as a Nash equilibrium of the repeated game. Answer then the following
questions:

(a) What is the minimum discount rate δ̄ that is consistent with those strategies
defining a Nash equilibrium?

(b) Let δ ≥ δ̄, where δ̄ is the value found in (a). Do the strategies considered
define as well a subgame-perfect equilibrium? Explain your answer.

Exercise 8.4: Let v̂i denote the minimax payoff of player i in a certain stage game
W (cf. (8.5)). Show that, given any δ, every Nash equilibrium of the infinitely
repeated game Rδ (W ) must provide player i with a payoff no smaller than v̂i .

Exercise 8.5: Given any particular stage game W , show that every strategy profile
of the repeated games Rδ (W ), R∞ (W ), and RT (W ) that induce for each t a
particular Nash equilibrium of W (not necessarily the same one, but independently
of history) defines a subgame-perfect equilibrium of the corresponding repeated
game.

Exercise 8.6: Consider a context with n (≥ 3) firms involved in an oligopolistic
market for a homogeneous product, the production cost being constantly equal to
zero for all of them. The (inverse) demand function is linear, as given by

P(�n
i=1xi ) = max[0, a − b�n

i=1xi ], a > 0, b > 0,

where xi is the production (and sales) of firm i = 1, 2, . . . , n. Further suppose that

(i) firms compete à la Cournot over time, i.e., choose their outputs simulta-
neously every period t = 1, 2, . . . ;

(ii) each firm, when making its choice at any particular t , knows only (besides
its own past choices) the prices materialized in past periods τ < t ;

(iii) the firms are “infinitely patient,” i.e., their intertemporal payoffs coincide
with their limit average profits along the whole process.
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Answer the following questions:

(a) What is the range of average profits sustainable at a subgame-perfect equi-
librium?

(b) Compare your answer in (a) with the conclusion of Theorem 8.7.
(c) How are matters affected if the time horizon is finite?

Exercise 8.7: Provide a rigorous proof of Theorem 8.8.

Exercise 8.8: Let the stage game W be the battle of the sexes, whose payoffs are
described in Table 1.2.

(a) Determine the set of intertemporal payoffs that can be supported in a
Nash equilibrium of R∞ (W ). Are these payoffs affected if one restricts to
subgame-perfect equilibria?

(b) Compute the maximum symmetric payoff that can be obtained at a
subgame-perfect equilibrium of R0.95 (W ) (i.e., the discount rate δ =
0.95), when play off-equilibrium path consists exclusively of Nash equi-
libria of the stage game. Is the equilibrium efficient? Describe explicitly
the equilibrium strategies.

(c) Reconsider (b) above for the repeated game R0.1 (W ).

Exercise 8.9*: Let the stage game be again the battle of the sexes, as in Exercise 8.8.

(a) Compute the maximum symmetric payoff that may be sustained in a
subgame-perfect equilibrium of RT (W ) for T = 2. Can one support an
even larger payoff if T = 100? Describe the equilibrium strategies in each
case.

(b) Answer the questions posed in (a), but now with respect to the minimum
symmetric payoff.

Exercise 8.10: Let the stage game be the one described in Table 8.2. Referred to
this game, answer the same questions as in (a), (b), and (c) of Exercise 8.8.

Exercise 8.11*: Let the stage game be again the one described in Table 8.2. Referred
to this game, answer the same questions as in (a) and (b) of Exercise 8.9.

Exercise 8.12: Prove that, given any stage game W , ∃δ̂ such that if δ ≤ δ̂ and γ is
a Nash equilibrium of Rδ (W ), then for every history ht−1 that has positive ex ante
probability (according to γ ), γ (ht−1) = α∗ for some Nash equilibrium α∗ of W
(possibly dependent on ht−1). Is this conclusion also true if ht−1 has zero ex ante
probability?

Exercise 8.13: Consider the chain-store game with an infinite horizon, as described
in Section 8.4. Compute the minimum discount rate δ̄ that is consistent with the fact
that the (constant) strategies described in (8.10) and (8.11) define a Nash equilibrium
of the repeated game. Is the lower bound δ̄ affected if those strategies are required
to define a subgame-perfect equilibrium?
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Exercise 8.14*: Recall the so-called chain-store paradox discussed in Section 8.4.
Explain whether the ε-rationality approach (as embodied by Definitions 8.1 and
8.2) may bring a “solution” to this paradox.

Exercise 8.15*: Consider the stage game W given by the following payoff table:

1
2

D C

D 1, 1 b, 0
C 0, b a, a

Suppose b > a > 1, so that the game is of the same kind as the prisoner’s
dilemma given in Table 8.1. Now consider the game of incomplete information
RT (W, (ψi )i=1,2, η) where, for some given T and ε, the “alternative reputation” for
each i = 1, 2 is associated with payoffs ψi that display the following features:

� If, at any given period, the opponent has not played D before, it is a dominant
strategy to play C then.

� If, at any given period, the opponent has played D sometime in the past,
the stage payoffs are given by the above payoff table.

(a) Let η = 0.1 and T = 2.Determine some parameter configuration for a and
b such that there exists a sequential equilibrium where the normal type of
either player is indifferent between playing C or D in the first period of
the game.

(b) Fix the values of a and b determined in (a) and suppose η = 0.01. Deter-
mine some value of T for which the normal type of either player decides
to play C in the first period at some sequential equilibrium.

Exercise 8.16*: Consider the chain-store game with a finite number of potential
entrants and the stage game (in extensive form) represented in Figure 8.1. This
game reflects the strategic situation prevailing in each stage with prior probability
1 − η, where η ∈ (0, 1/2). On the other hand, with the complementary probability
η, the payoffs in the stage game are not as described by Figure 8.1 but instead are as
described by Figure 8.2. The chain store is informed by Nature which of these two
stage games applies throughout but not so the potential entrants. In this context,
discuss the validity of the following statement:

Given η, arbitrarily low, if the number of potential entrants is large enough,
the chain store will find it optimal to fight any possible entry for most of
the game.

Hint: Refer to the proof of Theorem 8.12, with special focus on the behavior
that will take place in the later periods of the game. (Note, however, that a direct
application of that result is not possible here, because the “intended actions” of the
chain store need not be observed in the stage game.)



CHAPTER 9

Repeated interaction: applications

9.1 Oligopoly (IV): intertemporal collusion in a Cournot scenario

9.1.1 Perfect observation

Consider a context as described in Section 3.1.1, with a finite set of n oligopolists
competing in a market where the good is homogenous. Let the demand side of the
market be modeled by an aggregate demand function

F : R+ → R+ (9.1)

that specifies, for each price p ∈ R+, the induced total demand F(p). The inverse
of this function (assumed well-defined) is denoted by P(·).

Each firm i ∈ {1, 2, . . . , n} is taken to display a cost function

Ci : R+ → R+

where Ci (qi ) stands for the cost of producing output qi . Correspondingly, profit
functions are defined as follows:

πi (q1, . . . , qn) ≡ P

(
n∑

i=1

qi

)
qi − Ci (qi ) (i = 1, 2, . . . , n).

For simplicity, we restrict ourselves to symmetric contexts where Ci (·) = C(·) for
every i = 1, 2, . . . , n. Consequently, the profit profiles (πi (q1, . . . , qn))n

i=1 are in-
variant to any permutation of firm indices.

If each firm’s choice variable is identified with its respective output qi and market
interaction can be suitably modeled as a one-shot event (say, because the firms are
not forward looking in time), the analysis of the strategic situation may rely on the
notion of Cournot-Nash equilibrium – recall Subsection 3.1.1. For future reference,
denote by xc the output that is produced by each firm in the (assumed unique)
symmetric Nash equilibrium and let π c be its corresponding profits.145 The output
xc is to be regarded as the production undertaken by the firms if their one-shot
decision is adopted strategically, i.e., in a strictly independent fashion.

145 Let us clarify a notational convention used throughout this chapter. We use the letter x (e.g., xc here, or xm

later) to denote specific outputs (say, the Cournot-Nash equilibrium output or the collusive one) that we are
interested in singling out as possible firm choices, i.e., as possible values for any particular qi . To denote the
output vector where every firm chooses homogeneously some such output x, we use the notation x (e.g., xc

or xm ).
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Instead, if firms could coordinate themselves to some alternative (say symmetric)
configuration, they would aim at producing the output xm that, when produced
uniformly by all of them, maximizes joint profits. Assuming again that this output
is unique, it is defined as follows:

xm ≡ arg max
x≥0

n∑
i=1

πi (x, . . . , x). (9.2)

For example, in the simple case where the (inverse) demand is linear, i.e.,

P(Q) = max {M − d Q , 0}, Q ≡
n∑

i=1

qi , M > 0, d > 0, (9.3)

and the (identical) cost function is linear as well

C(qi ) = cqi , c > 0, (9.4)

we have

xc = M − c

(n + 1) d
(9.5)

xm = M − c

2 nd
. (9.6)

Obviously, if n > 1, xc �= xm and thus firms cannot credibly agree (or commit)
to producing the individual outputs xm that symmetrically maximize their joint
profits. To suppose they could do so would violate either individual incentives
(profit maximization) or rational expectations (i.e., the maintained assumption that
each firm can correctly anticipate the behavior of competitors).

Now suppose that the same n firms anticipate being present in the market over a
certain time horizon T and their decisions over time can be made contingent on past
events. Then, as we know from an immediate application of the arguments spelled in
Section 8.3.2, if T is finite, the unique subgame-perfect equilibrium of the induced
repeated game involves a constant repetition of the output profile (xc, . . . , xc) in
every period. In this case, therefore, repeated interaction does not enrich, over the
stage game, the (credible) strategic possibilities enjoyed by firms.

In contrast, assume the horizon of interaction is unbounded (i.e., T = ∞) and, say,
firms are concerned with the flow of stage payoffs discounted at a certain common
rate δ.Then, it readily follows from an adaptation of Theorem 8.4 that the firms may
sustain the collusive profile (xm, . . . , xm) at a subgame-perfect equilibrium of the
induced repeated game, provided the rate δ is close enough to one.146 In particular,
this objective can be achieved by simple so-called “trigger strategies” where the
outputs qt

i to be produced by each firm i = 1, 2, . . . , n at every t are determined

146 Even though the stage game was assumed finite in Chapter 8, it should be clear that the nature of the argument
is applicable to any simultaneous game displaying some Nash equilibrium.
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as follows:

(a) At t = 1, q1
i = xm .

(b) For t = 2, 3, . . . ,
(b.1) qt

i = xm if ∀t ′ < t, ∀ j = 1, 2, . . . , n, qt ′
j = xm ;

(b.2) qt
i = xc, otherwise.

These strategies aim to sustain collusive behavior over time through the simple
threat of playing the Cournot-Nash profile (xc, . . . , xc) indefinitely once any firm
deviates – a threat that is credible because it defines a subgame-perfect equilibrium
of the corresponding subgame. As indicated, for (a) and (b) to define an equilibrium,
the (assumed common) discount rate δ must be high enough. More precisely (see
Exercise 9.1), it is enough that

δ ≥ π̂m − πm

π̂m − π c
, (9.7)

where we set

πm ≡ πi (x
m, . . . , xm), (9.8)

π c ≡ πi (x
c, . . . , xc), (9.9)

π̂m ≡ max
qi≥0

πi (qi , (x
m)−i ), (9.10)

with xm standing for the vector (xm, . . . , xm), and (xm)−i denoting the (n − 1)-
dimensional vector obtained from xm by removing the i th component. Naturally,
we must have

π̂m ≥ πm > π c.

The strategies specified in (a) and (b) display two conceptual drawbacks:

� On the one hand, these strategies have the (threats of) “punishment” re-
stricted to an indefinite repetition of the Cournot-Nash equilibrium of the
stage game. In general, this significantly limits the range of outcomes that
can be attained at equilibrium, because the reversion to Cournot-Nash pay-
offs embodies only a relatively mild deterrence power. A good illustration
of this point is found in Subsection 9.2.1, where the payoff-supporting
potential of the trigger strategies (a) and (b) is compared with that of the
analogous trigger strategies in the Bertrand (price-setting) scenario. The
fact that the Cournot-Nash equilibrium is substantially less drastic a punish-
ment than the counterpart threat in the Bertrand setup has significant con-
sequences. In particular, it implies that the range of (symmetric) outcomes
that are supportable at subgame-perfect equilibria of the induced repeated
game is substantially wider in the Bertrand scenario.

� On the other hand, one might also question whether the off-equilibrium
behavior prescribed by strategies (a) and (b) is intuitively robust, despite
the fact that it certainly satisfies the formal criterion of subgame perfection.
Heuristically, the fact that these strategies prescribe irreversible (i.e., indef-
inite) punishment after any deviation renders them particularly fragile to
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the possibility of ex post renegotiation (cf. Remark 8.3). That is, wouldn’t
firms attempt to reconsider matters if they were drawn (say, by a “mistake”)
into an indefinite punishment spell that forever ignores the large collusive
potential? If they might do so, one may legitimately cast some doubts on the
ex ante credibility of the (irreversible) trigger punishments contemplated
in (a) and (b).

Our analysis of Chapter 8 suggests that the former two drawbacks (i.e., limited
deterrence potential and indefinite punishment phases) may be remedied quite ef-
fectively, but at the cost of a substantial increase in the complexity of the strategies
involved (cf. Theorems 8.6 and 8.7). However, Abreu (1986) has shown that one
can also do it by resorting to natural “carrot-and-stick” strategies (recall Subsection
8.3.2). As we now explain, such a simple kind of strategy may be constructed to
display both powerful deterrence and short punishment phases.

Let x� be a particular output level chosen so that the uniform profile x� ≡
(x�, x�, . . . , x�) is sufficiently costly for all firms (see below for details). Asso-
ciated with such an x�, consider the following carrot-and-stick strategies for each
firm i = 1, 2, . . . , n:

(α) For t = 1, q1
i = xm ;

(β) ∀t = 2, 3, . . . ,
(β.1) qt

i = xm if ∀ j = 1, 2, . . . , n, qt−1
j = xm ;

(β.2) qt
i = xm if ∀ j = 1, 2, . . . , n, qt−1

j = x�;
(β.3) qt

i = x�, otherwise.

These strategies aim at sustaining the collusive behavior embodied by xm through
the threat of just one period of “intense” punishment (as captured by the profile
x�). Once this single punishment period has been completed, the strategies revert
to the original collusive behavior. The reason why all firms should abide by such
one-period punishment (that could be very costly for every one of them) is that,
given the above strategies (see (β.2)), it is the only route to return to a collusive
path.

Let us verify that, under suitable conditions, the strategies (α) and (β) define a
subgame-perfect equilibrium. Denote by π� the stage profit obtained by each firm
if all produce x� and let

W � ≡ (1 − δ)π� + δπm = (1 − δ)π� + (1 − δ)
∞∑

t=2

δt−1πm, (9.11)

which stands for the discounted147 flow of profits obtained by each firm from any
given t onward when all of them currently produce x� and the continuation strategies
are given by (α) and (β). Also define

π̂� ≡ max
qi≥0

πi (qi , (x
�)−i ), (9.12)

147 Note that, as it was posited in Chapter 8 (cf. Subsection 8.2), the discounted payoffs are multiplied by (1 − δ)
to have them lie in the same space as the stage payoffs.



328 Repeated interaction: applications

i.e., the maximum stage profits that a firm can obtain by deviating unilaterally from
the homogenous profile x� (recall the notation explained in Footnote 145).

For strategies (α) and (β) to define a subgame-perfect equilibrium, the following
conditions must hold:

(E1) The discounted profits that any firm may earn by deviating from xm (under
the assumption that all of them will then follow those strategies) cannot
exceed the collusive profits. That is,

πm ≥ (1 − δ)π̂m + δW �

or equivalently, using (9.11)

(1 + δ)πm ≥ π̂m + δ π�. (9.13)

(E2) If the game enters a punishment phase – i.e. (β.3) applies and therefore
x� is uniformly being produced – all firms must be willing to undertake
the contemplated punishment rather than deviate and postpone it to the
following period. That is,

W � ≥ (1 − δ) π̂� + δW �,

or simply

W � ≥ π̂�. (9.14)

Under customary assumptions about the environment (and provided the discount
rate is close enough to one), a suitable choice of x� allows firms to support full
collusion by means of the carrot-and-stick strategies (α) and (β). The key require-
ment here is that the profile x� should impose on firms a sufficiently sharp cost. In
particular, the output level x� must be chosen sufficiently higher than xc, the output
prevailing in the Nash equilibrium of the stage game.

By way of illustration, consider the linear context given by (9.3) and (9.4). Denote
Q̂ ≡ M/d, i.e., Q̂ is the least aggregate output that fetches a zero price. Then, x�

may be fixed as follows:

x� = max

{
Q̂

n − 1
,

2π̂m

c

}
, (9.15)

where c is the constant marginal (and average) production cost and π̂m is the
particularization of (9.10) to the present context. Given that x� ≥ Q̂/n − 1, we
have

π̂� = 0 (9.16)

π� = −c x�. (9.17)

Thus, provided δ ≥ 1/2,

π̂m + δ π� ≤ 0
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since x� ≥ 2π̂m/c. This ensures the fulfillment of (9.13), the first of the above
equilibrium conditions. On the other hand, (9.16) implies that (9.14) – the second
equilibrium condition – may be rewritten as follows:

(1 − δ)π� + δπm ≥ 0

which, in view of (9.17), is satisfied as long as

δ ≥ cx�

cx� + πm
.

Therefore, if the discount rate is such that

1 > δ ≥ max

{
cx�

cx� + πm
,

1

2

}
,

the strategies given by (α) and (β) – where x� is as specified in (9.15) – define a
subgame-perfect equilibrium for the linear environment under consideration. As
intended, this equilibrium induces a path of indefinite collusion along which every
oligopolist produces xm (and earns πm) at every stage t.

9.1.2 Imperfect observation∗

The strategies specified in (a)–(b) or (α)–(β) in Subsection 9.1.1 are based on the
implicit assumption that every firm is able to observe perfectly the outputs formerly
produced by its competitors. In contrast, it seems interesting (and arguably more
realistic as well) to study an alternative scenario in which each firm is unable to
observe the individualized outputs of others and, say, can ascertain only the overall
market conditions.

Suppose, specifically, that firms can only observe prevailing market-clearing
prices. Then, if the (fixed) demand function is decreasing, it is clear that unilateral
deviations from any prespecified output profile can always be detected. That is,
after any such a deviation, all firms become aware of its existence, even if they are
not able to determine which of the firms caused it. It is easy to check that the mere
availability of this anonymous evidence provides a sufficient basis for the onset of
coordinated (and credible) punishment phases (cf. Exercise 8.6). Consequently, the
gist of the analysis undertaken above (in particular, the equilibrium sustainability
of collusion) applies essentially unchanged, just requiring some straightforward
adaptations.

It follows, therefore, that for imperfect monitoring of individual firm choices to
raise novel strategic considerations, one must have a less than rigid (e.g., noisy)
link between price realizations and aggregate output. Indeed, the introduction of
some such “noisy link” is the approach pursued by the important work of Green and
Porter (1984). Their model is essentially as described in Subsection 9.1.1, with just
one but crucial difference: the aggregate demand is stochastic. More precisely, they
postulate that the prevailing price at any given t is a random variable p̃t determined
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as follows148:

p̃t = θ̃ t P(Qt ),

where Qt is the aggregate production at t, P(·) is a decreasing real function, and
{θ̃ t}∞t=1 is a sequence of random variables. Every particular θ̃ t is supposed to be
distributed in an independent and identical fashion across periods, according to a
distribution function�(·) with corresponding well-defined density φ(·) and expec-
tation E(θ̃ t ) = 1. Thus, given the output profile qt = (qt

1, q
t
2, . . . , q

t
n) prevailing at

some given t , the ex ante (uncertain) profits earned by each firm i = 1, 2, . . . , n at
t are given by

π̃ t
i

(
qt

1, q
t
2, . . . , q

t
n

) ≡ θ̃ t P

( n∑
i=1

qt
i

)
qt

i − Ci

(
qt

i

)
,

whereas the corresponding expected magnitudes are

πi

(
qt

1, q
t
2, . . . , q

t
n

) ≡ E

[
θ̃ t P

( n∑
i=1

qt
i

)
qt

i − Ci

(
qt

i

)]

= P

( n∑
i=1

qt
i

)
qt

i − Ci

(
qt

i

)
.

The firms are assumed risk neutral; i.e., they are concerned with expected payoffs.
Their objective is to maximize the expected flow of discounted profits, with all
firms assumed to display a common discount rate δ ∈ (0, 1). The core hypothesis
of the model is that, at any t, each firm is informed only of the prices {pτ }t−1

τ=1
that materialized in previous periods. That is, no firm is assumed to have observed
the (aggregate) output produced at any τ < t or, consequently, the corresponding
realizations θτ .

Naturally, firms’ strategies in this context must respect the aforementioned in-
formational restrictions. Thus, abstracting from behavioral randomization, they are
mappings of the form

si :
⋃
t∈N

H t−1 → R+,

which, at every t, determine for each firm i (simultaneously with all other firms
j �= i) its corresponding output

qt
i = si (h

t−1)

as a function of the preceding price history ht−1 ≡ {pτ }t−1
τ=1 ∈ H t−1. For simplicity,

we restrict to pure strategies of this form, in what follows, the set of these strategies
for each firm i denoted by Si .

Adapting to the present context the customary requirements of subgame per-
fection, a strategy profile s∗ = (s∗1 , s

∗
2 , . . . , s

∗
n ) is said to be an equilibrium if

148 Throughout, we follow the general notational convention that tildes mark random variables and their absence
indicates typical realizations of those random variables.
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∀t = 1, 2, . . . , ∀i = 1, 2, . . . , n, ∀si ∈ Si ,

E

[
(1 − δ)

∞∑
τ=t

δτ−t π̃ τi (s∗(hτ−1))

]

≥ E

[
(1 − δ)

∞∑
τ=t

δτ−t π̃ τi (si (h
τ−1), s∗−i (h

τ−1))

]
,

where

s∗(hτ−1) ≡ (s∗1 (hτ−1), s∗2 (hτ−1), . . . , s∗n (hτ−1)).

Thus, at every point in the game t and after every conceivable prior history ht−1,
the equilibrium strategies are required to define a Nash equilibrium of the induced
subgame. The entailed equilibrium notion is akin to that of subgame-perfect equi-
librium, even though the game has no proper subgames – note, in particular, that
players are never fully informed whether the observation of a low price is due to a
deviation or to a bad shock. This lack of information, however, has no direct149 pay-
off relevance on the continuation game and therefore still allows players to assess
where any given strategy profile defines an ensuing equilibrium.

The issue to be addressed here is essentially the same as in Subsection 9.1.1:
does repeated interaction allow firms to sustain collusive behavior? To address this
question, the approach is constructive, i.e., it explicitly “constructs” a particular
equilibrium with the desired performance. As it turns out, some especially simple
and intuitive class of strategies prove suitable for the task. These strategies build on
the contrasting notions of normal and regressive situations. In normal situations,
the firms are taken to produce a certain (not necessarily symmetric) collusive profile
q̂ = (q̂1, q̂2, . . . , q̂n) that satisfies

πi (q̂1, q̂2, . . . , q̂n) ≥ π c ≡ πi (x
c, xc, . . . , xc) (i = 1, 2, . . . , n).

Instead, during regressive situations, firms are taken to revert to the (assumed
unique) Nash equilibrium xc = (xc, xc, . . . , xc).

With all firms moving in synchrony, the transition from normal to regressive situ-
ations is postulated to occur when they observe (all of them) that the prevailing price
is below some predetermined p̄. On the other hand, once firms enter a regressive
phase, they all are taken to conceive it as lasting for some fixed and finite number
of periods, T . That is, once a string of T regressive periods has been completed,
all players turn (again, in a synchronized manner) to regard the ensuing situation
as normal.

149 Of course, it may typically have an indirect influence on payoffs through the responses to observed prices
induced by the firms’ strategies.



332 Repeated interaction: applications

Formally, the behavior and transitions outlined are embodied by strategies that,
for each firm i = 1, 2, . . . , n, may be described as follows:

(i) At t = 1, the situation is normal and q1
i = q̂i ;

(ii) ∀t = 2, 3, . . . ,
(ii.a) [(t − 1) is a normal period, pt−1 ≥ p̄ ]⇒ [t is normal, and qt

i = q̂i ];
(ii.b) [(t − T − 1) is a normal period, pt−T−1 < p̄] ⇒ [t is normal, and

qt
i = q̂i ];

(ii.c) otherwise, t is a regressive period and qt
i = xc.

Given the strategies specified in (i) and (ii), the decision setup faced by each
firm may be formulated as a (stationary) Markovian decision problem with just
two states: the normal state ωa and the regressive state ωb, each of them reflecting
when the system is in a normal or regressive phase, respectively.150 Note that, in
a regressive phase (whose duration does not depend on what happens along it),
an optimal strategy must involve producing xc, where recall that (xc, xc, . . . , xc)
is the stage Nash equilibrium. This implies that, given a certain collusive pro-
file q̂ = (q̂1, q̂2, . . . , q̂n), the crucial test required to confirm that the strategies
given by (i) and (ii) indeed define an equilibrium concerns normal periods alone.
For any one of these periods, it is enough to verify that producing q̂i represents
an optimal decision for every i = 1, 2, . . . , n when the other firms are playing
accordingly.

Given the output vector q̂−i embodying the choice of all firms j �= i in normal
periods, define by V a

i (qi , q̂−i ) the expected discounted payoff associated to any par-
ticular output qi that could be chosen by firm i.Analogously, denote by V b

i (qi , q̂−i )
the discounted payoff anticipated by firm i at the beginning of any recessive phase
when in subsequent normal periods the output profile (qi , q̂−i ) is to be played. (As
explained, in regressive periods, we may assume that firms always choose their
Cournot-Nash outputs.) Both of these intertemporal payoff values can be obtained
by solving the following system of simultaneous equations151:

V a
i (qi , q̂−i ) = (1 − δ)πi (qi , q̂−i ) (9.18)

+ δ
{

Pr
[

p̄ ≤ θ̃ P
(
qi +

∑
j �=i q̂ j

)]
V a

i (qi , q̂−i )

+ Pr
[

p̄ > θ̃ P
(
qi +

∑
j �=i q̂ j

)]
V b

i (qi , q̂−i )

}

V b
i (qi , q̂−i ) = (1 − δ)

T∑
t=1

δt−1π c + δT V a
i (qi , q̂−i )

= (1 − δT )π c + δT V a
i (qi , q̂−i ), (9.19)

150 Rigorously speaking, one should define T separate regressive states in order to keep track of the number of
periods left in a regressive phase, once the process enters in it. However, given that behavior in this phase
is fixed at a Nash equilibrium, its overall performance can be associated with the single state that marks its
commencement – see (9.19) for the formal details.

151 To simplify notation, we dispense with the time superindex for the random variables since their distribution
has been assumed identical (and independent) across periods.
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where it is implicitly supposed that

� in regressive periods, all firms (including i) choose the Cournot output,
and

� in normal periods, the firms j �= i choose their respective q̂ j .

Using the fact that

Pr

[
p̄ > θ̃ P

(
qi +

∑
j �=i

q̂ j

)]
= �

(
p̄

P
(
qi +

∑
j �=i q̂ j

)) ,
one solves for V a

i (qi , q̂−i ) in the system (9.18) and (9.19) to obtain

V a
i (qi , q̂−i )

= (1− δ)
πi (qi , q̂−i )+�

(
p̄/P

(
qi +

∑
j �=i q̂ j

)) (
(δ− δT+1)/(1 − δ)) π c

1 − δ + (δ − δT+1) �
(

p̄/P
(
qi +

∑
j �=i q̂ j

))
= (1 − δ)

1 − δ + (δ − δT+1) �
(

p̄/P(qi +
∑

j �=i q̂ j )
) [πi (qi , q̂−i ) − π c] + π c.

The above expression is quite intuitive. It indicates that, at any given period, the en-
suing discounted payoff expected by firm i if the output profile (qi , q̂−i ) is currently
played does not improve over (a constant play of) the stage Cournot-Nash equilib-
rium in the full difference πi (qi , q̂−i ) − π c. Rather, this payoff magnitude is scaled
down (given the discount rate δ) by the occasional but unavoidable interferences of
regression phases of duration T .

With the previous constructs in hand, an intertemporal equilibrium of the sort
considered may be characterized by an output profile q∗ = (q∗

1 , . . . , q
∗
n ) such that

V a
i (q∗) ≥ V a

i (qi , q
∗
−i ), ∀qi ≥ 0 (i = 1, 2, . . . , n). (9.20)

Thus, assuming that the value functions involved are differentiable, we are led to
the following necessary conditions for an interior equilibrium:

∂V a
i

∂qi
(q∗) = 0 (i = 1, 2, . . . , n),

or, equivalently,[
1 − δ + (δ − δT+1)�

(
p̄

P
(∑n

j=1 q∗
j

))] ∂πi

∂qi
(q∗) + (δ−δT+1)

×φ
(

p̄

P
(∑n

j=1 q∗
j

)) p̄ P ′(∑n
j=1 q∗

j

)(
P
(∑n

j=1 q∗
j

))2
(πi (q

∗) − π c) = 0

(9.21)

for each i = 1, 2, . . . , n,where recall that φ denotes the density of� (and therefore
φ = �′).
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The expression (9.21) includes two terms, both evaluated at the collusive config-
uration and capturing considerations of an opposing kind. On the one hand, the first
term (whose sign is positive) simply reflects the fact that any oligopolist would like
to increase its output unilaterally if only it could avoid a reaction of its opponents to-
ward a regressive phase – such a “fortunate” event occurs only if the random variable
displays a high realization that masks the deviation. On the other hand, the second
term (whose sign is negative) captures the expected penalty attributed by any firm i
to an output increase: it raises the probability of triggering a recessive phase, during
which the expected payoff loss (πi (q∗) − π c) is incurred relative to the collusive
profile. In equilibrium, of course, both effects must exactly offset each other.

In general, the possibility of sustaining a collusive configuration must obviously
depend on the underlying data of the environment (e.g., the discount rate, cost and
demand conditions, form and magnitude of the noise, etc.). A detailed “comparative-
statics” analysis concerning these matters has been conducted by Porter (1983) but
only for the linear context given by (9.3) and (9.4). In this setup, he has computed
the price threshold p̄ and the time horizon T that characterize the best equilibrium
for the oligopolists, i.e., the equilibrium (of the present dichotomous kind) that
maximizes their expected discounted flow of profits. Interestingly, he finds that it
is never optimal for the oligopolists to “squeeze” the collusive potential up to the
point of aiming at the configuration (xm, . . . , xm) that maximizes aggregate profits –
recall (9.6). For, if they did, the recessive phases required at equilibrium would be
too costly (i.e., too long and/or frequent). At equilibrium, this leads to an optimal
compromise where the profits earned at normal times are suitably restrained.152

Let us end our discussion of the model by contrasting its implications with the
approach pursued in Subsection 9.1.1 under the assumption of perfect observability.
The main point to stress here is somewhat paradoxical: even though the equilibrium
paths in the present case do exhibit recurrent punishments (i.e., reversion to the stage
Nash equilibrium), none of the firms ever deviates from its equilibrium strategy.
Moreover, all firms must be completely sure (if rationality and the equilibrium
being played are both common knowledge) that, whenever the price falls below the
contemplated threshold, no firm has in fact deviated from equilibrium. However, a
punishment spell must in that case ensue, as the involuntary but unavoidable cost
to be paid by the firms if collusion is to be credibly supported under imperfect
observability. This contrasts sharply with the role of the punishment phases under
perfect observability, where (at equilibrium) those phases are never entered and
thus remain in the limbo of never-exercised threats.

9.2 Oligopoly (V): intertemporal collusion in a Bertrand scenario

9.2.1 Perfect observation

Consider now the alternative oligopoly context in which the firms’ strategic vari-
ables are prices and individual firms i ∈ {1, 2, . . . , n} set their respective price pi

152 A formal exploration of these heuristic ideas is undertaken in Subsection 9.2.2 for the case of Bertrand
competition.
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simultaneously. Let us maintain the assumption that the good produced by every
firm is homogenous, its aggregate market demand given by a certain function F(·)
as in (9.1), strictly decreasing. For simplicity, postulate as well that all firms display
an identical cost function of a linear form as given by (9.4), the constant average
(and marginal) cost being equal to c > 0.

As explained in Section 3.1.2, when the strategic interaction is modeled as a
one-shot phenomenon, the Bertrand-Nash equilibria of the price-setting game all
have the prevailing (i.e., minimum) price equal to c.And if we restrict to symmetric
equilibria, the unique one involves every firm setting the same price pi = c and
thus obtaining an equal share of the aggregate induced demand F(c).153 In every
one of these equilibria, symmetric or not, each firm obtains zero profits.

In contrast, it is easy to see that, just as for the Cournot (quantity-setting)
oligopoly, price-setting firms can significantly enhance their profit possibilities
by repeated interaction.154 Thus, let pm be the price that maximizes the aggregate
profits of firms, i.e.,

pm = arg max
p≥0

(p − c) F(p). (9.22)

Naturally, since there is a one-to-one correspondence between prices and the aggre-
gate quantities induced by the (strictly decreasing) demand function F(·), it follows
that

F(pm) = n · xm, (9.23)

where xm is as defined in (9.2). If the firms wish to attain the maximally collusive
configuration (pm, pm, . . . , pm), again simple “trigger strategies” can sustain it at
a subgame-perfect equilibrium of the infinitely repeated game if future profits are
discounted at a rate close enough to one. Specifically, one may simply consider:

(a′) For t = 1, p1
i = pm .

(b′) ∀t = 2, 3, . . . ,
(b′.1) pt

i = pm if ∀t ′ < t, ∀ j = 1, 2, . . . , n, pt ′
j = pm ;

(b′.2) pt
i = c, otherwise.

The above strategies reflect ideas analogous to those underlying (a) and (b) in
Subsection 9.1.1 for the case of repeated Cournot interaction. They display, however,
two interesting differences as well.

First, we observe that, by an obvious adaptation of the trigger strategies displayed
in (a′) and (b′), firms may support not only collusive profits but any that lie between
their perfectly collusive and perfectly competitive levels. To achieve any of these
outcomes, it is enough to have a suitably chosen price p ∈ [c, pm] substitute pm

in (a′) and (b′), again assuming the discount rate δ is sufficiently high. In contrast,
the range of symmetric subgame-perfect equilibrium payoffs sustainable in the

153 Here, we implicitly assume that the market-sharing rule to be applied in case of equal prices is symmetric
across firms.

154 As we know, this is true only if the repeated interaction extends over an unbounded horizon. If not, Theorem 8.8
implies that the unique subgame-perfect equilibrium of the finitely repeated game involves playing the (unique)
Nash equilibrium at every stage.
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Figure 9.1: Range of discounted payoffs available through equilibrium trigger strategies in a
duopoly with competition à la Cournot or Bertrand (linear costs and discount rate arbitrarily
close to one). The payoffs πm and π c stand for the symmetric payoffs obtained by each firm
under maximum collusion and the stage Cournot-Nash equilibrium, respectively.

Cournot setup by means of equilibrium trigger strategies is significantly narrower.
Only the profits lying between the maximally collusive ones and those obtained
at the Cournot-Nash equilibrium of the stage game are candidate payoffs for the
repeated game under those strategies.155

Finally, another respect in which general trigger strategies display different im-
plications under Cournot and Bertrand competition pertains to the possibility of
sustaining asymmetric configurations. When firms are price setters, strategies of
the form (a′) and (b′) must necessarily entail equilibrium outcomes that are fully
symmetric. Instead, when firms are quantity setters, general trigger strategies of the
type illustrated by (a) and (b) allow for substantially more flexibility. The fact that,
in the latter case, output choices can be independently set across firms allows for
quite heterogenous profiles (and therefore payoffs) to be achievable through dif-
ferent trigger-strategy equilibria of the repeated game. To fix ideas, a comparison
of the payoff-supporting possibilities available within the Cournot and Bertrand
setups are contrasted in Figure 9.1 for a simple duopoly case with linear costs.

9.2.2 Imperfect observation∗

Following up on our parallel treatment of the Cournot and Bertrand scenarios,
we now explore the implications of the hypothesis of imperfect observability in

155 Note, however, that such a limitation of the Cournot setup no longer applies if the set of admissible strategies
is extended beyond those of the trigger kind (cf. Theorem 8.4).
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the latter case. The theoretical approach will be, however, substantially simpler
than the one studied in Subsection 9.1.2 for the Cournot setup. This allows us to
provide a more detailed analysis of some of the issues (in particular, the optimal
duration of punishment phases) that were only informally sketched for the Cournot
setup.

To model imperfect observability, we continue to suppose that, at every t =
1, 2, . . . , there is a corresponding random variable, θ̃ t that impinges multiplicatively
on the demand prevailing in that period. Now, however, these random variables can
adopt just one of two values, 0 or 1, and are distributed identically and independently
with

Pr {θ̃ t = 0} = 1 − Pr {θ̃ t = 1} = ρ ∈ (0, 1).

At every t, the total demand for the homogenous good prevailing at t is a random
variable, Q̃t , given by

Q̃t = θ̃ t F
(
min

[
pt

1, pt
2, . . . , pt

n

])
,

where each pt
i is the price set by firm i, F(·) is a decreasing real function of the

type introduced in (9.1), and {θ̃ t}∞t=1 is a sequence of independent random variables
as defined above. Thus, with independent probability ρ, the demand confronted by
firms at every t displays the usual characteristics and trade-offs. On the other hand,
with the complementary probability 1 − ρ, the market demand vanishes completely
at every price, leaving no room for any positive revenue.

Firms are taken to set their prices simultaneously every period; i.e., they are in-
volved in traditional Bertrand competition. Furthermore, in analogy with our former
approach to Cournot competition under imperfect observability (Subsection 9.1.2),
we posit that, at every t, every individual firm i observes only the demand qt

i this
firm has fetched for itself but not the prices pt

j set by the other firms j �= i. Thus,
in particular, if a specific firm musters no demand at some t , this firm is unable
to discern whether this has happened because other firms charged a lower price156

or because θ t = 0 – i.e., it cannot discriminate “price undercutting” from simply
“adverse market conditions.”

For concreteness, let us focus on the symmetric outcome associated with the price
vector (pm, pm, . . . , pm) – recall (9.22) – and suppose the firms aim at sustaining
it at equilibrium. Furthermore, let us assume that they again rely on the dichotomy
of normal versus regressive situations to guide their behavior. Then, the strategies
considered must specify

(a) some criterion to switch from normal to regressive situations;
(b) a predetermined duration T for the regressive phases;
(c) the choices prescribed for normal and regressive situations.

156 Recall that the good is homogenous, so the whole demand flows toward the firms setting the lowest price. This
implicitly assumes that the market is transparent for consumers (recall Subsection 3.1.2), an assumption that
is somewhat at odds with the opposite one currently made in this respect concerning the firms.
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All three former items are addressed in the following description of the firms’
strategies:

(i′) At t = 1, the situation is labelled normal and p1
i = pm ;

(ii′) ∀t = 2, 3, . . . ,
(ii′.a) [(t − 1) is a normal period, qt−1

i ≥ xm ] ⇒ [t is normal, and pt
i =

pm], where xm is the collusive output defined in (9.23) – recall
Footnote 153;

(ii′.b) [(t − T − 1) is a normal period, qt−T−1
i < xm ]⇒ [t is normal and

pt
i = pm];

(ii′.c) otherwise, t is a regressive period and pt
i = c, where c is the (con-

stant) marginal cost.

Associated with the strategies described in (i′) and (ii′), we may define the ex-
pected discounted payoffs, V a and V b, corresponding to each of the two states
of the process that mark normal and (the start of)157 regressive situations. These
payoffs must satisfy the following relationships158:

V a = (1 − ρ)((1 − δ)πm + δV a) + ρ δ V b (9.24)

V b = δT V a, (9.25)

where πm is given by (9.8). Hence solving (9.24) and (9.25) for V a and V b, one
readily obtains

V a = (1 − δ)(1 − ρ)πm

1 − δ (1 − ρ) − δT+1 ρ
(9.26)

V b = (1 − δ) δT (1 − ρ)πm

1 − δ (1 − ρ) − δT+1 ρ
. (9.27)

To have the strategies (i′) and (ii′) define an equilibrium, we require (just as in
Subsection 9.1.2) that every firm should find it optimal to behave as prescribed in
both normal and regressive periods. Concerning regressive periods, the fact that
firms are taken to play the (unique) symmetric Nash equilibrium of the stage game
makes it trivially optimal for each of them to behave as specified by the strategies.
Turning then to normal periods, the required optimality is simply captured by the
following condition:

V a ≥ (1 − ρ)((1 − δ)( n · πm) + δV b) + ρ δ V b. (9.28)

This inequality embodies the requirement that the payoff of behaving as prescribed
at normal periods (i.e., setting pm) must be no lower than the payoff obtained by
deviating slightly to a lower price, say pm − ε for some small ε > 0. To under-
stand it note that, if a firm implements a unilateral deviation toward pm − ε at a

157 cf. Footnote 150.
158 Note that, in contrast with (9.18) and (9.19), no arguments are specified for V a or V b. The reason is that,

unlike in that case, we are currently restricting attention to the (tentative) equilibrium price choices for all
firms prescribed by strategies (i′) and (ii′). Therefore, we may simply fix those choices to being pm in normal
situations and c in regressive ones.
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normal period, two possibilities arise. First, with probability (1 − ρ), there is posi-
tive market demand, which this firm captures wholly (i.e., a total of F(pm − ε)) and
thus obtains immediate stage profits arbitrarily close to the highest monopoly level
n · πm .But then, in the next period, (i′) and (ii′) imply that the process should enter a
T -long regressive phase, thus leading to an ensuing discounted payoff equal to V b.
On the other hand, with the complementary probability ρ, the demand vanishes at
the very time of deviation. In this case, the deviating firm obtains no immediate
gain, although the process still enters into a regressive phase next period. Compar-
ing the expected payoff derived from the above considerations (which take place
in case of a unilateral deviation) with the payoff obtained by setting pm at normal
periods (which has been defined to be V a), one obtains the equilibrium condition
(9.28).

We now argue that for an equilibrium to exist in the present context, the probability
ρ with which adverse market conditions materialize cannot be too close to 1. To
verify this intuitive claim,159 use (9.24) to rewrite the equilibrium condition (9.28)
as follows:

(n − 1) (1 − δ)πm ≤ δ(V a − V b). (9.29)

Then rely on (9.26) and (9.27) to restate (9.29) as follows:

(n − 1) (1 − δ)πm ≤ δ(1 − δ)(1 − ρ) (1 − δT )πm

1 − δ (1 − ρ) − δT+1 ρ

or, equivalently,

δ(1 − ρ) (1 − δT ) ≥ (n − 1)(1 − δ (1 − ρ) − δT+1 ρ),

which may be simply formulated as

ζ (ρ, T ) ≡ (nρ − 1) δT+1 + nδ (1 − ρ) − n + 1 ≥ 0. (9.30)

Thus, if we were to make ρ = 1,we would have ζ (1, T ) < 0 for all T (since δ < 1),
which simply amounts to the formal confirmation of an obvious fact: no collusion
can be supported at equilibrium if only “bad” (in effect vanishing) market conditions
may arise with positive probability. But then, by continuity, it follows that, given
T, no such equilibrium can be supported either (i.e., condition (9.29) is violated)
if ρ is sufficiently close to 1.

Finally, we turn to studying the effect of T, the duration of the regressive phase,
on the profit performance at equilibrium. An immediate preliminary observation is
that

ζ (ρ, 0) < 0 (9.31)

for all ρ,which is reflection of the fact that, with the present dichotomic strategies,
an equilibrium requires the threat of regressive phases displaying a positive time
span. Next, to study the implications of varying this time span, it is useful to focus

159 Heuristically, no collusion can be expected to persist if the future gains to be derived from it (which could
offset short-run opportunistic incentives) are very low.
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on the first differences of the function ζ (·) in its argument T, as given by

ζ (ρ, T + 1) − ζ (ρ, T ) = (nρ − 1) (δT+2 − δT+1)

= δT+1(1 − nρ) (1 − δ).
Mere inspection of the above expression reveals that ζ (ρ, ·) grows in T only if
1 − nρ > 0, or

n <
1

ρ
. (9.32)

Thus, in view of (9.31), the above inequality becomes a necessary condition for
equilibrium existence, i.e., for (9.30) to hold for some T > 0. Intuitively, it captures
the following simple idea: the larger is n (the number of firms in the market), the
more difficult it is to furnish the incentives required to deter unilateral deviations.
In fact, it is easy to see (cf. Exercise 9.8) that, provided δ is high enough, some
equilibrium of the format (i′) and (ii′) always exists for some suitable chosen T
if (9.32) holds.160 This condition, therefore, happens to be both necessary and
sufficient for equilibrium existence when the firms are sufficiently patient.

The following question now arises: What is the value of T, the length of regressive
phases, on which the firms would prefer to settle? Naturally, such a value of T must
be the one that, within the admissible range consistent with equilibrium, leads to
the highest expected discounted profits for firms. According to (i′) and (ii′), market
interaction is supposed to start with firms placed at a normal situation (i.e., in
a collusive state). This implies that the expected payoff obtained by playing an
equilibrium built on those strategies is simply the value V a specified in (9.26) –
that is, the intertemporal payoff perceived at normal times. It follows, therefore, that
the optimal length of regressive phases is to be identified with the value of T that
maximizes (9.26), subject to the incentive (equilibrium) constraint (9.30).

The optimization problem so posed is extremely simple because, as one can
directly check, V a is decreasing in T . Consequently, we conclude that the desired
value of T is merely the minimum one that satisfies (9.30). Formally, it is defined
by

T ∗ = min{T ∈ N : (nρ − 1) δT+1 + nδ(1 − ρ) − n + 1 ≥ 0}. (9.33)

Of course, the set considered in (9.33) could be empty – even if (9.32) holds – thus
rendering T ∗ ill-defined. However, as explained, this problem can be ruled out if
firms are sufficiently patient. In that case, the time length defined in (9.33) charac-
terizes the equilibrium preferred by firms among all those in the class considered
(see Exercise 9.9).

Under perfect observability on the actions of the competitors (e.g., in the scenar-
ios considered in Subsections 9.1.1 and 9.2.1), one can construct quite distinct but
essentially equivalent equilibria that lead to the same path of play – in other words,

160 To be sure, note that this assertion does not conflict with the former observation that, given any arbitrary length
T for the regressive phases, no equilibrium exists if ρ is close enough to 1. Here, the value of ρ (<1) is taken
as given, while the value of T is chosen accordingly.
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they differ only in how counterfactual (i.e., merely hypothetical) deviations are de-
terred. Instead, when the interaction unfolds under imperfect action observability,
the issue of finding the optimal way of precluding deviations becomes a key one.
For, just as it occurred in Subsection 9.1.2 for Cournotian competition, imperfect
observability forces the punishment spells to turn from hypothetical considerations
to occasional (but certain) realities. Therefore, different alternative ways of induc-
ing the same intended play need no longer be payoff equivalent, even when no
deviation from equilibrium behavior occurs. This is precisely the idea underlying
the determination of T ∗ in (9.33).

9.3 Markets (V): efficiency wages and unemployment

Unquestionably, one of the leading concerns marking the economic literature over
much of the last century has been labor unemployment. In particular, the key issue
has been to understand what economic mechanisms might underlie the persistence
of significant unemployment levels in a market system. In Section 3.4, we presented
a very stylized version of one of the early attempts on the problem, the Keynesian
approach, which was reformulated there in a strategic vein. Here, we provide a game-
theoretic formalization of the alternative approach proposed by Shapiro and Stiglitz
(1984), whose essential considerations are of an informational kind. Specifically,
labor unemployment is viewed as a consequence of the informational asymmetries
prevailing between firms and workers that, in turn, cause detrimental “strategic”
distortions on the equilibrium wages.

The theoretical framework is especially simple. Two workers and just one firm
meet in an idealized “labor market.” At that juncture, there are just three possibilities:
the firm can hire no worker, only one, or the two of them for a full working period
(i.e., no partial employment of a worker is possible). If any particular worker is
hired, her corresponding productivity depends on two factors: whether the worker
exerts effort or not and the firm’s scale of production (i.e., the number of workers
hired by the firm).

Denote by yk the per capita productivity of each worker when she exerts the
required effort and the number of employed workers is k = 1, 2. It is supposed that
y2 ≤ y1, i.e., the production technology exhibits nonincreasing returns. In contrast,
if the worker in question does not exert effort, her corresponding productivity
is assumed ex ante random; more precisely, we postulate that it continues to be
equal to yk with a certain probability, p ∈ (0, 1), but it is equal to zero with the
complementary probability 1 − p.161

Suppose a firm and two workers participate in this market over a repeated chain
of T periods (T finite or infinite). Assuming that the same firm and workers are
involved throughout, their interaction is modeled as a repeated game. In each period

161 Thus if two workers are employed by the firm, the productivity of each particular worker is not affected by
whether her co-worker exerts effort or displays positive productivity. That is, the productivity of a worker is
assumed to be affected only by her own effort and the level of firm’s employment.
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t = 1, 2, . . . , T, the fixed stage game being played consists of the following three
sequential moves.

1. The firm offers a pair of wages (ω1, ω2), eachωi intended for the respective
worker i = 1, 2.

2. Having received these wage offers, the workers then simultaneously (and
independently) decide whether each of them accepts working for the firm
(W ) or not (NW ).

3. Once the workers have irreversibly decided whether to work for the firm
(and, say, this becomes common knowledge),162 every employed worker
decides (also simultaneously, if the two are employed) whether to exert
effort (E) or not (NE ).

To complete the description of the situation, the payoffs earned for each possible
play of the stage game must be specified. First, let us focus on the case in which the
two workers accept the firm offer (ω1, ω2). Then, if both make the effort, the firm
obtains with certainty a payoff (profit) equal to 2y2 − ω1 − ω2. Correspondingly,
if the (monetary) cost of effort incurred by workers (assumed common to both) is
denoted by c, the payoff enjoyed in this case by each worker i = 1, 2 is respectively
given by ωi − c.

Consider now the case in which both workers still accept the wage offer (ω1, ω2),
but suppose that only one of the workers – say 1 – subsequently makes the effort.
Then, with probability p, player 2 is nevertheless “effortlessly productive,” which
implies that the aggregate production is equal to 2y2 and thus the payoffs for the
firm and the two workers are given by the triplet (2y2 − ω1 − ω2, ω1 − c, ω2) – note
that worker 2 does not incur the effort cost c. On the other hand, with probability
(1 − p) player 2 is not productive and the payoff vector is (y2 − ω1 − ω2, ω1 −
c, ω2). This simply reflects the fact that, in this case, the second worker does not
contribute to the total production in this case.

Suppose now that neither worker exerts effort but both still accept the wage offer
(ω1, ω2). Then, if the probabilities for high and low productivities are assumed
independent between workers, it is clear that the different payoff configurations
that may prevail in this case are as follows. With probability p2 the payoff vector is
(2y2 − ω1 − ω2, ω1, ω2), with probability (1 − p)2 it is (−ω1 − ω2, ω1, ω2), and
with probability 2(1 − p)p it is (y2 − ω1 − ω2, ω1, ω2).

Similar considerations can be used to cover the case in which just one worker
accepts the wage offered by the firm. In this case, of course, payoffs must involve the
productivity y1 displayed by a worker (again, deterministically or not, depending
on her effort) when she is the only one employed by the firm.

Finally, one needs to specify the “outside option” to which the workers can resort
in case of rejecting the firm’s wage offer. In this respect, let us simply suppose
that each worker can obtain in this case a payoff equal to a prespecified ω̂ that is
to be interpreted as the payoff attainable in the best alternative she has outside of

162 Whether the employment decision of a worker is observed by the other one prior to making the effort decisions
is an unimportant feature of the model that bears no significance on the analysis.
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Figure 9.2: Stage game: a firm and two workers: 1 and 2; player 0 interpreted as Nature.
W , NW: work, not work; E , NE: effort, no effort; H , L: high productivity, low productivity.

the firm (e.g., working by herself, or receiving unemployment benefits). Overall,
an illustration of the extensive-form game played in each stage t = 1, 2, . . . , T is
displayed in Figure 9.2.

To consider the most interesting scenario, assume that

(2y2 − 2c) − (y1 − c + ω̂) > 0. (9.34)

This condition simply states that, from the point of view of the total payoffs earned
by the three agents involved (the firm and the two workers), it is better to have
the two workers employed rather than just one, provided they both exert effort.
Condition (9.34) can be equivalently rewritten as follows:

y2 − c − ω̂ > y1 − y2, (9.35)

which in turn implies, since y1 ≥ y2, that

y1 − c − ω̂ > 0 (9.36)

and

2y2 − 2c − 2ω̂ > 0. (9.37)

In combination, (9.35)–(9.37) imply that, from the standpoint of aggregate payoffs,
the very best outcome has the two workers employed and exerting effort. Of course,
if monetary side payments among the agents are permitted ex post (and carried out
in a way that does not have strategic consequences), this is also the only Pareto
efficient outcome.

Can one guarantee such an efficiency desideratum (i.e., the employment of
both workers) in the face of players’ strategic incentives? If the stage game were
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considered in isolation – say, there were just one period of play and T = 1 – the
answer would be clearly negative. To understand this, simply note that, in the one-
period game, the firm is forced to commit itself in advance to a wage pair (ω1, ω2).
Therefore, if this game is considered in isolation, no worker has any incentive to
exert effort when she is hired by the firms. Now assume that the probability p with
which workers are effortlessly productive is relatively low, i.e.,

p <
ω̂

y1
. (9.38)

Then, the expected payoff, py1 − ω̂, obtained by the firm after hiring even just one
worker at her opportunity cost ω̂ is negative. Consequently, in this case, the unique
subgame-perfect equilibrium of the stage game must have wage offers ωi ≤ ω̂ and
the subsequent rejection to work by each i = 1, 2.163

Is such a negative conclusion affected if the game is repeated over time? Here, a
crucial consideration is whether the horizon T is finite or infinite. For, if finite, the
usual backward-induction logic readily implies that, under (9.38), the same negative
outcome (i.e., no workers being employed) is materialized over time in the unique
subgame-perfect equilibrium of the game. Incidentally, it is worth stressing that this
state of affairs does not at all depend on whether the firm observes (and thus can
make its actions contingent on) the effort exerted by the workers in preceding stages.

Let us see how matters are altered if the repeated interaction takes place over an
infinite horizon and all players discount the resulting flow of stage payoffs at some
common discount rate δ < 1. In contrast with the finite-horizon case, observability
conditions now play a crucial role in the analysis. In this respect, we may consider
two polar cases. In the first one, the firm enjoys perfect observability on the effort
undertaken by the workers at each point in the game. In the second one, no such
observation is ever available to the firm. As it turns out, each of these cases dis-
plays very different implications concerning the possibility of sustaining efficient
outcomes at equilibrium. We next address each of them separately.

9.3.1 Perfect observation

First, we consider the scenario with perfect observability. For concreteness, let
us aim at constructing stationary equilibria that constantly display the following
features on the equilibrium path:

(a) the firm always offers a suitably selected common wage ω̃ to both workers
throughout;

(b) the workers always choose to work and also exert the required effort.

Recalling previous discussion, it should be clear that any equilibrium with
such a behavior on the equilibrium path must be supported by some effective
off-equilibrium punishments by which the firm deters both workers from ever

163 If p were not so low and ω̂/y1 < p < ω̂/y2, there are subgame-perfect equilibria that involve fixing different
wages, ωi ≥ ω̂ ≥ ω j (i �= j),with player i accepting the wage offer but not player j.A similar idea is applied
later in the discussion of the infinitely repeated game under imperfect observability.
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deviating and thus exerting no effort. For example, one may posit that, if any
deviation is ever observed, the firm’s strategy then induces a rather low wage offer
ωo < ω̂ to both workers forever after.164 In effect, because that wage offer is lower
than the outside option, the implication is that the workers would never thereafter
wish to work for the firm in that event.

To be precise, it is useful to introduce the following notation. Given any t, let
at

f ≡ (ωt
1, ω

t
2) stand for the action chosen at that time by the firm, consisting of

a pair of wages ωt
i offered to each worker i = 1, 2. Concerning the workers, the

“action” chosen by each of them at t is twofold. First, it must determine whether
(in response to the firm’s wage offer) the individual decides to work or not. Second,
it must also indicate whether, in the case of working, she exerts effort or not.
In essence, however, the options available can be reduced to just three: “not work”
(NW ), “work and exert effort” (E), “work and exert no effort” (NE). Thus, formally,
the action at

i of worker i at t may be viewed as an element of the set {NW, E, NE}.
We are now in a position to formalize matters. First, we describe a strategy profile

that leads to the outcome described in (a) and (b) above in terms of some prespecified
wage ω̃. Then, we verify that, for some suitable choice of ω̃, the strategy profile
satisfies the required equilibrium conditions.

Firm’s strategy:

(F) ∀t = 1, 2, . . . , the action (wage offer) at
f of the firm satisfies

* at
f = (ω̃, ω̃) if

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

aτj �= E for some j ∈ {1, 2};
* at

f = (ωo, ωo), otherwise.

Worker i’s strategy, i = 1, 2:

(W) ∀t = 1, 2, . . . , the action at
i of worker i satisfies:

* at
i = E if ωt

i ≥ ω̃ and

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

aτj �= E for some j ∈ {1, 2};
* at

i = N E if ωt
i ≥ ω̃ and

∃τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

aτj �= E for some j ∈ {1, 2};
* at

i = NE if ω̂ ≤ ωt
i < ω̃;

* at
i = NW if ωt

i < ω̂.

164 Admittedly, it would be more natural to postulate that the firm punishes only a worker who has deviated,
leaving the future wage offers enjoyed by a nondeviant worker unaffected. This is not essential and would be
easily accommodated in what follows, complicating the description of matters only in an irrelevant fashion.
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Note, of course, that the above strategies implicitly assume that the underlying
situation displays perfect observability. Let us now verify that, for sufficiently high
discount rate δ, there exists some suitable choice for ω̃ such that the above strategies
define a subgame-perfect equilibrium of the corresponding infinitely repeated game.
First note that if both workers indeed exert the required effort every period (i.e.,
they do not deviate from equilibrium), their induced discounted payoff V ∗(ω̃) must
satisfy (recall footnote 147)

V ∗(ω̃) = (1 − δ)(ω̃ − c) + δV ∗(ω̃),

which readily implies

V ∗(ω̃) = ω̃ − c. (9.39)

Thus, for each worker to find it optimal to incur the effort cost at every period, the
following condition must hold:

ω̃ − c ≥ (1 − δ) ω̃ + δω̂, (9.40)

that is, the discounted payoff V ∗(ω̃) obtained by not deviating can be no lower than
the one derived from enjoying a full stage payoff of ω̃ in a single period (i.e., saving
on the cost c by deviating), followed by a constant stage payoff of ω̂ thereafter. The
inequality (9.40) may be rewritten as follows:

ω̃ ≥ ω̂ + c

(
1 + 1 − δ

δ

)
, (9.41)

which simply indicates that the firm must offer the workers a “sufficient premium”
above their outside option ω̂ and the effort cost c if opportunistic deviations are to
be deterred. This premium, which must be no lower than c(1 − δ)/δ, leads to what is
often called an efficiency wage. It reflects the need to provide the worker being hired
with supplementary incentives if, under the assumed strategic asymmetries (i.e., she
moves after the firm in the stage game), efficient behavior on her part is to be induced.

Finally, we must check the incentive conditions on the part of the firm for some
suitable ω̃. That is, we have to verify that, within the range of wages ω̃ that satisfy
(9.41), there exists a nonempty subrange where the firm earns nonnegative dis-
counted profits. This requires only that y2 be large enough. Specifically, in view of
(9.41), one must have that

y2 ≥ ω̂ + c

(
1 + 1 − δ

δ

)
, (9.42)

which is always feasible, by (9.35), if δ is close enough to one. Thus, in this case,
one can find some wage ω̃ satisfying

y2 ≥ ω̃ ≥ ω̂ + c

(
1 + 1 − δ

δ

)
(9.43)

so that all the above requirements are satisfied and, therefore, the strategies given by
(F) and (W) indeed define a subgame-perfect equilibrium of the underlying repeated
game.
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In view of the previous analysis, it may be argued that, under perfect observability,
there are only two reasons why some unemployment might be unavoidable: either
it is simply not efficient that the firm should hire the two workers (i.e., (9.35)
is violated) or the workers are so impatient that it is impossible to offset short-
run opportunistic benefits by the threat of long-run punishments (i.e., δ is so low
that (9.42) cannot be met). Of course, another reason why unemployment may
arise is that, unlike what has been assumed thus far, firms do not observe the
workers’ exerted effort. This introduces new and interesting considerations in itself,
as explained in what follows.

9.3.2 Imperfect observation

Let us now postulate that the firm is incapable of observing the workers’ efforts but is
just able to gain indirect and noisy evidence of it through the (accurate) observation
of the workers’ respective productivity. Then, we wish to ask a question analogous
to that posed before: Under what conditions is it possible to sustain an indefinite
path of joint effort by both workers at equilibrium? We focus on the possibility
of constructing an equilibrium akin to that given by (F) and (W), but adapted to
the limitations imposed by unobservability. In such an equilibrium, workers are
provided with incentives to exert effort by being paid a common (and relatively
high) wage as long as there is no evidence that they have ever deviated in the past.
That is, they are paid some ω̃ > ω̂ as long as each worker has always exerted effort
so far or, even if she has not done so at some point, at least has been “lucky” to
always display a high productivity. This, of course, must be complemented by a
suitable threat as to how the firm would react if evidence of a deviation were to
turn up (i.e., some worker were found to display a low productivity). As before,
we focus on an equilibrium where, in that event, the firm threatens to punish both
players by offering a low wage ωo < ω̂ at all subsequent periods, an offer that in
fact would never be accepted.

Denote by xt
i ∈ {y1, y2, 0} the productivity of player i actually materialized at

t.165 Then, the above referred strategies may be formally described as follows.

Firm’s strategy :
(F′) ∀t = 1, 2, . . . , the action (wage offer) at

f of the firm satisfies

* at
f = (ω̃, ω̃) if

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

xτj = 0 for some j ∈ {1, 2};
* at

f = (ωo, ωo), otherwise.

165 Recall that, from an ex ante viewpoint, the productivity displayed by any worker i who is employed at some
t but exerts no effort is a random variable that displays a positive probability (less than one) of being equal
to zero. On the other hand, if the worker is not employed, it will be convenient to view the situation as one in
which her productivity is equal to zero with probability one.
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Worker i’s strategy, i = 1, 2:

(W′) ∀t = 1, 2, . . . , the action at
i of worker i satisfies

* at
i = E if ωt

i ≥ ω̃ and

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

xτj = 0 for some j ∈ {1, 2};
* at

i = NE if ωt
i ≥ ω̃ and

∃τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ω̃) and/or

xτj = 0 for some j ∈ {1, 2};
* at

i = NE if ω̂ ≤ ωt
i < ω̃;

* at
i = NW if ωt

i < ω̂.

Note that, in comparison with the counterpart strategies (F) and (W) considered
before for the perfect-observability scenario, (F′) and (W′) do reflect the imperfect-
observability constraints presently assumed – specifically, the firm’s strategy is
made contingent only on the workers’ productivities and not on their efforts. If the
latter strategies are to define a subgame-perfect equilibrium of the repeated game,
one must have, in particular, that the discounted payoff that a worker obtains by
keeping at any given point in time with her respective strategy (W ′) is at least as high
as that resulting from a unilateral deviation – in particular, if she were to eschew
effort. To assess precisely the implications of this requirement, note that, on the one
hand, the equilibrium payoff is

V ∗(ω̃) = ω̃ − c,

i.e., exactly as in (9.39) under perfect observability. Suppose now that, under the an-
ticipation that the firm relies on strategy (W ′), a deviation toward NE were optimal.
Then, its payoff, denoted by V̌ (ω̃), would satisfy the following expression:

V̌ (ω̃) = (1 − δ) ω̃ + δ{pV̌ (ω̃) + (1 − p) ω̂}, (9.44)

which leads to

V̌ (ω̃) = (1 − δ) ω̃ + δ (1 − p) ω̂

1 − δp .

Thus, to rule out that such a deviation might be optimal, one must have that

V ∗(ω̃) ≥ V̌ (ω̃),

which may be simply written as follows:

ω̃ ≥ ω̂ + c
1 − δp
δ (1 − p)

. (9.45)

Naturally, if p = 0 (that is, workers’s lack of effort always has observable con-
sequences), condition (9.45) turns into (9.41), which is the inequality obtained
under perfect observability. In this case, therefore, the minimum premium the firm
needs to pay the workers to deter deviations coincides with that prevailing under
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perfect observability, i.e., c(1 − δ)/δ. Instead, when p > 0, the firm has to pay the
additional premium

� ≡ c
1 − δp
δ (1 − p)

− c

(
1 + 1 − δ

δ

)
= c

(1 − δ) p

δ (1 − p)
> 0,

which is a consequence of the more stringent incentive constraints imposed by the
unobservability of effort. Of course, this extra premium leads to a higher efficiency
wage than before, a reflection of the more acute informational asymmetries now
afflicting the labor-market interaction. Naturally, the size of � grows with p, i.e.,
as effort becomes less important an input in ensuring the workers’s productivity.
For, as p grows, the worker can also try to conceal her lack of effort at a lower risk
of being discovered.

What are the efficiency implications of effort unobservability? To gain a clear
understanding of things, it is useful to assume that the underlying environment
satisfies (9.35) and (9.42). Then, “full employment” (i.e., both workers being hired
every period) is not only the efficient outcome but is also sustainable at equilibrium
under perfect observability. In contrast, when effort is unobservable and p is low,
the possibilities of sustaining full employment at equilibrium tend to be significantly
curtailed. For example, it is possible that, despite (9.42), we also have

y2 < ω̂ + c

(
1 + 1 − δ

δ

)
+�. (9.46)

Then, by playing the strategy given by (F′) for any wage ω̃ satisfying (9.45), the
firm would incur losses. Thus, even though such a strategy would indeed induce
the workers to exert a high effort at every stage of the game, the wage premium
required is too high for the firm to find it worthwhile. This, in sum, prevents (F′)
and (W′) from defining a subgame-perfect equilibrium of the repeated game in the
present imperfect-observability scenario.

However, if production returns are strictly decreasing (i.e., y1 > y2), it is still
possible to have that both (9.46) and the following inequality,

y1 ≥ ω̂ + c

(
1 + 1 − δ

δ

)
+�, (9.47)

simultaneously hold. Assume, in fact, that this is the case. Then, it seems natural
to aim at an equilibrium where the two workers are treated asymmetrically; i.e.,
each worker receives a different wage offer from the firm, even on the equilibrium
path. In this way, the firm may end up hiring only one of them, which in view of
(9.46) and (9.47) is the only feasible way of earning positive profits at equilibrium.
Indeed, as an immediate adaptation of (F′) and (W′) along these lines, it may be
easily verified that the following strategies define a subgame-perfect equilibrium
of the repeated game if (9.47) applies. In this equilibrium, only one worker, say
worker 1, is employed throughout at a wage ω̃ satisfying

y1 ≥ ω̃ ≥ ω̂ + c
1 − δp
δ (1 − p)

.
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Firm’s strategy:

(F′′) ∀t = 1, 2, . . . , the action (wage offer) at
f of the firm satisfies

* at
f = (ω̃, ωo) if

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ωo) and/or

xτ1 = 0;

* at
f = (ωo, ωo), otherwise.

Worker 1’s strategy :

(W.1′′) ∀t = 1, 2, . . . , the action at
1 of worker 1 satisfies:

* at
1 = E if ωt

1 ≥ ω̃ and

�τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ωo) and/or

xτ1 = 0;

* at
1 = NE if ωt

1 ≥ ω̃ and

∃τ ≤ t − 1 s.t.

{
aτf �= (ω̃, ωo) and/or

xτ1 = 0;

* at
1 = NE if ω̂ ≤ ωt

1 < ω̃;

* at
1 = NW if ωt

1 < ω̂.

Worker 2’s strategy :

(W.2′′) ∀t = 1, 2, . . . , the action at
2 of worker 2 satisfies

* at
2 = NE if ωt

2 ≥ ω̂
* at

2 = NW if ωt
2 < ω̂.

Obviously, we could have considered an analogous equilibrium where the roles
of player 1 and 2 were interchanged. As explained, either of those two asymmetric
strategy profiles reflects the need of the firm to limit employment to at most one
player if losses are to be avoided and workers’ effort incentives preserved. This, of
course, does not mean it would be unfeasible for the firm to earn positive profits
and also employ both workers voluntarily (i.e., at a wage they would be ready to
accept). In fact, by (9.35), not only the firm but the workers too would gain if some
such arrangement (which is feasible) were implemented somehow. Nevertheless,
this turns out to be impossible by the demanding interplay of

(a) strategic incentives, which are associated to the “perverse” timing of deci-
sions in the stage game, and

(b) observability conditions, which prevent the firm from using an effort-
contingent strategy.

The consequent social cost is paid in the form of partial (un)employment, an
inefficient state of affairs caused by the fact that the “efficiency wage” required to
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deter opportunistic behavior is too high. In turn, this can be attributed to the fact
that the probability p with which effort-shirking workers can mask their action (i.e.,
still be productive) is itself too high.

Summary

This chapter has examined a number of different economic applications where
forward-looking players are taken to interact along a repeated game. Much of
our discussion has focused on models of oligopolistic competition where a given
number of firms repeatedly compete in some fixed market for a homogeneous
product. Along the lines pursued in Chapter 3, the discussion has been divided into
two scenarios. In the first one, firms compete à la Cournot by setting their outputs
independently every period. In the second one, firms set prices instead, their market
interaction thus being modeled à la Bertrand in every period.

In each case (Cournot and Bertrand competition), matters have been approached
in a parallel fashion, both concerning the theoretical framework proposed and
the questions posed. The common leading motivation has been to shed light on
the collusion possibilities afforded by repeated interaction, i.e., on the extent to
which firms can improve over the static (Cournot- or Bertrand-) Nash equilib-
rium. By relying on the insights and techniques developed for the so-called folk
theorems (recall Chapter 8), the following sharp and conclusive answer has been
provided. If firms are relatively patient, the maximally collusive outcome can be
supported at some subgame-perfect equilibrium of the corresponding infinitely re-
peated game, both in the Cournot and in the Bertrand scenarios. The main new
insight gained in this respect is that even quite simple and intuitive strategies (e.g.,
those of a carrot-and-stick variety) are effective ways of achieving such a collusive
outcome.

Naturally, the ability to collude in a repeated-oligopoly framework must crucially
depend on the quality of the informational conditions enjoyed by firms when im-
plementing their intertemporal strategies. To explore this issue, we have modified
the benchmark setup where firms are supposed to be fully informed of past his-
tory, postulating instead that firms have access only to overall market information.
Specifically, we have assumed that firms do not observe the individual decisions of
their competitors but only past prevailing prices. Moreover, these prices are taken
to be only noisy correlates of aggregate output, because independent shocks im-
pinging on market demand every period break the usual deterministic link. Under
these conditions, we have seen that collusive equilibria can still be constructed (both
in the Cournot and the Bertrand setups), although now the target price cannot be
constantly secured over time. Instead, the inability of firms to discriminate between
deviations and bad shocks forces the process into finite but recurrent “punishment
phases” where a Nash equilibrium of the stage game is played. At equilibrium, of
course, these punishment spells are never the outcome of deviations but simply the
consequence of bad shocks.

Finally, we have studied a very stylized model of a “repeated labor market”
where a single firm and two workers meet every period. The constituent stage game
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involves sequential decisions, with the firm moving first (by issuing wage proposals)
and the two workers subsequently (deciding whether to work for the firm at the
offered wage and, in that case, whether to exert costly effort or not). In this stage
game alone, no worker has any incentive to exert effort after accepting a wage
offer, thus typically leading to an inefficient outcome in its unique subgame-perfect
equilibrium. Such an inefficiency can be remedied in the (infinitely) repeated game if
effort is observable and workers are sufficiently patient. That is, there is a subgame-
perfect equilibrium of the repeated game where the firm offers a wage premium
(i.e., proposes an efficiency wage) that offsets workers’ opportunistic incentives.
However, if the workers’ effort is unobservable, the situation becomes substantially
more problematic. For example, we have seen that, even if the underlying conditions
would allow for “full employment” at equilibrium under effort observability, the
absence of the latter may force some unemployment. That is, at any equilibrium of
the game played under imperfect observability, at least one worker has to remain
idle at every point in time.

Exercises

Exercise 9.1: Show that if the inequality (9.7) is satisfied, the trigger strategies
described by (a) and (b) in Subsection 9.1.1 define a subgame-perfect equilibrium
of the infinitely repeated game with discounted payoffs.

Exercise 9.2: Consider the linear environment given by (9.3) and (9.4) with M =
d = 1, c = 1/4, and n = 2. Determine the highest lower bound on the discount
rate δ such that the duopolists’ strategies described in Subsection 9.1.1 define a
subgame-perfect equilibrium of the infinitely repeated game. Allowing now c and
n to vary (i.e., they become parameters of the model), study how the aforementioned
lower bound on δ changes with them.

Exercise 9.3: In the same context as for Exercise 9.2, compute π̂m and π̂� in (9.10)
and (9.12), the latter as a function of any arbitrary x�.

Exercise 9.4: Again in the setup of Exercise 9.2, make the discount rate δ = 1/2
and determine the stick-and-carrot strategies (of the type indicated in (α) and (β) in
Subsection 9.1.1) that support a constant output equal to (xc + xm)/2, where recall
that xc and xm are, respectively, defined by (9.5) and (9.6).

Exercise 9.5*: Recall the general Cournot setup studied in Subsection 9.1.1. In this
setup, define a particular scenario with two firms where, for some specific discount
rate δ, the maximally collusive outcome cannot be sustained at a subgame-perfect
equilibrium by trigger strategies of the kind (a) and (b) but it can be supported by
strategies of the sort (α) and (β).

Exercise 9.6*: Consider a certain duopoly facing repeatedly over time (with no
prespecified end) a fixed demand function for its homogenous good of the form

P(Qt ) = θ̃ t (Qt )−α, α > 0,
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where θ̃ t is an identically and independently distributed random variable in each
time period t . Both firms display a fixed cost function given by

C(qi ) = 1

4
qi (i = 1, 2).

Let ν ≡ pm/pc where pm > 0 and pc > 0 are the prices prevailing in the (static)
Cournot-Nash equilibrium and the maximally collusive (symmetric) output profile,
respectively. Assume the random variable θ̃ t takes only two values: θ̃ t = 1, ν, each
arising with equal probability. In every period, firms choose their respective outputs
simultaneously, but they observe only the prevailing prices (i.e., they do not observe
the individual outputs chosen by other firms).

Model the situation as an infinitely repeated game with stage payoffs (profits)
being discounted at a common rate δ ∈ (0, 1). Suppose firms wish to sustain the
maximally collusive profile (qm, qm) through an equilibrium of the dichotomous
sort presented in Subsection 9.1.2 (i.e., an equilibrium that responds to “normal” and
“regressive” situations). Compute the optimal duration T ∗ of the regressive phases
that achieve this objective. Furthermore, find how T ∗ depends on the discount rate δ.

Exercise 9.7: Consider a duopolistic scenario such as that of Exercise 9.6, although
with perfect observability (i.e., each firm accurately observes the output chosen
by its competitor) and no demand uncertainty (for simplicity, just make θ̃ ≡ 1).
Suppose firms may decide to use prices or outputs as their strategic variables but, in
either case, they consider relying only on trigger strategies of the kind introduced
in Subsections 9.1.1 and 9.2.1. Find a value of δ > 0 that will leave them exactly
indifferent between the two possibilities (i.e., using prices or outputs).

Exercise 9.8: Within the context of Subsection 9.2.2 (i.e., repeated Bertrand com-
petition under imperfect observability), show that if (9.32) holds and δ is high
enough, some equilibrium of the format (i′) and (ii′) always exists for some suitable
chosen T .

Exercise 9.9*: Reconsider the context described in Exercise 9.6, now assuming
that firms adopt prices as their strategic variables.

1. What is the optimal duration T ∗ for the regressive phases in this case?
Determine as well how T ∗ depends on δ, the discount rate.

2. Now suppose firms may choose prices or quantities as their strategic vari-
ables. Which of these two options will they choose? Discuss your answer.

Exercise 9.10: In the infinitely-repeated labor-market context of Section 9.3, as-
sume that effort is unobservable and players’ discount rate δ is not necessarily close
to one. Further suppose that (9.38) does not hold, i.e., suppose that py1 ≥ ω̂.

(i) Is there a subgame-perfect equilibrium with full employment? Is it efficient
(allowing for side payments)? Is every such subgame-perfect equilibrium
efficient?

(ii) Discuss how your answers to (i) are affected if one may postulate effort
observability and/or a high enough discount rate.
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Exercise 9.11*: Consider a context with unobservability of the workers’ effort such
as that presented in Subsection 9.3.2 but with the following additional possibility.
Now, if a particular worker exerts no effort, the situation is detected by the firm
with some independent probability q, even if that worker turns out to be productive.
(Note that the model described in the text follows from the particularization q = 0.)

Assume the probability q is a costly control variable of the firm. Specifically,
suppose that, for any “chosen” q, the firm incurs a cost given by C(q) = q2. Fix the
values for the parameters of the model as follows: p = 0.1, y1 = 3, y2 = 2, ω̂ = 0,
δ = 0.5. Then, compute the optimal value of q that maximizes the discounted profits
of the firm at an equilibrium analogous to that considered in the text.

Exercise 9.12: In the context of Subsection 9.3.2 with effort unobservability, as-
sume that (9.46) does not hold. Is there any subgame-perfect equilibrium where
only one worker is hired every period? Discuss your answer.

Exercise 9.13: Consider a context as described in Section 9.3, but with worker 1
being uniformly more productive than worker 2 for each scale of production, and
suppose this fact is common knowledge. (That is, if yi

k denotes the productivity
of worker i when k workers are employed by the firm, one has y1

k > y2
k for each

k = 1, 2.) Specify conditions on the parameters of the model such that, with unob-
servability of workers’ effort, there exists an equilibrium where worker 1 is always
hired but worker 2 never is.

Exercise 9.14*: Consider a generalization of the setup described in Section 9.3
where there is an arbitrary number of 3n workers for some n ∈ N (i.e., the total
number is some multiple of 3).

(a) Specify conditions on the parameters of the model such that, under perfect
observability of workers’ effort, no more than one-third of the workers can
be hired at equilibrium. Define one such equilibrium.

(b) Address the same questions raised in (a) above but assuming that workers’
effort is unobservable.



CHAPTER 10

Evolution and rationality

10.1 Introduction

So far in this book, we have implicitly assumed that players experience no cognitive
limitations when confronting strategic situations. Consequently, any considerations
pertaining to whether and how agents will be able to arrive at some optimal (or
equilibrium) strategy have been fully abstracted from. It is clear, however, that a
coherent and exhaustive analysis of some games can be exceedingly difficult. And
this, of course, not only concerns many of our idealized theoretical contexts but
is also much more applicable to the strategic interactions taking place in the real
world. In many real contexts, players can seldom hope to understand the underlying
game in a transparent manner, which in turn leads them to resorting to relatively
simple rules to shape their behavior. But then, one expects that players should adjust
over time their decision rules on the basis of their own and others’ experience, those
rules that are more effective tending to spread throughout the population in lieu of
less successful ones.

From a theoretical viewpoint, the former considerations raise two related ques-
tions:

1. What reasonable features should be postulated on the dynamics of behav-
ioral adjustment?

2. Under what conditions does the entailed adjustment dynamics converge to
some optimal or equilibrium pattern of play?

The study of these important issues will attract much of our attention through the
remainder of this book, not only here but also in the two subsequent chapters. In
this chapter, the specific viewpoint adopted is of an evolutionary nature. This is an
approach that has a long history in the economic literature, although, traditionally,
it has been pursued only in a heuristic and informal fashion.166 In essence, evolu-
tionary theory builds upon the simple tenet that any suboptimal behavior eventually
should be weeded out of the population (say, by the “pressure” of competing and
better suited decision rules). Thus, rather than invoking players’ reasoning ability
to discipline behavior, some criterion of long-run performance and survival is used
instead. Indeed, as it turns out, we shall see that there are a number of interesting

166 A classical illustration of this approach can be found in the well-known essay by Friedman (1953).
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scenarios where such an evolutionary approach is able to provide novel underpin-
nings for Nash equilibrium, or even some of its refinements.

10.2 Static analysis

Evolution, of course, is (and should be modeled as) a genuinely dynamic process.
As a first approach, however, it is useful to study it from a static viewpoint and
ask what kind of configurations can be suitably conceived as an “evolutionary
equilibrium”, i.e., a (robust) rest-point of some evolutionary dynamics. This is
indeed our objective in the present section, undertaken in advance of the genuinely
dynamic analysis that will be developed later on in Sections 10.3 and 10.4.

10.2.1 Theoretical framework

As in much of modern evolutionary theory, we focus here on a paradigmatic con-
text where the individuals of a single large population are assumed to undergo a
series of “parallel” and identical pairwise contests (i.e., games).167 More precisely,
we consider an infinite population (with the cardinality of the continuum) whose
members are randomly matched in pairs to play a certain bilateral game in strategic
form G. Let us suppose that this game is symmetric with S = {s1, s2, . . . , sn} being
the common strategy set and A = (aqr )q,r=1,2,...,n the (square) payoff matrix. In this
matrix, any given entry aqr simply represents the payoff earned by an individual
who adopts the pure strategy sq when her opponent chooses sr . By symmetry, of
course, such an opponent then earns the payoff arq .

In general, we admit the possibility that individuals may choose mixed strategies.
In that case, the expected payoff of an individual who plays the mixed strategy
σ = (σ1, σ2, . . . , σn) ∈ �n−1 against other that adopts σ ′ is given by168

σ Aσ ′ =
n∑

q=1

σq

[
n∑

r=1

aqrσ
′
r

]
=

n∑
q=1

n∑
r=1

aqr σqσ
′
r .

The strategy simplex �n−1 may be used to represent not only mixed strategies
but also population profiles x = (x1, x2, . . . , xn) where each xq now expresses
the ex post frequency with which pure strategy sq is played in the population. For
example, if all players in the population happen to choose a common mixed strategy
σ ∈ �n−1, it will be assumed that the induced population profile x ∈ �n−1 over
pure strategies has xq = σq for all q = 1, 2, . . . , n.That is, given that the population

167 In Section 10.4, we extend this framework to allow for two populations interacting through a possibly asym-
metric game, individuals from each population still randomly chosen to play. Alternatively, evolutionary theory
has also focused on so-called playing-the-field models where, instead of random matching, there is joint si-
multaneous interaction among all the different individuals of the population. In economic contexts, a group of
firms all competing in a single market is a classical example of this latter kind of interaction. Another classical
one, but now of a biological nature, concerns the evolution of the sex ratio, a simplified version of which is
discussed in Exercise 10.5.

168 As in Chapter 2, we dispense for simplicity with the notation for matrix transposition, interpreting σ as a row
vector and σ ′ as a column one.
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is supposed to be very large, we shall heuristically invoke the law of large numbers
and identify ex ante probabilities and ex post frequencies.169

Analogous considerations are used to identify expected and average payoffs in
the following sense. Consider some positive measure of individuals who choose
the mixed strategy σ and are randomly matched against a large pool of players
whose profile over the different pure strategies is given by x = (x1, x2, . . . , xn).
Then, large-number considerations again lead us to identify the expected payoff
σ Ax earned ex ante by each of the individuals playing σ with the ex post average
payoff earned across all of those players.

10.2.2 Evolutionarily stable strategy

The first equilibrium concept introduced in the evolutionary literature was that of
evolutionarily stable strategy (ESS), proposed by Maynard Smith and Price (1973).
By virtue of its elegance and simplicity, this concept is still widely used in many
evolutionary applications. Formally, it is defined as follows.170

Definition 10.1: A (mixed) strategy σ ∈ �n−1 is an evolutionarily stable strategy
if ∀σ ′ �= σ, ∃ε > 0 such that if 0 < ε ≤ ε,

σ A
[
(1 − ε) σ + εσ ′] > σ ′ A

[
(1 − ε) σ + εσ ′] . (10.1)

The above definition has a quite transparent interpretation, at least in biological
realms. Consider a certain (large) population that was initially playing strategy σ
in a homogenous fashion – such a population is usually called monomorphic. The
question implicitly posed by the ESS concept can be formulated as follows: Can
the originally monomorphic population be permanently disturbed (i.e., “invaded”)
by a small number of alternative individuals (“mutants”) who adopt a different
strategy, σ ′ �= σ ? If one associates the ability to invade to obtaining at least as high
payoffs (and therefore, it is assumed, as high an ability to survive and reproduce),
the strategy σ qualifies as evolutionarily stable if the former question is answered
in the negative for any alternative σ ′ and some maximum threshold ε > 0 for the
relative size of the invasion. That is, once any such σ ′-mutants have entered at a
frequency ε no higher than ε̄, it is required that the latter’s average payoff be lower
than that of the original σ -incumbents, given that both of them face the same post
entry population profile (1 − ε)σ + εσ ′.

At this stage, it is important to point to an important drawback of the ESS
concept, which in turn is a key consideration in motivating future developments.
By definition, the ESS concept restricts itself to the analysis of monomorphic

169 In fact, such an identification is not devoid of technical problems because the law of large numbers applies only
to a countable set (not a continuum) of random variables. We ignore these problems here, but the interested
reader may refer to Judd (1985), Feldman and Gilles (1985), or Alós-Ferrer (1999) for a careful, but unavoidably
technical, discussion of these matters.

170 This concept can be readily adapted to contexts where individuals “play the field” (recall Footnote 167 and
cf. Maynard Smith (1982) and Crawford (1991)) or the population is finite (cf. Riley, 1979b; Schaffer, 1988).
All these different scenarios pose interesting questions of their own, which are nevertheless beyond the scope
of our present concerns.
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configurations, i.e., situations in which all individuals in the original population
display the same strategy σ . Even though, ex post, individuals may differ in their
actually displayed behavior (i.e., the pure strategy actually chosen), all of them are
fully identical from an ex ante viewpoint. Naturally, the evolutionary performance
of the strategy σ must be tailored to some global assessment of the payoff induced
across all those individuals that adopt it. For simplicity, the ESS concept identifies
such global performance with the corresponding average payoff. Thus, in view
of the large-population scenario, the evolutionary stability of σ is linked to the
identical expected payoff faced by all agents that ex ante determine their behavior
according to the same σ .

In biology or economics alike, however, behavioral diversity (even ex ante) is an
important feature of most interesting environments. That is, the checks and balances
afforded by a suitable degree of heterogeneity are crucial to understand the (evo-
lutionary) stability of the situation. For example, the fact that some individuals are
risky and others prudent, or tall and short, or aggressive and compromising, provide
the complementarities/substitutabilities that are often a key factor of stabilization
and robustness of the population state. In some cases (see Subsection 10.2.4), such
diversity can be suitably modeled in the way suggested above, i.e., as the ex post
consequence of ex ante symmetry. However, in many others, the heterogeneity must
be introduced explicitly into the framework if the problem is to be suitably modeled.
(One can think, for example, of those archetypal economic scenarios where some
agents are buyers and others sellers, or some are specialized in producing wool
and others wine.) In those cases, the ESS concept is markedly unsatisfactory as an
analytical tool and the situation must be approached in a richer way. This, indeed,
is the task undertaken in Section 10.3, where evolution is modeled explicitly as a
dynamic and polymorphic process.

10.2.3 ESS and equilibrium

In the introductory section of this chapter, we argued that evolution may provide
an indirect but effective way of ensuring that agents end up displaying some extent
of rationality. That is, evolution may act as a substitute for the players’ deductive
reasoning about the strategic situation implicitly presumed by classical game the-
ory. To explore the possibilities in this respect, a natural first step is to contrast
the behavioral implications of the ESS concept with those derived from the chief
theoretical notion of classical game theory, Nash equilibrium. This is the objective
of our next result, which readily implies that the former is a refinement – or a
strengthening – of the latter (see the clarifying discussion below).

Proposition 10.1 (Maynard Smith, 1982): Let σ be an ESS in a pairwise random-
matching context with bilateral game G. Then

(i) ∀σ ′ ∈ �, σ Aσ ≥ σ ′ Aσ ;
(ii) ∀σ ′ ∈ � (σ ′ �= σ ), σ Aσ = σ ′ Aσ ⇒ σ Aσ ′ > σ ′ Aσ ′.

Reciprocally, if a certain strategy σ ∈ � satisfies (i) and (ii), then it is an
ESS.



Static analysis 359

Proof: Let σ be an ESS. To prove (i) first, assume for the sake of contradiction that
there is some σ ′ �= σ such that

σ Aσ < σ ′ Aσ.

Then, there is some ε̂ > 0 such that, for all ε ≤ ε̂, one has

(1 − ε)σ Aσ + εσ Aσ ′ < (1 − ε)σ ′ Aσ + εσ ′ Aσ ′

or, equivalently,

σ A[(1 − ε)σ + εσ ′] < σ ′ A[(1 − ε)σ + εσ ′],

which contradicts Definition 10.1 and thus proves the claim. Concerning
(ii), let σ ′ be any mixed strategy different from σ such that

σ Aσ = σ ′ Aσ. (10.2)

Then, if, contrary to what is required, we had

σ Aσ ′ ≤ σ ′ Aσ ′, (10.3)

multiplying (10.2) by (1 − ε), (10.3) by ε, and adding both of the resulting
expressions, we would obtain, for any ε ∈ (0, 1), that

(1 − ε)σ Aσ + εσ Aσ ′ ≤ (1 − ε)σ ′ Aσ + εσ ′ Aσ ′

or

σ A[(1 − ε)σ + εσ ′] ≤ σ ′ A[(1 − ε)σ + εσ ′],

again a contradiction with Definition 10.1.
To prove the converse, assume that (i) and (ii) hold. Consider any given

σ ′ �= σ. If (i) applies with strict inequality, it is clear that (10.1) must hold
for all ε that are small enough. Instead, if (i) is satisfied with equality, then
(ii) implies that σ Aσ ′ > σ ′ Aσ ′, which again implies that (10.1) follows
for all ε > 0. �

In view of the above proposition, an ESS induces a symmetric Nash equilibrium
of the underlying bilateral game G – this is simply what Condition (i) reflects. But,
in addition, an ESS must also satisfy Condition (ii). Thus, as indicated, the ESS
notion can be regarded as a refinement of (symmetric) Nash equilibrium.

Proceeding along these lines, one may still wonder how much of a refinement
of Nash equilibrium is afforded by the ESS concept – that is, how does it fit in
the large menu of other refinements considered in the literature (cf. Chapter 4).
An exhaustive exploration of this question may be found in the monograph by van
Damme (1987, Chapter 9). Here, we content ourselves with showing that ESS is
a rather stringent refinement of Nash equilibrium, since it is no weaker than the
concept of (strategic-form) perfect equilibrium. This is precisely the content of the
following result.

Proposition 10.2 (Bomze, 1986): Let σ be an ESS in a pairwise random-matching
context with bilateral game G. Then, (σ, σ ) is a perfect equilibrium of G.
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Proof: As explained in Remark 4.1, an equilibrium of a bilateral game in strategic
form is perfect if, and only if, it is a Nash equilibrium that involves no
weakly dominated strategies by either player (cf. Definition 4.10). Thus, to
prove the desired conclusion it is enough to show that if any particular σ
is an ESS, it cannot be weakly dominated.

Suppose the contrary is true. Then, there exists some σ ′ ∈ �n−1, σ ′ �= σ,
such that, for all σ ′′ ∈ �n−1,

σ ′ Aσ ′′ ≥ σ Aσ ′′.

Particularizing σ ′′ above both to the ESS σ and the strategy σ ′ that weakly
dominates it, we obtain

σ ′ Aσ ≥ σ Aσ (10.4)

σ ′ Aσ ′ ≥ σ Aσ ′. (10.5)

By (i) of Proposition 10.1, the profile (σ, σ ) defines a Nash equilibrium.
Consequently, σ ′ Aσ ≤ σ Aσ . This, together with (10.4), implies that

σ ′ Aσ = σ Aσ.

Thus, by (ii) in Proposition 10.1, we must have

σ ′ Aσ ′ < σ Aσ ′,

which is a contradiction with (10.5) and therefore completes the proof. �

The above results can be interpreted as a certain confirmation of the idea that
evolutionary forces, at least as captured by the ESS concept, do impose some
degree of rationality on behavior. Indeed, the kind of behavior that arises does
not just embody individual rationality alone but a certain extent of consistency, or
interagent rationality, as well. That is, if the situation is suitably described by an
ESS, population behavior embodies Nash (even perfect) equilibrium play in every
bilateral encounter.

At this point, however, it is worth stressing that the above considerations should
not be overdone. Thus far, we have established only that if the population is settled
at an ESS, then their overall behavior reproduces the pattern of a Nash (perfect)
equilibrium. This, nevertheless, begs two important questions. First, there is the
basic one of existence: does an ESS always exist? And second, one may legitimately
wonder about the dynamic foundations of an ESS: is there any reasonable dynamics
that would lead the population to playing an ESS (or an ESS-like state)? This
dynamic issue is all the more important here since, unlike in classical game theory,
we are not entitled to invoke players’ reasoning as the procedure through which
equilibrium might be attained.

Pertaining to both of these questions, matters are unfortunately not very posi-
tive. First, concerning existence, it turns out that no satisfactory result is available
because there are simple and nonpathological finite games where no ESS exists
(see Exercise 10.3 and Subsection 10.2.4.2). On the other hand, as for its dynamic
foundations, note that the simple implicit dynamics underlying this concept reflect
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a purely local and dichotomic “test” of dynamic stability – i.e., it concerns the
struggle between one mutant and an incumbent in the vicinity of an incumbent-
monomorphic configuration. In essence, therefore, it is afflicted of the same rigid
monomorphism that was criticized at the end of Subsection 10.2.2. Quite surpris-
ingly, however, the ESS notion will come back again in Subsection 10.3.2, where
the canonical model of (polymorphic) evolutionary dynamics – the so-called repli-
cator dynamics – will be seen to provide some indirect but dynamic support for
ESS configurations.

10.2.4 Examples

10.2.4.1 Hawk–dove game. Let us now consider a simple, and by now classic,
example often used in the biological literature for purposes of illustration: the
hawk–dove game. Its setup may be described as follows. There is a large population
of a given species, its individuals competing for some scarce and indivisible resource
(food, territory, etc.). They are matched in bilateral encounters involving randomly
selected pairs. In every such encounter, the individuals in question can display one
of two possible sorts of behavior (i.e., strategies):

� aggressive behavior (the “hawk” strategy H );
� peaceful behavior (the “dove” strategy D).

Identifying the first row (and column) with the strategy H and the second with
strategy D, we posit the following payoff matrix:

A =
(

V−C
2 V

0 V
2

)
(10.6)

where V is the “fitness” value of the resource,171 and C is the cost of being defeated
in a fight when both individuals display aggressive behavior. More specifically, the
interpretation of the payoff entries is as follows.

� If both individuals adopt H (and thus enter into a fight), both enjoy the
same probability (i.e., 1/2) of overcoming the opponent (in which case
they secure the resource at no cost and obtain a payoff of V ) or being
defeated (which leads to a negative payoff of −C derived from losing both
the fight and the resource).

� If both instead adopt D, again the probability of obtaining the resource is
the same for each but, unlike before, the individual that is left without it
does not incur any cost.

� Finally, if one of the individuals adopts H , whereas the other chooses D,
the former is certain to obtain the resource at no cost, whereas the latter
does not incur any cost either.

171 As explained below, biological fitness is to be identified with the ability of producing viable offspring that
inherit the same behavioral traits as the parent.
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If V > C the situation is trivial because, in this case, the strategy H is dominant.
The unique ESS is then given by this pure strategy. The most interesting case
arises when V < C.172 In this case, no pure-strategy Nash equilibrium exists, and
therefore no pure strategy can be an ESS. However, allowing for mixed strategies,
we now show that

σ ∗ = (
σ ∗

H , σ
∗
D

) = (V/C, 1 − V/C) (10.7)

is an ESS (in fact, the unique one). That is, a probabilistic mixing of aggressive
and peaceful behavior (the latter being more likely the higher the cost C of being
defeated) is evolutionarily stable in the sense of Definition 10.1.

To see this, first note that σ ∗ is the unique symmetric Nash equilibrium of the
game G played by every matched pair of individuals. Thus, it is the only candidate
for an ESS, by virtue of Proposition 10.1. Since this Nash equilibrium has full
support on the full set of pure strategies, standard considerations indicate that, for
all σ = (σH , σD) ∈ �,

σ Aσ ∗ = σ ∗ Aσ ∗,

i.e., all (mixed) strategies attain the same equilibrium payoff earned by σ ∗. There-
fore, by part (ii) of Proposition 10.1, we know that for σ ∗ to be an ESS, we must
have

σ ∗ Aσ > σ Aσ

for all σ �= σ ∗. In view of (10.6), straightforward algebraic computations lead to

σ ∗ Aσ − σ Aσ = σ ∗
H − σH

2
(V − σH C),

where we use the fact that σD = 1 − σH . Thus, since σ ∗
H = V/C, it follows that

σ ∗ Aσ − σ Aσ = 1

2C
(V − σH C)2 > 0

for all σ �= σ ∗, as desired.

10.2.4.2 Rock–scissors–paper game. As a second example, suppose the strategic
situation confronted by every pair of randomly matched individuals is the well-
known rock–scissors–paper game (recall Exercise 1.7). Specifically, let the game
display the following payoff matrix

A =
 0 1 −1
−1 0 1

1 −1 0

 (10.8)

where the first row (and column) is associated with rock (R), the second with
scissors (S), and the third with paper (P). This simply reflects the usual convention
that R beats S, S beats P , and P beats R, with 1 being the payoff for victory and −1

172 See Exercise 10.1 for the boundary configuration where V = C.
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being that of defeat. If two same strategies play each other, the resulting tie is taken
to entail a payoff of zero.

This game has a unique Nash equilibrium where every player chooses each pure
strategy with equal probability, i.e., adopts the mixed strategyσ ∗ = (1/3, 1/3, 1/3).
Again, therefore, it follows that such σ ∗ is the only candidate for an ESS. Note,
however, that if we choose, e.g., σ ′ = (1, 0, 0) – i.e., the pure strategy R – we find

σ ∗ Aσ ′ = σ ′ Aσ ′ = 0 (10.9)

and, on the other hand,

σ ′ Aσ ∗ = σ ∗ Aσ ∗ = 0. (10.10)

Jointly, (10.9) and (10.10) imply that part (ii) of Proposition 10.1 is violated. This
implies thatσ ∗ is not an ESS. Thus, since it was the only candidate, we may conclude
that no ESS whatsoever exists in this game. In view of the especially simple nature
of the setup, this example provides an especially forceful illustration of the serious
nonexistence problems afflicting the ESS.

10.3 Basic dynamic analysis

In this and subsequent sections, we undertake a genuinely dynamic approach to the
study of evolutionary processes, i.e., one that is not limited by the straitjacket of
static equilibrium analysis. In this way, we hope to overcome some of the conceptual
and methodological objections raised above concerning the ESS approach (recall
Subsections 10.2.2 and 10.2.3). As a first step in this direction, we start by focusing
on the canonical model of evolutionary dynamics that embodies in the starkest
manner the idea of Darwinian selection, i.e., the so-called replicator dynamics.

10.3.1 Replicator dynamics

Consider initially a context in which time is measured discretely, and in every time
period t = 1, 2, . . . , the agents’ interaction is as described in Subsection 10.2.1.
That is, suppose that, at any such t, the individuals of a large population are randomly
matched in pairs to play a symmetric bilateral game, G, with payoff matrix A.

For simplicity, let us restrict attention to the case where agents adopt only pure
strategies.173 Denote by x(t) = (x1(t), x2(t), . . . , xn(t)) ∈ �n−1 the vector of pop-
ulation frequencies prevailing at some t (also called the population state), where
xq(t) stands for the frequency of individuals playing strategy sq . Then, if ν(t)
represents the absolute size (or measure) of the population, the total number (or
measure) of those adopting each pure strategy sq (q = 1, 2, . . . , n) is simply given
by νq(t) ≡ ν(t) xq(t).

173 The replicator dynamics can be extended to the full set of mixed strategies at the cost of a substantial increase
in complexity (in particular, the dynamical system becomes infinitely dimensional because the cardinality
of �n−1, the space of mixed strategies, is infinite). The interested reader is referred to Hines (1980) and
Vega-Redondo (1996).
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In biological contexts, payoffs have a very specific interpretation: they are a
measure of fitness and thus quantify the “production” of viable offspring that inherit
the same traits (i.e., behavior) as the parent. Such an interpretation of payoffs
as fitness unambiguously determines the dynamics of x(·) and ν(·). To see this,
make the simplifying assumption that adult individuals live for only one period.
Then, if the number of offspring left by each one of them is determined by (say,
is proportional to) its respective payoffs, the total number of individuals that will
adopt each pure strategy sq at t + 1 can be readily computed as follows:

νq(t + 1) = νq(t)

[
n∑

r=1

aqr xr (t)

]
(q = 1, 2, . . . , n).

And, therefore, the respective frequencies at t + 1 are

xq(t + 1) = νq(t + 1)

ν(t + 1)
= xq(t)ν(t)

[∑n
r=1 aqr xr (t)

]∑n
u=1 xu(t)ν(t)

[∑n
r=1 aur xr (t)

]
= xq(t)

[∑n
r=1 aqr xr (t)

]∑n
u=1 xu(t)

[∑n
r=1 aur xr (t)

] ,
which can be equivalently rewritten as follows:

�xq(t)

xq(t)
≡ xq(t + 1) − xq(t)

xq(t)
=

∑n
r=1 aqr xr (t) − x(t)Ax(t)

x(t)Ax(t)
. (10.11)

The above expression captures the “bottom line” of Darwinian selection in a
clear-cut fashion: the rate of change in the frequency displayed by any given
strategy sq is exactly equal to the relative difference between its average payoff∑n

r=1 aqr xr (t) and the average payoff earned across all strategies, x(t)Ax(t) =∑n
u=1 xu(t)[

∑n
r=1 aur xr (t)]. This expression gives rise to the dynamical system

usually known as the replicator dynamics (RD) – here, “replication” is understood
as asexual reproduction, given that each individual offspring is taken to be an exact
copy of its single parent.

For analytical convenience, it is useful to treat time as a continuous variable by
positing that the time period is of infinitesimal length. To make this precise, let
θ ∈ (0, 1] parametrize the duration of each discrete time period and suppose that,
within a time period of duration θ, only a θ -fraction of adult individuals die and
bear offspring in it. (Therefore, if θ = 1, the formulation is identical to that given
in (10.11).) Adapting the former considerations to any such value of θ , it can be
easily seen (cf. Exercise 10.6) that the corresponding generalization of (10.11) may
be written as follows:

�xq(t)

xq(t)
≡ xq(t + θ ) − xq(t)

xq(t)
=

∑n
r=1 θ aqr xr (t) − x(t) θ Ax(t)

x(t) θ Ax(t) + (1 − θ )
.

(10.12)
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Thus, dividing the above expression by θ and making θ → 0, we may rely on the
customary definition of (time) derivative to write

ẋ q(t)

xq(t)
= 1

xq(t)
lim
θ→0

xq(t + θ ) − xq(t)

θ

=
n∑

r=1

aqr xr (t) − x(t)Ax(t), t ≥ 0, (q = 1, 2, . . . , n) (10.13)

which is the continuous-time version of the RD to be used in most of our ensuing
discussion. Reassuringly, observe that (10.13) displays the basic feature that, as
argued above, characterizes Darwinian dynamics, namely, the rate of change in the
frequency of any given strategy is proportional to its payoff differential over the
average.174

The formulation of the RD given in (10.13) requires that xq(t) > 0 for each
q = 1, 2, . . . , n. If we have xq(t) = 0 for some q at any t (i.e., the set of individuals
choosing strategy sq display a zero measure), it is inherent in the strict Darwinian
features embodied by the RD that no positive fraction of individuals choosing sq

may arise later on. Therefore, the growth rate of its frequency must be forced to be
zero forever after. To accommodate for this possibility of zero frequencies, we may
simply rewrite (10.13) as follows:

ẋq(t) = xq(t)

[
n∑

r=1

aqr xr (t) − x(t)Ax(t)

]
, t ≥ 0, (q = 1, 2, . . . , n).

(10.14)

The above formulation of the RD highlights the fact that this dynamics per
se allows for no mutation or innovation, a phenomenon that would have to be
superimposed on the model as a separate component of the dynamics (see, for
example, the explicit modeling of mutation carried out in the models studied in
Chapter 12). Conversely, it is also easy to see that if xq(t) > 0 at some t, the RD
implies that xq(t ′) > 0 for all future t ′ > t (cf. Exercise 10.7). That is, no strategy
that is ever present in the population at some positive frequency can fully disappear
later on. In conjunction, the former two features of the RD may be combined into
the following property:

174 Note that, in contrast with (10.11), the law of motion in (10.13) displays a constant denominator of one in lieu
of the average payoff. It is worth mentioning, however, that the inclusion or not of the latter (time-varying)
denominator has no bearing on the qualitative behavior of the continuous-time system. That is, the following
version of the continuous-time RD,

ẋq (t)

xq (t)
=

∑n
r=1 aqr x j (t) − x(t)Ax(t)

x(t)Ax(t)
,

displays the same long-run behavior and stability properties as (10.13). The key point to observe in this respect
is that the term 1/x(t)Ax(t) is a common factor affecting the dynamics of every xq (·).
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Dynamic Invariance of Simplex Faces175: For any path x(·) of the RD and each
q = 1, 2, . . . , n,

xq(0) > 0 ⇔ ∀t > 0, xq(t) > 0. (10.15)

Two further properties of the RD are worth mentioning at this point, because
they represent an effective way of clarifying some of its theoretical implications.

Additive Invariance of Payoffs: Given the payoff matrix A, consider the alterna-
tive matrix A′ where, for each r = 1, 2, . . . , n, there is some hr ∈ R, such
that

∀q = 1, 2, . . . , n, a′
qr = aqr + hr .

Then, the trajectories induced by the RD with either payoff matrix A or A′

coincide.

Quotient Dynamics: Let q, r ∈ {1, 2, . . . , n} be such that xq(t) > 0 and xr (t) > 0
for some t. Then, the RD implies

ẋq(t)

xq(t)
− ẋ r (t)

xr (t)
=

n∑
u=1

aqu xu(t) −
n∑

u=1

aru xu(t). (10.16)

The above two properties are direct consequences of the RD formulation (cf.
Exercises 10.8 and 10.9). They embody alternative but equally stark manifestations
of what is the key feature of any Darwinian process: only relative payoffs matter.
The first property, additive invariance of payoffs, underscores this fact by stating
invariance to transformations of the underlying payoffs that leave differential mag-
nitudes across strategies unchanged. In turn, the second property labeled quotient
dynamics makes a related point: if one is interested only on how the differences
between two given strategy frequencies evolve, it suffices to compare their payoff
differences.

10.3.2 Replicator dynamics and equilibrium

Now, we ask a question on the RD much along the lines of the analogous question
posed in Subsection 10.2.3 pertaining to the ESS concept. What is the relationship
between the equilibria (i.e., rest points) of the RD and the equilibrium concepts
posited by classical game theory?

First, we observe that every Nash equilibrium is a rest point of the RD. More
precisely, let D ≡ (D1, . . . , Dn) : �n−1 → R

n be the vector field defining the RD

175 To understand the terminology used to label this property, note that any particular simplex face is characterized
by having some subset of components (or coordinates) vanish. Thus, as explained, any path of the RD that
starts in any such face (or its interior) is bound to remain in it throughout. Customarily, this is formulated by
saying that the RD leaves any such face “dynamically invariant.”
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in (10.14), i.e.,176

Dq(x) ≡ xq

[
n∑

r=1

aqr xr − x Ax

]
for each x ∈ �n−1 and every q = 1, 2, . . . , n. Then, we have the following.

Proposition 10.3: Let σ ∗ be the strategy played at a symmetric Nash equilibrium
of the game G. Then, the population state x∗ = σ ∗ is an equilibrium of the
RD, i.e., D(x∗) = 0.

This result follows immediately from the familiar fact that, at a Nash equilibrium,
all strategies played with positive weight must yield an identical expected payoff.
Thus, in contrast with the ESS approach (cf. Proposition 10.1), we find that the
RD equilibria do not provide a refinement but rather an extension of the Nash
equilibrium concept, with the population frequencies matching the corresponding
probability weights. But, how large is such an extension? As it turns out, quite large
(and also mostly uninteresting), as the following remark explains.

Remark 10.1: Stationarity of simplex vertices

Consider any simplex vertex of the form eq = (0, . . . , 1, . . . , 0) ∈ �n−1,
all its weight concentrated on some particular strategy sq . Clearly, for
every such eq, we have that D(eq) = 0. That is, any “degenerate” (or
monomorphic) profile eq is an equilibrium of the RD. In fact, depend-
ing on the underlying game G, it is easy to see that there can be additional
(nonmonomorphic) rest points that do not correspond to Nash equilibria
either – see Exercise 10.10. Overall, this indicates that stationarity (i.e.,
dynamic equilibrium) alone is too coarse a criterion to be of much interest
by itself for the RD. �

The above remark suggests that, to obtain sharper analytical conclusions from
the RD, one needs to supplement the simplistic notion of stationarity with some
additional requirement. A natural such requirement is that the rest point should pass
some test of dynamic robustness in the face of suitable perturbations. If, minimally,
those perturbations are taken to be only of a local character, one is led to the criterion
called asymptotic stability. In general, this notion is defined as follows.

Definition 10.2: Let ẋ = F(x) be a dynamical system in a set W ⊂ R
m, m ∈ N.

An equilibrium x∗ (i.e., F(x∗) = 0) is said to be asymptotically stable if
the following two conditions hold.

(1) Given any neighborhood U1 of x∗, there exists some other neighbor-
hood of it, U2, such that, for any path (or solution) x(·), if x(0) ∈ U2

then x(t) ∈ U1 for all t > 0.

176 Informally, the vector field indicates the direction of (infinitesimal) movement at every point x in the state
space of the system. Or, somewhat more formally, it specifies, for each x, a vector that is tangent to the
trajectory passing through x , its modulus determining the corresponding “speed” of movement.
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(2) There exists some neighborhood V of x∗such that, for any path x(·), if
x(0) ∈ V then limt→∞ x(t) = x∗.

Asymptotic stability involves two distinct requirements. First, Condition (1) de-
mands that any path that starts sufficiently close to the equilibrium remains arbitrar-
ily close to it. This condition is often labeled Liapunov stability. On the other hand,
Condition (2) requires that any path that starts close enough to the equilibrium in
question also converges to it.177

What can asymptotic stability provide for us in the task of shrinking the too-large
set of RD equilibria? An encouraging answer is provided by the next result.

Proposition 10.4: Let x∗ be an asymptotically stable equilibrium of the RD. Then, if
σ ∗ = x∗, the strategy pair (σ ∗, σ ∗) defines a (symmetric) Nash equilibrium
of the game G.

Proof: We argue by contradiction. Let x∗ be an asymptotically stable equilibrium
and suppose that the corresponding mixed strategy σ ∗ = x∗ does not define
a symmetric Nash equilibrium. Then, there must exist some strategy su that
obtains a higher payoff thanσ ∗ againstσ ∗.Or, in terms of the corresponding
population frequencies, we must have

n∑
r=1

aur x∗
r > x∗ Ax∗, (10.17)

which in turn obviously implies that

n∑
r=1

aur x∗
r >

n∑
r=1

avr x∗
r

for some v �= u with x∗
v > 0. Since x∗ is asymptotically stable, Condition

(2) in Definition 10.2 requires that there should be a neighborhood V of
x∗ such that, for every path with x(0) ∈ V, limt→∞ x(t) = x∗. Thus, from
(10.17), there must be some large enough T such that

n∑
r=1

aur xr (t) −
n∑

r=1

avr xr (t) ≥ ρ (10.18)

for all t ≥ T and some givenρ > 0.Choose x(0) to be an interior population
state, i.e., xq(0) > 0 for every q = 1, 2, . . . , n. By the dynamic invariance
of simplex faces implied by (10.15), we must also have that xu(t) > 0
and xv(t) > 0 for all t . Therefore, in view of (10.18) and the quotient RD
(cf. (10.16)), it follows that

ẋ u(t)

xu(t)
− ẋv(t)

xv(t)
≥ ρ

177 At first sight, it might seem that Condition (2) implies Condition (1), i.e., is stronger and thus makes the latter
redundant. However, this is not so and, in principle, one could have that a convergent trajectory is forced to
move “far away” from x∗ before returning to it. In fact, such examples are standard in the field of dynamical
systems – see, for example, Hirsch and Smale (1974).



Basic dynamic analysis 369

for all t ≥ T . This is incompatible with the fact that x(·) converges to x∗,
which obviously requires that lim ẋ u(t) = lim ẋv(t) = 0. The proof is thus
complete. �

By virtue of the above result, simply requiring that an equilibrium of the RD be
dynamically robust to local perturbations (i.e., asymptotically stable)178 is enough
to guarantee that it induces a Nash equilibrium for the underlying game – or, more
precisely, a population-based representation of it. Thus, in analogy with the ESS
concept in Proposition 10.1, Proposition 10.4 indicates that asymptotic stability
leads, in the context of the RD, to a refinement of Nash equilibrium – at least weakly
so. A natural question then arises: Which of these two notions, ESS or asymptotic
stability, is stronger, i.e., more “refined”? A clear-cut answer is provided by the
following result, whose proof is merely sketched.

Theorem 10.1 (Hofbauer, Schuster and Sigmund, 1979): Let σ ∗ ∈ �n−1 be an
ESS. Then, the population state x∗ = σ ∗ is asymptotically stable in terms
of the RD.

Proof (sketch): Let σ ∗ ∈ �n−1 be an ESS and denote by x∗ the corresponding
population profile. The main step of the proof involves finding a suitable
function ψ : �n−1 → R that displays the following two features:

(a) it achieves a unique maximum at x∗ in some neighborhood V of this
point;

(b) the value ψ(x(t)) increases along any trajectory with starting point
x(0) ∈ V .

Locally, any such function ψ(·) defines a so-called Liapunov function,
thus guaranteeing that every trajectory that starts close enough to x∗satisfies
the twofold requirement contemplated in Definition 10.2. First, the trajec-
tory never moves far away from x∗ (sinceψ(x(t)) always increases); second,
it eventually converges to x∗ (becauseψ(·) attains the local maximum at x∗).

Prior to verifying that some such function exists, we need the following
lemma, whose proof is relegated to Exercise 10.11.

Lemma 10.2: Let σ ∗ be an ESS. Then, there exists some neighborhood of it, Nσ ∗ ⊂
�n−1, such that if σ ∈ Nσ ∗\{σ ∗}, σ ∗ Aσ > σ Aσ .

Assume, for simplicity, that x∗(= σ ∗) is an interior point of the simplex
�n−1, i.e., x∗

q > 0 for each q = 1, 2, . . . , n. Then, consider the function
ψ : �n−1 → R defined as follows:

ψ(x) =
n∑

q=1

x∗
q log xq

as the candidate for a local Liapunov function. As explained, the key point
to show is that, for x(t) in some sufficiently small neighborhood of x∗ (we
may choose it smaller than Nσ ∗ in Lemma 10.2) we have ψ̇(x(t)) > 0.

178 Note, however, that only Condition (2) in Definition 10.2 is actually used in the proof of the result.



370 Evolution and rationality

To verify this, we compute

ψ̇(x(t)) =
n∑

q=1

x∗
q

ẋq(t)

xq(t)

=
n∑

q=1

x∗
q

[ n∑
r=1

aqr xr (t) − x(t)Ax(t)

]
= x∗ Ax(t) − x(t)Ax(t),

which is indeed positive, by virtue of Lemma 10.2, as desired. �

Theorem 10.1 provides an interesting link between our static and dynamic ap-
proaches to modeling evolution by establishing a new and surprising role to the ESS
concept. As the reader will recall (cf. Subsection 10.2.2), the dynamic motivation of
an ESS was conceived solely in terms of a simple and strictly dichotomous contest
between incumbent and mutant subpopulations. The above result, however, shows
that this concept also has interesting implications for the dynamic and inherently
polymorphic scenario modeled by the RD. Specifically, it turns out to render a use-
ful criterion of selection that refines (often strictly)179 the set of its asymptotically
stable states. Or, from an instrumental viewpoint, we could also regard the ESS
notion as affording (when it exists) an indirect but effective way of selecting rest
points of the RD that are dynamically robust, i.e., asymptotically stable.

10.3.3 Examples

10.3.3.1 Hawk–dove game (continued). Let us revisit the hawk–dove game de-
scribed in Subsection 10.2.4.1, now approaching it from the dynamic perspective
provided by the RD. A typical population profile x = (xH , xD) specifies the frequen-
cies of hawk and dove individuals in the population. In effect, however, because this
vector is one-dimensional (i.e., xH + xD = 1),we may simply focus on the dynam-
ics of one of these frequencies, say that of hawk strategists. Thus, denote y ≡ xH

and particularize (10.14) to the present payoff matrix A given by (10.6) to obtain

ẏ(t) = y(t)(1 − y(t))

[
V − C

2
y(t) + V (1 − y(t)) − V

2
(1 − y(t))

]
= 1

2
y(t)(1 − y(t))[V − Cy(t)].

The above dynamics implies that, for all interior y(t) ∈ (0, 1),

y(t) <
V

C
⇒ ẏ(t) > 0

y(t) = V

C
⇒ ẏ(t) = 0

y(t) >
V

C
⇒ ẏ(t) < 0.

179 One can construct simple examples where there is some asymptotically stable state for the (pure-strategy) RD
that does not define an ESS (cf. Vega-Redondo, 1996, Chapter 3).
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This indicates that the population state x∗ = (V/C, 1 − V/C) induced by the
(unique) ESS is, in the present example, globally stable from any interior point of
the space. It is worth stressing that such a conclusion is substantially stronger than
that of Theorem 10.1, which, in general, establishes only local stability for ESS
states, as embodied by the notion of asymptotic stability (cf. Definition 10.2).

10.3.3.2 Rock–scissors–paper game (continued). Consider now the rock–scissors–
paper game described in Subsection 10.2.4.2. As explained there, this context allows
for no ESS and, therefore, we can no longer rely on the associated ESS states to
guide our dynamic analysis of the situation. This, of course, does not in general
preclude the possibility that some other states might nevertheless display robust
dynamic properties – the ESS conditions are only sufficient, not necessary, for
asymptotic stability (recall Footnote 179).

In the absence of an ESS, the unique Nash-equilibrium strategy of the game,
σ ∗ = (1/3, 1/3, 1/3), appears as a natural benchmark to “anchor” (or at least start)
the study of the situation. What are the stability/robustness properties displayed
by the associated population profile x∗ = σ ∗? As we now show, even though they
are not as stringent as required by the notion of asymptotic stability (cf. Definition
10.2), they are still partially satisfactory.

First, it is useful to note that, in the present example, the product of individual
frequencies defines what is called a constant of motion, i.e., a magnitude that remains
constant along any given trajectory of the system. That is, if one defines the function
ζ : �2 → R by

ζ (x) ≡ x1 x2 x3,

the claim is that, along any path x(·) of the RD,

ζ̇ (x(·)) ≡ 0.

To verify it, simply observe that, given the payoff matrix A specified in (10.8), we
have

x Ax = x1(x2 − x3) + x2(x3 − x1) + x3(x1 − x2) ≡ 0.

Therefore, the RD can be written simply as follows:

ẋq(t) = xq(t)(xq+1(t) − xq+2(t)), (q = 1, 2, 3),

where the indices 4 and 5 are interpreted as “modulo 3” (i.e., as 1 and 2, respec-
tively). From the above set of differential equations, one may then readily compute

ζ̇ (x(t)) = x1(t)x2(t)x3(t) [(x2(t)− x3(t))+ (x3(t)− x1(t))

+ (x1(t)− x2(t))] ≡ 0,

as claimed.
The previous derivations indicate that the interior trajectories of the RD coin-

cide with the level sets of the function ζ (·) – see Figure 10.1 for an illustration.
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(0, 0, 1)

(0, 1, 0) (1, 0, 0)

Figure 10.1: Rock–scissors–paper game, RD.

This implies, of course, that the unique interior rest point of the RD (which corre-
sponds to the single Nash equilibrium of the underlying game) is not asymptotically
stable – in particular, Condition (2) of Definition 10.2 is violated, because even when
the system starts arbitrarily close to x∗ the ensuing trajectories do not converge to
it. However, its Condition (1) – what was labeled Liapunov stability – is clearly met.
Heuristically, this means that although perturbations occurring at equilibrium will
have persistent effects in moving the system away from it, those effects will be small
if the perturbations are also small. In this sense, the equilibrium displays a sort of
resilience – at least in the short or medium run – since only a repeated accumulation
of (small) perturbations may lead to substantial changes in the population state.

10.4 Evolution in social environments

The static and dynamic models of evolution discussed in Sections 10.2 and 10.3
were originally conceived for, and have been mostly applied to, biological contexts.
They have provided modern theoretical biology with a range of concepts and tools
fruitfully used in the analysis of Darwinian processes of natural selection.180 In
social and economic environments, however, that biologically grounded approach
can only be applied under quite restrictive behavioral assumptions. For, in socioe-
conomic contexts, the unfolding process of “selection” can no longer be closely
tailored to the ability to generate viable offspring. Social evolution, that is, pro-
ceeds through a variety of rather flexible mechanisms (imitation, experimentation,
introspection, etc.), which can hardly be modeled through the sharp (and thus rigid)
formulation afforded by, say, the RD. For example, we see below that only under a
set of behavioral assumptions that must be surely viewed as too special is it legiti-
mate to regard the RD as a suitable model of social evolution. In general, therefore,
one needs a more flexible model that, rather than spelling out the social dynamics
in minute detail, allows for (i.e., is consistent with) a rich scope of evolutionary,
payoff-responsive, adjustment.

180 The monograph by Hofbauer and Sigmund (1988) provides an excellent discussion of the wide range of
mathematical models that have been developed for the analysis of biological contexts. On the other hand, the
reader may refer to Hammerstein and Selten (1992) for a good survey of concrete biological applications that
rely on those theoretical developments.
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10.4.1 Social evolutionary systems

In the present quest to extend the generality of our approach, it is worth the effort
to allow for the possibility that several distinct populations interact – e.g., teachers
with students and perhaps also parents, males with females, or consumers with
firms and these with workers. Thus, let us suppose that there are several distinct
populations, the members of which interact according to a certain multilateral game.
In fact, to avoid unnecessary notational burden, let us simply posit that there are
just two large (continuum) populations, indexed by k = 1, 2, both of equal size.

Concerning the modeling of time, we formulate it directly as a continuous vari-
able. Thus, at every t ≥ 0, we postulate that all individuals of population 1 are
randomly paired with those of population 2. Each matched pair of agents plays a
bilateral (not necessarily symmetric) game G. The finite strategy sets of this game
are S1 = {s11, s12, . . . , s1n} for player 1 (i.e., the individual who belongs to popula-
tion 1) and S2 = {s21, s22, . . . , s2m} for player 2 (the one who comes from population
2). On the other hand, the payoffs of the game are given by (n × m)-matrices A and
B whose entries

aqr = π1(s1q, s2r )

bqr = π2(s1q, s2r )

specify the respective payoffs of player 1 and 2 for every possible pair of strategies
(s1q, s2r ), q ∈ {1, 2 . . . , n}, r ∈ {1, 2, . . . ,m}.

The state of the system at any given t is given by some (n + m)-dimensional
vector x(t) = (x1(t), x2(t)) ∈ �n−1 ×�m−1 specifying the frequencies with which
every strategy skq is played in each population k = 1, 2. In general, the dynamics (or
law of motion) for the system may be formalized through some system of (n + m)
differential equations:

ẋ1q(t) = F1q (x(t)) (q = 1, 2, . . . , n) (10.19)

ẋ2q(t) = F2q (x(t)) (q = 1, 2, . . . ,m) (10.20)

where F1 ≡ (F1q)n
q=1 and F2 ≡ (F2q)m

q=1 define a vector field (i.e., a function map-
ping�n−1 ×�m−1 into the possible directions of motion represented by vectors in
R

n × R
m). Naturally, for the system to be well defined, the induced paths cannot

leave the state space �n−1 ×�m−1 (i.e., the state space must be time invariant).
This requires, in particular (see more on this below), that

n∑
q=1

F1q(x) ≡
m∑

q=1

F2q(x) ≡ 0 (10.21)

for all x ∈ �n−1 ×�m−1, which is enough to guarantee that

n∑
q=1

x1q(t) ≡
m∑

q=1

x2q(t) ≡ 1

for all t > 0, provided of course that, at the start of the process, we had x(0) ∈
�n−1 ×�m−1.
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To fix ideas, suppose that the previous vector fields can be written in the following
form:

F1q(x) =
n∑

r=1

x1r w1r (x) pq
1r (x) − w1q(x) x1q (q = 1, 2, . . . , n)

(10.22)

F2q(x) =
m∑

r=1

x2r w2r (x) pq
2r (x) − w2q(x) x2q, (q = 1, 2, . . . ,m)

(10.23)

where

� wkr (·) is interpreted as the rate at which individuals in population k who
were previously adopting pure strategy skr abandon it;

� pq
kr (·) is viewed as the fraction of individuals in population k who, having

abandoned strategy skr , switch to strategy skq .

The above formulation endows the evolutionary process with some structure by
casting the underlying social adjustment as the composition of two opposite but
complementary forces: the inflow of fresh strategy adoption and the outflow of
strategy abandonment. Of course, the features displayed by the induced dynamics
must depend on the properties postulated on the functions pq

kr (·) and wkr (·) that
embody the aforementioned flows. Next, for the sake of illustration, we put forth
some specific proposals in this respect.

First, consider the strategy inflows – i.e., the rate at which any particular player
who abandons her prior strategy chooses a particular new strategy – and postulate
that181

pq
kr (x) = xkq (10.24)

for k = 1 and q, r = 1, 2, . . . , n, or k = 2 and q, r = 1, 2, . . . ,m. This formula-
tion can be conceived as the stylized description of an unsophisticated (i.e., payoff
blind) imitation process. More specifically, we may assume that any player in a
position to choose a new strategy (there is an “infinitesimal” measure of these at
every t) mimics the particular choice displayed by some other randomly “met” indi-
vidual from the same population (i.e., an individual who is selected in an unbiased
manner). Thus, the probability with which this player adopts any particular strategy
skq simply coincides with xkq , the fraction of those individuals in population k who
currently display that strategy.

On the other hand, concerning the strategy outflows, let us posit that players aban-
don their former strategies out of a certain sense of dissatisfaction or “frustration”
with the payoffs they have been earning with them. Or, to be more specific, suppose
individuals abandon any particular strategy at an overall rate that is decreasing in
the average payoff currently received by those who play it. In terms of the induced

181 Note that, in a continuous-time dynamical system, the rates of change (e.g., the rates of strategy abandonment
or adoption considered here) are, in effect, defined only up to a proportionality constant, which is tailored to
the overall speed of adjustment of the system (or, analogously, its time units).
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abandonment rates, this amounts to the following formulation:

w1q(x) = g1

(
m∑

r=1

aqr x2r

)
(q = 1, 2, . . . , n)

w2r (x) = g2

(
n∑

q=1

bqr x1q

)
(r = 1, 2, . . . ,m)

(10.25)

for some decreasing functions g1, g2 : R → R, where note that

� the average payoff earned by a player of population 1 who chooses any
given strategy s1q (q = 1, 2, . . . , n) is given by

∑m
r=1 aqr x2r (t), and

� the average payoff obtained by a player of population 2 who chooses some
strategy s2r (r = 1, 2, . . . ,m) is

∑n
q=1 bqr x1q(t).

Introducing (10.24)–(10.25) into (10.22)–(10.23), we arrive at an evolutionary
system of the following form:

ẋ1q(t) =
{[

n∑
r=1

g1

(
m∑

u=1

aru x2u(t)

)
x1r (t)

]
− g1

(
m∑

u=1

aqu x2u(t)

)}
x1q(t)

(10.26)

ẋ2q(t) =
{[

m∑
r=1

g2

(
n∑

u=1

bur x1u(t)

)
x1r (t)

]
− g2

(
n∑

u=1

buq x1u(t)

)}
x2q(t).

(10.27)

A simple particular case is obtained if one posits that both populations react to
dissatisfaction in the same way, i.e., g1(·) = g2(·) = g(·), and this common function
is linear of the form g(z) = α − βz for some parameters α, β > 0. Of course, for
this specification to make sense, α and β must be chosen to satisfy

α − β
m∑

r=1

aqr x2r ≥ 0 (q = 1, 2, . . . , n)

α − β
n∑

r=1

brq x1r ≥ 0 (q = 1, 2, . . . ,m)

for all x1 ∈ �n−1 and all x2 ∈ �m−1. Then, (10.26) and (10.27) become

ẋ1q(t) = β
{

m∑
u=1

aqu x2u(t) −
[

n∑
r=1

(
m∑

u=1

aru x2u(t)

)
x1r (t)

]}
x1q(t)

(10.28)

ẋ2q(t) = β
{

n∑
u=1

buq x1u(t) −
[

m∑
r=1

(
n∑

u=1

bur x1u(t)

)
x2r (t)

]}
x2q(t).

(10.29)
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Note that, without any loss of generality, we can simply choose β = 1 in the above
expressions – since β is a common factor to every equation, it has no effect on
the dynamics other than scaling the measurement of time (cf. Footnote 181 and
Exercise 10.16). Interestingly enough, we then find that (10.28) and (10.29) become
a two-population counterpart of (10.14), the RD introduced in Subsection 10.3.1 for
a single-population context. The above equations display, specifically, the following
key feature: the proportional rate of change of any given strategy skq is equal to the
difference between the average payoff of that strategy and the average payoffs earned
within the corresponding population k. In view of this fact, it is straightforward to
check (cf. Exercise 10.17) that the two-population dynamics (10.28)–(10.29) can
be provided with a Darwinian interpretation fully analogous to that used to motivate
our original version for a single population.

Even granting, however, that (10.24) and (10.25) might represent a useful repre-
sentation of a certain class of social evolutionary processes, there is no solid reason
to accept that players should revise their strategies as dictated by a common linear
function g(·). What is the basis to postulate that payoffs should trigger a linear
response on players’ adjustment behavior? In general, it seems reasonable to allow
for the possibility that players’ “urge” for changing behavior might depend non-
linearly on the payoffs they obtain. This suggests, in sum, that the conditions that
have been shown to lead to the (two-population) RD should be conceived as too
special, i.e., just an example that carries no special bearing for a suitably general
model for social evolution.

In contrast, the purely qualitative tenet that “dissatisfaction should decrease with
payoffs” seems a general and quite uncontroversial basis to model behavioral adjust-
ment in the present stylized framework. Formally, this postulate merely translates
into the condition that the functions gi (·) should be decreasing mappings. Are there
any interesting features to be expected from an evolutionary system if one just
insists that such a general condition be met? Indeed there are. For in this case,
any vector field F = (F1, F2) of the form given by (10.22)–(10.23) and (10.24)–
(10.25) can be easily seen to satisfy the following, quite appealing, property of
payoff monotonicity:

F1q(x)

x1q
>

F1r (x)

x1r
⇔

m∑
u=1

aqu x2u >

m∑
u=1

aru x2u

(q, r = 1, 2, . . . , n) (10.30)

F2q(x)

x2q
>

F2r (x)

x2r
⇔

n∑
u=1

buq x1u >

n∑
u=1

bur x1u

(q, r = 1, 2, . . . ,m), (10.31)

for all x ∈ �n−1 ×�m−1. These conditions lead to the following definition.
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Definition 10.3: An evolutionary system of the form (10.19)–(10.20) is said to be
payoff-monotonic (or monotonic, for short) if (10.30)–(10.31) hold for all
x ∈ �n−1 ×�m−1.182

In view of (10.19) and (10.20), the dynamic implications of payoff monotonicity
are clear. This condition simply guarantees that, for any given pair of strategies
in either population, their proportional rates of change are ordered in the same
way as their respective average payoffs. Thus, in this sense, a process that satisfies
(10.30) and (10.31) embodies, qualitatively, the key evolutionary feature that was
repeatedly stressed when discussing the RD in Subsection 10.3.1. That is, whether
any particular type of behavior grows (or survives) solely hinges on its relative
payoffs, compared with those of other competing behavior. (Recall (10.16), the
quotient representation of the RD, that displays this feature in the starkest – i.e.,
Darwinian – fashion.)

Payoff monotonicity is usually interpreted as reflecting the minimal criterion of
evolutionary consistency (or payoff responsiveness) that any reasonable model of
evolution, social or otherwise, should satisfy. Since it is an abstract requirement
pertaining to the “reduced form” of the evolutionary process, it has the advantage
of dissociating the analysis of the system from the particular details (often contro-
versial, typically incomplete) of any “micro-model” of the underlying dynamics.183

But, on the other hand, one may also legitimately fear that the very generality of
such an abstract notion could, in effect, render it useless as an analytical tool. Will
it have enough “bite” to shed light on some of our leading questions? Will it be suf-
ficient, for example, to single out interesting conditions under which rational (even
equilibrium) behavior should prevail in the long run? Indeed, as the next section
explains, there are a number of interesting insights to be gained on such questions
from the study of general evolutionary systems that are only required to satisfy the
above monotonicity criterion.

10.4.2 Payoff monotonicity and rationality

As it will be recalled (cf. Subsection 10.3.2), the RD is quite effective in guaran-
teeing some measure of rationality in the long run. In a nutshell, our main task
here will be to explore the extent to which this state of affairs is maintained when
the underlying evolutionary process is required only to satisfy the weak criterion
of payoff-monotonicity. In addressing this issue, our motivation is to investigate
whether the flexibility afforded by such a general criterion still allows for a fruitful
basis for the study of socioeconomic evolution.

First, we deal with some technical issues required for the mathematical analysis.
Let F = (F1, F2) be a vector field defining an evolutionary system of the type

182 See Nachbar (1990), one of the seminal proposers of this notion, which he labeled relative monotonicity. Many
other variants of the idea of monotonicty have been considered in the literature, as discussed for example by
Friedman (1991), Weibull (1995), and Vega-Redondo (1996).

183 In this respect, recall for example our former critical discussion concerning the assumption of linearity on the
function g(·) that determines abandonment rates in (10.25).
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given by (10.19) and (10.20). As a prerequisite to evaluate whether it satisfies the
requirements of payoff monotonicity, it is clear that the proportional rates of change
induced by F must be well-defined at any point x in the state space�n−1 ×�m−1.

This partly motivates the following definition.

Definition 10.4: The evolutionary system with vector field F is said to be regular if,
for all x ∈ �n−1 ×�m−1, the function G = (G1,G2) : �n−1 ×�m−1 →
R

n+m defined by

Gkq(x) ≡ Fkq(x)

xkq
(k = 1, q = 1, . . . , n;

k = 2, q = 1, . . . ,m)

is a well-defined and continuously differentiable function.

Regularity of the evolutionary system obviously implies that the vector field F
is continuously differentiable and, therefore, a unique solution (path or trajectory)
of the induced dynamical system exists starting from any initial state.184 It also
ensures, as explained, that proportional rates of change are well defined at every
point in the state space and thus payoff monotonicity can be assessed throughout.
Finally, one can easily check that, in conjunction with (10.21), the above regularity
condition guarantees that the evolutionary system leaves any simplex face invariant
(either in �n−1 for population 1, or in �m−1 for population 2) in the following
sense185:

xkq(0) > 0 ⇔ ∀t > 0, xkq(t) > 0 (k = 1, q = 1, . . . , n;

k = 2, q = 1, . . . ,m).

In what follows, our analysis is mostly186 restricted to regular and payoff-monotonic
evolutionary systems (RPMES), i.e., those that satisfy the requirements expressed
in Definitions 10.3 and 10.4.

As a preliminary step in the discussion, we start by simply stating the obvious
fact that the counterpart of Proposition 10.3 extends immediately from the single-
population RD to the whole class of RPMES. We have, that is, the following result.

Proposition 10.5: Let σ ∗ = (σ ∗
1 , σ

∗
2 ) be a Nash equilibrium of the underlying game

G. Then, the state x∗ = (x∗
1 , x∗

2 ) = σ ∗ is an equilibrium of any RPMES,
i.e., F(x∗) = 0, where F is its vector field.

The above proposition underscores the fact that, as it was specifically the case for
the RD, no “bite” is gained over that afforded by Nash equilibrium by focusing alone
on the rest points of any RPMES. In fact, one can readily extend the considerations
described in Remark 10.1 and show that, whatever might be the RPMES in place,

184 See, e.g., Hirsch and Smale (1974, Chapter 8) for a statement and discussion of this fundamental result of the
theory of ordinary differential equations.

185 Recall the analogous condition (10.15) contemplated for the single-population RD.
186 An exception can be found in Exercise 10.20, where the evolutionary system considered is not regular.
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any degenerate population profile is always stationary. Stationarity alone, there-
fore, allows for too wide a range of possible outcomes and additional robustness
requirements must be imposed if more interesting conclusions are to be obtained.
This is precisely the route undertaken by the next result, which is a direct analogue
of Proposition 10.4 (its proof is left to the reader as Exercise 10.19).

Proposition 10.6: Let x∗ = (x∗
1 , x∗

2 ) be an asymptotically stable equilibrium of an
RPMES. Then, if σ ∗ = x∗, the strategy pair σ ∗ = (σ ∗

1 , σ
∗
2 ) defines a Nash

equilibrium of the game G.

Thus, if one restricts to rest points that satisfy a local robustness criterion (i.e.,
asymptotic stability), any RPMES is sure to deliver the extent of “interagent ratio-
nality” captured by the central notion of Nash equilibrium. Nothing is lost, there-
fore, if instead of the rigid formulation featured by the RD, the evolutionary process
is modelled in the more open-ended fashion embodied by the twin conditions of
regularity and payoff monotonicity.

But isn’t the theoretical scope of asymptotic stability too narrow? What would
happen if the evolutionary paths do not start close to some asymptotically stable
equilibrium or, even worse, no such equilibrium exists? Indeed, the latter concern
seems amply justified in the light of former discussion. For example, we have found
that the basic static notion, ESS, is subject to serious existence problems (recall
Subsection 10.2.3), or the canonical dynamic model embodied by the RD displays
nonconvergent behavior even in very simple examples (cf. Subsection 10.3.3.2).
And, obviously, those problems can just be expected to worsen now, in view of the
substantially higher generality allowed by the notion of RPMES.

In view of the former considerations, we are led to the following question: Is
some extent of rationality still attainable along an evolutionary process when the
induced paths do not converge? As a preliminary negative conclusion in this respect,
we may readily assert that, in the absence of convergence, no equilibrium behavior
may ever materialize in the long run. (This simply follows from the fact that, as
established by Proposition 10.5, every Nash equilibrium defines a rest point for
any RPMES.) Thus, by way of “compromise,” we may then ask: Is it nevertheless
possible that some milder form of rationality may eventually arise? This, at last, has
a reasonably positive answer. For, as we shall see, the quite weak form of rationality
that eschews playing strongly dominated strategies is bound to prevail in the long
run when the underlying evolutionary system is regular and payoff monotonic.

To make the former claim precise, we first need to discuss in some detail two
of the different concepts of dominance that can be considered in a strategic-form
game. On the one hand, there is the most common notion of dominance (sometimes,
labeled “strict”), which was introduced in Definition 2.1. As it will be recalled, this
notion declares a certain pure strategy skq of player k dominated if there is some
mixed strategy σk that provides this player with a payoff higher than sk against
any profile of opponents’ strategies. As it turns out, this concept is too weak for
any RPMES to be effective (see more on this below). This suggests considering a
stronger requirement of dominance that pronounces a certain strategy skq dominated
only if there is some alternative pure strategy skr , which provides uniformly higher



380 Evolution and rationality

payoff than skq . If such stronger version of dominance is contemplated, clear-cut
conclusions can be obtained. Specifically, any strategy that is dominated in the latter
sense will be shown to have its frequency vanish along every interior path induced
by any RPMES (Proposition 10.7 below).

For the sake of completeness, let us add to Definition 2.1 a precise formulation
of the stronger dominance concept additionally considered here but particularized
to the present bilateral case.

Definition 10.5: Let G be a bilateral game as described above. The strategy skq ∈
Sk of player k is dominated in pure strategies if there exists some skr ∈ Sk

such that

∀s�u ∈ S� (� �= k), πk(skr , s�u) > πk(skq, s�u). (10.32)

As advanced, we now establish the following result.

Proposition 10.7 (Samuelson and Zhang, 1992): Let x(·) be a path induced by a
RPMES that starts at interior initial conditions, i.e., x(0) ∈ int (�n−1 ×
�m−1). Then, if some skq is dominated in pure strategies (k = 1, q =
1, . . . , n or k = 2, q = 1, . . . ,m), limt→∞ xkq(t) = 0.

Proof: Let x(·) be a path as indicated, and suppose that some pure strategy skq is
dominated for player (population) k. Then, from (10.32) and the compact-
ness of the mixed-strategy spaces, there is some skr ∈ Sk and some ε > 0
such that

∀σ� ∈ �� (� �= k), πk(skr , σ�) − πk(skq, σ�) ≥ ε.
Thus, by the assumed regularity and payoff monotonicity of the evolu-
tionary process, it follows that there exists some η > 0 such that, for all
x ∈ int (�n−1 ×�m−1),

Fkr (x)

xkr
− Fkq(x)

xkq
≥ η

and therefore, for all t ≥ 0,

ẋ kr (t)

xkr (t)
− ẋ kq(t)

xkq(t)
≥ η, (10.33)

where we rely on the fact that, since x(0) ∈ int (�n−1 ×�m−1), we also
have that x(t) ∈ int (�n−1 ×�m−1) for all t > 0 (cf. Exercise 10.18).
Define the variable z(t) ≡ xkr (t)/xkq(t). Then, it is immediate to compute
that

ż(t)

z(t)
= ẋ kr (t)

xkr (t)
− ẋ kq(t)

xkq(t)

and, therefore, in view of (10.33), we can write

z(t) ≥ z(0) eηt
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which obviously implies that z(t) → ∞ and therefore xkq(t) → 0, as
desired. �

Let us end our present discussion with three different remarks that elaborate and
complement the previous analysis in some important respects.

Remark 10.2: Iterative dominance

As explained in Section 2.1, much of the effectiveness in the use of domi-
nance arguments comes from the repeated use of it. That is, once a domi-
nated strategy is removed (i.e., discarded as possible rational play), it may
happen that other strategies that did not originally appear as dominated
become so. This may then bring the elimination procedure much further
than a single application of it would alone allow.

Since any RPMES eliminates over time (i.e. “eductively”)187 any domi-
nated strategy, it should be clear that it must also reproduce the “deductive”
arguments that underlie repeated elimination. For, once the frequency of
a certain dominated strategy becomes insignificant, other strategies that
appear as dominated in the former’s absence will have their frequencies
converge to zero in turn.

Naturally, the dynamic process of elimination thus induced proves partic-
ularly interesting when it leads to a unique pure-strategy profile. In that case,
the underlying game may be called dominance-solvable in pure strategies,
in analogy with the similar (but weaker) concept introduced in Section 2.1.
In such games, it follows as an immediate corollary of the former consid-
erations that any RPMES guarantees global convergence (from any point
in the interior of the state space) to the monomorphic profile where each
population plays its single iteratively undominated strategy. �

Remark 10.3: Dominance in mixed strategies and the RD

For the customary notion of dominance that allows for dominating mixed
strategies (i.e., as formulated in Definition 2.1), even though not all
RPMES are certain to carry out over time the iterative elimination of dom-
inated strategies, some such processes do. In particular, the RD (which
is of course a particular RPMES) eliminates all those strategies that are
iteratively dominated in that sense, as the reader is asked to prove in
Exercise 10.21. �

Remark 10.4: Weak dominance

Along the lines of Remark 10.3, one is led to wonder whether there are some
evolutionary systems that might prove effective in removing behavior that
is dominated in a sense even weaker than any of those two contemplated
above. Consider, for example, the notion labeled weak dominance, which
was introduced in Definition 4.9. Then, as we illustrate in what follows, it

187 The term eductive was suggested by Binmore (1987, 1988) to refer to a gradual process of learning in “real
time” that is to be contrasted with a timeless process of pure deductive reasoning.
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turns out that not even the canonical RD is able to guarantee that a strategy
that is weakly dominated in this sense is eliminated in the long run.

As the reader might recall, a certain (pure) strategy is said to be weakly
dominated if there exists some mixed strategy that ensures no lower (but
sometimes strictly higher) payoff against whatever strategy profile might
be played by the opponents. To see that the RD might not be effective
in discarding such weakly dominated strategies, let us rely on the simple
bilateral game proposed by Samuelson and Zhang (1992) with the following
payoff matrices:

A =
(

1 1
1 0

)
; B =

(
1 0
1 0

)
. (10.34)

Note that, in this game, each player has her second strategy dominated
(s12 and s22, respectively). Nevertheless, while that of player 1 (i.e., s12) is
only weakly so, that of the second player (s22) is dominated in the strongest
sense – i.e., there exists a pure strategy that provides a strictly higher payoff
for every strategy of the opponent.

Now, if one applies the RD to this example, Proposition 10.7 readily im-
plies that s22 must have its frequency x22 vanish in the long run. In contrast,
however, this does not happen for s12, the weakly dominated strategy of
population 1. The intuition here is that, as x22 → 0, the payoff disadvan-
tage of s12 versus s11 dwindles as well, slowing down very substantially the
decrease of the former’s frequency, x12. Eventually, as it turns out, the latter
consideration becomes preeminent, thus leading to a long-run frequency
for s12 that remains bounded above zero. An indication on how to provide
a formal proof of this conclusion may be found in Exercise 10.22. �

10.4.3 Examples

10.4.3.1 Trading complementarities. Consider the following economic environ-
ment, which is inspired by the well-known work of Diamond (1982). There are two
disjoint populations, 1 and 2. At any given point in time, every member of each
population is in one of two states: employed or unemployed. In the former case,
she produces y > 0 units of consumption and incurs a utility cost of c > 0; in the
latter case, she simply produces no output and incurs no cost.

Suppose the good produced by either population can be consumed only by the
individuals of the other population – i.e., the consumption of the good produced by
oneself is impossible. If an individual consumes y units of the good produced by the
other population she obtains a payoff equal to y. Thus, assuming that c < y, there
is the potential for mutually beneficial trade if two employed individuals meet.

As is customary, let us assume that, at each point in (continuous) time t, individ-
uals are randomly matched in pairs. If two employed individuals meet, they trade
and each obtains a net payoff equal to y − c. On the other hand, if two agents who
happen to be unemployed are matched, no trade of course can take place and their
payoff is zero for both. Finally, if an employed individual meets an unemployed
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one, again no exchange is supposed to take place, which implies that the former
obtains a negative payoff of −c, whereas the latter earns a payoff of zero.

The interaction between any two individuals of each population can be formalized
by a bilateral game with the following payoff matrices:

A =
(

0 0
−c y − c

)
B =

(
0 −c
0 y − c

)
,

where the first strategy (sk1, k = 1, 2) is interpreted as “unemployed,” and the
second one (sk2, k = 1, 2) is interpreted as “employed.” Note that the matrix B is
simply the transpose of A. This reflects the fact that, even though the game has been
formulated as a bimatrix (possibly asymmetric) game, it is nevertheless symmetric.
Despite this symmetry, however, the interaction takes place between two distinct
populations. It cannot be modeled, therefore, as in Section 10.3, with the members
of a single population internally matched among themselves. It requires instead the
two-population approach postulated here.

Assume that the population dynamics is governed by some RPMES. Then, we
have five rest points. On the one hand, there are the four monomorphic states (i.e.,
states in which each population behaves homogeneously), from which we single
out the following two:

x̂ = [(1, 0), (1, 0)]

x̌ = [(0, 1), (0, 1)].

The first of these states, x̂, has all the individuals of both populations unemployed,
while the second one, x̌, has them employed. Furthermore, there is also the poly-
morphic rest point

x̃ =
[(

1 − c

y
,

c

y

)
,

(
1 − c

y
,

c

y

)]
,

where there is a positive fraction of each type (employed and unemployed) in both
populations.

Turning now to the dynamics, the following first observation should be clear. By
virtue of the assumed payoff monotonicity, if the system starts in the interior of the
state space with a sufficiently high fraction of employed (unemployed) agents in
both populations, the ensuing path converges to the state in which everyone in each
population is employed (unemployed). Or, more precisely, we have[

xk1(0) > 1 − c

y
, k = 1, 2

]
⇒ lim

t→∞ x(t) = [(1, 0), (1, 0)][
xk2(0) >

c

y
, k = 1, 2

]
⇒ lim

t→∞ x(t) = [(0, 1), (0, 1)].

In the remaining, less clear-cut case where the initial profile satisfies[
xk1(0)−

(
1− c

y

)][
x�1(0) −

(
1 − c

y

)]
≡

[
xk2(0) − c

y

][
x�2(0) − c

y

]
< 0
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(0, 1)

(1, 0)(0, 0)

1 – c/y

1 – c/y

x21

x11

(1, 1)

Figure 10.2: Trading complementarities under an RPMES.

for each k, � = 1, 2 (k �= �), the induced path will also lead to one of the two
monomorphic states, x̂ or x̌, except for a “thin” (i.e., one-dimensional) subspace
that by itself defines a path leading to the polymorphic (but very fragile) state x̃ . In
fact, this subspace precisely separates the basins of attraction of x̂ and x̌ (i.e., the
respective set of initial conditions from which convergence ensues toward each of
them). This state of affairs is illustrated in Figure 10.2.

10.4.3.2 Risky trading. Consider again a trading context between two distinct and
large populations, 1 and 2, whose members are matched in pairs (one individual
from each population) at every point in time t ∈ R+. Every individual owns two
indivisible units of a certain population-specific good. These goods provide a certain
utility (say a constant payoff of 1 per each unit) if consumed alone. However, if
either of them is consumed in combination with the other good in equal proportions,
the utility of both goods is doubled (i.e., each unit attains a payoff of 2 if consumed
in combination with another unit of the other good).

Clearly, this setup shares with the former example the feature that there are gains
from trade – in particular, these gains fully materialize if one of the two units of the
good originally held by each individual is “symmetrically” exchanged by one unit
of the good in the hands of the other. There are, however, two key differences with
the previous example. First, no costs are assumed for holding or producing the good
owned by each individual. Second, the interaction is taken to be nonsymmetric, as
described next.

Populations 1 and 2 display a different range of possible behavior. The essential
difference between them is that the individuals of population 1 are potentially
aggressive. Specifically, there is a certain fraction of them, x11 ∈ [0, 1],who adopts
the aggressive strategy s11. This strategy results in the forceful deprivation of the
amount held by the potential trading partner if the latter does not play protectively
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(see below). Aggressive behavior, however, is assumed to incur a utility cost of 1.
In contrast, the complementary fraction x12(= 1 − x11) is peaceful and adopts the
strategy s12,which involves trading peacefully (and at no cost) one unit of the good
originally owned for one of the units owned by the partner.

The individuals of population 2, on the other hand, can also adopt one of two
possible strategies. The first one, s21, involves playing protectively. This safeguards
the two units owned by the individual, even in the presence of aggressive behavior
on the partner’s part. Thus, if the partner indeed plays aggressively, this strategy
earns a payoff equal to 2 (resulting from the consumption of the two units owned).
Instead, if the partner plays peacefully, there are gains from trade (with a gross
total payoff of 4) but the individual of population 2 suffers a utility loss (say, due to
“personal embarrassment”) equal to 3. Thus, the resulting net payoff in this case is
just equal to 1. The second strategy available to population 2, s22, does not provide
any protection. Thus, if aggressive behavior is met, it entails the loss of the full two
units of the good originally owned and an additional utility loss of 1 – therefore, it
leads to a net payoff equal to −1. If, on the contrary, the opponent is peaceful, the
whole gains of trade are enjoyed and thus a net payoff of 4 is earned. As usual, the
frequencies with which each of those two strategies is played in population 2 are
denoted by x21 and x22, respectively.

Combining all of the above considerations, the bilateral game faced by each pair
of matched individuals may be described by the following two payoff tables188:

A =
(

1 × 2 − 1 4 × 2 − 1
2 × 2 − 0 2 × 2 − 0

)
=

(
1 7
4 4

)
B =

(
1 × 2 − 0 0 × 2 − 1
2 × 2 − 3 2 × 2 − 0

)
=

(
2 −1
1 4

)
.

(10.35)

Suppose, for concreteness, that the population dynamics in this context may be
described by the RD. That is, the laws of motion for each population profile are
given by the following two-dimensional system (note that xk2(t) = 1 − xk1(t) for
all t and each k = 1, 2):

ẋ11(t) = x11(t)

{
x21(t) + 7(1 − x21(t))

−
[

x11(t) (x21(t) + 7(1 − x21(t)))+
(1 − x11(t)) (4x21(t) + 4(1 − x21(t)))

]}

ẋ21(t) = x21(t)

{
2x11(t) + (1 − x11(t))

−
[

x21(t) (2x11(t) + (1 − x11(t)))+
(1 − x21(t)) (−x11(t) + 4(1 − x11(t)))

]}
.

188 In these payoff matrices, all entries are of the form a × b − c, where a is the number of units consumed, b is
the utility per unit, and c is the possible cost entailed.
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It can be shown (see Hofbauer and Sigmund, 1988, Chapter 27) that, for any
generic 2 × 2 game displaying a unique completely mixed Nash equilibrium, the
interior paths induced by the corresponding two-population RD lead to closed orbits
around the equilibrium frequencies. Thus, in this sense, the dynamic behavior of
this class of games is akin to that observed for the rock–scissors–paper game in
Subsection 10.3.3.2. Since the bimatrix game given by (10.35) matches the required
hypothesis (i.e., displays a unique mixed-strategy Nash equilibrium), let us attempt
to provide a direct (constructive) confirmation of the aforementioned result in the
context of the present example.

First, note that, as was argued for the single-population case (recall Subsection
10.3.1), the two-population RD also satisfies (a suitable version of) the property
we called additive invariance of payoffs. That is, additive and independent
transformations of the payoff matrix of each population that leave relative payoff
differences unaffected have no bearing on the induced dynamics. This allows us to
replace the previous payoff matrices, A and B in (10.35), by the following ones:

A′ =
(−3 0

0 −3

)
B ′ =

(
3 0
0 3

)
,

where we simply add−4 to the first column of A (i.e., to its two entries) and−7 to the
second,whereas we add 1 to the first row of B and −1 to the second. The game then
becomes zero sum and the dynamics can be written in the following simplified form:

ẋ11(t) = x11(t) {−3x21(t) − [−3x11(t)x21(t) − 3(1 − x11(t))(1 − x21(t))]}
= x11(t) [1 − x11(t)] [3 − 6x21(t)]

ẋ21(t) = x21(t) {3x11(t) − [3x11(t)x21(t) + 3(1 − x11(t))(1 − x21(t))]}
= x21(t) [1 − x21(t)] [−3 + 6x11(t)] .

Now introduce the function ζ : [0, 1] × [0, 1] → R given by

ζ (x11, x21) = log x11 + log(1 − x11) + log x21 + log(1 − x21).

This function defines a constant of motion, as the following computations show:

ζ̇ (x11(t), x21(t)) = ẋ11(t)

x11(t)
− ẋ11(t)

1 − x11(t)
+ ẋ21(t)

x21(t)
− ẋ21(t)

1 − x21(t)

= [1 − x11(t)] [3 − 6x21(t)] − x11(t) [3 − 6x21(t)]

+ [1 − x21(t)] [−3 + 6x11(t)] − x21(t) [−3 + 6x11(t)]

= 0.

We conclude, therefore, that any interior path of the system moves along some level
curve of the function ζ, i.e., a locus of states of the form {x = [(x11, x12),
(x21, x22)] ∈ �×� : ζ (x11, x21) = K } for some K ∈ R given. Since these loci
are one-dimensional, they must coincide with the trajectories of the system, thus
confirming that the latter indeed give rise to closed orbits. The resulting dynamics
is illustrated in Figure 10.3.
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Table 10.1: A prisonner’s dilemma

2
1 C D

C 3,3 0,4
D 4,0 1,1

(0, 1)

(1, 0)
(0, 0)

1/2

1/2

x21

x11

(1, 1)

Figure 10.3: Risky trading under RD.

10.5 Evolution of cooperation: an example

To close this chapter, we provide an additional illustration that focuses on the
long-standing issue of whether (and how) cooperation may consolidate in a large-
population context. Both in classical and evolutionary game theory alike, this topic
has attracted much attention and has been approached from a wide variety of alter-
native viewpoints. Here, we adopt a simple perspective and study a very stylized
framework that casts the phenomenon of evolution and the notion of cooperation
in its most paradigmatic forms: the RD on the one hand, and the repeated prisoner’s
dilemma on the other.189

Consider a large (continuum) population whose members are randomly matched
in pairs to play a simple version of the infinitely repeated prisoner’s dilemma
(IRPD). Specifically, let us suppose that the stage game (i.e., the one-shot prisoner’s
dilemma) is as described by Table 10.1 and, in the infinitely repeated game, players
may adopt one of only three strategies:

� Strategy C∗, which chooses action C in every stage, irrespectively of past
history;

� Strategy D∗, which chooses action D in every stage, again irrespectively
of past history;

189 Most of the modeling details here are borrowed from Vega-Redondo (1996).
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� Strategy TFT (tit-for-tat), which starts by choosing C and then mimics the
action by the opponent in the previous stage.

Suppose that, over any whole string of play of the repeated game, the players’
intertemporal payoffs are identified with the flow of stage payoffs discounted at the
rate δ = 2/3 and, as customary (recall Section 8.2), the corresponding discounted
sum is scaled down by the factor (1 − δ) = 1/3. Then, it may be easily checked
that the strategic-form representation of the induced IRPD displays the following
payoff matrix:

A =
3 0 3

4 1 2
3 2/3 3

 ,
where the strategies are arranged (and thus indexed by j = 1, 2, 3) in the same
order as listed above.

As advanced, we want to study the behavior of the RD in this context. In ef-
fect, its relevant state space is two-dimensional, because the population states
x = (x1, x2, x3) belong to the two-dimensional simplex. It is enough, therefore,
to describe the law of motion of the RD for two of the frequencies involved. For
concreteness, let us choose x2 (the frequency of D∗ strategists or flat defectors) and
x3 (that of TFT strategists or reciprocators). Their respective laws of motion are as
follows:

ẋ2(t) = x2(t)


4(1 − x2(t) − x3(t)) + x2(t) + 2x3(t)

−

 3(1 − x2(t) − x3(t))(1 − x2(t))

+x2(t)(4(1 − x2(t) − x3(t)) + x2(t) + 2x3(t))

+x3(t)(3(1 − x2(t)) + 2/3 x2(t))




ẋ3(t) = x3(t)


3(1 − x2(t)) + 2/3 x2(t))

−

 3(1 − x2(t) − x3(t))(1 − x2(t))

+x2(t)(4(1 − x2(t) − x3(t)) + x2(t) + 2x3(t))

+x3(t)(3(1 − x2(t)) + 2/3 x2(t))


 ,

which can be simplified to

ẋ2(t) = x2(t)

[
1 − x2(t) − 2x3(t) + 4

3
x2(t) x3(t)

]
(10.36)

ẋ3(t) = x3(t)

[
−1

3
x2(t) + 4

3
x2(t) x3(t)

]
. (10.37)

Let us start by identifying the rest points of the system. On the one hand, of
course, we have that all three monomorphic states are stationary. These correspond
to the points (1, 0), (0, 1), and (0, 0), where recall that the state of the system
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specifies only the frequencies of D∗ and TFT strategists. The rest points (0, 0) and
(0, 1) reflect configurations where there are no defectors and the whole population
is either a cooperator or a reciprocator. But, clearly, not only these two latter states
but also all those defector-free states in the set

H ≡ {(0, x3) : 0 ≤ x3 ≤ 1} (10.38)

are rest points of the RD as well.
Finally, there is an additional rest point of the system consisting of the state

(x̃2, x̃3) where there are no cooperators (i.e., x̃2 + x̃3 = 1) and the individuals
adopting D∗ obtain the same payoffs as those choosing TFT. To compute this
point, let π (s, (x2, x3)) denote the expected (or average) payoff earned by strategy
s ∈ {C∗, D∗, TFT } when the population state is given by (x2, x3). Then, to deter-
mine (x̃2, x̃3), one must solve

π (D∗, (x̃2, x̃3)) = π (TFT, (x̃2, x̃3))

or

4 − 3x̃2 − 2x̃3 = 3 − 7

3
x̃2, (10.39)

which leads to x̃2 = 3/4, x̃3 = 1/4.
Let us now check the robustness (i.e., stability) of each of the aforementioned

rest points. First, we note that the profile (1, 0) where every individual chooses D∗

is asymptotically stable. To see this observe that, if ε > 0 is chosen sufficiently
small, any (x2, x3) such that x2 ≥ 1 − ε satisfies

π (D∗, (x2, x3)) > π̄ (x2, x3),

where

π̄ (x2, x3) ≡ x Ax = 3 − 2x2 − 4

3
x2 x3

stands for the average payoff earned by the whole population. It should be clear,
therefore, that (1, 0) meets the two requirements demanded for asymptotic stability
in Definition 10.2.

Next, we turn to assessing the stability of the rest points in the set H, as defined
in (10.38). In this case, a key role in the discussion is played by the point (0, x̂3)
characterized by

π (D∗, (0, x̂3)) = π̄ (0, x̂3) (10.40)

or

4 − 2x̂3 = 3,

which implies that x̂3 = 1/2. At the state (0, 1/2), any “infinitesimal” number of
defectors that might hypothetically arise (i.e., a set of zero measure not affecting the
population profile) would earn a payoff exactly equal to the population average. The
frequency of reciprocators marking this state, x̂3 = 1/2, can be used to partition
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the set H into two subsets:

H1 = {(0, x3) : x3 ≥ 1/2} (10.41)

H2 = {(0, x3) : x3 < 1/2}. (10.42)

As explained below, these two subsets turn out to display quite different stability
properties.

On the one hand, for any given point in H1, it can be shown that every trajectory
that starts close to it remains nearby in the sense required by Liapunov stability
(Condition (1) of Definition 10.2) but does not generally converge to it (i.e., its
Condition (2) fails). The formal proof of this conclusion is left to the reader in
Exercise 10.23. Nevertheless, the intuitive reason for it is quite clear. Suppose that
a particular point in H1 is subject to some (small) perturbation. Then, even if this
perturbation brings in some defectors, the fact that the TFT strategists are still
(roughly) no fewer than half of the whole population precludes those defectors
from gaining much advantage by exploiting cooperators. In particular, their payoff
must always be less than the population average and, consequently, their frequency
will fall over time. In the limit, the system will return to the set H (i.e., to some
state with no defectors) not far away from the point originally perturbed. In general,
however, it will not return to that same point. To illustrate this claim, suppose, for
example, that the contemplated perturbation introduces some new defectors but the
frequency of TFT strategists remains unchanged. Then, the latter will enjoy some
small (and decreasing) advantage against all other individuals along the ensuing
trajectory, in turn leading to a slight increase in their frequency over time. In the
limit, the path cannot return to the original point, thus violating the convergence
condition required for asymptotic stability.

Polar considerations suggest that, in contrast, no point in the complementary
subset H2 = H\H1 can even be Liapunov stable. For any of these points, a pertur-
bation that introduces some defectors will lead to a temporary increase in the latter’s
frequency that, unavoidably, will bring the limit point of the trajectory relatively far
from the original point (even if it returns to the set H ). In fact, the final frequency of
TFT strategists can be seen to lie always above 1/2, the dividing threshold between
H1 and H2 – that is, the limit state will belong to the set H1, the complement (in
H ) of the set where the path started. Again, a formal proof of this conclusion is
part of Exercise 10.23.

Finally, let us consider the rest point (x̃2, x̃3) = (3/4, 1/4). To show that this
point is not asymptotically (not even Liapunov) stable, consider for example the
profile (3/4 + ζ, 1/4 − ζ ) for any ζ > 0. From (10.39) we readily obtain

π (D∗, (3/4 + ζ, 1/4 − ζ )) > π (TFT, (3/4 + ζ, 1/4 − ζ )),

which implies that any trajectory starting at any such point (i.e., a point of the form
(x̃2 + ζ, x̃3 − ζ )) will converge to (1, 0), i.e., will move away from (x̃2, x̃3).

The above discussion focuses on issues of stability that are purely local, i.e., that
pertain to how the system behaves around its rest points. Can we say something
about its global dynamics, possibly far from the rest points? Certainly, the former
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discussion makes it apparent that there can be no globally absorbing state that
attracts every possible trajectory (even if we restrict to interior ones). Initial condi-
tions, in other words, crucially matter. Thus, in understanding the global dynamics
of the system, the aim must be to partition the set of initial conditions into a number
of disjoint subsets, each of them associated to a different regularity displayed by
long-run behavior.

To this end, the following claim turns out to be very useful. To ascertain whether
the frequency of TFT strategists is to increase at a particular (interior) state, the
only relevant consideration is whether these players are in sufficient “critical mass.”
Or, to express it somewhat more precisely, the direction of change in the frequency
of reciprocators depends only on their current frequency x3 being above or below
a certain threshold, independently of how the rest of the population is distributed
between defectors and cooperators. To verify this claim, the RD formulation sug-
gests focusing on the difference between the payoff earned by TFT strategists and
the population-average payoff. This difference is readily computed as follows:

π (TFT, (x2, x3)) − π̄ (x2, x3) =
(

3 − 7

3
x2

)
−

(
3 − 2x2 − 4

3
x2 x3

)
= −1

3
x2 + 4

3
x2 x3 (10.43)

and, therefore, as long as x2 > 0,

π (TFT, (x2, x3)) − π̄ (x2, x3) ≶ 0 ⇔ x3 ≶ 1

4
,

which, as dictated by the RD, implies that the following condition must hold at
interior states:

∀t ≥ 0, ẋ3(t) ≶ 0 ⇔ x3(t) ≶ 1

4
. (10.44)

The above simple characterization has a sharp bearing on the global dynamics of
the system. It implies, in particular, that the long-run state is a cooperative one (i.e.,
all defectors eventually disappear) if, and only if, the initial number of reciprocators
is high enough. More precisely, this conclusion can be formulated as follows. Let
(x2(·), x3(·)) be an interior trajectory of the RD given by (10.36) and (10.37). Then,

lim
t→∞ x2(t) = 0 ⇔ x3(0) >

1

4
. (10.45)

To verify (10.45), let us address in turn each of the following two (exhaustive)
possibilities:

(i) x3(0) ≤ 1/4;
(ii) x3(0) > 1/4.

In Case (i), it follows from (10.43) and (10.44) that

ẋ3(t)

x3(t)
= x2(t)

(
−1

3
+ 4

3
x3(t)

)
≤ x2(t)

(
−1

3
+ 4

3
x3(0)

)
≤ 0
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for all t ≥ 0, i.e., the frequency of reciprocators can never increase. Thus, since
TFT weakly dominates C∗, the frequency of cooperators cannot increase either and,
consequently, ẋ2(t) ≥ 0, i.e., the frequency of flat defectors cannot fall. But then,
given that the initial conditions are assumed interior, limt→∞ x2(t) ≥ x2(0) > 0,
which implies that the long-run state is not fully cooperative.

Let us now take up Case (ii). Because x3(0) > 1/4, we may rely again on the fact
that

ẋ3(t)

x3(t)
= x2(t)

(
−1

3
+ 4

3
x3(t)

)
to assert that

ẋ3(t)

x3(t)
≥ ηx2(t) (10.46)

for some given η satisfying

η ≥ 4

3

(
x3(0) − 1

4

)
> 0.

If, contrary to what is claimed, it were not the case that limt→∞ x2(t) = 0, (10.46)
would imply that x3(·) must grow without bound, an absurdity that establishes the
desired conclusion.

To sum up, expression (10.45) provides a stark manifestation of the crucial role
played by reciprocating behavior in the model. Whether enough of it is present at
the beginning of the process is the sole feature of the initial conditions that matters
to predict the (un)cooperative nature of the long-run state. Initial conditions indeed
matter, as it could not be otherwise given the inherent complementarities displayed
by the two sorts of cooperative strategies present in our model. But they matter
in an especially sharp and simple fashion, as explained above and illustrated in
Figure 10.4.

x3 = 1/2

 x2 = 3/4

x2 + x3 = 1

x2

x3

H2

H1

1/4

 ~

 ^

Figure 10.4: Simplified repeated prisoner’s dilemma, RD.
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The primary aim of this chapter has been to explore the extent to which the
received notions of rationality and equilibrium that underlie classical game theory
can be provided with a robust evolutionary basis. Traditionally, economists have
relied on heuristic arguments to defend the idea that, under sufficiently stringent
selection (e.g., “market”) forces, rational behavior should be expected to prevail in
the long run. To investigate this idea rigorously, we have focused on the paradigmatic
context where individuals of one (or several) large population(s) are randomly
matched in pairs to play a certain game. Our analysis has advanced along the
following steps.

First, we have pursued a static approach, centered on the fundamental notion
of evolutionarily stable strategy (ESS). This “equilibrium” concept captures the
simple idea of a (single) large population that is monomorphically playing a com-
mon strategy, possibly mixed, and is able to expel (through higher payoffs) any
small fraction of mutants who might threaten to invade it. We have shown that
the ESS concept partially achieves the desired objective: it induces a Nash equi-
librium and is therefore consistent with the classical notion of game-theoretic ra-
tionality. It is also subject, however, to important conceptual problems. Among
others, it rules out by construction polymorphic situations (thus lacking a dynamic
foundation that might be judged satisfactory) and is subject to serious existence
problems.

Motivated by these important drawbacks, we have next undertaken an explicitly
dynamic approach that allows for a population that is fully polymorphic to inter-
act over time through different (pure) strategies. First, the focus has been on the
canonical model of evolutionary dynamics that reflects Darwinian selection, i.e.,
the so-called replicator dynamics (RD). Again, we have found that, in a certain
sense, it provides support for Nash equilibrium. Specifically, its robust (asymptot-
ically stable) rest points give rise to population states (i.e., strategy frequencies)
that match the probabilities displayed by some Nash equilibrium of the underlying
game. Thus, in the language of Chapter 4, it induces a refinement of Nash equi-
librium, much as the ESS was also seen to do. This begs the following question:
Which of the two notions, ESS or asymptotic stability, is more “refined”? As it
turns out, the ESS notion has been found to be the stricter one, since every ESS
state is asymptotically stable. In this sense, therefore, the ESS concept can also be
viewed as an indirect way of selecting for dynamically robust population states.

The RD is a sharp model of evolution that is useful as a canonical benchmark
but it can hardly be appropriate, in general, for the study of (non-Darwinian) social
evolution. To this end, one needs a more flexible framework that can accommodate
a diverse number of complementary factors of strategy adjustment: imitation, dis-
satisfaction, population renewal, etc. This idea is captured by the abstract notion of
payoff-monotonic evolutionary systems. These are general dynamical systems that
respect the key qualitative requirement of payoff responsiveness that is the mark of
evolutionary selection, i.e., the basic idea that higher payoff strategies should pros-
per at the expense of those earning lower payoffs. We have seen that this requirement
is enough to guarantee much of what was shown to be true concerning the RD – in
particular, every asymptotically stable state still corresponds to a Nash equilibrium
of the underlying game. Furthermore, even if the analytical scope is widened to
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include arbitrary (possibly nonconvergent) paths, payoff monotonicity turns out to
be enough to guarantee that, in the long run, the most blatant irrationalities are
weeded out. For example, every strategy that is dominated (perhaps after iterative
deletion) by another pure strategy must see its frequency dwindle to zero over time.

The different theoretical developments of this chapter have been illustrated by a
number of classical examples in the evolutionary and economic literature, i.e., the
hawk–dove and rock–scissors–paper games, as well as trading games displaying
complementarities or risk. To conclude the chapter, we have turned to another
example that has been repeatedly used as a test scenario for evolutionary game-
theoretic ideas: the repeated prisoner’s dilemma. We have considered a simplified
version of it with three strategies (flat cooperation, flat defection, and tit-for-tat)
and studied in this context the long-run implications of the RD. The role played
by reciprocity in the rise and consolidation of cooperation has arisen very starkly.
Specifically, it has been shown that there exists a knife-edge threshold for the
initial frequency of the reciprocating tit-for-tat strategists such that cooperation
will materialize in the long run if, and only if, this threshold is exceeded.

Exercises

Exercise 10.1: Recall the hawk–dove game whose payoff matrix A is given by
(10.6) and suppose that V = C . Find all ESS under random pairwise matching.

Exercise 10.2: Consider a generalized rock–scissors–paper game with payoff ma-
trix A as given by (10.8) except that the payoff earned when a strategy meets itself
is some given η ∈ R. Characterize the values of η for which an ESS exists in a
random pairwise-matching context with a large (continuum) population.

Exercise 10.3*: Prove that, generically (cf. Footnote 66 in Chapter 4), an ESS
exists in any symmetric 2 × 2 game under random pairwise matching.

Exercise 10.4: Let G = {{1, 2}, {Si }i=1,2, {πi }i=1,2} be a symmetric and bilateral
game that is of “pure coordination.” That is, for each i = 1, 2, and any s = (s1, s2) ∈
S1 × S2,

πi (s1, s2) =
{
> 0 if s1 = s2

= 0 if s1 �= s2.

Under random pairwise matching in a continuum population, characterize (i.e.,
describe exhaustively) the set of ESS.

Exercise 10.5*: Let there be a large (continuum) population, composed of males
and females, who are involved in the so-called sex-ratio game. The females are
the genuine players of the game in that they are the ones who determine the sex
probabilities among their offspring. Suppose there are two options (or possible
strategies) in this respect. The first one, strategy s1, involves a probability of 0.1
that any given offspring be a male (thus 0.9 that it be a female) whereas in the
second one, s2, this probability is 0.6. To produce offspring, every female needs
the concourse of a male. However, independently of the characteristics of the male,
all females bear the same number of offspring (independently of the latter’s sex).
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For each female, her payoffs are taken to be proportional to the number of grand-
children they breed. (Of course, these grandchildren may be obtained either as the
offspring of their sons or the offspring of their daughters.) Thus, in contrast with the
leading context studied throughout this chapter (cf. Subsection 10.2.1), the players
in the present evolutionary game (i.e., the females) play the field. Their interac-
tion is not conducted through random matching in terms of a fixed bilateral game
and, therefore, their expected payoffs are not given by a linear combination of the
population frequencies.

1. Define precisely the payoff function of the game, π : S × S → R, where
π (s, s ′) specifies the number of grandchildren bred by a female when her
strategy is s and that of the rest of the population is, monomorphically, s ′.

2. Redefine the notion of ESS presented in Definition 10.1 for the present
context.

3. Show that no pure strategy can be an ESS.
4. Find the unique (mixed-strategy) ESS. Show that it induces an equal sex

ratio (i.e., half males and half females) over the whole population.

Exercise 10.6: Refer to the law of motion (10.12), specified for any given θ ∈ (0, 1]
that parametrizes the length of the relevant time period. Show that it follows from
the offspring-reproduction postulate of Darwinian selection.

Exercise 10.7: Consider the (continuous-time) RD given by (10.13). Show that if
xq(t) > 0 for some q and t ∈ R+, then xq(t ′) > 0 for all t ′ > t.

Exercise 10.8: Recall the property of additive invariance of payoffs introduced in
Section 10.3.1. Prove that the RD verifies it.

Exercise 10.9: Consider the property of quotient dynamics presented in Section
10.3.1. Show that the RD satisfies it at all interior states. Furthermore, prove that
this property in fact characterizes the RD in the interior of the state space.

Exercise 10.10*: Characterize fully the rest points of the RD when the underly-
ing situation is given by some arbitrary (but finite) bilateral game G with payoff
matrix A.

Exercise 10.11*: Prove Lemma 10.2.

Exercise 10.12: Consider the family of generalized rock–scissors–paper games
described in Exercise 10.2, as parametrized by η ∈ R. Within the usual random-
matching context, characterize the long-run behavior of the RD, as a function of η.

Exercise 10.13: Let there be a large population whose individuals are randomly
matched in pairs to play a bilateral symmetric game with the following payoff
matrix:

A =
1 4 1

2 1 2
0 2 0

 .
Characterize the long-run behavior of the RD.
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Exercise 10.14: Consider the evolutionary system for a two-population context
under random matching, whose corresponding vector field F = (F1, F2) admits the
representation given in (10.22) and (10.23). However, in contrast with the specific
formulation given by (10.24) and (10.25) for the adjustment flows, suppose that
these inflows and outflows are determined as follows.

First, concerning the strategy outflows, assume that every agent abandons her
strategy at the same rate, independently of the strategy and the associated payoff.
(For example, one may interpret this flow as resulting from the “death” of the agent
in question, every member of the population being subject to a constant and uniform
death probability.)

Second, pertaining to strategy inflows (i.e., the dynamics of fresh strategy adop-
tion), assume that every agent obtains a revision opportunity at the same probability
rate. If this opportunity arrives, the agent observes the average payoff earned by
a randomly selected strategy with some noise. More specifically, suppose she ob-
serves its corresponding average payoff plus the realization of some independent
random variable, which is the same for all strategies and all times. Further suppose
such a random variable displays a continuously differentiable and strictly increasing
cumulative distribution function over a bounded support. Then, we postulate that
the agent in question switches to the alternative strategy if the observed payoff is
higher than the payoff being earned by her current strategy.

(a) Define precisely the evolutionary system resulting from the above postu-
lates.

(b) Show that this evolutionary process is payoff monotonic.

Exercise 10.15*: In the context of Exercise 10.14, propose specific conditions on
the revision mechanism that make the resulting evolutionary system coincide with
the RD.

Exercise 10.16: Suppose the functions g1(·) and g2(·) that measure the extent of
players’ “dissatisfaction” in (10.25) as a function of their individual payoffs are
linear but not necessarily identical. Explain the relationship between the induced
evolutionary dynamics and the two-population RD.

Exercise 10.17: Derive from primitive Darwinian principles the two-population
RD given by (10.28) and (10.29).

Exercise 10.18: Consider any regular evolutionary system of the form given by
(10.19) and (10.20). Show that it guarantees the “dynamic invariance of simplex
faces,” i.e., the counterpart of the property introduced in Subsection 10.3.1 for
the RD. More precisely, show that, for any path x(·) of the system, the following
expression holds:

xkq(0) > 0 ⇔ ∀t > 0, xkq(t) > 0,

where k = 1 and q = 1, 2, . . . , n, or k = 2 and q = 1, 2, . . . ,m.

Exercise 10.19: Prove Proposition 10.6.



Exercises 397

Exercise 10.20: Reconsider the examples discussed in Section 10.4.3 under an
evolutionary system given by the following differential equations:

ẋ11(t) = α sgn

{∑
r=1,2

a1r x2r (t) −
∑

r=1,2

a2r x2r (t)

}
, α > 0

ẋ21(t) = β sgn

{∑
r=1,2

br1x1r (t) −
∑

r=1,2

br2x1r (t)

}
, β > 0

where α and β are given positive parameters and sgn{·} stands for the sign function,
i.e., sgn{x} is equal to 1,−1, or 0 depending on whether x is positive, negative, or
zero, respectively. (Note that any such evolutionary system is payoff-monotonic at
interior states but not regular.) Characterize the induced dynamics both for the ex-
ample that has been labeled “trading complementarities” (Subsection 10.4.3.1) and
for that labeled “risky trading” (Subsection 10.4.3.2). Compare your conclusions
with those obtained in the text under an RPMES.

Exercise 10.21*: Prove the analogue of Proposition 10.7 for the RD and the notion
of dominance in mixed strategies. That is, show that for any path x(·) induced by the
RD that starts at interior initial conditions, limt→∞ xkq(t) = 0 for any pure strategy
skq that is dominated in the sense of Definition 2.1.
Hint: Suppose that, say, population 1 has the dominated strategy s1q and let σ1 be
a mixed strategy that dominates it. Define then the real function φ : �n−1 → R

given by φ(x1) = [∑n
r=1 σ1r log x1r

]− log x1q and determine its evolution along
any path of the system by computing its time derivative.

Exercise 10.22*: Consider the (asymmetric) bilateral game whose payoff matrices
are given in (10.34). Show that, from any initial conditions x(0) = (x11(0),
x12(0), x21(0), x22(0)) with xkq(0) > 0 for each q, k = 1, 2, the second strategy
of population 1 (whose payoffs for this population are given by the second row of
matrix A) survives in the long run – i.e., displays limt→∞ x12(t) > 0.
Hint: Define the variable z(t) ≡ 1 − x11(t)/x21(t) and show that limt→∞ z(t) > 0.

Exercise 10.23*: Refer to the sets H1 and H2 defined in (10.41) and (10.42). Prove
that every point in the set H1 is Liapunov stable but not asymptotically stable,
whereas the points in H2 are neither Liapunov nor asymptotically stable.



CHAPTER 11

Learning to play

11.1 Introduction

Again, as in Chapter 10, the hypothesis of bounded rationality underlies most
of the alternative models of learning studied here. We maintain, therefore, the
methodological standpoint underlying evolutionary models; i.e., players cannot
readily comprehend or tackle their complex environment. However, in contrast to
the “reduced-form” approach displayed by the former evolutionary framework, the
present one introduces two important novelties. First, there is an explicit description
of how players attempt to learn over time about the game and the behavior of others
(e.g., through reinforcement, imitation, belief updating, etc.). Second, the focus
is on finite populations, where the interplay among the individual adjustments
undertaken by the different players generates a learning dynamics significantly
richer than in the continuum case.

Naturally, the different models to be considered in this chapter must be highly
dependent on the specific bounds contemplated on players’ sophistication (or “ra-
tionality”). Indeed, this very same idea helps us organize our discussion, with the
alternative models studied being arranged along a hierarchical ladder of players’ so-
phistication. Thus, as this ladder is ascended, players’ learning is allowed to rely on
a progressively more demanding level of “reasoning” about the underlying game.

We start by studying models of learning that approach matters at the lowest
level of (bounded) rationality. These are the so-called reinforcement models where
players are taken to behave quite primitively, simply reacting to positive or negative
stimuli in a “Pavlovian-like manner.” Subsequently, the analysis turns to models
where players are postulated to behave in a substantially more involved fashion,
i.e., they entertain expectations on future play at every round and react optimally
to them. Within such a class of models, different degrees of sophistication are still
possible. They range from short-sighted players who have a “static model” of the
situation (e.g., imitators or myopic best responders) to forward-looking agents who
attempt to understand their environment in a genuinely dynamic fashion.

For each of these alternative scenarios, our primary aim in this chapter is to
understand the dynamic implications of learning for simple yet interesting games.
In particular, our concern is to identify different classes of games in which the
corresponding learning processes bring about long-run convergence to some Nash
equilibrium. As we shall see, many of the proposed models fare reasonably well
for certain games but induce quite unsatisfactory performance for some others.

398
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Seldom, however, can they provide a sharp and coherent rationale for equilibrium
selection if the game in question involves several Nash equilibria. In fact, to ad-
dress this important issue is the main objective of Chapter 12, where we pursue a
methodological approach that is by now familiar (recall Chapter 4 or Section 10.5).
Specifically, we attempt to discriminate among alternative equilibria by assessing
their possibly different robustness to small perturbations.

11.2 Reinforcement learning

Reinforcement models reflect the simple “mechanistic” idea that players choose
each strategy with a propensity (or disposition) that is positively related to the
amount of satisfaction (or “reinforcement”) historically associated with it. This
approach can be traced back to the models of mathematical psychology developed
in the 1950s by Bush and Mostellar (1955), which have been shown to fare quite
well in simple laboratory experiments (see, e.g., Mookherjee and Sopher, 1997;
Roth and Erev, 1995).

The general principle underlying the reinforcement literature can be formulated
in a variety of alternative ways, with the particular modeling details sometimes be-
ing of certain significance for the induced predictions (cf. Subsections 11.2.1 and
11.2.2). Here, we focus on two alternative frameworks, each of them embodying
a different version of a common underlying idea. That is, both approaches postu-
late that the intensity of reinforcement enjoyed by a certain strategy when played
must be tailored to the difference between the payoff received and some underly-
ing aspiration level. The aspiration level, however, is conceived differently in each
case. Thus, whereas in the first framework aspirations are assumed to remain fixed
and reinforcement is always positive, in the second one aspirations adjust endoge-
nously over time and may generally lead to both positive and negative reinforcement
stimuli.

11.2.1 Positive reinforcement and fixed aspirations

Time is measured discretely and indexed by t = 0, 1, 2, . . . . For analytical sim-
plicity, we restrict consideration to just two players, 1 and 2, who are taken to play
at every t a certain finite strategic-form game G = {{1, 2}, {S1, S2}, {π1, π2}}. For
the moment (cf. Remark 11.1), it is assumed that all payoffs are strictly positive,
i.e., πi (s1q, s2q ′) > 0 for all i = 1, 2, q = 1, 2, . . . , r1, q ′ = 1, 2, . . . , r2 and the
aspiration level held by each player is fixed at zero throughout. Under these con-
ditions, Roth and Erev (1995) – see also Posch (1997) – propose the following
reinforcement-learning model.190

The state of the system consists of the specification, for each player i = 1, 2,
of a vector of (nonnegative) propensities θi (t) ≡ (θi1(t), θi2(t), . . . , θiri (t)) ∈ R

ri+
190 There has been a recent surge of theoretical and empirical work on processes of reinforcement learning.

Different specific models have been proposed and their implications compared with those of alternative models
of human behavior. See, for example, Cross (1983), Borgers and Sarin (1997), Camerer and Ho (1999), and
Hopkins (2002).
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associated with each of her (pure) strategies at t. Assuming that the sum of the
propensities is positive, this vector induces a corresponding vector of weights
σi (t) ≡ (σi1(t), σi2(t), . . . , σiri (t)) as follows:

σiq(t) = θiq(t)∑ri
q ′=1 θiq ′(t)

. (11.1)

Each player i is assumed to choose each of her pure strategies at t with the proba-
bilities reflected by the current σi (t). Thus, in a natural sense, we may think of σi (t)
as the mixed strategy used by player i at t.

Denote by si (t) the strategy in Si actually chosen by player i at t. Then, with a
slight abuse of notation, we let

πi (t) ≡ πi (s1(t), s2(t)) (11.2)

be the payoff earned by each player i at t. On the other hand, for each strategy
siq ∈ Si , it is convenient to introduce the following notation:

ψiq(t) =
{
πi (t) if si (t) = siq

0 otherwise.
(11.3)

Thus, ψiq(t) acts as a kind of payoff-scaled “indicator function” for strategy siq .

We are now in a situation to formalize the law of motion for each player’s vector
of propensities:

θiq(t + 1) = θiq(t) + ψiq(t) (i = 1, 2; q = 1, 2, . . . , ri , t ∈ N).

(11.4)

The above expression embodies the following simple principle: each strategy being
played receives a reinforcement equal to the payoff received. But equivalently, of
course, this reinforcement can also be identified with the difference between the
payoff received and the aspiration level, if one makes the supplementary assumption
that this aspiration level is assumed constantly equal to zero throughout.

Our main interest is to keep track of the adjustment induced by (11.1) and (11.4)
on the mixed strategies, σ1(t) and σ2(t), played by each individual at any given t .
Denote by  i (t) ≡

∑ri
q=1 θiq(t) the sum of player i’s propensities at t. Then, for

each q = 1, 2, . . . , ri , we can write

σiq(t + 1) = θiq(t + 1)

 i (t + 1)
= θiq(t) + ψiq(t)

 i (t) + πi (t)

= θiq(t)

 i (t)
+ ψiq(t) i (t) − πi (t) θiq(t)

 i (t)[ i (t) + πi (t)]
(11.5)

= σiq(t) + ψiq(t) − πi (t) σiq(t)

 i (t) + πi (t)
.

Simple algebraic manipulations show that

ψiq(t) − πi (t)σiq(t)

 i (t) + πi (t)
= ψiq(t) − πi (t)σiq(t)

 i (t)
− πi (t)[ψiq(t) − πi (t)σiq(t)]

[ i (t)]2 + πi (t) i (t)
.
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Therefore, for large  i (t), one may approximate (11.5) as follows191:

σiq(t + 1) = σiq(t) + 1

 i (t)
[ψiq(t) − πi (t) σiq(t)] +O

(
1

[ i (t)]2

)
,

(11.6)

since both ψiq(t) and πi (t) are uniformly bounded for all i and q.
Note that, at each t, the payoff variables ψiq(t) and πi (t) are ex ante random –

they depend on the particular pure strategies actually chosen by both players at t.
Thus, (11.6) defines a stochastic process whose motion cannot be predicted deter-
ministically. For reasons to be explained below, we are interested in understand-
ing its expected motion, which in turn depends on the mathematical expectation
Et [ψiq(t) − πi (t) σiq(t)]. In view of (11.1), (11.2), and (11.3), we have

Et [ψiq(t)] = σiq(t)
r j∑

q ′=1

πi (siq, s jq ′) σ jq ′(t)

Et [πi (t)] =
ri∑

q=1

r j∑
q ′=1

πi (siq, s jq ′) σiq(t) σ jq ′(t)

for all i, j = 1, 2, i �= j. Therefore,

Et

[
ψiq(t)−πi (t)σiq(t)

]= σiq(t)

{ ∑r j

q ′=1 πi (siq, s jq ′)σ jq ′(t)−∑ri
q ′=1

∑r j

q ′′=1 πi (siq ′, s jq ′′)σiq ′(t)σ jq ′′(t)

}
≡ Fiq(σ1(t), σ2(t)).

As the reader may recall (cf. (10.28) and (10.29)), the mapping F = (Fi )n
i=1 :

�r1−1 ×�r2−1 → R
r1+r2 is simply the vector field that defines the (two-population,

continuous-time) replicator dynamics (RD). Introducing it in (11.6), the system is
found to display, in expected terms, the following law of motion:

Et [σiq(t + 1)− σiq(t)]= 1

 i (t)
Fiq(σ1(t), σ2(t))+O

(
1

[ i (t)]2

)
. (11.7)

Expression (11.7) may be provided with the following intuitive interpretation. As
time grows (and, therefore, each  i (·) becomes arbitrarily large), the expected
direction of change of the system can be arbitrarily well approximated (because
the terms of order [ i (t)]−2 become arbitrarily small and may be ignored) by the
two-population RD.

Note that (11.7) implies that the absolute magnitude in the change per period
becomes arbitrarily small as time advances. In view of this fact, one may rely
on the powerful results of stochastic approximation theory192 to aim at stronger
conclusions, well beyond the mere determination of the expected behavior of the

191 Given any variable ξ (t), the notation O(ξ (t)) stands for a term of the same order as ξ (t) for large t.
192 A classical reference for stochastic approximation theory is Kushner and Clark (1978). For more recent

developments, see Benveniste et al. (1990) and Benaı̈m and Hirsch (1999).
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system. Consider the continuous-time Replicator Dynamics (RD) given by

σ̇iq(t) = Fiq(σ1(t), σ2(t)) (i = 1, 2; q = 1, 2, . . . , ri , t ∈ R+). (11.8)

Heuristically, we may view the above (“infinitesimal-step”) differential equation
as a long-run approximation for the expected motion of (11.5). Moreover, the fact
that, as the step size becomes small, the number of random (and independent) draws
associated with nearby states grows unboundedly, appears to suggest the following
conjecture: in the long run, the expected and actual motion of the system should
become arbitrarily “close” (both to each other and to that prescribed by (11.8)), as
a consequence of some suitable adaptation of large-number arguments.193

Indeed, this conjecture has been largely established by a recent paper of Posch
(1997) for the particular case of 2 × 2 games (i.e., a context where r1 = r2 = 2).
In this setup, he has shown the following:

(1) The stochastic learning dynamics converges, almost surely (a.s.), to a closed
orbit of (11.8), i.e., a stationary point or a cycling path.

(2) If the game has some strict equilibrium, the learning dynamics converge
a.s. to some strict equilibrium.

(3) If the game has no strict equilibrium, the learning algorithm displays a
continuum of asymptotically cycling paths.

Point (1) provides a clear-cut sense in which the RD may be viewed as capturing
the long-run behavior of our reinforcement learning dynamics: the latter’s limit
points are a subset of those of the former.194 In analogy with what we learned in
Subsection 10.3.2 for symmetric games (cf. Remark 10.1), it should be clear that,
for general 2 × 2 games, the stationary points of the (two-population) RD can be of
two different kinds. First, we have the pure-strategy configurations – i.e., what we
called monomorphic profiles in the population interpretation of the RD – that are
always stationary. On the other hand, there are also those mixed-strategy profiles
where all the pure strategies displaying positive weight are payoff indifferent for the
player (or population) in question. If any such profiles exist, they are also stationary
for the RD. Thus, overall, we conclude from (1) that all learning paths generated by
(11.5) must converge, generically, either to some pure-strategy state σ̃ ∈ {0, 1}4, a
mixed-strategy Nash equilibrium in a possibly restricted subspace, or a closed (i.e.,
cyclical) path.

On the other hand, Points (2) and (3) elaborate on the first point by discriminating
among the different limit sets of the RD on the basis of their relative robustness.
Typically, some of those limit sets may be very fragile (e.g., locally unstable rest
points). Consequently, not all of them should be expected to fare comparably well in

193 More precisely, this is suggested by standard results of the theory of stochastic processes (cf. Karlin and
Taylor, 1975) that concern the convergence of martingales, i.e., stochastic processes {xt } that satisfy E[xt+1 |
x0, x1, . . . , xt ] = xt for all t ∈ N. In Subsection 11.4.2, the same approach is applied to other models of
learning – in particular, to the analysis of so-called fictitious play.

194 In this respect, it is worth noting that, as established by the well-known Poincaré-Bendixon theorem (cf., e.g.,
Hirsch and Smale, 1974, p. 248), all limit sets of a two-dimensional dynamical system satisfying a suitable
boundary condition are either stationary points or closed orbits.
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Table 11.1: A general 2 × 2 game

2
1 s2

1 s2
2

s1
1 a11, b11 a12, b12

s1
2 a21, b21 a22, b22

terms of the learning process. Since the induced dynamics remains “slightly” noisy
throughout, no configuration lacking some minimum degree of local robustness
should survive in the long run. This, in fact, is the essential bearing of (2) and (3),
which provide us with additional criteria to select among the different limit sets of
the associated RD in some salient cases.

To understand better the implications of (2) and (3), consider a typical 2 × 2 game
with payoffs given by Table 11.1.

Generically,195 the family of such 2 × 2 games can be classified in three sub-
classes:

(a) If (a11 − a21)(a12 − a22) > 0 or (b11 − b12)(b21 − b22) > 0, one of the two
players has a dominant strategy and there is just one strict equilibrium.

(b) If (a11 − a21)(a12 − a22) < 0, (b11 − b12)(b21 − b22) < 0, and (a11 − a21)
(b11 − b12) > 0, there are two pure-strategy (strict) equilibria and one
(nonstrict) mixed-strategy equilibrium.

(c) If (a11 − a21)(a12 − a22) < 0, (b11 − b12)(b21 − b22) < 0, and (a11 − a21)
(b11 − b12) < 0, there is just one (nonstrict) mixed-strategy equilibrium.

The subclass identified in (a) is particularly simple. It includes, for example,
those symmetric games like the prisoner’s dilemma where both individuals have a
dominant strategy. It comprises, however, a substantially larger collection of games
because (a) requires only that one player have a dominant strategy. In view of Posch’s
results (cf. (2) above), for any game in this class, the reinforcement learning dynam-
ics leads to a sole robust prediction: players will end up at the unique strict equilib-
rium. For example, if we make a11 > a21 and b11 > b12, the long-run dynamics for
this subclass is graphically illustrated in Figure 11.1. In this diagram, the jagged
lines represent sample simulation paths of the (stochastic) reinforcement learning
governed by (11.5), and the smooth lines are paths of the continuous-time (determin-
istic) RD given by (11.8). As explained, the former eventually approximate the latter.

For the subclass given by (b), the previous conclusion can be extended to the two
strict equilibria: both of them are the sole limit points of the learning dynamics. In
fact, it can be shown that either of them may be reached with positive prior probabil-
ity, the respective magnitude of these probabilities depending on payoffs and initial
conditions. Note that any game in this subclass also has a third mixed-strategy
equilibrium σ ∗ that is highly unstable for the RD. That is, any small perturba-
tion away from it will typically lead the RD toward one of the other two strict

195 Refer to Footnote 66 for an explanation of what the requirement of genericity implies for strategic-form games.
In the present case, it merely amounts to the condition that the alternative payoffs that a player may receive in
the game display no ties, i.e., aik �= a jk and bki �= bkj for all i, j, k = 1, 2 with i �= j.
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σ11

21

Figure 11.1: Reinforcement learning and the RD, a game with a dominant strategy.

σ11

21

Figure 11.2: Reinforcement learning and the RD, a game with two pure-strategy equilibria.

equilibria (recall the example of this sort discussed in Subsection 10.4.3.1). In fact,
it is precisely such acute instability that precludes the mixed-strategy equilibrium
from becoming a possible long-run outcome of the learning dynamics. If we focus
on the case where a11 > a21, the long-run dynamics for this subclass are as illus-
trated in Figure 11.2 where, again, the smooth trajectories are paths of the RD and
the jagged lines are sample simulation paths induced by reinforcement learning.

Finally, the subclass described in (c) consists of those games displaying a unique
and mixed-strategy equilibrium. As explained in Subsection 10.4.3.2, any such
(generic) game has the interior trajectories of the RD define closed orbits around
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σ11

21

Figure 11.3: Reinforcement learning and the RD, a game with a unique and mixed-strategy
equilibrium.

the equilibrium point. Because these trajectories are Liapunov stable,196 one indeed
obtains the behavior asserted in (3). Namely, the long-run paths induced by the re-
inforcement learning dynamics cycle, asymptotically, around the Nash equilibrium
along one of those closed orbits. Focusing again on the case where a11 > a21, such
long-run dynamics are illustrated by Figure 11.3, where jagged and smooth paths
have the usual interpretation.

Remark 11.1: As formulated, the reinforcement model studied here requires
that all payoffs of the game be positive (or at least nonnegative, if initial
propensities are all positive). Otherwise, the combination of (11.1) and
(11.4) may lead to an update of players’ mixed strategies that is not well
defined – it may induce negative weights. In this sense, the model displays
the unappealing feature that every experience must be positively reinforcing
(albeit at different degrees). Of course, if we reinterpret the postulated
payoffs as “excess (net) payoffs over some given aspiration level,” the
proposed formulation may be viewed simply as reflecting a context in
which players are rather pessimistic (or easily satisfied), never hoping for
(or aiming at) a payoff higher than a very low one.

Alternatively, one could contemplate a more demanding aspiration level
that allows for the possibility of negative reinforcement (i.e., payoffs falling
below the aspiration level). In this case, it is not difficult to check (cf. Ex-
ercise 11.1) that, because of the additive invariance displayed by the RD
(recall Subsection 10.3.1), the expected motion of the learning dynamics

196 Here, we simply extend to limit sets the notion of Liapunov stability that was introduced in Part (1) of
Definition 10.2 for rest points (i.e., a singleton limit cycle). Heuristically, it reflects the same idea as before:
after any small perturbation away from the limit set (now, possibly, a closed orbit), the system should remain
in the vicinity of it.
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is not affected by what merely amounts to a “shift of origin” in the
measurement of payoffs. However, the problem remains that propensities
may become negative. To address this problem, one would need to trans-
form the model so that

(a) prevailing propensities are always sure to remain positive, growing
unboundedly over time197;

(b) the probability weights prevailing at any point in the process are unaf-
fected by the contemplated transformation.

As explained by Hopkins (1997), several natural possibilities can be
proposed to guarantee (a) and (b), thus ensuring the full applicability of the
above conclusions (cf. Exercise 11.2). �

11.2.2 General reinforcement and flexible aspirations

Once a certain notion of aspirations is introduced into the learning model, it is
natural to contemplate the possibility that it may evolve endogenously on the basis
of past experience. To formulate a stylized reinforcement-learning model with this
important feature is the main task of the present subsection.

The model is largely inspired by Karandikar et al. (1998). Its underlying ba-
sic framework is as in Subsection 11.2.1, i.e., two given individuals are taken to
play repeatedly over (discrete) time a strategic-form game G. To simplify mat-
ters, we postulate that agents’ “propensities” to play the different strategies are
given by degenerate vectors with only one positive component. Thus, in essence,
we may identify the choice variable of each player i = 1, 2 at any t = 0, 1, 2, . . .
with the pure (rather than mixed) strategy si (t) currently adopted by this player.
In the present context, where aspirations are assumed flexible, the additional
state variable to be associated with each individual i is her current aspiration
yi (t) ∈ R. Thus, combining both dimensions (strategies and aspirations), the state
space of the system � is identified with some compact subset of (S1 × R) ×
(S2 × R). More specifically, we make � = (S1 ×�1) × (S2 ×�2), where each
�i is a compact real interval including both max(s1,s2) πi (s1, s2) and min(s1,s2)

πi (s1, s2).
In the present context, the law of motion of the system must involve two di-

mensions for each player. First, concerning strategy choice, let us postulate that
every player whose current payoff does not fall below her prevailing aspiration
repeats the same action next period. In the opposite case (i.e., when the current
payoff falls below the aspiration), the player is assumed to switch away from her
adopted strategy with some positive probability p ∈ (0, 1). If she does indeed aban-
don her former strategy, all other strategies are chosen with positive (say, equal)
probability.

197 In fact, the growth of aggregate propensities cannot be too fast (i.e., the system cannot slow down too early)
if some of the aforementioned results are to hold. See Posch (1997) for technical details.
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Formally, if πi (t) denotes as before the payoff earned by player i ∈ {1, 2} at any
t, we posit198:

πi (t) ≥ yi (t) ⇒ si (t + 1) = si (t)

πi (t)< yi (t) ⇒


with prob. 1 − p, si (t + 1)= si (t)

with prob. p, si (t + 1)∈ Si\{si (t)},
chosen with uniform probability.

(11.9)

It is worth stressing that, because p is taken to be strictly less than one, there is
always some positive probability that a player stays with the current action despite
her being dissatisfied with it. The positive magnitude 1 − p is conceived as an
“inertia probability” and plays a useful role in our analysis.

On the other hand, each player’s aspiration is taken to adjust on the basis of her
own past experience.199 Specifically, it is assumed that, at any given t, the players’
aspirations prevailing in the following period are a convex combination of current
aspirations and payoffs. That is,

yi (t + 1) = λyi (t) + (1 − λ)πi (t) (i = 1, 2, t = 0, 1, 2, . . .), (11.10)

for some λ ∈ (0, 1) that is assumed, for simplicity, common to both players. Of
course, notice that (11.10) is equivalent to the following expression:

yi (t + 1) = λt+1 yi (0) + (1 − λ)
t∑
τ=0

λt−τπi (τ ), (11.11)

which simply indicates that, in the limit, aspirations become a geometric weighted
average of past payoffs.

Our analysis of the reinforcement-learning dynamics defined by (11.9) and
(11.10) is decomposed in two parts. First, in this subsection, we present some long-
run convergence results for two interesting classes of games: prisoner’s dilemma
and pure-coordination games. In both cases, we show that the process converges
almost surely to some pure-strategy configuration. Later, in Section 12.7, we enrich
the model with the addition of some small stochastic noise to address the “selection
issue” (i.e., which of the multiple possible outcomes is more likely to be played).

We start with the class of 2 × 2 games that reflect a prisoner’s dilemma. In the
notation of Table 11.1, this is a symmetric game, i.e.,

∀i, j = 1, 2, ai j = b ji (11.12)

such that, if the first strategy is identified with “defection” (D) and the second with

198 In general, the switching probability p could be made to depend continuously on the dissatisfaction gap
yi (t) − πi (t). Here, however, we abstract from this possibility since it complicates the technical analysis
substantially. For a full analysis of the case with a continuous adjustment rule, the reader may refer to
Karandikar et al. (1998).

199 Alternatively, one could postulate that it is some aggregate (e.g., average) payoff experience that matters
(cf. Palomino and Vega-Redondo, 1999). Of course, this requires that such information be available and that
players should view themselves involved in a symmetric situation.
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“cooperation” (C) we have

a12 > a22 > a11 > a21. (11.13)

For simplicity, let us normalize the lowest payoff a21 to zero. Then, denoting a12 ≡ η,
a22 ≡ ζ , and a11 ≡ ν, we may write the payoff matrix as follows:

A =
(
ν η

0 ζ

)
.

As usual, it is assumed that

η

2
< ζ, (11.14)

so that the cooperative payoff cannot be Pareto dominated by a repeated alterna-
tion between asymmetric profiles. Finally, we also find it convenient to rule out a
nongeneric case (cf. Exercise 11.3) by assuming that

ν �= η

2
, (11.15)

i.e., the defection payoff is not exactly equal to the average of the two extreme
payoffs. Under all these conditions, we have the following result.

Theorem 11.1: Consider any 2 × 2 game as in Table 11.1 that satisfies (11.12)–
(11.15). Then, there exists some λ0 such that if 1 > λ > λ0, given any ini-
tial conditions ω(0) = [s1(0), y1(0), s2(0), y2(0)] ∈ �, the reinforcement-
learning process given by (11.9) and (11.10) converges a.s. to some pure-
strategy state ω∗ = [s∗1 , y∗

1 , s
∗
2 , y∗

2 ] with y∗
i = πi (s∗1 , s

∗
2 ), i = 1, 2.

Proof: It is enough to show that, at any t and every prevailing state ω(t) =
[s1(t), y1(t), s2(t), y2(t)], there is positive probability, bounded away from
zero, that the process converges to a pure-strategy state. Assume for sim-
plicity that yi (t) > 0 for each i = 1, 2 (cf. Exercise 11.4) and consider the
different possibilities concerning the strategy profile [s1(t), s2(t)].

(1) Suppose [s1(t), s2(t)] = (C, D) – the case where (D,C) is symmetric.
Consider some arbitrary open ball of radius ρ around (0, η), Uρ(0, η).
Given any ρ > 0, there is some t ′ > t such that with positive prob-
ability (1 − p)t ′−t , by inertia, y(t ′) ≡ ( y1(t ′), y2(t ′)) ∈ Uρ(0, η) – cf.
Figures 11.4 and 11.5.

Moreover, if λ0 is large enough, there is positive probability p2

(corresponding to player 1 first and then player 2 receiving a revision
opportunity in consecutive periods) that the following events occur:
(a) s(t ′) ≡ (s1(t ′), s2(t ′)) = (D, D);
(b) s(t ′ + 1) = (D,C);
(c) y(t ′ + 1) ∈ U2ρ(0, η).
Here, we use the fact that at t ′ player 1 is dissatisfied (i.e., receives a
payoff below her aspiration), and at t ′ + 1 it is player 2 who is so. Now,
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U2ρ

Uρ
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y(t)

y(t'' )

Figure 11.4: Convergence in the prisoner’s dilemma, η/2 > ν.

y1

y2

U2ρ

Uρ

ηζη/2 ν

y(t)

y(t')

y(t'' )

Figure 11.5: Convergence in the prisoner’s dilemma, η/2 < ν.

consider a chain of events so that at some further t ′′ we have
(d) y(t ′′) ∈ U2ρ(η/2, η/2);
(e) s(t ′′) = (D, D);
(f) y(t ′′ + 1) ∈ U2ρ(η/2, η/2).
Provided λ0 is large enough, such a chain of events has positive
probability bounded below by p(1 − p)τ−t ′ where one may choose
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(cf. Exercise 11.5) any τ such that:

τ ≥ t ′ + log 1
2

log λ
. (11.16)

In view of (11.15), ρ may be chosen small enough so that either
(i) ∀i = 1, 2, ζ > yi (t ′′ + 1) > ν (if ν < η/2, as depicted in Fig-

ure 11.4) or
(ii) ∀i = 1, 2, yi (t ′′ + 1) < ν (if ν > η/2, as depicted in Figure 11.5).
In case (i), both players receive at t ′′ + 1 payoffs above their respective
aspirations (i.e., they are satisfied), which ensures that the path will con-
verge to the pure-strategy state (D, ν, D, ν). In case (ii), both players are
dissatisfied at t ′′ + 1 so that, with probability p2, we have y(t ′′ + 2) =
(C,C), after which the process converges to the pure-strategy state
(C, ζ,C, ζ ).This completes the argument when [s1(t), s2(t)] = (C, D).

(2) Now, we address the case where [s1(t), s2(t)] = (C,C). Then, we have
two possibilities. If yi (t) ≤ ζ for both i = 1, 2, then the process con-
verges to the pure-strategy state (C, ζ,C, ζ ). Otherwise, at least one
of the players is dissatisfied at t, which implies that there is positive
probability no lower than p(1 − p) that [s1(t + 1), s2(t + 1)] is either
(C, D) or (D,C). Hence, we can apply the argument used in (1) to
conclude that there is positive probability of convergence.

(3) Finally, consider the case where [s1(t), s2(t)] = (D, D). If yi (t) ≤ ν
for both i = 1, 2, then the process converges to the pure-strategy state
(D, ν, D, ν). Otherwise, in analogy with (2), we may assert that with
probability of at least p(1 − p), [s1(t + 1), s2(t + 1)] is either (C, D)
or (D,C). Applying (1) again, the desired conclusion follows as well
for this case.

To summarize, combining (1)–(3), we conclude that there is positive
probability, bounded above zero, that convergence occurs from any state.
Thus, convergence eventually takes place with probability one, which com-
pletes the proof. �

Theorem 11.1 establishes long-run convergence of the reinforcement-learning
dynamics defined by (11.9) and (11.10). It is an immediate consequence of the
argument used in the proof of this result that, in the absence of any “noise” that
could disturb the dynamics, there are alternative sets of initial conditions that uni-
vocally induce different pure-strategy states in the long run. To clarify the na-
ture of the multiplicity problem involved, we state the following straightforward
result.

Corollary 11.1: Consider any 2 × 2 game as in Table 11.1 that satisfies (11.12)–
(11.15). There are two open subsets of initial states, �C and �D, such
that if ω(0) ∈ �C (or, alternatively, ω(0) ∈ �D), the process defined by
(11.9)–(11.10) converges to (C, ζ,C, ζ ) (respectively, to (D, ν, D, ν)).
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Now, we turn our attention to the second class of bilateral games to be
considered here: the so-called pure-coordination games. These are games G =
{{1, 2}, {S1, S2}, {π1, π2}} where r1 = r2 = r , players’ strategies can be indexed in
a way that all pure-strategy Nash equilibria are “on the diagonal,” and there is a
common and uniform payoff across all nonequilibrium profiles. For simplicity, let
us normalize this latter payoff to zero so that, ∀q, q ′ ∈ {1, 2, . . . , r},

πi (s1q, s2q ′) > 0 ⇔ q = q ′. (11.17)

For this class of games, we provide the following convergence result of the
reinforcement-learning process.

Theorem 11.2: Consider any pure-coordination game G that satisfies (11.17).
Then, given any initial conditions ω(0) = [s1(0), y1(0), s2(0), y2(0)] ∈ �,
the reinforcement-learning process given by (11.9)–(11.10) converges a.s.
to a pure-strategy state ω∗ = [s∗1q, y∗

1 , s
∗
2q ′, y∗

2 ] with y∗
i = πi (s∗1q, s

∗
2q ′), i =

1, 2.Moreover, if yi (0) > 0 for some i, then one has q = q ′, i.e., the pure-
strategy state ω∗ is associated with a Nash equilibrium of G.

Proof: Consider first the case where y1(0) = y2(0) = 0. Then, if s1(0) = s1q and
s2(0) = s2q ′ with q �= q ′, the initial stateω(0) is stationary and convergence
is trivially obtained. Otherwise, if q = q ′, then yi (1) > 0 for each i = 1, 2
and we may analyze the long-run dynamics of the process as if the initial
state had displayed both players holding a positive aspiration level.

Thus consider now the case where yi (0) > 0 for some i ∈ {1, 2}. As in
Theorem 11.1, we want to show that, from any given t where the state is
ω(t) = [s1(t), y1(t), s2(t), y2(t)], there is positive probability of converging
to some pure-strategy state.

(1) Suppose that

πi (s1(t), s2(t)) ≥ yi (t), ∀i = 1, 2, (11.18)

and let s1(t) = s1q . Then, since yi (0) > 0 implies that yi (t) > 0 for all
t, (11.18) requires that s2(t) = s2q, which ensures convergence to the
pure-strategy state [s1q, π1(s1q, s2q), s2q, π2(s1q, s2q)].

(2) Next, assume that (11.18) is violated for at least one agent, say player 2.
Then, with positive probability at least equal to min{p2, (1 − p)2}
(≤ p(1 − p)), we have

s1(t + 1) = s1q

s2(t + 1) = s2q ′

for some q, q ′ with q ′ �= q. Thereafter, suppose that s1(τ ) = s1q and
s2(τ ) = s2q ′ for all τ = t + 2, t + 3, . . . , t ′ − 1, where t ′ is chosen
large enough so that

yi (t
′) ≤ πi (s1q, s2q), ∀i = 1, 2. (11.19)
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Because π1(s1(τ ), s2(τ )) = 0 for all such τ and � is compact, there is
a uniform bound T such that one may choose t ′ ≤ T . Thus, (11.19)
has positive probability bounded below by (1 − p)2(T−2). Then, at t ′,
with probability [(1 − p)p]/[r − 1], player 2 may switch to strategy
s2q, thus leading each player i to receive the payoff πi (s1q, s2q). Sub-
sequently, by (11.19), the path must converge to the pure-strategy
state [s1q, π1(s1q, s2q), s2q, π2(s1q, s2q)]. Combining the above consid-
erations, it follows that the whole converging path may be attributed
a probability bounded above zero, independently of ω(t),which is the
desired conclusion.

Points (1) and (2) establish the a.s. long-run convergence of the process
to some pure-strategy state. To complete the proof of the theorem, we need
to show that if yi (0) > 0 for some i, the limit pure-strategy state is a Nash
equilibrium of G, almost surely. But this immediately follows from the fact
that, under such initial conditions, player i’s aspiration level yi (t) > 0 for
all t. Thus, the convergence to a pure-strategy state with null payoffs has
prior probability no larger than limT→∞(1 − p)T = 0. This completes the
proof. �

As in the case of the prisoner’s dilemma, it is clear that a multiplicity of long-run
states exist, whose corresponding materialization depends on the initial conditions.
This is clarified by the following result, an immediate counterpart for the present
scenario of Corollary 11.1.

Corollary 11.2: Consider any pure-coordination game G that satisfies (11.17).
There are open subsets of initial states,�1, . . . , �r , such that if ω(0) ∈ �q

the process defined by (11.9) and (11.10) converges to the pure-strategy
state [s1q, π1(s1q, s2q), s2q, π2(s1q, s2q)].

11.3 Static perceptions and myopic behavior

Proceeding along the “sophistication ladder” explained in the Introduction, now we
turn to considering players whose behavior is somewhat more elaborate than the
mechanical (stimulus-response) reaction to experience embodied by reinforcement
learning. Implicitly, players are assumed to have a certain model of the situation
and decide optimally on the basis of it. At this point, their model is still taken to
be rather simple. It is of a stationary (or “static”) nature, built on the idea that
the (immediate) future will be like the (recent) past. Having such a perception of
the world, players are then naturally postulated to behave in a “myopic” fashion,
concerned only with current payoffs.

Two alternative scenarios with these characteristics will be studied in the next
subsections. Each one displays different implicit assumptions on the extent of play-
ers’ information and their computational abilities.

The first scenario reflects the idea that a player can only observe (or assimilate)
information on the action chosen and payoff received in the preceding period by
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other players. Then, taking this information as descriptive of what may be expected
for the future (i.e., holding static perceptions), the player is supposed to imitate any
action that has been observed to induce a payoff higher than what she herself has
obtained.200

The second scenario assumes instead that each player is informed of the previous
strategy profile adopted by her opponents and views it as a good predictor of the
actions to be chosen in the current period (again, displaying static perceptions of
the situation). Under these expectations, she is taken to adjust her own action in a
payoff-improving direction.

As in Section 11.2, our essential concern in what follows will be to identify
interesting contexts where those two alternative learning dynamics perform satis-
factorily, at least in the sense of guaranteeing long-run convergence to some Nash
equilibrium. This leaves untackled the crucial issue of equilibrium selection, to be
addressed only later in Section 12.4 within a richer (i.e., noisy) environment.

11.3.1 The strategic framework

Let N = {1, 2, . . . , n} be a certain finite population involved in a strategic-form
game G = {N , {Si }n

i=1, {πi }n
i=1}. (Here, we are interested in going beyond the for-

mer bilateral context, because considerations pertaining to population size will
turn out to be relevant for future analysis.) Sometimes, the game G is assumed
symmetric, i.e., it is taken to verify the following conditions.

(i) For all i, j = 1, 2, . . . , n, Si = Sj , i.e., players’ strategy spaces are iden-
tical.

(ii) For any permutation in player indices ϕ : {1, 2, . . . , n} → {1, 2, . . . , n},
the following condition applies:

∀s ∈ S, ∀i ∈ N ,

πi (s1, s2, . . . , sn) = πϕ(i)
(
sϕ−1(1), sϕ−1(2), . . . , sϕ−1(n)

)
.

That is, the payoff functions are “anonymous,” in the sense of being in-
variant to any relabeling of players’ indices.

The above requirements of symmetry are natural ones to make if players’ learn-
ing is taken to involve interagent imitation. For only if players’ strategy spaces
are identical (or isomorphic) and payoffs are (or at least perceived to be) essen-
tially symmetric can players reasonably regard the experience of others as relevant
for their own purposes. To fix ideas, two paradigmatic instances of the general
framework serve as leading examples in much of our ensuing discussion.

� One of them is the (symmetric) model of Cournot competition first
introduced in Section 3.1.1. To recall, it involves a collection of n
quantity-setting firms that confront a given inverse-demand function for

200 Recall that similar behavior was proposed in Section 10.4. Now, it is reconsidered in a finite-population context,
where the process remains stochastic even at the aggregate level.
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a homogeneous good P(·) and share a common cost function C(·). To pre-
serve the finite nature of the game, the firms are restricted to choosing their
respective quantities from a certain finite grid � = {0, !, 2!, . . . , v!} for
some finite v ∈ N and some arbitrarily small ! > 0.

� The second particularization of the above general framework has play-
ers interact through bilateral encounters. More specifically, we focus on
a so-called round-robin scenario where each player i meets every other
player j �= i at every round of play. Let A = {a1, a2, . . . , ar } stand for the
set of “actions” that can be used in each encounter, with ψ : A × A →
R representing the function that determines the payoff ψ(aq, aq ′) received
by a player who adopts aq in a given encounter when her corresponding op-
ponent plays aq ′ . In this context, it is natural to assume that each player i has
to choose the same action against every opponent. Otherwise, if a different
action could be chosen in each case, a player would be facing every other
player independently and no genuine population-wide interaction would
take place. If we make the suggested assumption, we have Si = A and
S = An . That is, the strategy space of each player in the game G coincides
with the action space of the underlying bilateral game. Finally, concerning
the payoffs of the overall game, these are identified with the sum of the
payoffs accruing in every encounter. Hence, for any given strategy profile
(s1, s2, . . . , sn) ∈ S, the payoff πi (s) received by player i after a complete
round of play is given by

πi (s) =
∑
j �=i

ψ(si , s j ). (11.20)

Often, we are interested in the particular case in which the bilateral
game faced by every pair of players is a coordination game. Generaliz-
ing the notion of pure-coordination game introduced in Subsection 11.2.2
(cf. (11.17)), the bilateral game is said to be one of coordination if its payoff
function ψ(·) satisfies

∀q, q ′ = 1, 2, . . . , r, q �= q ′, ψ(aq, aq) > ψ(aq ′, aq). (11.21)

11.3.2 Learning by imitation

We start by describing formally the imitation-learning dynamics. Time is indexed
discretely, t = 0, 1, 2, . . . , and the game is symmetric. At any t, the state of the sys-
tem is given by the specification of the strategy profile s(t) ≡ (s1(t), s2(t), . . . , sn(t))
currently displayed by each of the n players. Of course, associated with s(t), we
have the profile π (s(t)) ≡ (π1(s(t)), π2(s(t)), . . . , πn(s(t))) specifying the corre-
sponding payoff earned by each player i ∈ N .

On the basis of s(t) and π (s(t)), interagent imitation is formulated as follows. In
every period, there is an independent probability p ∈ (0, 1) that each player i ∈ N
receives a revision opportunity. In that event, player i mimics the strategy adopted
by some other player who, in the preceding period, obtained a profit at least as high
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as i herself. Formally, for any player i who receives a revision opportunity at t , we
postulate that

si (t) ∈ Mi (s(t − 1)) ≡ {s j (t − 1) : j ∈ N , π j (s(t − 1)) ≥ πi (s(t − 1))},
(11.22)

any choice in Mi (s(t − 1)) being adopted with some positive probability.201 Clearly,
the above adjustment rule displays a strong built-in force toward agent homoge-
nization (or monomorphism, in the language used in Chapter 10). In fact, such a
tendency always dominates in the long run, as formally stated for future reference
in the following Remark (cf. Exercise 11.6).

Remark 11.2: Given any initial conditions, the imitation dynamics specified by
(11.22) converges, a.s., to a profile s∗ = (s∗1 , s

∗
2 , . . . , s

∗
n ) ∈ An with s∗i = s∗j

for all i, j ∈ N . Moreover, any such monomorphic profile is a stationary
point of the imitation dynamics. �

The above remark underscores the rather trivial and inconclusive range of long-
run predictions to be expected, in general, from a simple-minded, unperturbed
process of interagent imitation. However, this conclusion should only be viewed
as a very first step in the analysis. For, as shown in Section 12.4, the different
monomorphic profiles that now arise as alternative long-run candidates may well
be found to respond in a very different manner when the system is subject to
arbitrarily small noise.

11.3.3 Better- and best-response adjustment

Consider again some given set of players repeatedly interacting according to some
strategic-form game G = {N , {Si }n

i=1, {πi }n
i=1}, not necessarily symmetric. Sup-

pose every player continues to hold static perceptions on the evolution of any
variable of the process outside her control but now has a scope of information (or
a degree of sophistication) that is richer than before. Specifically, assume that, at
the time of any of her revision opportunities, she is informed of the strategy profile
that prevailed during the preceding period. Then, if she knows the payoff structure
of the game (at least, as it pertains to her own payoffs), she can compute whether
any contemplated adjustment would represent an “expected improvement” under
the assumption that others will continue playing their preceding strategies. Any
strategy that may be perceived as an improvement under such static expectations is
a possible candidate for the better-response dynamics, as introduced below.

Formally, this dynamics is defined as follows. Time t is measured discretely and,
at every t = 0, 1, 2, . . . , the state of the system is given by the prevailing strategy

201 Note that, for the sake of formal simplicity, player i’s former strategy is included in the set of strategies to be
imitated. Since p < 1, this is inessential. On the other hand, the fact that players are also taken to switch to
any other strategy different from the status quo when both (i.e., the status quo and the alternative strategy)
appear as payoff equivalent is to be viewed mostly as a convenient simplification. All our analysis is essentially
maintained if one were to insist that players should perceive a strict gain to abandon their formerly chosen
strategy.
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profile s(t) = (s1(t), s2(t), . . . , sn(t)).Before play takes place in every period, there
is positive probability p ∈ (0, 1) that each player i ∈ N independently receives a
revision opportunity. In that event, she is taken to choose

si (t)∈ Bi (s(t − 1))≡{s̃i ∈ Si : πi (s̃i , s−i (t − 1))≥πi (s(t − 1))}. (11.23)

For simplicity, we assume that any strategy in Bi (s(t − 1)) is chosen with positive
(say, uniform) probability, although this is not strictly necessary in most cases.
Note that a natural refinement of this dynamics is given by the more demanding
best-response dynamics where (11.23) is replaced by

si (t) ∈ B∗
i (s(t − 1)) ≡ {s̃i ∈ Si : πi (s̃i , s−i (t − 1))

≥ πi (si , s−i (t − 1)), ∀si ∈ Si }. (11.24)

In this case, any player who receives a revision opportunity switches to a strategy
that, given static expectations on others’ behavior, induces the highest expected
payoff.

For concreteness, our analysis here focuses on the better-response dynamics
reflected by (11.23). As before, our central concern is to identify interesting classes
of games where this dynamics may converge toward a Nash equilibrium. (Note,
of course, that if convergence to a particular state occurs in the present case, that
state must define a Nash equilibrium.) We start by considering the class of games
that were labeled dominance-solvable in Section 2.1. Recall that these are games
in which an iterative elimination of (strictly) dominated strategies by each player
(undertaken in any order) leads to a unique strategy profile. As established by the
next result, that strategy profile is also the unique long-run outcome induced by the
better-response dynamics.202

Theorem 11.3: Assume the strategic-form game G is dominance solvable, with
s∗ = (s∗1 , s

∗
2 , . . . , s

∗
n ) being the unique strategy profile that survives an it-

erative elimination of dominated strategies. Then, the better-response dy-
namics given by (11.23) converges a.s. to s∗.

Proof: Consider any initial s(0) ∈ S = S1 × S2 × · · · × Sn and suppose the ensu-
ing adjustment path is such that, for each t = i + qn with i = 1, 2, . . . , n,
q ∈ N∪{0}, and t ≤ M ≡ n(

∑n
i=1 ri ), only player i receives a revision

opportunity. (Recall that ri = |Si |, i.e., the cardinality of Si .) Obviously,
this turn of events has ex ante probability [p(1 − p)n−1]M > 0. Further
assume that, at every such t = i + qn, player i chooses a best response
to s−i (t − 1), i.e., a strategy in B∗

i (s(t − 1)). Since the better-response
dynamics at t is postulated to have player i choose every strategy in
Bi (s(t − 1)) ⊇ B∗

i (s(t − 1)) with positive probability, this combined chain
of events again has positive probability that can be bounded above zero
independently of s(0). Let us now show that, if the described sequence of
events materializes, s(t) = s∗ for all t ≥ M .

202 Similar results have been established by Moulin (1984) for the best-response dynamics and Milgrom and
Roberts (1991) for what they call “adaptive dynamics.”
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Recall the sequence of pure- and mixed-strategy subsets {S q
i }∞q=1 and

{�q
i }∞q=1 defined in (2.4) and (2.5) that formalize the iterative process of

dominated strategies:

S0
i = Si ; �0

i = �i

Sq
i = {

si ∈ Sq−1
i :[

�σi ∈ �q−1
i : ∀s−i ∈ Sq−1

−i , π (σi , s−i ) > π (si , s−i )
]}

�
q
i = {

σi ∈ �q−1
i : supp (σi ) ⊆ Sq

i

}
.

We claim that the following statement applies along the M-long path de-
scribed:

∀t = i + (q − 1)n, si (t) ∈ Sq
i . (11.25)

To verify this claim, first notice that it obviously applies if q = 1 in (11.25).
On the other hand, if t = i + (q − 1)n for some i ∈ {1, 2, . . . , n} and q >
1, the fact that si (t) ∈ B∗

i (s(t − 1)) implies

πi (si (t), s−i (t − 1)) ≥ πi (s̃i , s−i (t − 1)), ∀s̃i ∈ Si ;

hence

�σi ∈ �i : π (σi , s−i (t − 1)) > π (si (t), s−i (t − 1))

and, a fortiori, since �q−1
i ⊂ �i and s−i (t − 1) ∈ S q−1

−i ,

�σi ∈ �q−1
i : ∀s−i ∈ Sq−1

−i , π (σi , s−i ) > π (si (t), s−i ) .

Therefore, si (t) ∈ S q
i , as claimed.

Next, notice that because the game is assumed dominance solvable,
we must have s(M) = s∗. But since s∗ defines a Nash equilibrium (cf.
Exercise 2.5), it is a stationary point of the better-response dynamics, i.e.,
s(t) = s∗ for all t > M as well.

To complete the proof of the theorem, it is enough to realize that the
above considerations apply independently of s(0), the initial strategy pro-
file. Therefore, a lower bound on their positive probability can be estab-
lished independently of s(0). But then, such a positive lower bound applies
as well for an analogous path starting from any s(t) at every t,which implies
that the event {∃T : s(t) = s∗ ∀t ≥ T } occurs with full probability. �

As explained in Subsection 2.2.1, dominance solvability is indeed a very strong
requirement and can hardly be expected to hold in many applications. It is of interest,
therefore, to explore other kinds of games where the present learning model may
lead to long-run convergence to some Nash equilibrium.

One important class is given by the so-called potential games, a concept in-
troduced by Monderer and Shapley (1996a) – see also Rosenthal (1973). Any
such game is defined in terms of some corresponding functionϒ : S1 × S2 × · · · ×
Sn → R, called its potential. In analogy with the notion of potential widely used in
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physics, the potential function ϒ(·) associated with some (potential) game G must
satisfy that ∀i ∈ N , ∀si , s ′i ∈ Si , ∀s−i ∈ S−i ,

πi (si , s−i ) − πi (s
′
i , s−i ) = ϒ(si , s−i ) − ϒ(s ′i , s−i ).

Thus, in a potential game, players may be conceived as striving to maximize a
common function – the potential of the game. For our present purposes, however,
it is sufficient to focus on games that satisfy the somewhat weaker requirement of
displaying an ordinal potential. This leads to the notion of ordinal-potential game,
which is a strategic-form game G that has a functionϒ(·) as above that satisfies the
following “ordinal” property: ∀i ∈ N , ∀si , s ′i ∈ Si , ∀s−i ∈ S−i ,

πi (si , s−i ) − πi (s
′
i , s−i ) ≥ 0 ⇔ ϒ(si , s−i ) −ϒ(s ′i , s−i ) ≥ 0. (11.26)

Is the notion of (ordinal-)potential game an interesting one? At first sight, it would
seem a rather restrictive notion. There is nevertheless a rather wide set of interest-
ing games that display a potential. They include, for example, many public-good
or common resource games (cf. Exercise 11.8) as well as the so-called conges-
tion games (i.e., strategic contexts where homogeneous individuals have to choose
among a finite collection of nonexclusive alternatives and their payoffs depend
on how many players choose each alternative – cf. Exercise 11.9). The Cournot
oligopoly described in Subsection 11.3.1 also defines a potential game if firms
display constant marginal cost c > 0. To focus on the latter context, recall that
� denotes the output grid (each firm’s strategy space) and consider the function
ϒ : �n → R defined as follows:

ϒ(q1, q2, . . . , qn) = q1q2 . . . qn

[
P

(
n∑

i=1

qi

)
− c

]
(11.27)

where P(·) stands for the market inverse-demand function. Restricting attention to
uniformly positive output profiles,203 it is easily verified (see Exercise 11.8) that such
a functionϒ(·) satisfies (11.26), i.e., it is an ordinal potential for the Cournot game.

Within the realm of potential games, the better-response dynamics always leads
to equilibrium long-run behavior, as established by the following result.

Theorem 11.4: Let G be an ordinal-potential game. Then, the better-response
dynamics given by (11.23) converges a.s. to the set of Nash equilibria.

Proof: Because the game is an ordinal-potential game, it has a function ϒ :
S1 × S2 × · · · × Sn → R that satisfies (11.26). Now given any t and the
prevailing s(t) ∈ S, construct an ensuing sequence {s(τ )}t+v

τ=t satisfying the
following two requirements. First, for each τ = t + 1, . . . , t + v, only one
player i(τ ) changes her strategy and

πi(τ )(si(τ )(τ ), s−i(τ )(τ )) = πi(τ )(si(τ )(τ ), s−i(τ )(τ − 1))

≥ πi(τ )(s(τ − 1)). (11.28)

203 This restriction has no relevance for our present purposes. In particular, the convergence result to be established
in Theorem 11.4 below applies in this case because, without loss of generality, the learning process can be
assumed to start at an interior state.
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Second, at the end of the induced strategy path, the final strategy profile
satisfies

ϒ(s(t + v)) = arg max
s∈S

ϒ(s). (11.29)

In view of (11.28) and the fact that the game is an ordinal-potential game,
some such path exists and has prior positive probability. Moreover, since the
game is finite, there is some finite v̄ ∈ N (independent of t and s(t)) such that
the contemplated path may be constructed with v ≤ v̄. This path, therefore,
has a positive probability bounded above zero. By an already familiar
argument, we may then conclude that, with probability one, an ensuing
path with these characteristics will occur at some t̂ . Thus, given (11.29)
and the fact that ϒ(·) is an ordinal potential for the game, it follows that
from t̂ + v̄ onward some Nash equilibrium will be played. This completes
the proof of the theorem. �

As explained, the preceding convergence result applies to one of the leading
scenarios presented in Subsection 11.3.1, i.e., Cournot competition, under the as-
sumption of constant marginal costs.204 Next, we turn our attention to the second
of the leading scenarios proposed: a round-robin setup where agents are matched
to play a certain bilateral game. In this context, if the underlying bilateral game is
one of coordination, better-response learning dynamics also guarantees long-run
convergence to equilibrium, as established by the following result.

Theorem 11.5: Consider a round-robin context where the payoff function satisfies
(11.20) and (11.21). Then, the better-response dynamics given by (11.23)
converges a.s. to some Nash equilibrium s∗ ∈ S.

Proof 205: First, observe that in the coordination scenario induced by (11.20) and
(11.21), all monomorphic profiles where every player adopts a common
strategy are alternative pure-strategy Nash equilibria. (In fact, the reciprocal
inclusion also holds, as indicated in Exercise 11.10.) Thus, suppose that, at
any given t, the learning process is not at some such “monomorphic” rest
point. Then, if we denote

A(t) ≡ {
aq ∈ A : si (t) = aq for some i ∈ {1, 2, . . . , n}},

it must be the case that the cardinality of this set, |A(t)| , is at least 2.
Clearly, to prove the result, it is enough to show that, for any such t , there
is positive probability (independent of s(t) and t) that |A(t + 1)| < |A(t)| .

Let ap or aq be two distinct strategies (or actions) in A(t). For any
u, v ∈ {p, q} denote by φuv(t) the payoff expected at t + 1 by an individual
who chose action au at t if, under static expectations, she decides to switch

204 Here, we implicitly assume that the Cournot-Nash equilibrium outputs lie in the grid � and that the grid
restriction does not introduce any further Nash equilibria.

205 The main argument here is inspired by similar analysis conducted by Bhaskar and Vega-Redondo (2001).



420 Learning to play

to the strategy av at t + 1.We have

φuv(t) =
n∑

i=1

ψ(av, si (t)) − ψ(av, au).

Therefore, any individual i who adopted ap at t will choose aq at t + 1
with positive probability if

φpq(t) − φpp(t) = [∑n
i=1 ψ(aq, si (t)) − ψ(aq, ap)

]
− [∑n

i=1 ψ(ap, si (t)) − ψ(ap, ap)
] ≥ 0.

(11.30)

And, similarly, any individual i who adopted aq at t will choose ap at t + 1
with positive probability if

φqp(t) − φqq(t) = [∑n
i=1 ψ(ap, si (t)) − ψ(ap, aq)

]
− [∑n

i=1 ψ(aq, si (t)) − ψ(aq, aq)
] ≥ 0.

(11.31)

Adding (11.30) and (11.31), we find, in view of (11.21), that

φpq(t) − φpp(t) + φqp(t) − φqq(t) = ψ(ap, ap) − ψ(aq, ap)

+ ψ(aq, aq) − ψ(ap, aq) > 0.

Therefore, it follows that either (11.30) and/or (11.31) must apply. If it is the
former, then with positive probability those individuals choosing ap might
receive a revision opportunity (and only them), in which case they could
switch to aq with positive probability as well. Under these circumstances,
we have

|A(t + 1)| = |A(t)| − 1. (11.32)

On the other hand, if it is (11.31) that applies, again we have (11.32) with
positive probability, now with those individuals previously choosing aq

switching to ap. Since the argument is independent of s(t), we conclude
that with probability one the process will reach a state with |A(t ′)| = 1 at
some t ′. This completes the proof of the result. �

11.4 Memory, expectations, and foresight

In Subsection 11.3.3, we identified different classes of games where myopic “better
response” based on static expectations ensures long-run convergence to some Nash
equilibrium of the underlying game. There are, however, many other classes of
interesting games where such a learning dynamics fares quite badly. Consider, for
example, any game G displaying no pure-strategy equilibrium. Then, it is clear that
no strategy profile may be stationary for the better-response dynamics postulated
above, thus leading to a nonconvergent process whose long-run behavior may be
hard to interpret.
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When such nonconvergence occurs, one may attempt to rationalize matters in a
variety of alternative (but complementary) ways.

1. It can be suggested, for example, that when a player holds a static view of
her environment, her memory is too short to allow for a suitable smoothen-
ing of her expectations. Consequently, the player may often overreact to
current (and often just ephemeral) circumstances, preventing the learning
process to settle down in many cases.

2. Alternatively, the dynamic instability can be understood as the result of non-
smooth behavior, rather than as a consequence of nonsmooth expectations.
Specifically, one may argue that, if players are restricted to pure strategies
(as in (11.22), (11.23), and (11.24)), it is not surprising that convergence
cannot materialize when the equilibrium requires some probability mixing.

3. Finally, the lack of convergence can be blamed on the fact that players are
assumed unable to conceive their interaction in the appropriate intertem-
poral framework in which it actually takes place. It may be conjectured, for
example, that if players were to choose their behavior within a complete
(and therefore intertemporal) model of the situation, they should be able to
learn to coordinate their expectations and play in equilibrium.

Each of these three alternative lines of attack to the problem has been pursued in
the recent literature on learning in games. Concerning the first one, a noted repre-
sentative is given by the classic model of learning known as “fictitious play.” On the
other hand, a variant of fictitious play that pursues the second approach and allows
for mixed strategies is labeled “smooth fictitious play.” Finally, along the third direc-
tion, the literature has developed the so-called models of “rational learning,” which
embed the learning process into a full-fledged intertemporal framework. Next, we
present each of these alternative approaches in turn. Unfortunately, however, we
shall see that none of them proves fully satisfactory.

11.4.1 Fictitious play

The model of dynamic adjustment known as fictitious play was first proposed by
Brown (1951) as an algorithm for computing equilibria. Later on, it was reconsid-
ered by others (e.g., Shapley, 1964) as an interesting model of how players might
learn to play a given game.

To keep matters simple, let us restrict again to a context with just two players,
i = 1, 2, involved in a certain strategic-form game G = {{1, 2}, {S1, S2}, {π1, π2}}.
Fictitious play involves two parts. On the one hand, each player forms expectations
about the current play of the opponent in a (naively) empiricist manner; roughly, that
is, she associates subjective probabilities with the different opponent’s strategies
that are equal to their respective frequencies in past play. On the other hand, given
the expectations formed in this fashion at each point in time, each player reacts
optimally in a myopic fashion (i.e., maximizing current expected payoff ).

In a sense, we may conceive this approach as an enrichment of the static-
expectations framework analyzed in Subsection 11.3.3. As in that case, players



422 Learning to play

here may be conceived as having a stationary model of their environment and react-
ing optimally to it in a myopic fashion.206 In contrast, however, they are currently
assumed to rely on the full length of history to form their expectations, a feature
that implicitly rules out any memory bounds.

As before, let time be measured discretely, t ∈ {0, 1, 2, . . .}. Then, to define the
model formally, denote by ηiq(t) ∈ R+ the weight associated by player i at t to the
strategy sjq ∈ Sj of the opponent (q = 1, 2, . . . , r j , i, j = 1, 2, i �= j). To start
the process, players attribute arbitrary initial weights

ηi (0) = (ηiq(0))
r j

q=1 s.t.
r j∑

q=1

ηiq(0) > 0 (q = 1, 2, . . . , r j ,

i, j = 1, 2, i �= j). (11.33)

Thereafter, depending on the path {s j (τ )}t
τ=0 that each player i observes on the

part of her opponent up to any given t , these weights are adjusted as follows:

ηiq(t + 1) =
ηiq(t) + 1 if s j (t) = s jq

ηiq(t) otherwise

(q = 1, 2, . . . , r j ,

i, j = 1, 2, i �= j
(11.34)

These weights are then used to form player i’s expectations at t, µi (t) =
(µiq(t))

r j

q=1 ∈ �r j−1, in the following manner:

µiq(t) = ηiq(t)∑r j

q ′=1 ηiq ′(t)
(q = 1, 2, . . . , r j , i, j = 1, 2, i �= j). (11.35)

And, finally, each player is assumed to choose, at each t, a strategy that verifies

si (t) ∈ B∗
i (µi (t)), (11.36)

where B∗
i : �r j−1 ⇒ Si generalizes (11.24) above as the best-response correspon-

dence of player i , i.e.,

B∗
i (µi ) ≡

{
s̃i ∈ Si :

r j∑
q=1

µiq · πi (s̃i , s jq) ≥
r j∑

q=1

µiq · πi (si , s jq), ∀si ∈ Si

}
.

(11.37)

Note that (11.36) determines uniquely the choice of each player i except for a “thin”
subspace of her beliefs. Because this subspace has zero measure, the particular way
in which such an ambiguity is resolved through some particular selection of B∗

i (·)
at those points is inconsequential for the analysis.

206 More precisely, it can be shown that, under the hypothesis that the opponent’s (mixed) strategy remains fixed
throughout, fictitious play embodies rigorous Bayesian updating if the prior distribution on the opponent’s
strategy is a Dirichlet distribution (see Fudenberg and Levine, 1998, Ch. 2).
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Table 11.2: Matching-pennies game

2
1 H T

H 1,−1 −1, 1

T −1, 1 1,−1

It can be shown that many of the conclusions on long-run convergence to Nash
equilibrium that were established in Subsection 11.3.3 for any better-response dy-
namics (e.g., for dominance-solvable or potential games) apply as well for fictitious
play – cf. Exercise 11.12 and Monderer and Shapley (1996b). Thus, to enlarge
the scope of our former analysis, let us focus on games whose Nash equilibria
are in mixed strategies, such as the familiar game of matching pennies (cf. Sub-
section 1.2.2) whose payoffs are recalled in Table 11.2.

In this game, the unique Nash equilibrium involves each player randomizing with
equal probability between both actions H and T . Since there is no pure-strategy
profile defining an equilibrium, it would seem that, as for the better-response dy-
namics, fictitious play cannot possibly settle down in the long run. In a certain
sense, this is indeed the case because, inevitably, no single pure-strategy configu-
ration can provide the “balance” that is required for equilibrium-like behavior in
this case (cf. Exercise 11.13). It can be shown, however, that even though behavior
indeed cycles indefinitely when fictitious play is applied to matching pennies, the
empirical frequencies (and, therefore, beliefs)207 do converge in the long run. This
convergence is, in fact, a general property displayed by any generic game that has
only two strategies (as in matching pennies) or is zero sum (as is matching pennies
as well). This was established by Miyasawa (1961) in the first case (2 × 2 games)
and by Robinson (1951) in the second case (zero-sum games). Both conclusions
are formally stated without proof in the following result.

Theorem 11.6 (Robinson, 1951; Miyasawa 1961): Let G be a bilateral game in
strategic form. If either

(a) r1 = r2 = 2, or
(b) π1(s) = −π2(s), ∀s ∈ S,

then, for generic payoffs, the following is true. Given any initial weights
ηi (0), i = 1, 2, there exists some µ∗

i ∈ �r j−1, j �= i, such that the be-
lief sequences {µi (t)}∞t=o induced by (11.33)–(11.37) satisfy a.s. that
limt→∞ µi (t) = µ∗

i for each i = 1, 2.

An illustration for part (a) of Theorem 11.6 is provided in Figures 11.6–11.8
for each of the three generic types of 2 × 2 games – recall Table 11.1 and the
classification embodied in items (a)–(c) following it.

207 Note that empirical frequencies and beliefs need not coincide because of the influence of the initial weights.
However, the latter’s influence vanishes in the long run so that empirical frequencies and beliefs approach the
same limit.
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21

Figure 11.6: Empirical frequencies in fictitious play, a game with a dominant strategy.

11

µ21

Figure 11.7: Empirical frequencies in fictitious play, a game with two pure-strategy equi-
libria.

By means of a famous 3 × 3 example where empirical frequencies do not con-
verge in fictitious play, Shapley (1964) showed that the previous result cannot be
extended to (non-zero-sum) games involving more than two strategies per player.
In any case, even knowing that the convergence of empirical frequencies occurs
in some interesting cases (e.g., 2 × 2 or zero-sum games), the question remains:
What do they converge to? A clear-cut answer is provided by the following general
result, which applies to any game where convergence materializes.

Theorem 11.7: Let G be a bilateral game in strategic form and assume that
the belief sequences {µi (t)}∞t=o induced by (11.33)–(11.37) converge to
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11

µ21

Figure 11.8: Empirical frequencies in fictitious play, a game with a unique mixed-strategy
equilibrium.

some µ∗
i ∈ �r j−1, i = 1, 2, j �= i. Then, (σ ∗

1 , σ
∗
2 ) ≡ (µ∗

2, µ
∗
1) ∈ �1 ×�2

defines a Nash equilibrium of G.

Proof: Suppose, for the sake of contradiction, that the limit beliefs (µ∗
2, µ

∗
1) ≡

(σ ∗
1 , σ

∗
2 ) do not define a Nash equilibrium of G. Then, there must be at

least a player i such that the following applies:

∃siq, siq ′ ∈ Si , siq ∈ supp(σ ∗
i ) : πi (siq, σ

∗
j ) < πi (siq ′, σ ∗

j ).

Then, since

lim
t→∞µi (t) = µ∗

i = σ ∗
j ,

there must exist some T ∈ N, such that ∀t ≥ T,

πi (siq, µi (t)) < πi (siq ′, µi (t)),

which, in view of (11.36), implies that ∀t ≥ T,

η jq(t) = η jq(T ),

and, therefore,

µ∗
jq = lim

t→∞
η jq(t)∑ri

q ′=1 η jq ′(t)
= lim

t→∞
η jq(T )∑ri

q ′=1 η jq ′(T ) + (t − T )
= 0,

contradicting that siq ∈ supp(σ ∗
i ) = supp(µ∗

j ). This completes the proof.
�

Theorem 11.7 seems to suggest that, within the class of games where conver-
gence of empirical frequencies is guaranteed, fictitious play should lead agents to
reproduce empirically the play of some, possibly mixed-strategy, Nash equilibrium.
However, this view is quite misleading, as illustrated by the following example due
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Table 11.3: A symmetric strategic-form game with
two asymmetric pure-strategy Nash equilibria and
one symmetric mixed-strategy Nash equilibrium

2
1 A2 B2

A1 0, 0 2, 1

B1 1, 2 0, 0

to Fudenberg and Kreps (1993). Consider two individuals playing a game whose
payoffs are as indicated in Table 11.3.

This game has a mixed-strategy equilibrium where each player i chooses Ai

with probability 2/3. Suppose now that these individuals start playing according to
(11.33)–(11.37) with an initial weight vector ηi (0) = (1,

√
2), i = 1, 2. Then, both

players will begin choosing si (0) = Ai . Hence, at t = 1, we have ηi (1) = (2,
√

2)
and thus si (1) = Ai again, for each i = 1, 2. Thereafter, at t = 2, ηi (2) = (3,

√
2),

which produces a joint switch toward si (2) = Bi , i = 1, 2. Proceeding inductively,
it is clear that, at all t,

η1(t) = η2(t)

and, therefore, either

si (t) = Ai

for both i = 1, 2, or

si (t) = Bi

for both players as well. Thus, in view of the payoffs displayed in Table 11.3, it
follows that both players obtain a zero payoff for all t, in contrast with the payoff of
at least 2/3 that they are expecting in every round. Given that they are consistently
being frustrated in their hopes for a higher payoff, we might well ask: Shouldn’t
they surmise that something is wrong with their model of the world?

Despite the indefinite cyclical pattern found over time in the above example,
Theorem 11.6 implies that the induced long-run empirical frequencies must co-
incide with the Nash equilibrium weights (1/3, 2/3). Of course, this vector of
weights is to be understood as the marginal distribution over the strategy choices
made along the path by each separate player. However, if we focus on the induced
joint distribution over strategy profiles, this distribution is far from converging to
that resulting from Nash equilibrium play. Indeed, it is fully concentrated on the
profiles (A1, A2) and (B1, B2), a reflection of the perfect (but perverse) correla-
tion induced by the learning process that is at the heart of the problem illustrated
by this example. The targeted equilibrium implicitly presupposes some stochastic
independence that is nevertheless destroyed by the learning mechanism. Heuris-
tically, however, one might conjecture that if players could indeed display some
genuinely mixed (i.e., stochastic) behavior at some point, such an iron-clad cor-
relation would break apart and so would its unwelcome effects. This is precisely
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Figure 11.9: Best-response correspondences, ordinary and smooth versions.

the approach embodied by the so-called smooth fictitious play, to which we turn
next.

11.4.2 Smooth fictitious play

Partly at least, the problems posed by (ordinary) fictitious play have to do with the
highly discontinuous nature of its best-response decision rule (11.36). To understand
this discontinuity and suggest natural ways of addressing the issue, it is useful to
reformulate the best-response correspondence as a mapping208

B∗
i : �r j−1 ⇒ �(Si ) = �ri−1

that associates with every possible belief the corresponding set of mixed strate-
gies that define a best response. As explained, for almost every µi ∈ �r j−1, we
have that B∗

i (µi ) = {eq} for some eq , the unit vector associated with pure strategy
siq ∈ Si . Hence, with only two pure strategies, any selection of the best-response
correspondence of each player i can be depicted as a step function, with a discon-
tinuity arising at the precise beliefs µ̂i of exact indifference between the two pure
strategies. This familiar construct is illustrated in Figure 11.9 for a 2 × 2 game with
a unique (mixed-strategy) equilibrium σ ∗.

Suppose now that, in contrast to the sharp changes of behavior that are typically
induced by the above best-response correspondences, we suppose players react to
their beliefs in a smooth fashion, i.e., they adjust their probabilities of playing each
of their pure strategies in a continuous manner. Focusing on a 2 × 2 scenario, this
is illustrated by the smoothed best-response functions labeled B̂i (·) in Figure 11.9.

208 For simplicity, we maintain the notation formerly used for the best-response correspondence mapping on the
set of pure strategies.
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These smooth functions admit several interpretations. One of them is just based on
the simple-minded (say, “psychological”) notion that players do not switch actions
abruptly but rather do so in a gradual manner. That is, close to points of indifference,
they settle on one or the other possibility (i.e., pure strategy) with nondegenerate
probabilities that respond monotonically to expected payoff differences.

In a theoretically more sophisticated vein, the smoothed best-response function
can also be motivated along the lines of Harsanyi’s approach to the “purification”
of mixed strategies. As explained in Section 6.5, this approach entails constructing
a suitably defined asymmetric-information game. In this game, the payoffs of each
player i are perturbed stochastically through some idiosyncratic random variable
ε̃i whose realization vector εi ∈ [−1, 1]ri is assumed to be observed only by the
player in question. In the induced Bayesian game, a pure strategy for player i is
simply a mapping γi : [−1, 1]ri → Si from the observed payoff perturbation to her
original (pure-) strategy space. Thus, if player i adopts some such strategy at a
Bayes-Nash equilibrium of the perturbed game, the choice γi (εi ) induced by the
realized εi (observed by i) is deterministic. However, from the perspective of her
uninformed opponents, her actual choice must be regarded as random, just as if
player i were playing according to a genuinely mixed strategy.

If we describe the Harsanyinan construct from an ex ante viewpoint, the behavior
of each player i may be summarized by a smooth best-response function

B̂i : �r j−1 → �ri−1, i, j = 1, 2, i �= j

that, for any belief µi ∈ �r j−1 held by player i , determines a “mixed strategy”
σi = B̂i (µi ) reflecting the ex ante probabilities with which this player chooses a
pure strategy as a function of her private information εi (cf. Figure 11.9). Then, a
Bayesian equilibrium may be simply associated with a profile σ̂ ∈ �r1−1 ×�r2−1

that satisfies the usual rational-expectations and optimality conditions:

µ̂i = σ̂ j ,

σ̂i = B̂i (µ̂i ),
(11.38)

for each i, j = 1, 2; i �= j . Naturally, we want to conceive the size of the per-
turbation induced by each ε̃i as small. For, in this case, the profile σ̂ becomes
arbitrarily close to the original Nash equilibrium σ ∗ of the unperturbed game while
the smoothing implications on each B̂i (·) are still preserved (of course, as long as
the random variables ε̃i do not become fully degenerate).

Motivated by the previous considerations, Fudenberg and Kreps (1993) – see also
Benaı̈m and Hirsch (1999) – postulate a smoothed version of fictitious play that,
in contrast to ordinary fictitious play, permits the application of the powerful tech-
niques developed by stochastic approximation theory (recall Subsection 11.2.1).
This is a consequence of the following two features:

(i) By construction, smooth fictitious play is defined through a twice con-
tinuously differentiable law of motion. More specifically, it is given by
the former (unchanged) expressions (11.33), (11.34), and (11.35), while
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(11.36) is replaced by

σi (t) = B̂i (µi (t)), (11.39)

where B̂i : �r j−1 → �ri−1 is a suitable C2 approximation of B∗
i (·).

For each i = 1, 2, and any µi (t) ∈ �r j−1, B̂i (µi ) is interpreted as the
probability vector (mixed strategy) with which player i chooses the differ-
ent pure strategies in Si as a function of her current beliefs. As suggested
above, this formulation may be motivated by the assumption that each
player i is subject to small independent payoff perturbations that are only
privately observed.

(ii) Smooth fictitious play also has the property (shared with its ordinary ver-
sion) that the adjustment step becomes progressively smaller with time.209

As outlined in Subsection 11.2.1, it is precisely this increasing gradualness
that allows one to conclude that, in the long run, the motion of the system
can be well approximated by its expected direction of change.

In view of (ii), our first task is to find explicit expressions for the system’s expected
motion. Let χi (t) ⊂ {e1, e2, . . . , eri } be a random variable defined on the set of pure
strategies Si (here represented by the set of corresponding unit vectors in�ri−1) with

Pr {χi (t) = eq} = σiq(t).

Smooth fictitious play, as defined by (11.33), (11.34), (11.35), and (11.39) gives
rise to the following stochastic system:

µiq(t + 1) = ηiq(t) + χ jq(t)∑r j

q ′=1 ηiq ′(t) + 1
(q = 1, 2, . . . , r j , i, j = 1, 2, i �= j)

(11.40)

where χ jq(t) is the marginal random variable induced by χ j (t) on the qth
component. Note that, for any t ∈ N, we can write

r j∑
q ′=1

ηiq ′(t) =
r j∑

q ′=1

ηiq ′(0) + t,

where
∑r j

q ′=1 ηiq ′(0) ≡ Li is an exogenous parameter of the model. Thus, (11.40)
becomes

µiq(t + 1) = ηiq(t) + χ jq(t)

Li + t + 1

= ηiq(t)

Li + t
+ χ jq(t)(Li + t) − ηiq(t)

(Li + t)(Li + t + 1)

= µiq(t) + χ jq(t) − µiq(t)

Li + t + 1
,

209 In fact, the step size cannot become small “too fast” for an application of the stochastic aproximation techniques.
It must hold, in particular, that if !t denotes the step size at t,

∑
t !t = +∞ but

∑
t (!t )α < +∞ for some

α > 1. In our case, where !t = O(1/t), these conditions are satisfied.
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since µiq(t) = ηiq(t)/(Li + t). Hence,

µiq(t + 1) − µiq(t) = χ jq(t) − µiq(t)

Li + t + 1
,

and, by applying the expectations operator (conditional at t), we obtain

Et [µiq(t + 1) − µiq(t)] = 1

Li + t + 1

[
B̂ jq(µ j (t)) − µiq(t)

]
(11.41)

because, obviously, Et [χ jq(t)] = B̂ jq(µ j (t)).
In view of (11.41), stochastic approximation theory allows us to analyze the

long-run behavior of smooth fictitious play in terms of the following system of
differential equations:

µ̇iq(t) = B̂ jq(µ j (t)) − µiq(t) (q = 1, 2, . . . , r j , i, j = 1, 2, i �= j).

(11.42)

This dynamical system is simply the continuous-time version of the smoothed
best-response dynamics associated to the functions (B̂i (·))2

i=1. For our purposes,
the essential implication here is that, in the long run, smooth fictitious play can
be guaranteed to approach some limit set of (11.42), almost surely. Of these limit
sets, however, only those that are robust (locally stable) may have some positive
probability of being reached. The heuristic reason for this important qualification
was explained in Subsection 11.2.1. Since smooth fictitious play remains noisy
throughout, the process will eventually escape any orbit of the approximating (de-
terministic) system that is “fragile” in the face of perturbations.

In general, the dynamic behavior of (11.42) can be quite complex. There is,
however, a simple context where it leads to sharp limit behavior (cf. Benaı̈m and
Hirsch, 1999). This occurs when, as in the context illustrated by Figure 11.9, each
player has only two strategies. In this case, as will be recalled from Section 11.2.1,
there are three generic possibilities:

(a) at least one player has a dominant strategy (and the game has a unique
Nash equilibrium);

(b) players face a coordination game with two pure-strategy (and strict) Nash
equilibria;

(c) the game has a unique and mixed-strategy (thus nonstrict) Nash equilib-
rium.

In Cases (a) and (b), it is clear that (if the payoff perturbation embodied by
(B̂i (·))2

i=1 is small enough) the only robust limit sets of (11.42) are the singletons
associated to the strict equilibria. These equilibria also attract the dynamics from
almost every initial conditions. It follows, therefore, that smooth fictitious play
settles in one of them as well, almost surely. Figures 11.10 and 11.11 illustrate such
an asymptotic behavior (as given by (11.42)) in either case.

Case (c) is more complex. What are the robust limit sets of (11.42) in this
case? As it turns out, one can show that if the (generic) game has a unique
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Figure 11.10: Smoothed best-response dynamics, a game with a dominant strategy.
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Figure 11.11: Smoothed best-response dynamics, a game with two pure-strategy equilibria.

mixed-strategy equilibrium, σ ∗, all trajectories of the system converge to the pro-
file σ̂ that approximates it – cf. (11.38). To prove this claim, a convenient tool is
afforded by the following well-known result in the theory of dynamical systems
(cf. Arnold, 1973, p. 198):

Liouville’s Theorem: Let ẋ (t) = F (x(t)) be a dynamical system defined on
a certain open subset U ⊆ R

n, where F(·) is a differentiable vector
field. Then, if A ⊆ U has a volume V ≡ ∫

A dx, the volume V (t) of
the set A (t) = {z = x(t) : x(0) ∈ A} satisfies

V̇ (t) = ∫
A(t)

div F(x) dx,
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Figure 11.12: Smoothed best-response dynamics, a game with a unique mixed-strategy
equilibrium.

where the divergence of the vector field F (·) is defined as follows:

div F(x) ≡
n∑

i=1

∂Fi (x)

∂xi
,

i.e., the trace of the Jacobian of F (·) .
Applying the previous result to the interior of �1 ×�1 (the suitable state space

in this case) it follows that every trajectory of the system (11.42) must converge to
its unique rest point σ̂ . For, on the one hand, observe that the main-diagonal entries
of its Jacobian are equal to −1. Hence, its trace is negative and the system must be
volume-contracting by virtue of Liouville’s theorem. On the other hand, we know
that every limit set of a two-dimensional system is either a rest point or a limit cycle
(cf. Footnote 194). Thus, if the trajectories were not convergent and the system had a
nontrivial cycle, there would be a region of the state space (the area enclosed by the
corresponding closed orbit) that would not be volume-contracting. This proves that
the trajectories induced by (11.42) indeed converge to σ̂ . Since, moreover, this point
is the unique asymptotically stable state of the continuous-time system, the long-run
dynamics induced by smooth fictitious play can also be guaranteed to converge to
σ̂ , almost surely. An illustration of this conclusion is provided in Figure 11.12.

To summarize, smooth fictitious play has been shown to afford successful learning
of Nash equilibrium in any generic 2 × 2 game. For example, the fact that play-
ers’ behavior around equilibrium is always genuinely stochastic allows the process
to overcome the problems of “perverse correlation” encountered in the game de-
scribed in Table 11.3.210 The general approach based on stochastic-approximation

210 For a detailed analysis of these issues (in particular, the optimality properties displayed by smooth fictitious
play), the reader is referred to the recent monograph by Fudenberg and Levine (1998).
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arguments could be applied to any game, but the results would rarely be so sharp. In
general, smoothed (continuous-time) best-response dynamics cannot be expected
to display clear-cut limit behavior of the sort found above. Indeed, if the number of
strategies is large (even just three) or the number of players goes beyond two, the
induced long-run dynamics often happens to display rather complex (e.g., chaotic)
behavior. Thus, even though the present model of learning is certainly more suc-
cessful than preceding ones in dealing with important contexts (e.g., simple games
with only mixed-strategy equilibria), it cannot be conceived as fully satisfactory.

In attempting to extend the range of games that allow for successful learning, the
next subsection performs quite a formidable theoretical leap. It deals with agents
who are essentially unbounded in what they can remember, compute, or anticipate.
It is then perhaps not very surprising that, under certain conditions, they will be
found capable of learning to play some Nash equilibria in any game. However, as
we also discuss at some length, some delicate conceptual problems stand in the
way of conceiving this learning model as a really effective one, even if we abstract
from the “generous” (in a sense, nonrealistic) capabilities implicitly bestowed on
the players.

11.4.3 Rational learning

The model of rational learning discussed here was proposed by Kalai and Lehrer
(1993a,b). As advanced, players in this model (for notational simplicity, we con-
sider just two of them) are assumed to be fully aware of the repeated-interaction
framework in which they live. That is, in the language of Chapter 8, they con-
ceive the situation as a repeated game or, more precisely, as a discounted repeated
game Rδ (W ) over stages t = 1, 2, . . . , where δ ∈ [0, 1) is the discount rate and
W ≡ (Wi )2

i : A1 × A2 → R is the payoff function for a fixed-stage game in strate-
gic form G = {N , {Ai }i∈N , {Wi }i∈N } – recall Section 8.2.211

Now, rather than assuming that individuals directly play an equilibrium of the
repeated game, let us postulate that each player i ∈ {1, 2}has some subjective beliefs
about the behavioral strategy γ j :

⋃
t∈N H t−1 → �(A j ) played by individual j �= i.

In fact, by virtue of Kuhn’s theorem (recall Subsection 1.5.2), any belief by player
i over j’s strategy can be formally identified with a behavioral strategy of player j,
γ i

j :
⋃

t∈N H t−1 → �(A j ), specifying player i’s prediction about j’s action after
any possible history ht−1 ∈ H t−1 prevailing at every t.Naturally, if we make j = i
in the above formulation, it must be posited that γ i

i = γi , i.e., player i knows her
own strategy.

Much of the analysis is built on the critical assumption labeled “a grain of truth.”
Heuristically, this assumption is in the spirit of asserting that player i’s beliefs should
be diffuse (or “cautious”) enough to attribute positive probability to the strategy
actually played by j. Precisely formulated, however, it is somewhat more general
than that, as its formal statement below indicates.

211 As in Chapter 8, we adopt the notational shorthand of identifying the stage game G with its corresponding
payoff function W.
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Let γ i = (γ i
1 , γ

i
2 ) denote the beliefs of player i, and γ = (γ1, γ2) the actual

strategy profile played. Each of these profiles defines probability measures µγ i

(i = 1, 2) andµγ over the set of possible plays, H∞. We then propose the following.

Grain of Truth (GT): Let A ⊂ H∞ be any measurable set of plays. Then, for each
i = 1, 2, µγ (A) > 0 ⇒ µγ i (A) > 0.212

Conceptually, (GT) implies that each player’s beliefs are to be such that neither of
them can be “utterly surprised” by the course of play. In other words, any set of pos-
sible plays that has ex ante positive probability (given the strategies actually played)
has to be attributed some positive subjective probability by both players as well.

Given any pair of beliefs that satisfy (GT), the model is completed by the nat-
ural postulate that players should choose their own strategy γi ∈ �i to maximize
expected payoffs given their beliefs. That is:

Expected Payoff Maximization (EPM): For each i, j = 1, 2, i �= j,

γi ∈ arg max
γ ′

i ∈�i

πi (γ
′
i , γ

i
j ),

where �i is the set of player i’s admissible (behavioral) strategies and
πi : �1 ×�2 → R is her corresponding payoff function.

For an illustrative example, suppose players are involved in a repeated prisoner’s
dilemma (cf. Table 1.1). Further assume they are restricted to (countable) pure-
strategy sets, �1 and �2, with the following elements.

� On the one hand, each �i includes the set {γi0, γi1, γi2, . . .} of “trigger
strategies” (recall Section 9.1.1), where γik stands for the ( pure) strategy
that cooperates only up to period k, provided that the opponent has coop-
erated so far; otherwise, it defects forever.213

� On the other hand, suppose each �i also includes two other strategies:
– γic, which embodies indefinite contingent cooperation (i.e., cooperation

as long as the opponent has cooperated but irreversible defection other-
wise);

– γir , the reciprocity-minded tit-for-tat – recall that this strategy starts by
cooperating and then simply matches the opponent’s last action (cf. Sec-
tion 8.4).

To summarize, therefore, we postulate that �i = {γic, γir } ∪ {γi0, γi1, γi2, . . .}.
Consider first a situation where both players choose their cooperative strategies

(i.e., each of them pursues her respective γic) and denote by βo
i = (βo

ik)k=c,r,0,1,...

the vector of initial beliefs held by player i on her opponent’s strategy.214 Assume

212 In mathematical (measure-theoretic) terms, this assumption can be expressed as the requirement that the
measure µγ be absolutely continuous with respect to each µγ i .

213 Note that, to remain consistent with the notation of Chapter 9, repeated play is taken to start at t = 1.Therefore,
γi0 stands for the strategy of continuous defection.

214 Here, we find it convenient to use a belief formulation that, rather than mimicking the format of a behavioral
strategy, specifies the weight associated with each of the opponent’s pure strategies. As explained above, both
approaches are equivalent in view of Kuhn’s theorem.
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these beliefs satisfy (GT) above and let (EPM) be satisfied as well, i.e., γic is
optimal given those beliefs. Then, it is clear that δ must be close enough to 1 and
the total weight (βo

ic + βo
ir ) that each player i initially associates to the opponent’s

strategies being either γ jc or γ jr must be sufficiently large. And as play unfolds and
t → ∞, the posterior beliefs β̂ i (t) held by each player i at the end of each stage t
converge to

β̂ i (∞) ≡
(

βo
ic

1 −∑∞
k=0 β

o
ik

,
βo

ir

1 −∑∞
k=0 β

o
ik

, 0, 0, . . .

)
.

Thus, in particular, as time proceeds, each player is able to predict, with near
certainty, all future continuation play. Note that this fact does not imply that each
player should be able to predict her opponent’s strategy. For example, it could well be
that, even though the sum (βo

ic + βo
ir ) is large, the relative weight is concentrated on

γ jr (i.e., βo
ic = 0).Then, accurate prediction of play would coexist with consistently

wrong prediction concerning strategies. However, this mistake would be irrelevant
if all we care about is that agents’ play converge to Nash equilibrium behavior of
the repeated game.

Now, suppose initial beliefs (βo
i )i=1,2 are such that player 1 chooses (optimally,

given these beliefs) strategy γ1k and player 2 chooses instead γ2k ′ with 0 < k < k ′.
Does a similar line of argument allow us to conclude that players must end up
playing some Nash equilibrium of the repeated game? Indeed so, because once stage
t = k + 1 arrives and player 1 defects, player 2’s posterior beliefs β̂2(k + 1) become
concentrated on γ1k , at which point both players proceed to defect from t = k + 2
onward.215 This obviously defines a Nash equilibrium for the continuation game in
which, as in the previous case, players are able to predict consistently the future path
of play. There is, however, an asymmetry between players in this respect: whereas
player 2 learns player 1’s strategy, player 1 remains uninformed of the precise
strategy adopted by player 2. Again, however, this is an irrelevant consideration if
we insist only that agents learn to play in a Nash fashion.

Kalai and Lehrer (1993a,b) show that the state of affairs illustrated by the previous
discussion is quite general. To present their results more precisely, we need to refer
to two different ε-approximate concepts.

On the one hand, we reconsider the notion of ε-(Nash-)equilibrium (cf. Defini-
tion 8.1), as applied to the present context. As the reader may recall, it generalizes
the classical notion of Nash equilibrium to allow for strategy profiles from which
unilateral deviations induce expected gains no larger than ε.

On the other hand, we need a precise way to express the idea that two differ-
ent probability measures on paths of play, µ and µ̃, are ε-close for some ε > 0.
Heuristically, we shall say that two such measures defined on a common space are
ε-close if for some large measurable set and all of its subsets the relative measure
differences according to the two alternative measures is less than ε. Formally, what
is required is that, given ε, there exists a measurable set Q satisfying

215 Note that the Bayesian update implicit in this statement is well defined because (GT) is assumed to hold.
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(a) min{µ(Q), µ̃(Q)} ≥ 1 − ε, and
(b) for all measurable A ⊂ Q, (1 − ε)µ̃(A) ≤ µ(A) ≤ (1 + ε)µ̃(A).

With these two ε-concepts in hand, we can state the following result.

Theorem 11.8 (Kalai and Lehrer, 1993a,b): Consider a repeated game as de-
scribed above and assume players’ beliefs γ i = (γ i

1 , γ
i
2 ), i = 1, 2, satisfy

(GT) and (EPM). Then, for every ε > 0 and almost every path h∞ (ac-
cording to µγ ), there is a time T such that, for all t ≥ T, there is an
ε-equilibrium γ̃ of the continuation game such thatµγ andµγ̃ are ε-close.

A rigorous proof of the previous result goes beyond the level of mathematical
competence presupposed for this book. Therefore, we simply provide a heuristic
argument for the special case in which players are fully myopic (i.e., δ = 0), dividing
the discussion into two steps.

1. The first step concerns the issue of convergence of beliefs. Here, the main
mathematical result is due to Blackwell and Dubins (1962) on the issue
they called “merging of opinions.” Suppose a collection of players has to
learn about some common underlying information (in our case, the future
path of the game). As they receive more information, they update their prior
subjective beliefs through Bayes rule, the only mathematically consistent
way of conducting these operations. Note, in particular, that because all
their beliefs are assumed to contain a “grain of truth,” Bayes rule is always
well defined and can be used to learn over time without encountering any
inconsistencies. At this point, the key observation to make is that Bayes up-
dating makes the path of agents’ beliefs (conceived as a stochastic process
on the corresponding space of probability measures) a martingale (recall
Footnote 193). That is, it gives rise to a process where the expected value
of the next realization, contingent on past observations, coincides with the
most recent realization. Why should this be the case? Heuristically, the idea
is not difficult to understand. Suppose that, prior to the next observation,
the mathematical expectation of the beliefs to be held in the ensuing pe-
riod were to differ from the currently held beliefs. This would mean that
current beliefs are not using all information available. In particular, they
would be ignoring the information that might allow an agent (without any
further experience) to have a belief different from that held at present.
This, of course, is an absurdity, which points to the martingale property
induced on the belief stochastic process by Bayes updating. (See Exer-
cise 11.17 for an illustration.) Finally, to complete this first step in the
heuristic argument, one needs to invoke an important mathematical result:
the martingale convergence property, which is a deep generalization of
the law of large numbers (see Karlin and Taylor, 1975). It asserts that a
uniformly bounded martingale (i.e., a uniformly bounded process where
no change is expected at each round) must eventually converge a.s. and
therefore achieve stationarity in the long run.
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2. The second step in the argument is much more transparent than the first one.
As explained, agents’ beliefs regarding the future path of the game must
converge in the long run; that is, players must eventually stop learning. If this
is the case (and all players indeed had a grain of truth in their initial beliefs),
it must be that they are all learning an identical piece of information. But
since each player certainly knows her own strategy, it follows that all of
them must eventually share the same (probabilistic) prediction of future
play. If we then add the consideration that players must be maximizing their
expected payoff given their beliefs (not only at the beginning of the game
in terms of their initial beliefs, but also later on in terms of those being
updated), play must eventually approach an equilibrium, i.e., a situation
where (a) everyone maximizes expected payoffs given her beliefs; and
(b) all of them hold rational (i.e., accurate) expectations about future play.

The above line of reasoning is indeed a very powerful one but deals with some
subtle issues in ways certain authors have found questionable. Essentially, the main
quarrel that has been raised concerns (GT), the assumption that postulates a grain
of truth in every agent’s beliefs. This assumption would be quite reasonable if
strategy spaces were finite (or even countable, as in the previous prisoner’s dilemma
example that restricted the set of strategies in the repeated game). Then, any cautious
subjective beliefs that assigned positive prior probability to every possible strategy
of the opponent would guarantee (GT). Unfortunately, the strategy spaces of a
repeated game are not countable, at least when the stage game is nontrivial and
players have at least two possible choices in every period.216 In general, therefore,
it may be impossible to define subjective beliefs (no matter how cautious or “diffuse”
they are) that attribute positive probability to every possible strategy of the opponent.
Then, players cannot be sure to learn how to predict the opponent’s response, even
as the game proceeds for an arbitrarily long stretch of time.

To illustrate the latter point, consider the following question put forward by
Nachbar (1997): Is it possible for a player to have an expectation-formation rule
that, as time proceeds and experience mounts, eventually becomes successful in
predicting the opponent’s next action? To be more concrete, suppose the opponent
has only two actions in the stage game and we label the expectation rule “success-
ful” if there exists some T such that, for all t ≥ T, the actual action chosen by
the opponent is correctly anticipated with a probability higher than an “unbiased”
1/2. Then, the question posed has to be answered in the negative, as the follow-
ing simple argument shows. Given any expectation rule, consider the opponent’s

216 To see that strategy spaces are uncountable, it is enough to verify that the set of infinite histories (whose
cardinality cannot be larger than the set of strategy profiles that induce them univocally) is itself uncountable.
And to prove the uncountability of infinite histories one may resort to the following “diagonalization” argument.
Suppose the set of infinite histories H∞ were countable. Then, a bijection could be established between the
elements of H∞ and N.Denote by h(k) the history in H∞ associated with k ∈ N by the contemplated bijection
and consider the history h̃ that for each k has one of the players, say 1, choose an action at t = k different
from h(k). This procedure constructs a history that is different from any other history h(k) in at least stage k,
which is obviously a contradiction.
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strategy that, at each t, chooses the action that is predicted with the lower proba-
bility (in case both actions are predicted with equal probability, either of them can
be chosen). By construction,217 it is clear that, when faced with such a strategy, the
expectation rule in question remains unsuccessful throughout, no matter how large
the available evidence becomes.

What does the previous discussion suggest about the theoretical interpretation
of (GT)? In a sense, it raises the uneasy feeling that this assumption may implic-
itly embody a certain degree of belief (or equilibrium-like) “coordination” among
the different players involved. Indeed, some such coordination seems indirectly
captured by the joint requirement posited by (GT) on the set of individual (inde-
pendent?) beliefs. Only if some such coordination is implicitly at work, one appears
entitled to rule out that agents may ever become “totally surprised” (recall our pre-
vious discussion). It may be argued, therefore, that rather than postulating a grain
of truth, what (GT) in fact prescribes is a “grain of equilibrium.” Naturally, this
may well be judged to be an inappropriate basis for a theory whose concern is
understanding how players learn to play an equilibrium.

From the previous considerations, it follows that a fully satisfactory model of
learning in the present context should include a theory of how (and perhaps even
why) agents may come to restrict their universe of strategies under consideration.
For, as explained, only under some such restriction will it be the case that cautious
beliefs about the opponent’s behavior can be guaranteed to attribute some positive
weight to each of the opponent’s strategies (in particular, therefore, to the one
actually used), thus ensuring the applicability of the crucial assumption (GT). Is
it possible to formulate some ex ante strategic restriction of this kind in a fruitful
and coherent manner? Nachbar (1997) argues essentially to the contrary along the
following lines.

Consider a family of repeated games of the form Rδ (W ), where the stage game
W (recall Footnote 211) belongs to some class W of finite strategic-form games.
For each repeated game Rδ(W̃ ), W̃ ∈ W, let us associate a restricted product
set of repeated-game mixed strategies, �̃1 × �̃2, that are labeled the conventional
strategy spaces applicable in that case. In principle, we would like players to abide
by the (tentative) label attributed to these strategy spaces and have

(a) players choose their strategies from their respective conventional spaces;
(b) players restrict their beliefs about the opponent’s strategy to the latter’s

conventional strategy spaces.

Of course, a trivial possibility in this respect would be to postulate that, within
each repeated game, the corresponding conventional sets are a pair of single-
tons defining a Nash equilibrium of the game. Then, if players were to have
their beliefs concentrated on these singletons, no incentives to deviate from these

217 Observe that the construction described here is very similar in spirit to that used in Footnote 216 to show
the uncountability of the strategy spaces. In fact, this is not surprising because the unsuccesfulness of an
expectation rule can be largely understood as the impossibility of using countably many finite histories to
learn about a set (the opponent’s strategy space) that is uncountable.
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conventions would arise and, certainly, agents would immediately “learn” to play a
Nash equilibrium. This underscores the point that, if the analysis is to go beyond
merely trivial conclusions, one must insist that any pair of conventional sets be
sufficiently rich. In particular, it should be required that these sets do not embody
any joint restrictions embodying implicit equilibrium coordination, such as those
criticized above in connection with Assumption (GT).

To ensure some minimum richness in conventional strategy spaces, Nachbar
(1997) defines the notion of neutrality. Somewhat informally, its essential gist may
be described as follows.

Neutrality (N): Given a family of stage games W, consider any given rule that
associates to each repeated game Rδ(W̃ ), W̃ ∈ W, the corresponding set
of conventional strategy spaces �̃1 × �̃2. This rule is said to be neutral if

(i) It is independent of payoffs, action labels, and agent identities.
(ii) It is consistent; i.e., any strategy that is conventional for Rδ(W̃ ) in-

duces a conventional strategy for any otherRδ(Ŵ ) (Ŵ ∈ W , Ŵ �= W̃ ),
provided the strategy for the former game can be suitably adapted (i.e.,
extended or restricted) to the latter one.218

(iii) It permits pure strategies; i.e., given any mixed strategy that is pos-
tulated to be conventional, at least one of the pure strategies in its
support is also conventional.

A natural way of understanding Condition (N) is as embodying a preference
for simplicity that is unbiased and independent of any complexity-irrelevant
considerations – note that, from the strict viewpoint of how complex it is to
implement a certain strategy, entailed payoffs or action labels are to be judged
irrelevant. However, as explained, the key motivation for Condition (N) is
methodological: it reflects the view that learning must be understood from purely
individualistic principles, without any resort to some a priori (but unexplained)
degree of implicit coordination.

Once some notion of conventionality (that is exogenously imposed on the de-
scription of the problem) is found to satisfy neutrality, the next desideratum is that
it must be a “successful” device in promoting players’ learning. Specifically, what
is required is that for any pair of conventional strategy spaces �̃1 × �̃2 associ-
ated with a particular game Rδ(W̃ ), there should be initial beliefs by both players,
βo

i ∈ �(�̃ j ), i = 1, 2 (i �= j), that satisfy the following.

Conventional Prediction (CP): Given any strategy profile (γ1, γ2) ∈ �̃1 × �̃2,

long-run prediction of the path of play is eventually approached by each
player.

218 For example, if the action spaces of Ŵ are a subset of those of W̃ , any strategy profile γ̃ of Rδ(W̃ ) can be
taken to induce a well-defined strategy profile γ̂ of Rδ(Ŵ ) if for all histories of the former game that are also
of the latter (i.e., include only actions in Ŵ ) the prescribed actions are part of Ŵ . The case where the action
spaces of W̃ are a subset of those of Ŵ is analogous.
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Conventional Optimization (CO): For each i = 1, 2, there is a strategy γ ∗
i ∈ �̃i

that is a best response to βo
i , even when player i is not restricted to using

strategies in �̃i .

In view of Theorem 11.8, (CP) may be understood along the lines of Assumption
(GT). Clearly, it holds if each player chooses a conventional strategy, both sets of
conventional strategies are countable, and players’ beliefs are “cautious” on these
strategy sets.

On the other hand, (CO) requires the consistency of two key features of the model:
the optimality of players’ behavior and their restriction to conventional strategies. In
a sense, it captures the idea that conventionality is a second-order requirement that
can be expected from the players only when it does not conflict with their payoffs.
For example, if we view conventionality as linked to considerations of simplicity
(see above), this second condition is in line with the often-postulated notion that
complexity costs are lexicographically less important than payoffs.

As advanced, Nachbar has established that, in many interesting cases, one
is bound to find that the three listed conditions ((N), (CP), and (CO)) are
incompatible.

Theorem 11.9 (Nachbar, 1997): Let Rδ(W̃ ) be a repeated game where W̃ has
no weakly dominant action. Then, there exists some δ̄ > 0 such that if
δ ≤ δ̄, for any conventional strategy set �̃1 × �̃2 satisfying (N ), there are
no “conventional” prior beliefs (βo

1 , β
o
2 ) ∈ �(�̃2) ×�(�̃1) verifying (CP)

and (CO).
The proviso on δ can be omitted for a large class219 of stage games W

that include matching pennies (cf. Table 11.2), battle of the sexes (cf. Table
1.2) or rock–scissors–paper (cf. the payoff matrix (10.8)).

Rather than providing the general argument that covers the wide range of games
addressed by Theorem 11.9, we focus on the particular case in which the stage
game is matching pennies. This simple context already displays the essential nature
of the argument in a very clear-cut manner.

Proof (for repeated matching pennies): Suppose the stage-game payoffs are given
by Table 11.2 and denote player i’s conventional strategy space by �̂i

(i = 1, 2). Let γi be the strategy chosen by player i. By (CO), we must
have that each γi satisfies the following:

219 Formally, this class is characterized by the following condition. For each i = 1, 2, i �= j, define

ãi (a j ) ≡ arg max
ai ∈Ai

[
max

a′
j ∈A j

(
W j (ai , a

′
j ) − W j (ai , a j )

)]
.

That is, ãi (a j ) is the (assumed unique) action of player i that, given a j , induces for player j a maximum
“regret.” Then, it is required that, if player i were to react in this j-regret-maximizing manner, the maximum
payoff achievable by player j would satisfy

max
a j ∈A j

W j (ãi (a j ), a j ) < v̂ j ,

where recall from Chapter 8 that v̂ j denotes the stage-game minimax payoff for player j.
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(i) it is conventional, i.e., γi ∈ �̂i and
(ii) it is an unrestricted best response to some beliefs βo

i ∈ �(�̂ j ).

On the other hand, from (N), we know that there is a pure strategy si in the
support of γi that is also conventional, i.e., satisfies si ∈ �̂i . Thus, by an
adaptation of standard arguments, we may conclude that if player i finds
strategy γi to be a best response to beliefs βo

i , the pure strategy si in its
support must also be a (conventional) best response to those beliefs. Note,
however, that in the present repeated matching pennies, any pure strategy
such as si has another pure strategy of player j associated with it, say s j ,

such that (si , s j ) induces the minimum payoff of −1 for player i at every
period. (Specifically, if we make i = 1 and j = 2, s2 is simply the strategy
that, for any given history, prescribes for player 2 the action opposite to
that prescribed by s1.) Of course, such a constant stage payoff of −1 is
lower than the minimax payoff, which is equal to zero. Therefore, if si

is to be a best response to βo
i , it must be that βo

i (s j ) = 0. Otherwise, it is
conceivable (from the point of view of player i’s initial beliefs) that, at some
future stage, player i’s posterior could attribute a high enough probability
to player j having chosen s j , in which case to follow si thereafter would
not be optimal. But, if βo

i (s j ) = 0, player i will indefinitely fail to predict
the ensuing path of play if, in fact, player j chooses the strategy s j (which
is conventional, by (N)). This obviously violates (CP), thus completing the
argument. �

The above argument is made especially simple by the fact that matching pennies
is a zero-sum game. However, a similar line of reasoning can be used to prove an
analogous conclusion for other simple stage games such as the battle of the sexes
(cf. Exercise 11.19). Overall, the main point to be learned from Theorem 11.9
is that some of the assumptions underlying the rational-learning literature (most
crucially, assumptions such as (GT) above) should be interpreted with great care.
For, as the former discussion has highlighted, they may embody some questionable
equilibrium-like presumptions about what players initially know about the situation
that are quite at odds with the core motivation of these models.

Summary

This chapter has explored a rich variety of alternative learning models in games, with
players displaying a wide range of alternative degrees of sophistication when con-
fronting the strategic situation. In these models, agents’ behavioral paradigms have
moved between two poles. At one end, players have been assumed to react as rather
primitive automata who respond to reinforcement stimuli (positive or negative). At
the opposite extreme, they have been taken to behave as powerful Bayesian learners
who have a well-specified (subjective) description of their environment and are able
to learn coherently from it as play unfolds. In between, the models studied have con-
templated players with intermediate levels of sophistication, an understanding of
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the situation that is partially distorted (e.g., stationary), and rules of behavior that are
largely ad hoc. Depending on the details in this respect (e.g., the length of players’
memory or their assumed knowledge on the payoff structure), a series of different
learning models arise. Specifically, we have focused on those embodying imitation,
myopic better (or best) response, and so-called fictitious play (smooth or not).

Such a diverse collection of alternative models suggest a rather eclectic approach
to the study of learning in games. Depending on the circumstances (e.g., relative
complexity of the game or players’ prior experience with similar situations), quite
different models should be expected to represent the best framework of analysis.
Indeed, further theoretical analysis as well as available experimental evidence sup-
port such a mixed stand (see Chapter 12). In some contexts, reinforcement learning
appears to be the best-suited model of learning. In other scenarios, fictitious play
or even more sophisticated learning paradigms seem to be called for. This suggests
the need of aiming at a richer and unified (meta-)framework where the different
learning models might arise as particular cases depending on the underlying details
of the environment.

Exercises

Exercise 11.1: Show that, if the payoff function is subject to a uniform (i.e.,
strategy-independent) additive shift, this transformation does not affect the ex-
pected direction of motion for the reinforcement learning model described by
(11.1)–(11.4).

Exercise 11.2*: Propose a variation of the reinforcement model described in Sub-
section 11.2.1 such that, even if payoffs can be negative, one may guarantee

(a) current propensities are always sure to remain positive, growing unbound-
edly over time;

(b) the probability weights prevailing at any point in the process are unaffected
by the contemplated transformation.

Exercise 11.3: In the reinforcement-learning model of Subsection 11.2.2 applied
to the prisoner’s dilemma, show that, if (11.15) is violated, there are some initial
states where convergence to a pure strategy state a.s. never obtains.
Hint: Consider states whose aspiration vector is a convex combination of the ex-
treme points (η, 0) and (0, η).

Exercise 11.4: Complete the proof of Theorem 11.1 for the case where prevailing
aspiration levels yi (t) may be negative (but bounded below, since � is assumed
compact).

Exercise 11.5: Derive the lower bound specified in (11.16).

Exercise 11.6: Prove Remark 11.2 formally.

Exercise 11.7*: Consider a strategic-form bilateral game G where iterative
elimination of dominated strategies results in strategy subsets S̃1 and S̃2, each
consisting of two different strategies.
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(a) Show, by example, that the better-response dynamics given by (11.23)
need not have all of its limit strategy profiles in the set S̃1 × S̃2.

(b) Show, in your above example, that the best-response dynamics given by
(11.24) must have all of its limit strategy profiles in the set S̃1 × S̃2.

Exercise 11.8: Prove that the function ϒ defined in (11.27) defines an ordinal
potential for a symmetric Cournot game with linear costs when consideration is
restricted to uniformly positive output profiles. Show as well that the common-
pool-resource game described in Exercise 3.11 is an ordinal-potential game if the
hourly cost of work effort is constant and identical across individuals.

Exercise 11.9*: Consider the following “congestion game,” taken from Monderer
and Shapley (1996a). There are four cities located around a lake with a single road
joining them in the following clockwise order: A-B-C-D-A. There are two agents,
1 and 2, the first living in city A and the second in city B. Individual 1 wants to go
to city C , whereas individual 2 wants to reach city D. The cost of travel depends
on “congestion,” i.e., how many individuals (one or two) use the same segment of
the road joining any two adjacent cities. Costs are additive across travel segments,
with cξ (k) denoting the cost of travel segment ξ ∈ " ≡ {AB, BC,C D, D A} when
there are k individuals using it.

Model the situation as a game where each player i has two possible strate-
gies: “travel clockwise” or “travel counterclockwise.” For any strategy profile
s = (s1, s2), define hξ (s) ∈ {0, 1, 2} as the number of individuals using segment
ξ.Moreover, define the function ϒ : S → R as follows:

ϒ(s) =
∑
ξ∈"

hξ (s)∑
k=0

cξ (k),

where we make cξ (0) = 0. Prove that ϒ(·) is a potential for the game described.

Exercise 11.10: Consider a round-robin context where the underlying bilateral
game is a coordination game (cf. (11.20) and (11.21)). Show that all pure-strategy
Nash equilibria are monomorphic.

Exercise 11.11*: Consider a round-robin context where the underlying bilateral
game involves only two actions and displays a unique symmetric equilibrium, which
is in completely mixed strategies. Let ω∗

1 ∈ (0, 1) stand for the weight associated
with the first action by the (common) mixed strategy played in this equilibrium.
On the other hand, given any strategy profile s ∈ S, denote by υ1(s) the fraction of
individuals in the population who adopt the first action. Show that for any ε1, ε2 > 0,
there exists some n̂, T ∈ N such that the event {∀t ≥ T, |υ1(s(t)) − ω∗

1| ≤ ε1} has
probability no smaller than 1 − ε2 if the population size n ≥ n̂.

Exercise 11.12*: In analogy with Theorem 11.3, show that fictitious play is globally
convergent for any (bilateral) dominance-solvable game.

Exercise 11.13: Consider the matching-pennies game whose payoffs are
given in Table 11.2. Suppose players behave à la fictitious play (i.e., as
given by (11.33)–(11.37)), starting with initial weights η1(0) = (3/2, 2) and
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η2(0) = (2, 3/2) – here, H is indexed as the first strategy. Trace the path of play for
the initial 10 periods.

Exercise 11.14: Consider a process of fictitious play applied to a bilateral strategic-
form game G where, at some t in the process, s(t) = s∗ for some s∗ = (s∗1 , s

∗
2 ) that

is a strict Nash equilibrium of G. Prove that s(t ′) = s∗ for all t ′ > t.

Exercise 11.15: Consider a 2 × 2 game with best-response correspondences as
illustrated in Figure 11.9 – in particular, suppose the (unperturbed) Nash equilibrium
σ ∗ has σ ∗

11 < 1/2 and σ ∗
21 > 1/2. Apply to this game the Harsanyian purification

approach and subject each player’s payoffs to independent stochastic perturbations
that are symmetric around zero. Argue that the induced Bayes-Nash equilibrium σ̂
is as depicted in Figure 11.9, i.e., player 1 chooses her first strategy with ex ante
probability σ̂11 > σ

∗
11 and player 2 has σ̂21 > σ

∗
21.

Exercise 11.16*: Let there be two players involved in a game with three strategies
per player, their learning process suitably modeled by a smoothed best-response
dynamics in continuous time. Show that this dynamics is volume-contracting. Is it
also globally convergent? Discuss your answer.

Exercise 11.17: Consider an experiment with two urns, A and B, both of which
have n balls. Urn A has a white balls and (n − a) black balls, while Urn B has b
white balls and (n − b) black balls. Consider a certain individual who is about to
select randomly a ball from one of the urns without knowing which one of the two
it is. A priori, she has uniform subjective probability over each urn, A or B (i.e.,
she attributes a subjective probability of 1/2 to each). The agent understands and
abides by Bayes rule. She also realizes that, once she has selected a ball, her sub-
jective probability will be modified in the manner prescribed by that updating rule.
Then suppose that, before undertaking the experiment, she computes the expected
posterior probabilities she will hold after the experiment. Prove that they are 1/2
for each urn.

Exercise 11.18*: There are two individuals playing repeatedly the game whose
payoffs are as specified in Table 11.3. Player i’s admissible strategies �i consist of
the countable set {γi1, γi2, γi3, . . .} ∪ {γi∞} where each γik (k ∈ N) is interpreted
as follows:

“Switch irreversibly to Bi at k, provided the opponent has not switched to B j before;
in the latter case, remain playing Ai for ever.”

and γi∞ is interpreted as

“Never choose Bi .”

Let βo
i stand for the initial beliefs of player i over j’s strategy, with βo

iq
(q = 1, 2, . . . . ,∞) indicating the subjective probability associated with each γ jq .

Further assume that βo
iq > 0 for each i and every q = 2, 3, . . . ,∞.Within the the-

oretical framework proposed in Subsection 11.4.3, answer the following questions.
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Table 11.4: A pure-coordination game

2
1 A2 B2

A1 1, 1 0, 0

B1 0, 0 2, 2

(a) Does the setup described satisfy (GT)?
(b) Argue that, if (EPM) holds, some player switches to Bi at some t.
(c) Specify conditions on βo

i guaranteeing that both players switch to Bi at
t = 1.

(d) Assume that (EPM) holds. Does the process converge to Nash play for
the repeated game? and for the stage game? Relate your answer to (a) and
Theorem 11.8.

Exercise 11.19: Along the lines pursued in Subsection 11.4.3 for matching pennies,
prove the conclusion established by Theorem 11.9 when the stage game under
consideration is the battle of the sexes (cf. Table 1.2).

Exercise 11.20*: Consider two agents repeatedly playing a symmetric pure-
coordination game with payoffs given in Table 11.4.

(a) Construct a space of conventional strategies �̃i for each player i = 1, 2 that
satisfies Condition (N) in Subsection 11.4.3 and is composed of exactly
three strategies.

(b) Assume that each player i’s beliefs are uniform on �̃ j , i, j = 1, 2, i �= j .
Is (CP) satisfied?

(c) Given discount rate δ = 1/2 and the uniform beliefs postulated in (b), de-
termine some strategy profile consistent with (EPM). Discuss your answer
in view of the conclusions established by Theorem 11.9.



CHAPTER 12

Social learning and equilibrium selection

12.1 Introduction

In this final chapter, we turn to the important issue of equilibrium selection in games,
a problem that has been mostly neglected thus far. It is, however, a key issue in many
game-theoretic models of economic phenomena (in particular, several of those stud-
ied in this book), which happen to display a wide multiplicity of equilibria. In those
cases, one must find ways to overcome the induced “equilibrium indeterminacy” if
a definite theoretical prediction is to be obtained.

The equilibrium selection problem typically is not mitigated if, rather than ap-
proaching matters statically (i.e., from an equilibrium viewpoint), a dynamic pro-
cess reflecting off-equilibrium learning is postulated instead. For then, analogous
considerations appear in that, often, the limit behavior of the learning process de-
pends sharply on its initial conditions (cf. Chapter 11). Consequently, since one
seldom has a convincing theory about how the initial conditions might be deter-
mined, such a dynamic approach, by itself, seldom represents a suitable solution to
the problem.

To address the issue of equilibrium selection, the route to be undertaken here is
reminiscent of ideas that, albeit with somewhat different motivation, have been pur-
sued at other points in this book – e.g., concerning Nash refinements. Specifically,
we conduct a robustness exercise, now applied to some of the basic learning models
discussed in Chapter 11, i.e., imitation and best-response dynamics. That is, these
dynamics are perturbed slightly, in the hope that such a perturbation may remove
any dependence of initial conditions and thus single out a “uniquely robust” limit
behavior.

For the sake of focus, most of our discussion deals with two paradigmatic sce-
narios. First, we consider simple coordination games, played under a variety of
alternative interaction structures, i.e., global, local, centralized, or “playing the
field.” Second, we focus on Cournot oligopoly games, with a certain number of
quantity-setting firms facing an exogenously given market demand for their ho-
mogenous product. While the study of these setups will be mostly of a theoretical
nature, we shall complement the discussion with a brief summary of related exper-
imental evidence. Finally, in the Supplementary Material (located at the end of the
chapter), we turn to one of the aspiration-based scenarios considered in Chapter 11 –
in particular, that concerning the prisoner’s dilemma. Here, again, we compare the
theoretical predictions of the model with related experimental evidence.

446
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The mathematical analysis undertaken in this chapter requires familiarity with
some key notions of the theory of stochastic processes – more specifically, those
concerning (perturbed) Markov chains, as well as the techniques customarily used
to characterize their long-run behavior. For the sake of completeness, Section 12.6
provides a brief tutorial of those notions and techniques. This mathematical review
is also relegated to the Supplementary Material of the chapter in order not to
break the continuity in the theoretical discussion of the different models. Most
readers, however, are well advised to read through that material prior to entering the
discussion undertaken in the main body of the chapter. Throughout this discussion,
however, it should also be possible to follow the essence of the arguments without
a complete understanding of the technical details.

12.2 Evolutionary games: theoretical framework

12.2.1 Strategic setup

The strategic scenario to be studied here is the same as that introduced in Sub-
section 11.3.1. It involves a finite population, N = {1, 2, . . . , n}, playing over
time the same (often symmetric220) strategic-form game G = {N , {Si }n

i=1, {πi }n
i=1}.

Time t is indexed discretely, t = 0, 1, 2, . . . . At every period t , each player
i chooses a particular strategy, si (t), and receives the payoff πi (s(t)), where
s(t) = (s1(t), s2(t), . . . , sn(t)) is the full strategy profile prevailing at t.

This framework is particularized below (Section 12.3) in a number of different
directions. For each of these, the issue of equilibrium selection is tackled in the
same fashion. Players are postulated to adjust their behavior according to some
underlying learning dynamics, which in turn is subject to infrequent perturbations.
Then, since these perturbations happen to guarantee the ergodicity of the stochastic
process, the analysis is geared toward characterizing its unique long-run behavior.
The alternative learning dynamics to be considered are introduced in the next
subsection. Perturbations, on the other hand, are presented formally at the beginning
of Section 12.4.

12.2.2 Learning dynamics

12.2.2.1 General formulation. First, we describe a general framework that accom-
modates each of the different kinds of learning dynamics to be considered here.
Specifically, this framework will be later specialized into two of the paradigmatic
formulations proposed by modern evolutionary literature: learning by imitation and
best-response adjustment.

At each t = 1, 2, . . . , every i ∈ N is assumed to receive a revision opportunity
with the same independent probability p ∈ (0, 1). If such an opportunity does not
arrive, si (t) = si (t − 1). Instead, if a revision opportunity does materialize, the new

220 It will be remembered that the game is said to be symmetric if all players have the same (or isomorphic)
strategy set and their payoff functions are invariant to any permutation of player indices.
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strategy of player i is posited to satisfy

si (t) ∈ Di (s(t − 1)), (12.1)

where the (nonempty) set Di (s(t − 1)) consists of all those strategies this player
judges to be suitable fresh choices. Note that, for simplicity, the range of new
possible strategies at t is postulated to depend only on the state prevailing at
t − 1.221 If the set Di (s(t − 1)) is not a singleton, all strategies in it are assumed
to be chosen with some positive (say, uniform) probability. Within this general for-
mulation, different learning dynamics are simply introduced below as alternative
specifications of the functions Di (·).

12.2.2.2 Learning by imitation. Given any strategy profile s = (s1, s2, . . . , sn), rely
on the notation introduced in Subsection 11.3.2 and make

Mi (s) ≡ {s j : j ∈ N , π j (s) ≥ πi (s)}. (12.2)

Then, a process of learning by imitation is obtained from the general formulation
(12.1) by positing

Di (s) ≡ Mi (s) (12.3)

for each possible strategy profile s.
Note that, as explained in Subsection 11.3.1, the above formulation implicitly

presumes that every player is in an ex ante symmetric situation – or at least so she
conceives herself to be. For only in this case should any player view it as reasonable
to evaluate her own action and payoffs in terms of what others do and obtain. Such
an approach, however, is inappropriate if players are aware that their respective
situation is significantly asymmetric. Then, it is natural to posit that the players
should regard as relevant terms of comparison only the situation of those who
face ex ante symmetric circumstances. An adaptation of the imitation paradigm
along these lines is discussed in Subsections 12.4.2 and 12.4.3 when dealing with
interaction structures that place players in asymmetric positions.

12.2.2.3 Best-response adjustment. Given any strategy profile s = (s1, s2, . . . , sn),
recall from Subsection 11.3.3 the following piece of notation:

B∗
i (s) ≡ {s̃i ∈ Si : πi (s̃i , s−i ) ≥ πi (si , s−i ), ∀si ∈ Si }. (12.4)

Then, the dynamics (12.1) is said to reflect a process of (myopic) best-response
adjustment if

Di (s) ≡ B∗
i (s). (12.5)

221 Often, one can relax this constraint substantially by allowing for counterparts of many of the commonly
posited behavioral rules (e.g., imitation or better/best response) that respond to long stretches of past history
or exogenous random events (see, for example, Young, 1993; Robson and Vega-Redondo, 1996).
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Of course, in line with our discussion in Chapter 11, one similarly could have
considered the less stringent dynamics of better-response adjustment given by

Bi (s) ≡ {s̃i ∈ Si : πi (s̃i , s−i ) ≥ πi (s)} (12.6)

and

Di (s) ≡ Bi (s). (12.7)

Since none of our results depends on whether players pursue best- or better-response
adjustment, our discussion focuses on the first option, as given by (12.4) and (12.5).
In Exercise 12.11, the reader is asked to carry out a parallel analysis of the better-
response dynamics (12.6) and (12.7) for one of our leading contexts.

12.3 Evolutionary games: alternative scenarios

In this section, we introduce the different strategic setups that will be explored in
our subsequent discussion. First, we present a context where a simple 2 × 2 game of
coordination is played under different interaction structures, i.e., alternative ways
in which the (bilateral) encounters are organized. Second, we focus on a setup
where the population continues to face a coordination problem, but one where the
interaction is of the sort called “playing the field” – specifically, the whole population
is supposed to be involved in a so-called minimum-effort game. Finally, we turn to
a symmetric and discrete version of the classical Cournot setup, where we define
and contrast its two benchmark outcomes: Nash and Walras equilibria.

12.3.1 Bilateral coordination games

As in Subsection 11.3.1, suppose players are matched in pairs every period to play
a bilateral and symmetric coordination game. In fact, suppose such a coordination
game is of the simplest (nontrivial) kind and allows for just two possible actions,
α and β. Thus, for every bilateral encounter between any two agents, say i and j,
the payoffs earned by playing the game may be described as in Table 12.1.

Since the game is assumed to be one of coordination, we must have d > f and
b > e. This makes both (α, α) and (β, β) Nash equilibria of the bilateral game.
Without loss of generality, we assume as well that

d > b, (12.8)

i.e.,α is the efficient action. Finally, we find it useful to make the following additional
assumption:

d + e < b + f. (12.9)

Table 12.1: A general 2 × 2 coordination game

j
i α β

α d, d e, f
β f, e b, b
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The above inequality implies that β is the risk-dominant action, in the sense of
Harsanyi and Selten (1988). Heuristically, this notion simply reflects the fact that
β is the optimal (expected-payoff maximizing) choice when a player has fully
unbiased (i.e., uniform) subjective beliefs about the action to be played by the
opponent. In conjunction, conditions (12.8) and (12.9) indicate that there is a tension
(or contradiction) between two “desirable” criteria: efficiency and risk dominance.
This sets the stage for an interesting problem of equilibrium selection to arise.

Naturally, we maintain the assumption that each player must choose the same
action in all of her encounters.222 Therefore, the strategy sets of the evolutionary
population game are simply taken to be Si = {α, β} for each i ∈ N .To complete the
description of the game, we still need to define the payoff functions πi : {α, β}n →
R, i = 1, 2, . . . , n.But, to this end, we must first specify how players are bilaterally
matched to play the underlying bilateral game. In general, this may be done by
declaring some set Ui ⊆ N\{i} as player i’s neighborhood and positing that every
individual i plays the game with each of her neighbors, i.e., with each player in
her respective Ui . Of course, for any pattern of players’ neighborhoods to be well-
defined, the implied “neighborhood relationship” must be symmetric, i.e.,

∀i, j ∈ N , i ∈ U j ⇔ j ∈ Ui .

Denote by ψ(a, a′) the payoff earned by playing action a against a′ in the
bilateral game, as described in Table 12.1. Then, given any strategy profile
s = (s1, s2, . . . , sn) ∈ {α, β}n, the payoff πi (s) obtained by player i in the popu-
lation game is taken to be the sum of all payoffs accruing to her from the interaction
with each of her neighbors j ∈ Ui , i.e.,

πi (s) =
∑
j∈Ui

ψ(si , s j ). (12.10)

The neighborhood structure U = {Ui }i∈N defines the social network in which the
population game unfolds. Independently of the particular details of this network, it
should be clear that the strategy profiles where every player chooses the same action,
α orβ, are both Nash equilibria of the induced population game. In general, however,
one might expect the specific architecture of interaction induced by U to have a
significant bearing on the evolutionary dynamics and the consequent equilibrium
selection. To explore this idea, we focus on three paradigmatic instances of a social
network: global, local, and centralized. Each of them is described in turn.

12.3.1.1 Global interaction. This case coincides with the round-robin setup con-
sidered in Chapter 11. Formally, it corresponds to a neighborhood structure
U g = {U g

i }i∈N where

U g
i = N \{i} (i = 1, 2, . . . , n), (12.11)

i.e., the neighborhood of every player i∈N coincides with the rest of the population.

222 Recall the discussion on this assumption conducted in Subsection 11.3.1.
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12.3.1.2 Local interaction. In this case, players’ neighborhoods are taken to display
relatively small, but overlapping, ranges of interaction. For concreteness, let us posit
a simple structure akin to that studied in Subsection 3.2.2 (cf. Figure 3.3). That is,
players are arranged in a circle, with each player i∈N placed between players
i − 1 and i + 1 (recall that indices n + 1 and 0 are to be interpreted as 1 and
n, respectively). Assuming then that each individual plays with her two adjacent
players, this simply amounts to postulating a neighborhood structureU � = {U �

i }i∈N

where

U �
i = {i − 1, i + 1} (i = 1, 2, . . . , n). (12.12)

12.3.1.3 Centralized interaction. Here, a particular individual, say player 1, occu-
pies a central role in the social network. All other players are connected to (i.e.,
play with) her and only with her. Formally, this setup corresponds to neighborhood
structure U c = {U c

i }i∈N where

U c
1 = N\{1};

U c
i = {1} (i = 2, 3, . . . , n).

(12.13)

12.3.2 Minimum-effort game

Now we describe a different strategic setup that, even though it continues to reflect
a coordination problem, has the population as a whole play a single game. Thus, in
the language of Section 10.2.1, social interaction is of the playing-the-field variety.
The particular game considered is the so-called minimum-effort game, originating
from the work of Bryant (1983) – recall Section 3.4 – and then later reconsidered by
a number of other authors such as van Huyck et al. (1990), Vega-Redondo (1993),
and Robles (1997).

In the minimum-effort game, the individuals must choose simultaneously a level
of effort e in the finite set " ≡ {1, 2, . . . , x̄}. Effort is costly so that, for each unit
of effort exerted, an individual incurs a cost γ ∈ (0, 1). In return for any profile of
individual efforts (e1, e2, . . . , en), the population as a whole obtains a total payoff
equal to

f (e1, e2, . . . , en) = n · min
i∈N

ei

that is assumed equally divided among all players. In the format of Subsec-
tion 12.2.1, the situation induces a strategic-form game G = {N , {Si }n

i=1, {πi }n
i=1}

where, for each i ∈ N , we have Si = " and the payoff function πi (·) is given by

πi (e1, e2, . . . , en) =
{

min
j∈N

e j

}
− γ ei . (12.14)

Clearly, this game has a multiplicity of pure-strategy Nash equilibria – indeed, every
strategy profile of the form x ≡ (x, x, . . . , x) for each common x ∈ " defines
an equilibrium. Thus, again, one finds a tension between efficiency and safety
(nonriskiness) that is analogous to that displayed by the bilateral coordination game
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described in Table 12.1. The unique efficient equilibrium has every player choose
the highest effort x̄ . However, aiming at this equilibrium is risky for any given
player (certainly, if x̄ is large) because, if any other individual ends up exerting
a relatively low effort, the loss (i.e., negative payoff) entailed can be substantial.
Of course, this sort of risk is minimized by choosing the lowest possible effort,
which guarantees to every player a positive payoff. Playing for safety in this way,
however, is grossly inefficient if x̄ (which marks the maximum payoff attainable at
equilibrium) is high.

12.3.3 Cournot oligopoly

Recall the discretized version of the symmetric Cournot model introduced in Sub-
section 11.3.1. The set of players is a collection of n quantity-setting firms that
confront a given (decreasing) inverse-demand function for a homogeneous good
P(·) and share a common (increasing) cost function C(·). Thus, as in the coordina-
tion context presented in Subsection 12.3.2 (but unlike that introduced in Subsec-
tion 12.3.1) the firms play the field. That is, the interaction is channeled through
a single population-wide game (“the market”), rather than as a series of bilateral
encounters.

In this context, the strategy of each firm is identified with its respective output
qi , which is chosen simultaneously by all of them in every period. To preserve
the finiteness of the model, the common strategy set Si of each firm i is identified
with an output grid� = {0, !, 2!, . . . ., v!} where v is some (finite, but arbitrarily
large) natural number and ! is some positive (and arbitrarily small) real number. Let
q ≡ (q1, q2, . . . , qn) ∈ �n be a strategy (output) profile. As customary, we identify
the payoff earned by each firm i ∈ N with its induced profit as given by

πi (q) ≡ qi P
(∑

i∈N
qi

)
− C(qi ). (12.15)

In the strategic-form game thus defined, the following two strategy profiles represent
natural benchmarks for the analysis (cf. Subsection 3.1.1):

� the (symmetric) Cournot-Nash equilibrium, xc ≡ (xc, xc, . . . , xc), charac-
terized by the condition

xc P (n xc) − C(xc) ≥ x P ((n − 1)xc + x) − C(x), ∀x ∈R+.
(12.16)

� the (symmetric) Walras equilibrium, denoted by xw ≡ (xw, xw, . . . , xw),
which is characterized by

xw P (n xw) − C(xw) ≥ x P (n xw) − C(x), ∀x ∈R+. (12.17)

In what follows, it is assumed that the underlying data of the environment are
such that these two equilibria exist and are unique,223 and their corresponding

223 Here, of course, uniqueness is assumed even when the possible output choices are restricted to belong to the
grid �.
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outputs belong to the grid � (cf. Exercise 12.13). Because the demand function is
decreasing, they cannot coincide. However, as we shall see below, each of them is
induced (“selected”) by alternative evolutionary processes that differ only in their
respective learning rules – imitation or myopic best response.

12.4 Stochastic stability and equilibrium selection

In view of the wide diversity of strategic environments introduced in Subsec-
tions 12.3.1 to 12.3.3, these different contexts provide a good testing ground to
explore the potential and implications of evolutionary learning. Specifically, they
should shed light on the long-run consequences of alternative forms of behavioral
adjustment, e.g., imitation or best response, as described in Subsection 12.2.2. In-
deed, to understand this contrast is one of the main concerns of the present section.

By combining those alternative strategic setups and behavioral dynamics, one
arrives at different models of learning (eight possible ones), all of them describable
as corresponding Markov chains on a suitable state space� – see Subsection 12.6.1.
By relying, more or less directly, on the analysis conducted in Chapter 11, conver-
gence to some stationary state from any initial conditions can be ensured in each
of those models under quite general circumstances.224 This fact, however, does not
settle the issue of equilibrium selection. For, in general, since there are multiple
stationary states, the long-run behavior of the process must depend on the initial
conditions.

As advanced, to address such a multiplicity problem, we perturb the learning
dynamics by allowing for some small probability that players “mutate.” Such a
mutation admits several interpretations. For example, a natural motivation is simply
to conceive the phenomenon of mutation as embodying players’ experimentation.
Alternatively, it could be interpreted as formalizing the possibility that players make
mistakes. Finally, a third option would be to view mutation as reflecting some extent
of population renewal (i.e., a process by which some of the incumbent players are
randomly replaced by fresh and uninformed newcomers).

Whatever its particular motivation, the precise formulation of mutation adopted
here is as follows. In every period t , and once the learning stage is over (i.e.,
after all agents have completed any possible revision according to (12.1)), every
player i ∈ N is subject to some independent probability ε > 0 of mutation. If this
event in fact materializes, the player in question is assumed to ignore her “interim”
strategy choice resulting from the prior learning stage and select some strategy
from Si through a probability distribution with full support.225 Once this mutation

224 Convergence obtains with full generality for each of these models, except for the Cournot setup under best-
response adjustment. In this latter case, some specific assumptions need to be made to guarantee convergence
such as, for example, cost linearity – see Subsection 12.4.5 and recall Subsection 11.3.3.

225 Many of the assumptions contemplated here may be relaxed without altering the gist of the analysis. For
example, individuals could display different mutation probabilities, provided all these probabilities converge
to zero at the same rate in our limiting exercise below (see Exercises 12.9 and 12.10). Or, in other respects, the
probabilities with which different strategies are chosen in the case of mutation could vary across states and
players, provided those probabilities satisfy the full-support requirement and are independent of the mutation
rate.
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stage has been thus completed, play occurs at t according to the resulting profile
s(t) = (s1(t), s2(t), . . . , sn(t)), the individuals then obtaining their corresponding
payoffs πi (s(t)), i = 1, 2, . . . , n.

Of course, the perturbed process can be modeled as a Markov chain on the
same state space � as for the original (unperturbed) process. Furthermore, for any
ε > 0, this perturbed Markov chain is ergodic, because every possible transition has
positive probability (cf. condition (12.46) in Subsection 12.6.1). In turn, this implies
that the process has a unique invariant distribution µε ∈ �(�) that summarizes its
long-run behavior, independently of initial conditions.

Naturally, we want to conceive the magnitude of the noise (i.e., the probability ε)
as quite small. Or, to be more precise, we are interested in studying the long-
run behavior of the process when ε ↓ 0. Formally, such a long-run state of affairs
(which, to repeat, is independent of initial conditions) is captured by the limit
invariant distribution

µ∗ = lim
ε→0

µε.

The above limit can be shown to be well defined (see Subsection 12.6.3). Fol-
lowing Foster and Young (1990), the states in the support of the induced limit
distribution µ∗, i.e., those belonging to the set

�∗ ≡ {ω ∈ � : µ∗(ω) > 0}
are called the stochastically stable states. They are to be conceived as the only
states that are visited a significant fraction of time in the long run when ε ↓ 0. They
represent, therefore, the “selection” induced by the evolutionary learning process
when an arbitrarily small amount of noise removes any long-run dependence of
initial conditions. To characterize �∗ is the primary aim of our analysis. As a
complementary concern, we shall also be interested in assessing the rate at which
such long-run states are first visited (or, relatedly, the maximum expected waiting
time for the first visit). This bears on an important question that, heuristically, could
be formulated as follows: How long is the long run?

12.4.1 Bilateral coordination games under global interaction

We start by studying the setup where individuals play a bilateral coordination game
in a round-robin fashion. This was the context originally studied in the seminal
work of Kandori, Mailath, and Rob (1993) – see also Foster and Young (1990) and
Young (1993). It is addressed in turn under each of the two different behavioral
paradigms proposed: learning by imitation and myopic best response.

12.4.1.1 Learning by imitation. Let (�, Qε) be the Markov chain formalizing a
process of “perturbed” learning by imitation in a context of global interaction
(i.e., (12.3) and (12.11) apply), with ε standing for the mutation probability and Qε

for the transition matrix. Given the symmetric nature of the situation, it is convenient
to identify the state of the process with the number of individuals who choose one
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of the strategies, say strategy α. That is, we simply make � = {0, 1, . . . , n}, with
ω ∈ � representing the number of players choosing strategy α (and therefore n − ω
is the number of those who choose β).

As ε varies in the range [0, 1), the collection of Markov chains {(�, Qε)}ε∈[0,1)

verifies the properties of the canonical evolutionary model described in Subsec-
tion 12.6.2. In particular, one can define a suitable cost function, c : �×�→
N ∪ {0}, where, for each pair (ω,ω′) ∈ �×�, the “cost” c(ω,ω′) reflects the rate
(or order) in ε at which the transition probability Qε(ω,ω′) converges to zero as
ε→ 0.Next, we provide an explicit expression for this cost and show that it can be
simply identified with the minimum number of simultaneous mutations needed to
have a transition from ω to ω′ across consecutive periods with positive probability.

First, we note that c(ω,ω′) is implicitly defined by the following expression
(cf. (12.47)):

0 < lim
ε→0

Qε(ω,ω′)
εc(ω,ω′) <∞,

which may be rewritten as follows:

0 < lim
ε→0

∑
ω′′∈� Q0(ω,ω′′) M(ω′′, ω′)

εc(ω,ω′) <∞, (12.18)

where M(ω′′, ω′) denotes the probability that a transition from ω′′ to ω′ occurs by
relying on mutation alone. As ε→ 0, M(ω′′, ω′) satisfies

0 < lim
ε→0

M(ω′′, ω′)
ε|ω′′−ω′| <∞, (12.19)

i.e., it behaves as an infinitesimal in ε of order |ω′′ − ω′|. To see this, note that this
absolute difference is the net change in the number of players who play strategy α
(or β) in ω′ and ω′′. Consequently, it also corresponds to the minimum number of
individuals who must mutate for a transition from ω′′ to ω′ to take place by relying
on mutation alone. This implies that |ω′′ − ω′| is equal to the lower exponent of ε
in the polynomial that defines the probability M(ω′′, ω′), which in turn defines its
order as an infinitesimal in ε.

In view of (12.19), the cost function c(·) can be uniquely defined as follows:

c(ω,ω′) = min {|ω′′ − ω′| : ω′′ ∈ �, Q0(ω,ω′′) > 0} (ω,ω′ ∈ �),

(12.20)

since this is the only specification of the cost that is consistent with (12.18). Indeed,
suppose (12.20) were violated for some ω,ω′ ∈ �, and let ω̃ be a state such that

|ω̃ − ω′| = min {|ω′′ − ω′| : ω′′ ∈ �, Q0(ω,ω′′) > 0}.
There are two possibilities. First, if c(ω,ω′) − |ω̃ − ω′| > 0, (12.19) implies that

lim
ε→0

∑
ω′′∈� Q0(ω,ω′′) M(ω′′, ω′)

εc(ω,ω′) ≥ lim
ε→0

Q0(ω, ω̃)

εc(ω,ω′)−|ω̃−ω′| = ∞,
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which contradicts (12.18). Conversely, if we had c(ω,ω′) − |ω̃ − ω′| < 0, it would
follow that, for all ω′′ ∈ �,

Q0(ω,ω′′) > 0 ⇒ |ω′′ − ω′| − c(ω,ω′) > 0,

and therefore, relying again on (12.19), we would have

lim
ε→0

∑
ω′′∈�Q0(ω,ω′′)M(ω′′, ω′)

εc(ω,ω′) = lim
ε→0

∑
ω′′∈�

Q0(ω,ω′′)ε|ω
′′−ω′|−c(ω,ω′) = 0,

again contradicting (12.18). This establishes that c(ω,ω′) is to be defined by (12.20).
Therefore, as claimed, it may be identified with the minimum number of (simulta-
neous) mutations needed to complement the unperturbed dynamics for a transition
from ω to ω′ to occur across consecutive periods with positive probability.

Let �0 denote the limit states of the unperturbed process.226 It is easy to see
(cf. Remark 12.1) that no state can be stochastically stable if it is merely transient for
(i.e., not a limit state of ) the unperturbed dynamics. Thus, we must have �∗ ⊂ �0

and therefore a natural first step in narrowing down the search for stochastically
stable states is to characterize the set �0.

Clearly, both monomorphic states, denoted by ωα ≡ n and ωβ ≡ 0, are station-
ary states of the unperturbed process (�, Q0) and, therefore, both belong to�0. In
fact, there are no other states in this set. The simple reason for this is that, through
common (but possibly random) access to the same set of observations, all individ-
uals have, ex ante, the same range of possible choices available. Therefore, there is
positive probability in every period that all individuals end up adopting the same
action. This then leads to the conclusion that, with probability one, the process must
eventually visit a monomorphic state, ωα or ωβ. Because both states are stationary
(and therefore absorb the process), each of them defines a singleton limit set of the
unperturbed process.

The above considerations imply that�0 = {ωα, ωβ} and, consequently, there are
just two candidates for stochastic stability. To single out just one of them (i.e., to ob-
tain a sharp selection result), we conduct our discussion in terms of an instrumental
process derived from the original one with the following two features:

� First, the derived process “records” the situation only when one of the two
states in �0 is visited.

� Second, it relies on the perturbation only to exit a state in �0. Thereafter,
just the unperturbed dynamics operates.

As explained in Subsection 12.6.4.2, such a derived evolutionary model,
{(�0, Q̂ε)}ε∈[0,1), is obtained from the original one, {(�, Qε)}ε∈[0,1), by composing
a single step according to Qε with an ensuing (potentially indefinite) operation of
the unperturbed process according to Q0.The derived model displays the properties
required from the canonical evolutionary model and therefore has a well-defined
cost function ĉ : �0 ×�0 → N ∪ {0}. Along the lines explained above for the
original model, the induced cost may be interpreted as the minimum number of

226 Refer to (12.49) for a formal definition of �0.



Stochastic stability and equilibrium selection 457

simultaneous mutations (from either state ωα or ωβ) that are needed to produce the
contemplated transition (toωβ orωα, respectively) by a subsequent operation of the
unperturbed dynamics alone. More precisely, it can be shown (cf. Exercise 12.2)
that, for each pair (ω,ω′) ∈ �0 ×�0, we have

ĉ(ω,ω′) = min {c(ω,ω′′) : ω′′ ∈ �, (Q0)k(ω′′, ω′) > 0 for some k ∈ N}.
(12.21)

Or, if we let227

B(ω′) ≡ {ω′′ ∈ � : (Q0)k(ω′′, ω′) > 0 for some k ∈ N}
stand for the basin of attraction of ω′ (i.e., the set of states from which the unper-
turbed process can reach ω′ with positive probability), we may rewrite (12.21) in
the following more compact fashion:

ĉ(ω,ω′) = min {|ω − ω′′| : ω′′ ∈ B(ω′)}.
That is, ĉ(ω,ω′) simply coincides with the minimum number of mutations that must
simultaneously occur at ω to enter the basin of attraction of ω′.

Now, we want to apply Proposition 12.3 in Subsection 12.6.4.3, which relies on
the concepts of radius and co-radius (Definitions 12.2 and 12.3). Specifically, our
objective is to show that, if the population size is large enough,

R(ωβ) > C R(ωβ), (12.22)

i.e., the radius of the singleton limit set {ωβ} is larger than its co-radius. By virtue
of the aforementioned proposition, this implies that �∗ = {ωβ}.

Let us first determine R(ωβ). Applying Definition 12.2, we obtain

R(ωβ) = ĉ(ωβ, ωα)

where, as explained, ĉ(ωβ, ωα) stands for the mutation cost of the transition from
ωβ to ωα in the evolutionary model {(�0, Q̂ε)}ε∈[0,1). To compute ĉ(ωβ, ωα), we
need to identify the minimum number of mutations at state ωβ that lead the mutant
(who chooses α) to obtain a payoff at least as high as those who did not mutate (who
continue choosing β). Denoting by πa(ω) the payoff earned by an individual who
chooses action a ∈ {α, β} when the state is ω, such a number of mutations is the
minimum integer k for which

πα(k) ≥ πβ(k).

If (and only if) no fewer than these k mutations occur, the payoff to action α is at
least as large as that of β. Therefore, in (and only in) that case can the contemplated
transition take place through imitation alone. This then readily leads to the following
expression:

ĉ(ωβ, ωα) = min{k : k ∈ B(n)} = min{k : πα(k) ≥ πβ(k)} .
227 The matrix (Q0)k (i.e., the application of the matrix Q0 repeatedly, k times) simply embodies the transition

probabilities resulting from k-step transitions – cf. Subsection 12.6.1.



458 Social learning and equilibrium selection

In terms of the payoffs specified in Table 12.1, the inequality πα(k) ≥ πβ(k) can
be written as follows:

(k − 1) d + (n − k) e ≥ k f + (n − k − 1) b,

which implies that

k ≥ b − e

b − e + d − f
n + d − b

b − e + d − f
≡ Hβα(n).

Therefore, if we denote by  x! the smallest integer that is at least as large as x,
integer (or “player indivisibility”) considerations indicate that

R(ωβ) = ⌈
Hβα(n)

⌉
. (12.23)

Now, we proceed reciprocally and determine the co-radius ofωβ.From Definition
12.3, it is given by

C R(ωβ) = ĉ(ωα, ωβ).

To compute the mutation cost ĉ(ωα, ωβ),we need to identify the minimum number
of mutations from state ωα that are needed to launch a transition, through the
operation of the unperturbed dynamics alone, away from state ωα and into state ωβ.
By considerations analogous to those explained above for the converse transition,
ĉ(ωα, ωβ) is the minimum integer r (i.e., number of mutations from state ωα) that
satisfies

πβ(n − r ) ≥ πα(n − r ).

From Table 12.1, we can write the above inequality as follows:

(n − r ) f + (r − 1) b ≥ (n − r − 1) d + r e,

which implies

r ≥ d − f

b − e + d − f
n + b − d

b − e + d − f
≡ Hαβ(n). (12.24)

Thus, again due to integer considerations, we have

C R(ωβ) =  Hαβ(n)!. (12.25)

From (12.23) and (12.25), to confirm the desired conclusion (i.e., the inequality
(12.22)), it is enough to show that, for large enough n, we have

 Hβα(n)! −  Hαβ(n)! > 0. (12.26)

But this easily follows from the fact that, by the assumed risk dominance of the β
action (cf. (12.9)), we have that

b − e

b − e + d − f
>

d − f

b − e + d − f
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and, therefore, for large n,(
b − e

b − e + d − f
− d − f

b − e + d − f

)
n > 2,

which allows one to ignore integer considerations in guaranteeing the strict in-
equality in (12.26). That is, even allowing for “player indivisibility” (which never
requires increasing by more than one the typically fractional number of mutants
prescribed by Hβα(n) and Hαβ(n)), the desired positive difference arises.

The above derivations show that �∗ = {ωβ}, i.e., the monomorphic situation in
which everyone plays the risk-dominant (but inefficient) action β is the unique
stochastically stable state. Thus, it follows from the standard theory of Markov
chains (cf. Subsection 12.6.1) that ωβ is the state at which the process spends “most
of the time” in the long run when ε is very small. This, of course, raises the issue
of how fast is the convergence to such a long-run outcome. If this question is
posed in terms of the maximum expected waiting time for visiting the stochastically
stable state ωβ , denoted by ηε(ωβ), the answer is also found in Proposition 12.3.
Specifically, we may invoke this result to conclude that, as ε→ 0,

ηε(ωβ) ∼ (1/ε)C R(ωβ ).

That is, ηε(ωβ) grows with (1/ε) at a power rate equal to the co-radius of ωβ.
How fast then, intuitively speaking, is the induced rate of convergence? In effect,

it is quite slow if, as implicitly supposed, the population size n is large. Notice from
(12.24) and (12.25) that C R(ωβ) is essentially proportional to population size.
Thus, as n grows, the maximum expected waiting time of transiting fromωα (the al-
ternative absorbing state of the unperturbed learning dynamics) to the stochastically
stable state ωβ grows very fast. To obtain some intuitive feeling of the magnitudes
involved, suppose that, by chance, the process had settled initially in the state where
α is monomorphically played. Further assume, to fix ideas, that mutation occurs
at the moderately small rate ε = 0.01, the population consists of only 100 players
(i.e., n = 100) and, say, d = 4, b = 3, f = 2, e = 0. Then, the expected waiting
time for the process to first visit ωβ is of order 1080, a mind-boggling figure!

In view of such sluggish rates of convergence, one may naturally feel inclined to
dispute the real significance of the long-run predictions embodied by the notion of
stochastic stability. It turns out, however, that the extremely slow convergence noted
here is crucially dependent (an artifact, one might even say) of a vastly unrealistic
feature of the present model – namely, the assumption that there is global interaction
among all players in the population. In real-world setups (certainly, if the population
is large) one can hardly expect that each individual ends up playing with everyone
else. Instead, social networks typically display a less encompassing structure (local,
centralized, etc.). This, in turn, is a feature that, intuitively, would seem to work in
the direction of improving substantially the speed of long-run convergence. Indeed,
a stark confirmation of this conjecture is found in Subsections 12.4.2 and 12.4.3.

12.4.1.2 Best-response adjustment. Let us now reconsider the evolutionary learn-
ing model studied in the former subsection under the assumption that behavioral
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adjustment is conducted under myopic best response. That is, we consider the
context of global interaction presented in Subsection 12.3.1.1 with (12.5) substi-
tuting (12.3).

Let {(�, Qε)}ε∈[0,1) stand for the collection of Markov chains formalizing the
induced learning dynamics, as parametrized by the mutation probability ε. Again,
the requirements of our canonical evolutionary model are satisfied. Thus, the steps
to be undertaken by the analysis are quite parallel to those of the previous case. First,
we want to identify the limit states of the unperturbed dynamics. It follows from a
ready adaptation of the arguments used in Subsection 11.3.3 that �0 = {ωα, ωβ},
each separate state defining by itself a singleton limit set (cf. Exercise 12.1).

Next, we show that, just as in the former imitation scenario, we still have that

R(ωβ) > C R(ωβ), (12.27)

provided the population is large enough. Thus, by invoking Proposition 12.3, we
conclude that�∗ = {ωβ}. That is, the present learning dynamics continues to select
the risk-dominant action.

To establish (12.27), we first determine R(ωβ). As before, it equals ĉ(ωβ, ωα),
which in turn has an analogous interpretation. Namely, it is to be conceived as
the minimum number of simultaneous mutations from state ωβ that are needed to
trigger a transition toward ωα through the ensuing operation of the best-response
dynamics alone. Now, however, to carry out the counterpart derivations, it is useful
to introduce the following variation on former notation. Given any state ω ∈ �,
πa(a′, ω) will denote the payoff perceived by an individual who

� is choosing action a ∈ {α, β} in the prevailing state ω,
� holds static expectations on the behavior of others, and
� currently considers revising her choice toward action a′ (possibly equal

to a).

Then, it should be clear that, for any given number of mutations k from state
ωβ to trigger a transition toward ωα, a necessary condition is that the following
expression holds:

πβ(α, k) ≥ πβ(β, k), (12.28)

which, in view of Table 12.1, can be rewritten as follows:

k d + (n − k − 1) e ≥ k f + (n − k − 1) b (12.29)

or, equivalently,

k ≥ b − e

b − e + d − f
(n − 1).

The above inequality embodies a lower bound on the number of mutations that
must necessarily occur at state ωβ if a transition toward ωα may take place via the
unperturbed dynamics. Once we allow for integer considerations, this amounts to
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a lower bound on R(ωβ) – i.e., ĉ(ωβ, ωα) – as follows:

R(ωβ) ≥
⌈

b − e

b − e + d − f
(n − 1)

⌉
, (12.30)

where recall that  x! denotes the smallest integer that is at least as large as x .
Now, we turn to computing C R(ωβ). In this case, we are interested in finding the

minimum number of mutations at state ωα that are sufficient to produce a transition
toward ωβ through the unperturbed dynamics alone. Using the above notation, it
should be clear that, for such a transition to occur with positive probability, it is
enough that the number r of mutations satisfy228

πα(β, n − r ) ≥ πα(α, n − r ),

which can be written as:

(n − r − 1) f + r b ≥ (n − r − 1) d + r e,

or

r ≥ d − f

b − e + d − f
(n − 1).

Therefore, we may assert that

C R(ωβ) = ĉ(ωα, ωβ) ≤
⌈

d − f

b − e + d − f
(n − 1)

⌉
. (12.31)

By the assumed risk dominance of β,

b − e

b − e + d − f
>

d − f

b − e + d − f
;

hence, if n is large enough,⌈
b − e

b − e + d − f
(n − 1)

⌉
>

⌈
d − f

b − e + d − f
(n − 1)

⌉
,

which, in view of (12.30) and (12.31), implies, as claimed, that

R(ωβ) > C R(ωβ).

Thus, to repeat, the same long-run selection is obtained here as in the case when
players learn through imitation. We also arrive, on the other hand, at an analogous
result concerning rates of convergence. It is easy to see (cf. Exercise 12.3) that the
inequality displayed in (12.31) can be reversed, i.e.,

C R(ωβ) = ĉ(ωα, ωβ) ≥
⌈

d − f

b − e + d − f
(n − 1)

⌉
, (12.32)

228 Note that, after those r mutations have occurred, the best-response dynamics allows with positive probability
that those players who have mutated do not receive a revision opportunity. Thus, it is enough to check the
incentives to revise toward β for those who have not mutated (and therefore are still playing α).
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so that, in fact, C R(ωβ) =  [(d − f )/(b − e + d − f )](n − 1)!. This implies that,
just as in the former imitation context (recall (12.25)), the co-radius ofωβ happens to
be roughly proportional to n, the population size. Again, therefore, the convergence
turns out to be extremely slow when the population is moderately large. The same
voice of concern is thus pertinent here, and so is our former discussion about the
role played in this respect by the (unrealistic) assumption of global interaction.

12.4.2 Bilateral coordination games under local interaction

Now we turn to a context in which the bilateral coordination game is played on a
social network that displays the local interaction structure described in (12.12). In
principle, this context could be analyzed under each of the two learning dynamics
we have proposed: imitation and best-response adjustment. Concerning imitation,
however, the fact that local interaction induces significant asymmetries among the
different players suggests modifying the behavioral rule accordingly. Specifically, it
seems natural to relax the strong symmetry displayed by (12.2), which implies that
players should treat all observations equivalently. Instead, one might postulate, for
example, that any given player views the experience of her direct neighbors (who
are in a position relatively similar to hers) as the only relevant piece of information
in guiding her imitation.

A variation of the imitation process along these lines is proposed in Exercise 12.4,
where the reader is also asked to contrast it with our leading (symmetric and global)
imitation rule (12.3). In fact, both of these approaches to imitation, global and local,
happen to lead to essentially the same selection result, which in turn also coincides
with that induced by myopic best-response adjustment. Here, therefore, our ensuing
discussion of the local interaction framework focuses alone on the model with best-
response dynamics, as first studied by Ellison (1983).

Under local interaction, a purely anonymous description of the situation no longer
qualifies as a sufficient state of the system. Therefore, the state space � is now
identified with S1 × S2 × · · · × Sn, the space of (player-indexed) strategy profiles.
Let (�, Qε) be the Markov chain on such a state space that models, for some ε > 0,
the perturbed process of best-response dynamics in this case (cf. (12.4) and (12.5)).
In characterizing its long-run behavior for small ε, much of the analysis is quite
akin to that conducted before for the global-interaction scenario. Our discussion,
therefore, will dispense with, or simply sketch, those steps that are analogous,
devoting special attention only to the genuinely novel aspects. As we shall explain,
these new considerations essentially pertain to the much faster rate of long-run
convergence that is now attained.

First, we characterize the limit states of the unperturbed process. It is straight-
forward to see that, again, the two monomorphic states (which, by a slight abuse
of notation, we continue to denote by ωα and ωβ) are the sole singleton limit sets.
Thus, to settle the issue of long-run selection it is enough to show that, as was the
case under global interaction, we have

R(ωβ) > C R(ωβ), (12.33)

provided the population is large enough.
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To establish the above inequality, our first step is to prove that C R(ωβ) = 1. This,
in turn, follows from the fact that if one player mutates to action β from state ωα,
there is positive probability that the best-response dynamics brings the process to
state ωβ. Suppose, for concreteness, that the mutant in question is player 1. Then,
there is positive probability that, in the next period, player 1 does not receive a
revision opportunity but at least player 2 does. In this event, by the assumed risk
dominance of β (cf. (12.9)), player 2 must change her action to β. (Note that the
payoff of a player is maximized by choosingβ if at least one of her neighbors chooses
β.) Now suppose that, thereafter, only the best-response dynamics is at work. In
that case, neither player 1 nor 2 will ever want to change her action. However, as
that dynamics unfolds, their neighbors (players n and 3 first, then players n − 1 and
4, etc.) will in turn change their action to β if given a revision opportunity. Hence,
we may conclude that, after players 1 and 2 have switched to action β (the first by
mutation and the second by best-response adjustment), all others will eventually do
so as well in finite time, with probability one.

Similar considerations, on the other hand, imply that R(ωβ) > 1 if n ≥ 3. To
see this, simply note that, starting from state ωβ, just one mutation to action α
by any player will not induce any further move toward β on the basis of best-
response adjustment (again, this follows from the risk-dominance condition on β).
Therefore, if just a single mutation occurs from state ωβ , the unperturbed dynamics
will lead the process back to ωβ with probability one. This implies that two or
more mutations are needed for a transition away from ωβ (into ωα), which finally
establishes (12.33).

The previous argument shows that, under local interaction, (perturbed) best-
response adjustment selects exactly the same outcome as with global (round-robin)
interaction. That is, �∗ = {ωβ} and therefore the unique stochastically stable state
has all players choosing the risk-dominant action. In the present case, however,
the predictive relevance of this conclusion is much enhanced by the fact that
C R(ωβ) = 1, i.e., the co-radius of ωβ is minimal. This implies that the maximum
expected waiting time for observing ωβ grows linearly with (1/ε), independently
of population size. More specifically, one can show (cf. Exercise 12.5) that such a
waiting time, denoted ηε(ωβ), can be bounded for small ε as follows:

ηε(ωβ) ≤ n − 2

p
+ 1

p(1 − p)
(1/ε), (12.34)

where recall that p ∈ (0, 1) is the independent probability with which every player
receives a revision opportunity in each period. To stress the difference between this
conclusion and that obtained under global interaction, let us return to the simple
illustration discussed at the end of Subsection 12.4.1.1. That is, suppose ε = 0.01
and n = 100, the specific payoff magnitudes (i.e., b, d, e, and f ) being irrelevant
in the present case as long as (12.9) is satisfied. Then, if the process were to start
at state ωα and, say, p = 1/3, the expected waiting time for a first visit to ωβ is
computed from (12.34) to be at most 744 periods, in sharp contrast with the state
of affairs prevailing in the global-interaction setup.
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12.4.3 Bilateral coordination games under centralized interaction

We close our discussion of bilateral coordination games by studying a social network
displaying centralized interaction of the kind given by (12.13). As we argued in the
case of local interaction, when the social network embodies significant asymmetries
among the players, the imitation rule should be required to reflect (at least partially)
those asymmetries as well. In essence, the idea here is that a player can be expected
to view as relevant only those observations that are obtained from players who, ex
ante, are in circumstances similar to those of herself.

In a centralized social network, one may rely on these considerations to propose
an imitation process undertaken only by (and among) the peripheral players, all
of whom occupy symmetric ex ante roles in the interaction structure. Imitation,
however, does not represent a useful basis to model the behavior of the central
agent, whose position in the network has no counterpart. Thus, let us build on such
a center-periphery asymmetry to enrich what thus far has been our standard practice
(i.e., assume a homogeneous kind of learning for all players), positing instead an
eclectic evolutionary model that includes two different types of behavioral rules.229

On the one hand, assume the peripheral players are relatively unsophisticated and
thus behave as imitators among themselves – they are implicitly supposed, therefore,
to be aware of the different roles played by any of them and the central player. This
amounts to postulating that, for each i = 2, 3, . . . , n,

Di (s) = M̌i (s) ≡ {s j : j = 2, . . . , n, π j (s) ≥ πi (s)}, (12.35)

which modifies (12.2) by restricting the set of players under consideration to the
peripheral ones alone. On the other hand, the central player (player 1), who has no
reason to imitate other players, is assumed sophisticated enough to be capable of
determining her myopic best response to the current situation. Thus, for this player
we suppose, as in (12.5), that

D1(s) ≡ B∗
1 (s). (12.36)

Let {(�, Qε)}ε∈[0,1) stand for the collection of Markov chains modeling the (per-
turbed) evolutionary dynamics in the present centralized setup under the above
behavioral rules, (12.35) and (12.36). As before, the state space� is identified with
S1 × S2 × · · · × Sn, the space of (player-indexed) strategy profiles. For the unper-
turbed process, it is straightforward to see that the set �0 of limit states continues
to be {ωα, ωβ}, each of its constituent states defining by itself a separate singleton
limit set. As usual, we are interested in narrowing down such a multiplicity by
identifying the subset �∗ of stochastically stable states.

As a first approach (later proven to be unsuccessful), we attempt to follow the
route pursued in former cases. That is, we focus on one of the monomorphic
states, say ωβ, and determine its radius and co-radius. First, to obtain the co-radius
C R(ωβ), we have to compute ĉ(ωα, ωβ), whose interpretation here is as usual, i.e.,
the minimum number of simultaneous mutations that are required at ωα to produce

229 See Exercise 12.6 for some other specifications.
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an ensuing transition to ωβ according to the unperturbed process. If n is large
enough, it is clear that just one mutation is unable to do so. If this mutation toward
β affects player 1 (the central player), then since all peripheral players continue
playing α, imitation among themselves will not lead them to change their action.
Thus, eventually, with probability one, the central player must switch back to α,
which restores state ωα.On the other hand, if any of the peripheral players mutates,
neither the central nor the other peripheral players will change their actions if n is
large enough (cf. Exercise 12.7). That is, the central player will continue to find α
a best response to the resulting state. And, this being the case, the payoff received
by the mutant is lower than that of the rest of the peripheral players, which implies
that the latter players will continue to play α as well. Thus, eventually, the mutant
will return to α, restoring the state ωα.

We conclude, therefore, that at least two mutations are required for a transition
from ωα to ωβ. But are two mutations enough? Indeed they are, as the following
argument shows. Suppose both the central player and any one peripheral player
mutate toward β. Now assume that, subsequently, the central player does not re-
ceive a revision opportunity but all peripheral players do so. Given that the mutant
peripheral player is receiving a higher payoff than the others (because she is “well
coordinated” with the central player), all the other peripheral players must change
to action β. This leads the process to state ωβ, as desired.

The above considerations imply that

C R(ωβ) = R(ωα) = ĉ(ωα, ωβ) = 2. (12.37)

But note that the argument can be reproduced mimetically for the converse transition
from ωβ to ωα. Therefore, we also have

C R(ωα) = R(ωβ) = ĉ(ωβ, ωα) = 2. (12.38)

Combining (12.37) and (12.38), one concludes that, concerning their radii and co-
radii, the situation is fully symmetric between states ωα and ωβ . This prevents us
from relying on Proposition 12.3 to achieve a clear-cut long-run selection, because
the hypotheses contemplated by this result are not satisfied for any of those two
states. We need to resort, therefore, to more “fundamental” tools of analysis to
characterize the stochastically stable states. This is precisely the objective afforded
by the graph-theoretic techniques described in Subsection 12.6.4.1, later applied
in Subsection 12.6.4.2 to the derived evolutionary model {(�0, Q̂ε)}ε∈[0,1) that is
obtained from the original one in the usual fashion.

To apply those techniques, we first need to find for each of the two states in�0, ωα
andωβ, the minimal-costω-trees arising in the derived model (cf. Definition 12.1 for
the concept of ω-tree). In general, finding minimal-cost trees can be quite involved.
Here, however, it is extremely simple because there is just one such tree for either
state. That is, the unique ωα-tree in �0, say Yα, consists of the arrow (ωβ, ωα) and
the unique ωβ-tree in�0, say Yβ, is the arrow (ωα, ωβ). From (12.37) and (12.38),
we know that

ĉ(Yα) = ĉ(Yβ) = 2
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and therefore, by virtue of Proposition 12.2, we conclude that

�∗ = {ωα, ωβ},
i.e., bothωα andωβ are stochastically stable. Heuristically, this conclusion is simply
a reflection of the following intuitive idea. If transitions across the two limit states of
the unperturbed process require the same (minimum) number of mutations, both of
them should be expected to arise a comparable fraction of time (not necessarily the
same, of course) in the long run. Thus, in the long run, we do not obtain any sharp
selection result beyond that imperfect one contained in the set �0 – see, however,
Exercise 12.8.

12.4.4 Minimum-effort game

Consider now the strategic setup described in Subsection 12.3.2. As in many other
symmetric coordination contexts, the analysis in the present case is unaffected by
whether players are either postulated to learn by imitation or their behavior is
adjusted through myopic best (or better) responses – cf. Exercise 12.11. Thus, for
concreteness, we focus in what follows on the former possibility and suppose that
players’ behavioral dynamics is governed by imitation. The analysis largely builds
on Robles (1997).

Let {(�, Qε)}ε∈[0,1) stand for the collection of Markov chains modeling the per-
turbed evolutionary dynamics under the imitation rule (12.3) and the payoff struc-
ture (12.14). The state space is chosen as follows:

� = S1 × · · · × Sn = "n,

where recall that" ≡ {1, 2, . . . , x̄} represents the finite set of possible effort levels.
First, we observe that the limit states of the corresponding unperturbed dynamics
(�, Q0) coincide with the monomorphic states. That is,

�0 = {x ≡ (x, x, . . . , x) : x ∈ "}.
The reason should be familiar by now. Given that all players are exposed to the same
“pool of information,” there is positive probability that all may end up making the
same choice. That is, there is positive probability that the learning process should
lead to a monomorphic state. In view of this fact, one can guarantee that, with
probability one, the unperturbed dynamics must eventually visit some monomor-
phic state x. Since any such state is obviously absorbing (i.e., stationary), it follows
that �0 consists of all those states and, moreover, each of them defines a singleton
limit set.

To select among the different states in�0,we ask which of these are stochastically
stable. Relying back again on the notions of radius and co-radius, we next show that

R(1) > C R(1), (12.39)

where 1 ≡ (1, . . . , 1). Thus, in view of Proposition 12.3, we have

�∗ = {1},



Stochastic stability and equilibrium selection 467

i.e., the lowest-effort equilibrium is the unique long-run selection of the perturbed
evolutionary process.

To prove (12.39), let us first compute the co-radius of 1. From Definition 12.3, it
is to be determined as follows:

C R(1) = max
x∈�0\{1}

ĉ(x, 1),

where the function ĉ(·, ·) has the usual interpretation, i.e., it specifies the mutation
cost of the contemplated transition in terms of the derived evolutionary model
{(�0, Q̂ε)}ε∈[0,1). We now claim that ĉ(x, 1) = 1 for every x ∈ �0\{1}. To see this,
simply note that if any single individual mutates at some such x, there is positive
probability that this mutation may lead her to choosing the lowest effort level of 1.
In this event, of course, the mutant player ends up receiving a higher payoff than the
rest (cf. (12.14)). Therefore, with positive probability (i.e., if all players, possibly
including the mutant, receive a revision opportunity), the subsequent state has
everyone choosing an effort level equal to 1. That is, the process is led to state 1.

The previous argument indicates that C R(1) = 1. Thus, to establish (12.39), it
is enough to show that

R(1) = min
x∈�0\{1}

ĉ(1, x) > 1.

To prove this inequality, let the process start at state 1 and allow any single individual
to mutate to some effort level higher than 1. Clearly, no matter what this particular
level might be, the mutant then receives a lower payoff than the rest. Consequently,
not only will she have no imitators but, eventually, she will switch back to the
original effort level with probability one. No single mutation, therefore, is able to
trigger a transition away from state 1 through the unperturbed dynamics alone. We
thus conclude that R(1) > 1, as claimed.

In the minimum-effort game, we encounter again, in a modified form, the tension
between risk dominance (or safety) and efficiency that arose quite starkly in bilat-
eral coordination games under a variety of social networks. And, as it was also the
case under either global or local interaction (recall Subsections 12.4.1 and 12.4.2),
we find it here as well that safety predominates over efficiency as the long-run
selection criterion. In the present context, however, players’ interaction is of the
playing-the-field kind, which in turn has forceful effects on the speed of conver-
gence. Specifically, the fact that the state 1 has the smallest possible co-radius of
one implies, by virtue of Proposition 12.3, that ηε(1) grows linearly with 1/ε. Thus,
by contrast with the situation prevailing under global interaction in bilateral coor-
dination games, the long-run convergence is now very fast, even if the population
size is large.

12.4.5 Cournot oligopoly

We now focus on a discretized version of the Cournot oligopoly setup, as presented
in Subsection 12.3.3. In this context, we follow Vega-Redondo (1997) in contrasting
the long-run implications of the two alternative behavioral paradigms introduced in
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Subsection 12.2.2: learning by imitation and best-response adjustment. And, unlike
what hitherto has been the case, we find sharp and very significant differences in the
predictions induced by each of these alternative learning dynamics. Thus, while in
the former case the Walrasian outcome prevails in the long run, the second learning
dynamics leads to a Cournot-Nash equilibrium of the oligopoly game.

12.4.5.1 Learning by imitation. Let {(�, Qε)}ε∈[0,1) stand for the collection of
Markov chains modeling the perturbed evolutionary dynamics in the present
oligopolistic context, with payoffs given by (12.15) and players adjusting their
behavior as prescribed by the imitation learning rule (12.3). We make � = �n,

where recall that � = {0, !, 2!, . . . ., v!} is the finite grid of admissible outputs
(v ∈ N and ! ∈ R are arbitrary parameters). For convenience, it is assumed that
the outputs xc and xw defining the symmetric Cournot-Nash and Walras equilibria
both belong to �.

First, as usual, we are interested in identifying the set �0 consisting of the limit
states of the unperturbed process. Just as explained in other cases (cf. Subsec-
tion 12.4.1.1), the fact that firms’ imitation operates on common information even-
tually leads, a.s., to a monomorphic state of the form x ≡(x, x, . . . , x) where every
firm chooses the same x ∈ �. Thus, since every such configuration is an absorbing
state of the unperturbed process (�, Q0), we have

�0 = {x ≡ (x, x, . . . , x) ∈ � : x ∈ �}.
Next, we show that the unique state in �0 that qualifies as stochastically stable

is the one where the Walrasian output xw is played by all firms (recall Subsec-
tion 12.3.3). To establish this claim, it is enough to show that

R(xw) > C R(xw) (12.40)

where, as usual, R(·) and C R(·) stand for the radius and co-radius of the state in
question. The essential step in proving this inequality is provided by the following
Lemma.

Lemma 12.1: Let x ∈ � with x �= xw and consider any m such that 1 ≤ m ≤
n − 1. Then,

xw P (m xw + (n − m)x) − C(xw)

> x P(m xw + (n − m)x) − C(x).

Proof: Consider any x and m as indicated. The fact that the inverse-demand func-
tion is assumed decreasing implies

[P(n xw) − P(m xw + (n − m)x)] xw

< [P(n xw) − P(m xw + (n − m)x)] x,

which, by subtracting the production costs C(xw) and C(x) to both sides,
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may be rewritten as follows:

[P(n xw) xw − C(xw)] − [P(n xw) x − C(x)] <

[P (m xw+ (n − m)x) xw − C(xw)]− [P (m xw + (n − m)x) x−C(x)] .

(12.41)

Now note that, by the definition of Walras equilibrium in this setup
(cf. (12.17)), we have

[P(n xw) xw − C(xw)] − [P(n xw) x − C(x)] ≥ 0,

which, in view of (12.41), implies

[P (m xw + (n − m)x) xw − C(xw)]

− [P(m xw + (n − m)x) x − C(x)] > 0,

which is the desired conclusion. �

By making m = 1 in the above Lemma, we first argue that, starting at any
x =(x, x, . . . , x) ∈ �0 with x �= xw, a single mutation by any firm to xw may
lead the unperturbed dynamics toward xw with positive probability. To see this,
simply note that, right after such a mutation, one has that the mutant earns higher
profit than the rest of n − 1 nonmutants. Thus, by imitation alone, the process may
undertake a transition to xw and therefore

C R(xw) = max
x∈�0\{xw}

ĉ(x, xw) = 1, (12.42)

where the function ĉ(·, ·) determines the mutation costs resulting from the evolu-
tionary model {(�0, Q̂ε)}ε∈[0,1).

But, reciprocally, by making m = n − 1 in Lemma 12.1, it follows that after
just one mutation at state xw, the unperturbed (imitation) dynamics must lead the
process back to state xw with probability one. Consequently,

R(xw) = min
x∈�0\{xw}

ĉ(xw, x) > 1, (12.43)

which in combination with (12.42) leads to the desired inequality (12.40). This
finally establishes that, as advanced,

�∗ = {xw},
i.e., the Walrasian monomorphic state is the unique stochastically stable state of
the evolutionary process.

12.4.5.2 Best-response adjustment. Now we turn to studying the Cournot setup
under the assumption that the firms adjust their behavior through myopic best
response, as given by (12.5). Our first task concerns the characterization of the
limit states of induced unperturbed process (�, Q0). To simplify matters in this
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respect, let us make the convenient assumption that firms display linear costs so
that their (common) cost function C(·) is of the following form:

C(qi ) = c qi

for some (constant) marginal cost c > 0.
In this case, it was shown in Subsection 11.3.3 that the Cournot oligopoly game

exhibits a well-defined potential (cf. (11.27)) and thus qualifies as a potential game.
Thus, by a straightforward adaptation of Theorem 11.4, it follows that the best-
response dynamics converges a.s. to the (assumed unique) Cournot-Nash equilib-
rium xc ≡ (xc, xc, . . . , xc) defined in (12.16).230 This implies that

�0 = {xc}

and, therefore, since

∅ �= �∗ ⊂ �0

(cf. (12.50)), we have

�∗ = {xc};

i.e., the unique stochastically stable state corresponds to the Cournot-Nash equilib-
rium.

The acute contrast between the present conclusion and that obtained in Subsec-
tion 12.4.5.1 illustrates the crucially different implications of alternative behavioral
rules. In general, the long-run dynamics of best-response adjustment must always
gravitate toward a Nash equilibrium of the game (provided, of course, it converges).
This simply reflects the fact that players’ unilateral change of strategy is then guided
alone by their own individual payoffs. Instead, if players’ adjustment is based on
imitation, the players’ behavior responds to relative payoffs. Naturally, this is a fea-
ture that happens to exacerbate the “competitive” features of players’ interaction in
many cases (e.g., in the Cournot setup studied here).

12.5 Experimental evidence

Following the theoretical analysis conducted in the previous section, our present
objective is to contrast the essential implications derived from it with related ex-
perimental evidence. For concreteness, our attention is directed toward two of the
scenarios studied above. First, we consider coordination games and focus, specif-
ically, on the minimum-effort game studied in Subsection 12.4.4. Second, we turn
to the oligopoly Cournot games analyzed in Subsection 12.4.5.

230 The statement of Theorem 11.4 concerned the better-response dynamics but it should be apparent that the
logic of the proof applies unchanged to the best-response dynamics as well.
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12.5.1 Minimum-effort game

In a very influential paper, van Huyck, Battalio, and Beil (1990) – henceforth labeled
VHBB – conducted an experimental investigation of the minimum-effort game.231

Given the stark coordination dilemma posed by this game (i.e., the acute conflict
between efficiency and safety), it represents a particularly well-suited scenario to
shed light on the important issue of coordination failure.

The experimental setup designed by these authors may be outlined as follows.
A collection of university undergraduate students were divided into seven disjoint
groups composed of 14 to 16 subjects. Each of these groups was made to play the
minimum-effort game for a range of efforts " ≡ {1, 2, . . . , 7} and a (scaled)232

value of γ = 1/2 in (12.14). In a first experimental treatment, labeled A, every
group of individuals played the game over 10 consecutive rounds. Thereafter, the
same groups were subject to a second treatment, B, consisting of 5 rounds in which
the payoff function was changed to γ = 0. Finally, there was a third treatment called
A′, which was played under the same conditions as the initial treatment A (i.e., with
the original value of γ = 1/2) for another 5 consecutive rounds.

The experimental results obtained by VHBB were surprisingly sharp. In treatment
A, almost all subjects in every group started by playing suboptimal responses to
the initial behavior of others, with a relatively wide initial dispersion in their effort
choices. As the game was repeated, intragroup miscoordination decreased steeply,
but at the expense of having players adjust their behavior toward the minimum
effort level. By the last period of treatment A, 72% of the subjects were choosing
the lowest effort level of 1, and this was also the minimum effort level displayed
by every group.

The results reported for treatment A could be attributed, at least in part, to the
strategic uncertainty induced by the initially wide distribution of effort levels. Since
players’ expectations were not suitably “coordinated” at the beginning of play, it may
be argued that the move toward safety observed thereafter is intuitively justified.
The role of the intermediate treatment B was precisely to explore the validity of this
explanation by attempting to impinge on players’ expectation. Note that, because
this treatment has γ = 0, the highest effort of 7 is a weakly dominant strategy in
this case. Thus, one would expect that players should then adjust their behavior
toward the efficient equilibrium as play proceeds in this treatment. Indeed, this is
what VHBB observe in their experiments. By the end of treatment B (i.e., after
just 5 rounds), 84% of the subjects adopted effort 7 and this was also the minimum
effort found in most groups.

Having thus achieved a strong focalization of players’ expectations on the highest
effort by round 15 of the overall experiment (i.e., at the end of treatment B), the
ensuing treatment A′ was conducted under the original conditions (γ = 1/2). To

231 See also van Huyck, Battalio, and Beil (1991), where these authors extend the analysis of coordination failure
to other related contexts such as the so-called average-opinion games.

232 In fact, the cost coefficient multiplying individual effort was chosen equal to 0.1 and the coefficient multiplying
gross payoff (itself equal to the overall minimum effort) was made equal to 0.2.
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repeat, this was intended to assess the validity of the aforementioned explanation of
the learning dynamics observed in the first treatment A.Was such earlier dynamics
to be understood as a consequence of the initially mismatched expectations? The
evidence observed throughout treatment A′ suggests the contrary. Even though at
round 16 (the first one of treatment A′), a significant fraction of players chose an
effort level of 7 (25% of them), many others did choose the lowest effort. Eventually,
this reverted the population back to a widespread low effort by the end of treatment
A′. Specifically, at round 20 (the last one), 84% of the subjects chose an effort of 1,
even a larger proportion than that observed at the end of treatment A.

The experiments conducted by VHBB support the idea that safety considera-
tions are indeed a very strong determinant of choice in the minimum-effort game.
In this sense, therefore, they are in accordance with the theoretical analysis of Sub-
section 12.4.4, where we showed that the inefficient equilibrium where everyone
chooses the lowest effort level is the only robust one in the presence of noise. In
essence, this is the message delivered by the above experiments. For, even if play-
ers’ expectations are “manipulated” through the intermediate treatment B so that
they focus on the high-effort equilibrium, this turns out to have only very short-
lived consequences. Once the original conditions of the minimum-effort game are
restored, so is the strong tendency of players to adjust their choices toward the
risk-minimizing action, i.e., the lowest effort level.

12.5.2 Cournot oligopoly

Despite the central role played by the Cournot model as the canonical framework
to study oligopolistic competition, it is surprising that one can find few cases in the
literature where it has been carefully analyzed in laboratory experiments (cf. Holt,
1995; Davis, 1999; Rassenti et al., 2000; Offerman et al., 2002). Here, we focus on
recent experimental work by Huck, Normann, and Oechssler (1999) – henceforth
referred to as HNO – whose approach is very well suited for an empirical assessment
of the different learning models studied in Subsection 12.4.5.

The experimental setup designed by HNO was particularly simple. Every treat-
ment involved six fixed and independent groups of just four subjects (“firms”),
all 24 of them playing repeatedly within their respective group under unchanged
conditions. Each group faced the same linear demand function and every subject
displayed a constant and identical marginal cost. One of the primary objectives
of the experiments was to study the long-run implications of different behavioral
rules – in particular, imitation and best-response adjustment. This led HNO to vary
the information provided to the subjects across different treatments, with the aim
of inducing their use of alternative behavioral rules. In real-world markets, the
information available to the agents can be seen largely as a reflection of the rela-
tive complexity of the environment and/or, relatedly, the ability of these agents to
comprehend it. In this light, the consideration of different informational scenarios
in the HNO experimental setup can be conceived as a way of addressing what,
in their real-world counterparts, would be alternative environmental conditions
(e.g., concerning complexity).
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In all the experimental setups studied by HNO, the subjects knew they were
involved in a market game and that their decisions were to be regarded as output
choices. Beyond this basic information, provided in all their experiments, the au-
thors considered five different informational scenarios (or treatments). In two of
them (labeled BEST and FULL), subjects were completely aware of market and
cost conditions, i.e., they knew the demand and cost functions. Furthermore, each
subject was also informed, after every round, of the market price just realized and
the corresponding aggregate quantity.233 While such a general information was
common to both BEST and FULL, these scenarios differed in the individualized
information made available to the subjects. Thus, whereas in BEST they were just
informed of their own profits, in FULL they were also informed of the complete
array of all individual quantities.

Two other treatments (labeled NOIN and IMIT) provided subjects with much
less information. In NOIN, they knew virtually nothing but their own past profits.
Instead, in IMIT, each subject was informed after every round of what had been the
array of individual quantities chosen and the corresponding profits associated with
all of them. In either case, however, subjects were not informed of precise market or
cost conditions and even ignored whether the underlying circumstances remained
unchanged throughout.

Finally, the treatment IMIT+ was as IMIT above, except that in it subjects were
informed of some essential qualitative features of their environment. Specifically,
they knew the scenario would remain constant throughout each treatment and that
all firms would face exactly symmetric (cost and demand) conditions.

Not surprisingly, the experimental evidence varied quite significantly across dif-
ferent treatments. All these treatments involved a series of 40 consecutive rounds. In
BEST and FULL, subjects eventually approximated234 a total quantity that exceeded
the Cournot outcome but was nevertheless substantially lower than the competitive
(i.e., Walrasian) level – more so in BEST than in FULL. In both cases, standard
deviations were around 10% of average quantities. This evidence stands in rough
accord with the customary prediction of the Cournot model, even though there is
the indicated upward deviation from its Nash equilibrium.

In contrast, treatments NOIN and IMIT displayed much larger total quantities.
Specifically, in NOIN these quantities were slightly below the competitive level,
while in IMIT they were nearly 50% larger than it. However, the standard deviations
in each case were quite significant: around 25% in NOIN, and nearly 30% in
IMIT. As the authors explain, it appeared that in these cases (mostly in the latter
one) subjects experienced substantial “problems understanding the situation as they
made losses in almost all periods.”

In view of the fact that IMIT conditions failed to provide players with a suffi-
cient basis for a systematic and convergent analysis of the situation, IMIT+ was

233 Of course, this information involves redundancies: if subjects know the demand function, they can compute
the total quantity associated with any given price. An analogous comment applies to other cases below, e.g.,
concerning the information about one’s own profit.

234 All our statements here pertain to averages and standard deviations associated with the last 20 rounds of each
treatment.
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introduced as a richer imitation-inducing treatment. As explained above, in it sub-
jects were further endowed with some qualitative, but important, information about
the environment. They turned out to use this additional information effectively
since, compared to IMIT, both total quantities and their standard deviations fell
drastically in IMIT+. Specifically, it was found that, in treatment IMIT+, subjects
approximated the Walrasian outcome quite closely. That is, average quantities re-
mained within less than 3% of the competitive level and the standard deviations
lay around 15% of the average magnitudes. Thus, even though the standard devi-
ations were still significant, they were substantially lower than those arising in the
treatments IMIT and NOIN.

Overall, the evidence reported by HNO seems to provide a reasonably good
empirical basis for the theoretical predictions obtained in Subsection 12.4.5. Thus,
when players have the information/sophistication required to adjust their behavior
as a best response to what others do, they appear to do so and long-run behavior
is reasonably well described by the Cournot-Nash equilibrium. On the other hand,
if players can only imitate (and they know the strategic situation is symmetric and
stable), they tend to mimic successful behavior and the long-run outcome is roughly
competitive (or Walrasian). Indeed, this interpretation of the results is reinforced by
the assessment conducted by HNO on the “weight” to be attributed to the different
behavioral rules in each scenario. In this respect, they found that the predominant
rule in BEST and FULL was best-response adjustment, while in both IMIT and
IMIT+ the most common rule was that based on imitation.

Supplementary material

12.6 Perturbed Markov processes: basic concepts and techniques

12.6.1 Markov chains

A Markov chain is simply a stochastic dynamical system on a certain state space
(for the moment, assumed finite),235 with time being measured discretely, t =
0, 1, 2, . . . . Formally, it is given by a pair (�, Q), where � is the state space
and Q : �×�→ [0, 1] is the transition rule (or law of motion) specifying the
probabilities Q(ω,ω′) for a transition to occur, at any given point in time t , from a
certain stateω to some stateω′.Sometimes, we find it useful to represent Q as a tran-
sition matrix, Q = (qi j )i, j=1,2,...,n, with the states in � indexed as ω1, ω2, . . . , ωn

and qi j ≡ Q(ωi , ω j ). Naturally, the matrix Q is to be a so-called stochastic matrix;
i.e., all entries should be nonnegative and the sum of them along any given row,∑n

j=1 qi j , must equal unity.
Let �(�) be the set of probability vectors (measures) in �. Denote a typical

such vector by µ ≡ (µ(ω1), µ(ω2), . . . , µ(ωn)) and assume the initial state of the
process is chosen through a certain µ0 ∈ �(�). Then, we may ask: What is the
probability the process ends up in each of the possible states at t = 1? If the vector

235 Often, the term “Markov chain” is reserved for the case in which the state space is either finite or countably
infinite. When the state has the cardinality of the continuum (as in Section 12.7), one simply speaks of a
(general) Markov process.
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of such probabilities is denoted byµ1 ≡ (µ1(ω1), µ1(ω2), . . . , µ1(ωn)), we may
simply compute

µ1 = µ0 Q.

That is, for each ωi ∈ �,

µ1(ωi ) =
n∑

j=1

µ0(ω j ) q ji .

Of course, these considerations can be repeated any finite number of times, thus
yielding the vector of probabilities corresponding to any future t :

µt = µt−1 Q = µt−2 Q2 = · · · = µ0 Qt .

In fact, one can show that, under mild regularity conditions,236 the limit defined by

µ̃ = lim
t→∞µ0 Qt (12.44)

is well defined. The probability distribution µ̃ thus obtained captures the long-run
behavior of the process in the following sense: for each stateω ∈ �, the probability
that the process is at this state converges to µ̃(ω) as t → ∞. Of course, the fact
these probabilities are taken to converge implies that

µ̃ = µ̃ Q, (12.45)

i.e., µ̃ is an invariant distribution of the process.
In general, however, the invariant distribution eventually attained in the limit

may depend on the initial µ0 used to select the state at time t = 0. As a stark
illustration of this possibility, simply suppose Q is the identity matrix, i.e., Q = I.
Then, it obviously follows that µ̃ = µ0, which indicates that long-run probabilities
are exactly equal to initial ones.237

In contrast, there are also cases where the long-run probabilities are independent
of the initial conditions. To focus again on a particularly simple illustration, consider
the case where Q has some specific column (say, the first one) with all its entries
equal to one, whereas all remaining entries in the matrix are uniformly zero. Clearly,
this implies that, for any initial µ0,

µ0 Q = µ1 = µ1 Q = (1, 0, . . . , 0).

This indicates that, independently of initial conditions, the process switches to
state ω1 and stays there, from period t = 1 onward. Consequently, we have µ̃ =
(1, 0, . . . , 0), independently of µ0.

When the long-run behavior of the process (as given by (12.44)) is well defined
and independent of initial conditions, the Markov chain is said to be ergodic. The
theory of stochastic processes has contemplated a variety of different assumptions

236 Heuristically, what is required is that the process does not allow for periodic behavior (see, e.g., Karlin and
Taylor, 1975).

237 Note that, if Q = I, any probabilistic uncertainty displayed by µ0 as to the choice of the initial state at t = 0
is fully resolved from t = 1 onward; i.e., the state initially selected remains unchanged forever after. From an
ex ante viewpoint, however, the long-run distribution µ̃ exactly inherits the uncertainty reflected by µ0.
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that guarantee such an ergodicity (see Karlin and Taylor, 1975; Meyn and Tweedie,
1993). Here, it is enough for our purposes to focus on the following condition:

∀i, j = 1, 2, . . . , n, qi j > 0. (12.46)

This condition simply expresses the requirement that all possible transitions should
occur with some positive (possibly very small) probability. Then, it can be shown
that the Markov chain must display a unique invariant distribution that “summa-
rizes” the long-run behavior of the process, independently of initial conditions. In
fact, such a long-run summary is not only probabilistic in the sense indicated above
(i.e., in the sense of embodying limit probabilities for any given state). By a suitable
adaptation of the law of large numbers, one may also make the following assertion.
If the process is ergodic, the frequency of any particular state along a sample path
of the process will converge (with probability one) to its corresponding weight
in the (unique) invariant distribution. Thus, from this “frequentist” viewpoint, the
invariant distribution of an ergodic Markov chain can be viewed as an almost sure
description of the empirical frequencies displayed by any sufficiently long path
(again, independently of initial conditions).

12.6.2 A canonical model

Following Young (1993) and Ellison (2000), we now propose a certain canonical
model for the analysis of perturbed Markov chains. This general framework ac-
commodates all the different evolutionary models studied in the main body of this
chapter (Subsections 12.4.1 to 12.4.5) but is not directly applicable (because the
state space is a continuum) to the reinforcement-learning model studied in Sec-
tion 12.7. For the latter case, however, we shall argue that the special simplicity of
its theoretical setup allows an intuitive adaptation of the essential ideas presented
here.

Our canonical evolutionary model consists of a family of Markov chains
parametrized by ε, {(�, Qε)}ε∈[0,1), where

� � is a common (and finite) state space.
� For each ε ∈ [0, 1), Qε is a transition matrix; if, in particular, ε = 0, the

corresponding Q0 is called the unperturbed transition matrix.
� As a function of ε, the transition probability Qε(ω,ω′) associated with any

given pair of states (ω,ω′) is continuous at all ε ∈ [0, 1).
� For each ε ∈ (0, 1), (�, Qε) defines an ergodic Markov chain, with its

unique invariant distribution denoted by µε.
� There exists a cost function, c : �×�→ N ∪ {0}, such that, for all pairs

(ω,ω′) ∈ �×�,

0 < lim
ε→0

Qε(ω,ω′)
εc(ω,ω′) <∞, (12.47)

i.e., Qε(ω,ω′) and εc(ω,ω′) are infinitesimals in ε of the same order.

The above theoretical construct is provided with the following interpretation.
The family {(�, Qε)}ε∈[0,1) is a collection of evolutionary processes subject to
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underlying noise, with ε ∈ [0, 1) parameterizing the magnitude of this noise. Typ-
ically, the parameter ε is identified with the independent probability with which
individuals mutate, experiment, or make mistakes (cf. Section 12.4). In the pres-
ence of noise (i.e., when ε > 0), the induced perturbed process is taken to be ergodic
and thus exhibits a unique long-run distribution. However, when ε = 0 and no noise
interferes with agents’ behavior/adjustment, the evolution of the process is exclu-
sively governed by purposeful (or payoff-responsive) considerations and ergodicity
may be lost; i.e., initial conditions generally determine the limit behavior.

A key property of the canonical model concerns the existence of a cost function
c(·) that satisfies (12.47). To clarify its implications, consider the transition across
any given pair of states, say fromω toω′, and suppose first that Q0(ω,ω′) = 0. This
implies that the unperturbed dynamics alone is unable to perform this transition.
Thus, even though the transition must be possible through a “perturbation,”238 the
corresponding probability Qε(ω,ω′) has to converge to zero as ε ↓ 0. (Here, we rely
on the assumed continuity of transition probabilities with respect to ε.) Furthermore,
it follows from (12.47) that the rate in ε at which this convergence takes place is
precisely given by c(ω,ω′).

Alternatively, suppose the transition from ω to ω′ has Q0(ω,ω′) > 0. Then,
(12.47) implies that one must have c(ω,ω′) = 0. This, of course, is now simply a
reflection of the fact that no perturbation needs to be invoked for the contemplated
transition to occur with positive probability.

12.6.3 Stochastic stability and long-run dynamics

As explained and motivated in Section 12.4, our analysis of evolutionary models
(that is, stochastic models consistent with the above canonical framework) focuses
on the limit invariant distribution given by µ∗ ≡ limε→0 µε.More specifically, our
main concern is the characterization of the set �∗ ≡ {ω ∈ � : µ∗(ω) > 0}, the
support of µ∗, whose elements are called the stochastically stable states.

First note that the limit operation underlyingµ∗ is well defined because, by virtue
of (12.47), each of the transition probabilities Qε(·, ·) behaves, asymptotically, as
a polynomial in ε. Thus, by the invariant property (12.45) displayed by µε for each
ε > 0, the weight associated with any given state simply turns out to be a ratio of
polynomials in ε, whose limit always exists as ε ↓ 0.

Next, to clarify some further important issues concerning the set �∗, it is useful
to organize the ensuing discussion in two separate remarks. First Remark 12.1
makes the simple point that every stochastically stable state must be a limit state
of the unperturbed dynamics. Besides its theoretical import, this suggests that, in
characterizing �∗, a natural first step should be to characterize the limit states of
the unperturbed dynamics. Second, Remark 12.2 raises the question of convergence
rates, an essential consideration in assessing the true relevance of the long-run
predictions embodied by the set �∗.

238 The present canonical model implicitly assumes that every perturbed process displays some positive probability
for any possible transition. This condition, however, could be relaxed as long as the ergodicity of the perturbed
processes is preserved. Then, one could simply associate an “infinite cost” with a transition that can never
occur, even in the presence of a perturbation.
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Remark 12.1: Stochastic stability and limit behavior of the unperturbed dynamics

For every ε > 0, the corresponding invariant distribution µε must satisfy
(cf. (12.45))

µε = µεQε,

which implies

lim
ε→0

µε = lim
ε→0

µεQε

or

µ∗ = µ∗ lim
ε→0

Qε.

Therefore, by the continuity of Qε in ε, we have

µ∗ = µ∗Q0; (12.48)

i.e., µ∗ is an invariant distribution of the unperturbed process.
A direct consequence of (12.48) is that every stochastically stable state

must be a limit state of the unperturbed process. That is, for any ω ∈ �∗,
one must have[

lim
t→∞µ

∗ (Q0)t
]

(ω) = µ∗ (ω) > 0,

which implies that the long-run probability of visiting state ω is positive
when the initial state is chosen according to µ∗. Consequently, if we de-
note239

�0 ≡ {ω ∈ � :
[

lim
t→∞µ(Q0)t

]
(ω) > 0 for some µ ∈ �(�)}

(12.49)

as the set of the limit states of (�, Q0), one obviously has

�∗ ⊂ �0. (12.50)

If a state is not a limit state, then it is transient, i.e., eventually (with
probability one), the process escapes that state and never returns to it.
In this light, the reason for the inclusion (12.50) is quite transparent: if
a state is transient for the unperturbed dynamics, it cannot be observed
any significant fraction of the time in the long run when the perturbation
probability ε is very small. For, in this case, the unperturbed dynamics
operates alone most of the time and therefore will have the evolutionary
process be at limit states of this dynamics almost always.

To formulate matters somewhat more precisely, it is useful to introduce
the concept of limit set of the unperturbed dynamics (�, Q0). Heuristically,
a limit set is simply a minimal subset of� satisfying that, once the process
visits any of its states, it never leaves this set again. Formally, set A ⊂ �

239 We implicitly assume throughout that the unperturbed dynamics is such that limit probabilities are always well
defined for any initial conditions (cf. Footnote 236).
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is a limit set of the unperturbed process if ∀ω ∈ �, ∀µ ∈ �(�) with
supp(µ) ⊂ A,[

lim
t→∞µ(Q0)t

]
(ω) > 0 ⇔ ω ∈ A.

Denote the collection of limit sets of (�0, Q0) by L. Then, along the lines
of our former discussion, it is easy to strengthen (12.50) as follows:

∃V ⊂ L : �∗ =
⋃

A∈V A. (12.51)

That is, the set of stochastically stable states can be written as the union of
limit sets. �

Remark 12.2: Speed of convergence

The conclusion that, for any ε > 0, the sequence of distributions {µt : µt =
µ0(Qε)t}∞t=1 converges (for any initial µ0) toward the unique invariant dis-
tribution of the process is silent on an important issue: How “long” is the
long run? That is, how fast is the convergence to the invariant distribution?
Even though it can be shown that, for Markov chains, such a convergence
is always exponentially fast, the question of how high the (exponential) rate
is still remains open. If very low, the unique long-run predictions following
from ergodicity may be of little practical relevance.

A related way of addressing this issue involves focusing on expected
waiting times. Specifically, one may ask what is the maximum expected
time one must wait before the process visits some particular stochastically
stable state (or a subset of these) after starting at any other state. Naturally,
in the context of the canonical evolutionary framework, such expected
waiting time must be tailored to the noise parameter ε. For example, the
maximum expected waiting time for visiting some state in �∗, which we
denote by ηε(�∗), must grow to infinity as ε approaches zero whenever
there are several limit sets of the unperturbed dynamics. This is simply a
consequence of the fact that, to move across different limit sets, the process
has to rely on some perturbation (whose probability is of a certain positive
order in ε). In general, therefore, a key issue of concern in the analysis
of the model bears on the order at which such ηε(�∗) grows as ε ↓ 0. For
only if this growth is not too fast may one view the predictions embodied
by �∗ as a relevant description of the dynamic behavior of the process
for low ε. Indeed, as we shall explain, one of the aims of the analytical
methods discussed in the following subsections is to provide a quantitative
assessment of these speed-of-convergence considerations. �

12.6.4 Stochastic stability: mathematical techniques

Now, we outline (without proof) the main mathematical techniques that have been
developed to analyze stochastic evolutionary models. The early literature relied
on suitable adaptations of the graph-theoretic techniques proposed by Freidlin and
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Wentzell (1984), as first used by Kandori, Mailath, and Rob (1993) or Young (1993),
the latter usefully simplifying the approach. These techniques are described in Sub-
sections 12.6.4.1 and 12.6.4.2 below. They characterize the set of stochastically
stable states as those that minimize a certain measure of cost or “potential.” More
recently, Ellison (2000) proposed a somewhat different route that is described in
Subsection 12.6.4.3. Because the latter approach is based on exclusively local com-
parisons, it often turns out to be significantly simpler than the former graph-theoretic
techniques. However, the drawback is that, sometimes (cf. Subsection 12.4.3), it
fails to provide a full characterization.

12.6.4.1 Freidlin-Wentzell’s approach. Consider a canonical evolutionary model as
described above, with {(�, Qε)}ε∈[0,1) being the constituent collection of Markov
chains and c(·) the corresponding cost function. First, we introduce the notion of
an ω-tree.

Definition 12.1: Let ω ∈ �. An ω-tree Y is a directed graph on � such that

1. Every stateω′ ∈ �\{ω} is the initial point of exactly one arrow (ω′, ω′′).
2. For every state ω′ ∈ �\{ω}, there is a path linking ω′to ω, i.e., there is

a sequence of arrows {(ω1, ω2), (ω2, ω3), . . . , (ωn−1, ωn)} with ω1 = ω′

and ωn = ω.
Given any ω ∈ �, let Yω denote the set of all the corresponding ω-trees. Then,

associated with every tree Y ∈ Yω, we can define its total cost

C(Y ) =
∑

(ω′,ω′′)∈Y

c(ω′, ω′′),

where c(·, ·) is as defined in Subsection 12.6.2. With these notions in place, the
analysis of Freidlin and Wentzell (1984, Lemma 3.1, p. 177) leads to the following
characterization result of �∗, the set of stochastically stable states.

Proposition 12.1: A stateω is stochastically stable if, and only if, there exists some
Y ∈ Yω such that C(Y ) ≤ C(Y ′) for every Y ′ ∈ Yω′ and any ω′ ∈ �.

An intuitive way to understand the previous result is by introducing the notion
of stochastic potential. It is given by a function ψ : �→ R defined as follows:

ψ(ω) = min
Y∈Yω

C(Y ).

For each state ω, its stochastic potential ψ(ω) may be conceived as the mini-
mum total cost involved in implementing transitions to this state from every other
one. Then, in view of Proposition 12.1, the stochastically stable states can be
simply characterized as those that display a minimum stochastic potential, i.e.,
�∗ = arg minω∈� ψ(ω).

12.6.4.2 Young’s approach. As explained in Remark 12.1 (cf. (12.50)), only the
limit sets of (�, Q0) are candidates to being stochastically stable. Building on this
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observation, Young (1993) simplified the previous approach as follows – see also
Kandori and Rob (1995).

First, consider the dynamics resulting from an indefinite iteration of the unper-
turbed process and define the “limit transition matrix” Q∞ : �×�→ [0, 1] by

Q∞(ω,ω′) =
[

lim
k→∞

(Q0)k

]
(ω,ω′)

for each ω,ω′ ∈ �. The transition matrix Q∞ simply specifies the probabilities
of converging to any given ω′ from every possible ω through the operation of
the unperturbed dynamics alone. Obviously, Q∞(ω,ω′) = 0 for all ω ∈ � and
ω′ /∈ �0. This allows one to define an associated “perturbed process” restricted to
�0, say (�0, Q̂ε), where the transition matrix Q̂ε : �0 ×�0 → [0, 1] is given by
Q̂ε = Qε Q∞. That is, for each ω,ω′ ∈ �, we have

Q̂ε(ω,ω
′) =

∑
ω′′∈�

Qε(ω,ω
′′) Q∞(ω′′, ω′) (12.52)

where Qε(·, ·) are the transition probabilities contemplated by the original model.
The above construction induces a well-defined transition matrix in �0. Intuitively,
this transition matrix Q̂ε(·, ·) captures the probability of a transition between two
different limit states through the concatenation of the original perturbed process
(applied once) and the ensuing indefinite operation of the original unperturbed
dynamics.

It may be verified (Exercise 12.17) that the family of Markov chains
{(�0, Q̂ε)}ε∈[0,1) just defined displays all the properties of the canonical evolution-
ary model (now restricted to the set�0) – thus, in particular, it induces a suitable cost
function ĉ : �0 ×�0 → N ∪ {0}. Therefore, one can proceed in parallel with our
discussion in Subsection 12.6.4.1 and define ω-trees for every ω ∈ �0, with Ŷω de-
noting the set of those trees and Ĉ(·) the associated total-cost functions. On the basis
of these constructs, the following counterpart of Proposition 12.1 can be established.

Proposition 12.2: A state, ω ∈ �0, is stochastically stable if, and only if, there
exists some Y ∈ Ŷω such that Ĉ(Y ) ≤ Ĉ(Y ′) for every Y ′ ∈ Ŷω′ and any
ω′ ∈ �0.

12.6.4.3 Ellison’s approach. Finally, we describe the approach proposed by Ellison
(2000) that, as explained, often proves simpler to use in many applications. It also
has the additional benefit of addressing the important issue of long-run conver-
gence rates by providing an explicit assessment of expected waiting times (recall
Remark 12.1). In part, the advantages of Ellison’s techniques derive from the fact
that they embody an essentially local test. This feature, however, also has the draw-
back already advanced, i.e., the conditions involved may sometimes be insufficient
to attain a full characterization of the set �∗.

First, we introduce the notions of radius and co-radius, which play a central role in
the present approach. Since these concepts pertain to unions of limit sets for the un-
perturbed process (recall Remark 12.1), the original definitions may be reformulated
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in terms of the simplified framework proposed by Young (1993). That is, they may be
cast in terms of the derived canonical model {(�0, Q̂ε)}ε∈[0,1) and the corresponding
cost function ĉ(·).
Definition 12.2: Let V be a union of limit sets of the unperturbed process, i.e.,

V = ⋃
A∈V A for some V ⊂ L.240 The radius of V is given by

R(V ) ≡ min
(ω,ω′)∈V×(�0\V )

ĉ(ω,ω′).

Definition 12.3: Let V be a union of limit sets of the unperturbed process. The
co-radius of V is given by

C R(V ) ≡ max
ω∈�0\V

min
ω′∈V

ĉ(ω,ω′).

Heuristically, the radius of any set V as indicated is the minimum cost involved
in moving out of it; reciprocally, its co-radius is the maximum cost required to
move into this set from some limit state not included in it. Based on these intuitive
notions, we have the following result.

Proposition 12.3: Let V be a union of limit sets of the unperturbed process. Then,
if R(V ) > C R(V ), �∗ ⊂ V . On the other hand, as ε→ 0, the maximum
expected waiting time of visiting the set V, ηε(V ), grows at the same order
as ε−C R(V ), i.e.,

0 < lim
ε→0

ηε(V )

ε−C R(V )
<∞. (12.53)

In many evolutionary models, one is able to circumscribe to some small subset
of �0 the verification of the hypothesis contemplated by the above proposition.
That is, one often finds a small subset of �0 whose radius exceeds its co-radius.
This then provides a narrow delimitation of the set of stochastically stable states
(cf. Exercise 12.18), which may even represent a unique selection – and thus a
full characterization241 – if the subset in question is a singleton. On the other hand,
(12.53) indicates that one may also pinpoint the order (in 1/ε) at which the expected
times grow. Quite sharply, it turns out that, for any subset V for which the required
hypothesis applies, the maximum expected waiting time ηε(V ) grows as reflected
by its co-radius, i.e., grows at the same rate as (1/ε)C R(V ) when ε ↓ 0. Recalling
the considerations explained in Remark 12.2, this is indeed an important feature
contributed by the present approach.

12.7 Reinforcement learning with flexible aspirations

The theoretical analysis conducted in Subsections 12.4.1–12.4.5 has focused on
population games where, implicitly, it has been assumed that every player is aware

240 Recall (12.51), which indicates that the set �∗ always consists of a union of limit sets.
241 Even if the subset V in question is not a singleton, one can be sure it provides a full characterization of the

set �∗ (i.e., V = �∗) if V encompasses by itself a single limit set of the unperturbed dynamics. This follows
directly from (12.51).
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of the interactive (and symmetric) nature of the situation in which she is involved.
Thus, depending on their information and/or sophistication, players’ behavioral
adjustment – by imitation or best response – builds on some relevant population-
wide information.

In contrast, a quite different model of learning was proposed in Subsection 11.2.2.
In this model, players are supposed to react to their own experience alone and need
not even know they are involved in an interactive situation (i.e., a game). More
specifically, it is postulated that every player reacts to a comparison of her current
payoff and an aspiration level that is endogenously shaped by past experience. If
the former is at least as high as the latter, the player is declared “satisfied” and
consequently is supposed to continue doing what she currently does. Instead, if her
current payoff is lower than the aspiration level, she is assumed “dissatisfied” and
thus is taken to abandon her current action with some probability – in that event, she
chooses some other action randomly, any of the available ones with some positive
probability.

Formally, the model proposed in Subsection 11.2.2 involved just two players,242

with each player’s strategy adjustment and aspiration updating captured, respec-
tively, by (11.9) and (11.10). For convenience, let us recall these two laws of motion.

� First, strategy adjustment is formulated as follows:

πi (t) ≥ yi (t) ⇒ si (t + 1) = si (t)

πi (t) < yi (t) ⇒
{

with prob. 1 − p, si (t + 1) = si (t)

with prob. p, si (t + 1) ∈ Si\{si (t)}, full support,

(12.54)

where, at every time t, yi (t) denotes player i’s current aspiration level,
si (t) stands for her strategy choice and πi (t) ≡ πi (s1(t), s2(t)) represents
the payoff she earns. (As usual, payoffs are given by real functions of the
form πi : S1 × S2 → R, where Si is player i’s strategy space.)

� On the other hand, aspiration updating is given by

yi (t + 1) = λyi (t) + (1 − λ)πi (t) (i = 1, 2, t = 0, 1, 2, . . .),

(12.55)

where λ ∈ (0, 1) is a (common) parameter measuring the speed of aspira-
tion adjustment. That is, each player sets her new aspiration as a convex
combination of the previous level and her latest payoff.

In mathematical terms, the reinforcement-learning process induced by (12.54)
and (12.55) can be formulated as a Markov process with a continuum state space.
Specifically, we may choose as its state space the set � = (S1 ×�1) × (S2 ×�2)
where, for each i = 1, 2, the set �i is taken to be a compact real interval that

242 See Exercise 12.22 for an extended setup where a possibly large (but finite) population of individuals is
randomly matched to play the game.
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encompasses the possible range of player i’s aspirations and includes both her
maximum and minimum possible payoffs. Despite the compactness of the state
space�, this set is not finite (aspiration levels vary in a continuum). This prevents us
from using directly the framework and techniques presented in Section 12.6, which
presume a finite state space. It turns out, however, that the present context can be
suitably studied by relying on notions and tools that are the natural counterparts of
those introduced before. Thus, based on these parallelisms, we carry out a heuristic,
and hopefully instructive, discussion of the model along the lines pursued before.
For a more detailed and completely rigorous analysis, the reader is referred to
Karandikar et al. (1998).

First we note that, in this case, the transition probabilities must be given by some
transition probability function of the form

Q0 : �× B → [0, 1],

where B is a suitable measure space on � – in particular, we choose the collection
of Borel subsets of �.243 This function is the analogue of the transition matrix in
finite Markov chains (cf. Subsection 12.6.1). For each stateω ∈ � and every B ∈ B,
Q0(ω, B) specifies the probability the process undertakes a one-step transition from
ω to some ω′ ∈ B.

As illustrated in Subsection 11.2.2 (cf. Theorems 11.1 and 11.2), the Markov
process (�, Q0) is generally nonergodic; i.e., its long-run behavior strongly de-
pends on the initial conditions. Here again we aim at tackling such multiplicity by
perturbing the process “slightly.” Now, however, there are two possible dimensions
in which an agent may be perturbed: her action and her aspiration. For simplicity, in
what follows we choose to restrict perturbations to the aspiration dimension alone,
while in Exercise 12.21 the reader is asked to explore the alternative possibility of
perturbing action choice.

To proceed formally, let ε ∈ (0, 1) parametrize the size of the perturbation. Then,
the dynamics of the process at any given t is specified as follows.

� At every t and for each player i = 1, 2, there is independent probability
(1 − ε) that the transition from state ω(t) = [s1(t), y1(t), s2(t), y2(t)] to the
ensuing action–aspiration pair of this player, (si (t + 1), yi (t + 1)), occurs
as prescribed by the unperturbed process (�, Q0).244

� On the other hand, with the complementary probability ε, each player i
experiences at every t a perturbation on her aspiration adjustment process.
This perturbation does not affect action choice and, therefore, her choice of

243 A probability measure is defined on a σ -algebra, which is simply a collection of subsets that is closed under
countable unions and complementation. The smallest σ -algebra containing the open subsets of � (with the
usual topology) is the collection of Borel subsets and is known as the Borel σ -algebra. See, for example,
Wheeden and Zygmund (1977, Chapter 3).

244 Given the prevailing state ω(t), the transition is performed in a stochastically independent fashion by each
player i = 1, 2. Therefore, there is probability (1 − ε)2 that the whole transition, as it applies to both players,
occurs via the unperturbed process.
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new action is still governed by (12.54). Her new aspiration level, however,
is obtained through the following modified version of (12.55):

yi (t + 1) = λyi (t) + (1 − λ)πi (t) + ρi (t), (12.56)

where ρi (t) is the realization of a random variable, independent across play-
ers and with continuous density. In general, the random variable ρi (t) may
depend on yi (t) and πi (t), although its support is assumed to be a nonde-
generate interval around zero (truncated, if necessary, to have the induced
aspirations remain in �i ). This perturbation, nevertheless, is always “lo-
cal” in the sense that its magnitude (i.e., the length of the aforementioned
interval) is uniformly bounded above by some suitable ϑ > 0, i.e.,

|ρi (t)| ≤ ϑ (i = 1, 2, t = 0, 1, 2, . . .). (12.57)

Given any ε > 0, denote by Qε : �× B → [0, 1] the transition probability func-
tion reflecting the perturbed process of reinforcement learning just described. As
usual, we are interested in characterizing the long-run behavior of this process for
small ε > 0.Next, we address this issue in turn for each of the two different strategic
setups studied in Chapter 11: prisoner’s dilemma and pure-coordination games.

12.7.1 Prisoner’s dilemma

Consider a general prisoner’s dilemma game whose payoffs are recalled in
Table 12.2. As in Subsection 11.2.2, we assume that η > ζ > ν > 0 and ζ >
η/2 (�= ν).

Let the learning dynamics of each of the two individuals be as described above,
i.e., it is given by the Markov process (�, Qε) induced by (12.54)–(12.56), where
ε > 0 stands for the perturbation probability. It is easy to see (cf. Exercise 12.19)
that, through repeated operation of the perturbation, the process can visit any open
subset of the state space from any given initial state. That is, for any open subset
U ⊂ � and any ω ∈ �, we have

∞∑
t=1

(Qε)
t (ω,U ) > 0. (12.58)

This is enough to guarantee that the process is ergodic (cf. Meyn and Tweedie,
1993), so that there is a unique invariant distribution µε ∈ �(�) that summarizes

Table 12.2: A general prisoner’s dilemma game

2
1 C D

C ζ, ζ 0, η
D η, 0 ν, ν
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uniquely (independently of initial conditions) the long-run behavior of the pro-
cess.245

As usual, our interest centers on the limit invariant distribution µ∗ ≡ limε→0 µε.
More specifically, we aim at characterizing the support of µ∗ – a set that we still
denote by�∗ and continue to call the set of stochastically stable states. To achieve
such a characterization, Karandikar et al. (1998) show that one can proceed along
natural counterparts of the steps pursued in the analysis of finite-state perturbed
Markov chains.

Thus, first, we want to identify the limit states of the unperturbed process (�, Q0).
Under the assumption thatλ is large enough, this readily follows from Theorem 11.1,
which guarantees that the process (�, Q0) converges a.s. to some pure-strategy state
ω∗ = [s∗1 , y∗

1 , s
∗
2 , y∗

2 ] with y∗
i = πi (s∗1 , s

∗
2 ), i = 1, 2.We have, therefore, that

�0 = {(C, ζ,C, ζ ), (D, ν, D, ν), (C, 0, D, η), (D, η,C, 0)},

each of these states defining a singleton limit set of the unperturbed process.
Next, we turn to studying the “derived process” resulting from the concatena-

tion of a one-step transition according to the perturbed stochastic process and an
indefinite operation of the unperturbed dynamics. This gives rise to the transition
probability function Q̂ε : �0 × B → [0, 1], which is the analogue of the transition
matrix defined in (12.52). In terms of the process (�0, Q̂ε) thus induced, the key
question underlying the present selection exercise may be posed as follows: How
“costly” is it (as measured by the number of simultaneous perturbations required)
to perform each of the possible transitions across the different states in �0?

In answering this question, two different payoff scenarios have to be distin-
guished. The first one corresponds to the case where η/2 > ν and therefore joint
defection is the worst possible symmetric outcome (i.e., it is Pareto dominated by
every other possible outcome where players receive the same payoff). In fact, such
a Pareto domination occurs in this case even if one considers those payoff vectors
that could be obtained on average over time by a suitable sequence of play. Graph-
ically, this scenario is illustrated in Figure 12.1 below, where the convex hull of the
four different payoff vectors attainable at pure-strategy states displays a “diamond”
shape. Alternatively, we have the scenario where η/2 < ν and, therefore, the pay-
off vector (ν, ν) obtained from joint defection is not the worst possible symmetric
configuration in the convex hull of payoffs. In this case, for example, it dominates
the payoff vector that could be obtained, on average, through a repeated alternation
of the two extreme and asymmetric payoff configurations, (η, 0) and (0, η). This
scenario is illustrated in Figure 12.2 below.

In the first scenario (η/2 > ν), the unique stochastically stable state turns out
to be ωC ≡ (C, ζ,C, ζ ), provided ϑ (which bounds the support of the perturba-
tion) is small enough and λ (which controls the speed of aspiration adjustment) is

245 In the present case, �(�) represents the probability measures on � defined on the set B, i.e., the set of Borel
probability measures on �.
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y1
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ηζη/2ν

ρ2
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'

Figure 12.1: Convergence to aspirations (ζ, ζ ) after any single perturbation to player 2
(i.e., ρ2 or ρ ′

2) when η/2 > ν.

sufficiently large.246 The key basis for this conclusion is grounded on the following
twofold observation.

(i) From any limit state ω ∈ �0\{ωC} there is a single perturbation that, by
subsequently relying on the unperturbed dynamics alone, has the process
converge to ωC in the long run.

(ii) Conversely, no single perturbation from ωC may induce the unperturbed
process to converge with positive probability to any other limit state – in
this case, therefore, the unperturbed process converges a.s. back to ωC .

To understand intuitively the essential logic underlying these two observations
refer to Figure 12.1. For concreteness, we focus on the state ωD ≡ (D, ν, D, ν) as
the sole alternative to ωC . Then, we simply have to evaluate the “relative difficulty”
(mutation-wise) of the transitions across these two states. First, concerning the
transition from ωD to ωC , suppose a perturbation such as ρ2 occurs at some t that
brings the aspiration pair ( y1(t), y2(t)) to the interior of the convex hull of payoffs
given by

P ≡
{

y = ( y1, y2) ∈ �1 ×�2 : y = α1(ζ, ζ ) + α2(ν, ν)

+α3(η, 0) + α4(0, η), αi ≥ 0,
∑4

i=1 αi = 1

}
.

Once this mutation has occurred, it is clear that the unperturbed process cannot
bring the players’ aspirations out of int(P), the interior of the set P . Thus, because
at any point in int(P) both players can be satisfied only if they are both cooperating

246 As explained, the upper bound on ϑ is required to ensure that perturbations are genuinely local. On the
other hand, the lower bound on λ is geared toward guaranteeing the convergence of the unperturbed process
(cf. Subsection 11.2.2).
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(and their aspirations are both below ζ ), it follows from arguments used in proving
Theorem 11.1 that the unperturbed process must eventually converge, a.s., to ωC .

But, by a similar token, we may also argue that, after a perturbation such as ρ ′
2

takes place at ωC , the only state to which the unperturbed process may converge
is ωC itself. Again, the simple reason here is that, along the ensuing path, the only
case in which both players may be satisfied is when both are cooperating and their
aspiration is below ζ. This continues to guarantee that, eventually, the unperturbed
process must converge to the state ωC with probability one.

The former two observations easily extend to all other possible transitions in
�0 (cf. Exercise 12.20). Specifically, one finds that, while just one perturbation
is enough to have the unperturbed dynamics bring the system from any state in
�0\{ωC} to ωC , any of the opposite transitions cannot be triggered by a single
perturbation. Thus, in the language used in the analysis of finite-state models (recall
Subsection 12.6.4.3), one may heuristically say that while the co-radius of {ωC} is
equal to one, its radius is unambiguously larger. Indeed, this is the essential logic that,
rigorously formalized, may be used to establish that ωC is the unique stochastically
stable state in the present case.

Let us now turn to the second payoff scenario where η/2 < ν.Then, as illustrated
in Figure 12.2, it is easy to see that just a single perturbation from either ωC or ωD

may have the unperturbed process converge to the other state,ωD orωC , respectively,
with positive probability. By contrast, concerning the other two states in�0, no path
can converge to either (C, 0, D, η) or (D, η,C, 0) from any initial state where both
players have a positive aspiration level. This implies, in particular, that no (small)
perturbation atωC orωD may have the unperturbed process converge to (C, 0, D, η)
or (D, η,C, 0) – that is, the process must return a.s. to either ωC or ωD (both with
positive probability).

y1

2

ηζη/2 ν

ρ2

'ρ2

Figure 12.2: Reciprocal convergence across aspiration levels (ν, ν) and (ζ, ζ ) after a single
perturbation (i.e., ρ2 and ρ ′

2, respectively) when η/2 < ν.
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The former considerations can be succinctly summarized as follows. While ωC

and ωD are both reachable by the unperturbed dynamics after a single perturbation
from any other state in �0, neither of the two other states in �0, (C, 0, D, η) or
(D, η,C, 0), can be reached with positive probability from ωC and ωD. Overall,
this allows us to build on the customary logic and intuition to conclude that, in this
second scenario,247

�∗ = {ωC , ωD}, (12.59)

i.e., both ωC and ωD are stochastically stable.
As it stands, of course, (12.59) does not fully solve the equilibrium multiplicity

problem because the support of µ∗ fails to be a singleton. This means both of the
states in �∗, ωC and ωD, will be visited a nonnegligible fraction of time by the
(perturbed) learning process, even as ε→ 0. To refine this conclusion, it is natural
to turn our attention toward the other key parameter of the model, i.e., the rate λ at
which aspiration levels adjust on the basis of past experience. Clearly, the precise
weights displayed by the limit invariant distribution (not the support) have to depend
on it. To reflect such a dependence, let us refer to the limit invariant distribution as
µ∗
λ. Then, we now argue that, as the aspiration adjustment becomes very gradual

(i.e., as λ approaches unity), we have

lim
λ→1

µ∗(ωC ) = 1, (12.60)

i.e., almost all weight of the limit invariant distribution is concentrated in the co-
operative state ωC .

To grasp the intuition underlying (12.60), the key point to understand concerns
the different nature of the paths that may lead from ωC to ωD and those that must
underlie the reciprocal transition. Even though both of them just require a single
perturbation, they are not comparably “easy” (or likely). Consider, on the one hand,
the transition from ωD to ωC after a perturbation such as ρ2 in Figure 12.2. This
transition may be done through the following sample chain of events. First, player 2
may switch to C (since she is dissatisfied with a payoff of ν once her aspiration
has risen to ν + ρ2). Next period, she may switch again (to D) because she is
obtaining a zero payoff that is still below her aspiration. Then, both players would
become dissatisfied in the following period, which implies that both could switch
to C with positive probability. If the aforementioned events in fact occur after the
perturbation, both players end up cooperating, being satisfied with their current
payoffs, and continue with this same state of affairs as they converge to the state
ωC from below in aspirations.

Consider now the opposite transition from ωC to ωD after a single perturbation,
ρ ′

2, a typical case being depicted in Figure 12.2. Note that, after such a perturbation,
the convergence of the unperturbed process toωD requires that the aspiration levels
become sufficiently low so that their path may approach (ν, ν) from below. But
this can conceivably happen only if players are subject to substantial inertia in

247 Of course, our conclusions still depend on the proviso that ϑ be small enough and λ sufficiently large – recall
Footnote 246.
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their choice adjustment. As the players adjust their aspiration downward, they are
permanently dissatisfied and would therefore revise their current action if given the
opportunity. If they do not carry out this revision, it must be because the process does
not “allow” them to do so, an event that happens for each player with independent
probability (1 − p) > 0 every period (cf. (12.54)). But, of course, an uninterrupted
chain of these events is more unlikely the longer it is. As λ approaches one, the
length of this chain (i.e., the required number of consecutive periods at which both
players must be subject to adjustment inertia) grows unboundedly. Therefore, the
probability that some such path in fact occurs after a perturbation at ωC becomes
progressively more unlikely, tending to zero, as λ ↑ 1.

The above considerations suggest that, as indicated, the relative weights dis-
played by µ∗ must be sharply biased toward the cooperative state ωC if players
update their aspirations very gradually. In essence, the main insight obtained in
this respect can be described as follows. When players react to endogenously de-
termined aspirations, upward adjustment – which “rides on satisfaction” – is so
much more likely than the opposite one that must struggle in an “uphill battle”
against dissatisfaction. As we discuss next, these considerations also play an impor-
tant role in pure-coordination games, where the same asymmetry between upward
and downward aspiration adjustment leads to long-run selection of the efficient
equilibrium.

12.7.2 Pure-coordination games

Now, we focus on bilateral pure-coordination games, the second strategic context
studied in Subsection 11.2.2 under reinforcement learning. Recall that a strategic-
form bilateral game G = {{1, 2}, {S1, S2}, {π1, π2}} is said to be of pure coordina-
tion if payoffs are nonnegative, |S1| = |S2| = r, and ∀q, q ′ ∈ {1, 2, . . . , r},

πi (s1q, s2q ′) > 0 ⇔ q = q ′. (12.61)

In this context, consider a reinforcement-learning model with flexible aspirations
(as given by (12.54)–(12.56)) and let (�, Qε) stand for the induced Markov process.
The analysis of this process is only outlined here, because the main considerations
involved are parallel to those explained in detail for the prisoner’s dilemma. The
essential points of the discussion can be organized as follows (cf. Exercise 12.23).

(a) First, we note from Theorem 11.2 that the unperturbed learning dynam-
ics converges a.s. to some pure-strategy state ω∗ = [s∗1q, y∗

1 , s
∗
2q ′, y∗

2 ] with
y∗

i = πi (s∗1q, s
∗
2q ′) for some q, q ′ ∈ {1, 2, . . . , r}. Therefore, the set of limit

states of the unperturbed dynamics �0 coincides with the set of pure-
strategy states and each of these states defines a singleton limit set of the
dynamics.

(b) Theorem 11.2 also establishes that, if the initial aspiration of at least
one of the players is positive (yi (0) > 0 for some i ∈ {1, 2}), the unper-
turbed dynamics converges a.s. to a Nash equilibrium of the game, i.e., a
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pure-strategy state ω∗ = [s∗1q, y∗
1 , s

∗
2q, y∗

2 ] for some q ∈ {1, 2, . . . , r},
common for both players. Let�e denote the set of such equilibrium states.
Then, the former conclusion can be strengthened as follows. If the initial
state ω(0) /∈ �e and yi (0) > 0 for at least one i ∈ {1, 2}, there is posi-
tive probability that the unperturbed process converges to any particular
ω ∈ �e.

(c) Now consider the process (�0, Q̂ε) resulting from the concatenation of a
one-step transition according to the perturbed stochastic process and an
indefinite operation of the unperturbed dynamics. Then, if the value ϑ that
bounds the magnitude of the perturbation is small (recall (12.57)), items
(a) and (b) above jointly imply the following conclusions:
(c.1) Q̂ε(ω,ω′) > 0 for all ω ∈ �0, and every ω′ ∈ �e.

(c.2) Q̂ε(ω,ω′) = 0 for all ω ∈ �e and every ω′ ∈ �0\�e.

(d) In view of (c), we must have�∗ ⊂ �e.But, on the other hand, because just
a single perturbation is required for the transitions contemplated in (c.1)
– cf. the last part of (b) – the converse inclusion also holds. Therefore, we
have �∗ = �e.

(e) Assume there is a pure-strategy Nash equilibrium of the game G, which
Pareto-dominates all others. Without loss of generality, suppose this equi-
librium is (s1r , s2r ) so that, for each i = 1, 2,

πi (s1r , s2r ) > πi (s1q, s2q) (q = 1, 2, . . . , r − 1).

Then, the same considerations explained in Subsection 12.7.1 for the pris-
oner’s dilemma suggest that, as λ→ 1, the limit invariant distribution be-
comes concentrated on the state ωrr ≡ [s1r , π1(s1r , s2r ), s2r , π2(s1r , s2r )].
That is, we have

lim
λ→1

µ∗
λ(ωrr ) = 1,

where µ∗
λ stands for the limit invariant distribution, as parametrized by λ.

The main insights obtained in the present pure-coordination scenario are quite
akin to those obtained for the prisoner’s dilemma under reinforcement learning. At
the risk of some redundancy, they can be summarized as follows. First, we find that,
as for the prisoner’s dilemma, all stochastically stable states are symmetric strategy
profiles and vice versa. Thus, in this case, the concepts of stochastic stability and
Nash equilibrium yield equivalent implications. To attain a sharper selection result,
we resort to an additional limit exercise (beyond the usual one on perturbation) that
focuses on the rate at which aspirations are updated. This leads to the conclusion
that, if aspiration updating is sufficiently gradual, the “doubly limiting” invariant
distribution induced (first the limit is taken in ε, then in λ) becomes concentrated
in the efficient (equilibrium) profile. In essence, this result reflects the same con-
siderations already explained at the end of Subsection 12.7.1: upward adjustment
of aspirations is so much easier than a downward one, because the latter has to
struggle against the dissatisfaction pressure working to derail it.
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12.7.3 Experimental evidence: prisoner’s dilemma

Since the very early days of game theory, the prisoner’s dilemma has been one of
the paradigmatic setups used for an experimental assessment of various behavioral
hypotheses concerning rationality and equilibrium. In fact, this game was first
proposed as the basis for a series of experiments, which were conducted by Melvin
Dresher and Merrill Flood at the Rand Corporation in 1950 – see Flood (1958).248

Springing from that original work, a large body of research on this game, both
theoretical and experimental, has developed along a wide range of directions.

In recent times, most of the experimental interest on the prisoner’s dilemma has
focused on the finitely repeated version of it. Specifically, the experimental designs
have been geared toward shedding light on the issue of backward induction (recall
Sections 8.1 and 8.5.2), asking the following questions: Do players eventually learn
to behave “rationally” and abide by the backward-induction logic? Or do they,
alternatively, eschew the implications of this logic in their quest of earning higher
“cooperative” payoffs? Two of the most influential papers addressing these questions
are those by Selten and Stoecker (1986) and Andreoni and Miller (1993), both of
which we briefly discuss below.

In contrast, most of the earlier experimental literature on the prisoner’s dilemma
did not focus on the strategic considerations induced by repeated interaction. In-
stead, the experiments were designed with the objective of having players regard
the repeated play of the prisoner’s dilemma as a concatenation of one-shot games.
This, of course, reflects a perspective on the game that is quite different from that
induced by its repeated interaction. In particular, it raises the issue of whether
bounded-rationality considerations may bring about cooperation when players may
adjust their behavior over time. As a representative instance of this early experi-
mental literature, our subsequent discussion focuses on the work of Lave (1962).

Each of the three different papers mentioned above highlights a different aspect
of the repeated prisoner’s dilemma. Thus, the experiments by Selten and Stoecker
(1986) underscore the tension between the reluctance of players (even experienced
ones) to play as the Nash equilibrium prescribes and the internal inconsistency of
attempting to do otherwise. On the other hand, the experimental setup studied by An-
dreoni and Miller (1993) aims at understanding the possible rise of cooperation in the
finitely repeated prisoner’s dilemma along the lines of the incomplete-information
(reputation-building) model of Kreps et al. (1982) – recall Sections 8.4 and 8.6.
Finally, the experimental results reported by Lave (1962) suggest that the forces at
work in the simple reinforcement-learning model studied in Subsection 12.7.1 may
lead to cooperation when players ignore repeated-game considerations. In what
follows, we briefly outline these three papers.

In the experimental setup designed by Selten and Stoecker, subjects played 25
repeated games (or rounds), each of these rounds consisting of 10 consecutive
repetitions of the prisoner’s dilemma with the same partner. Subjects were made
to believe they could never play in two different rounds with the same player. The

248 This experiment was first reported by Flood (1952).
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main regularities observed can be summarized as follows.

(1) Once players had gained some experience (roughly, after the first 12 rounds
had been completed), play mostly consisted of what the authors call “coop-
erative play.” This kind of play is characterized by the following threefold
requirement:
(a) There is some m, 4 ≤ m < 10, such that in the first m periods both

players cooperate.
(b) In period m + 1, at least one of the players defects.
(c) For all periods j = m + 2, . . . , 10, both players jointly defect.

(2) Among “experienced” players (i.e., roughly in the last 13 rounds, as ex-
plained above), the intended deviation period where players target their
first defection displays a gradual but clear-cut tendency to move forward
(i.e., earlier in the repeated game).

Somewhat informally, the above two observations can be summarized as follows.
On the one hand, there is a first phase of the experiment consisting of its early
rounds when individuals learn how to support cooperation in the game by relying
on reciprocating (trigger-like) strategies. Then, once this learning has been largely
achieved, there is a second phase when players turn to realizing the force of the
backward-induction logic and the consequent risk of being “exploited” by their
partners. This gives rise to end effects that, as players gain experience, materialize
at earlier stages in the repeated game.

Next, we turn to the experiments of Andreoni and Miller (1993). As advanced,
the aim of these authors was to assess the empirical basis for the incomplete-
information approach proposed by Kreps et al. (1982) to resolve the “prisoner’s
dilemma paradox.” The experimental design was as follows. Different groups of 14
subjects played 20 rounds of a 10-stage repetition of a prisoner’s dilemma. There
were a number of distinct treatments performed under different conditions, with
each subject participating in only one of them. An important point to emphasize,
however, is that the 20 rounds of each treatment were conducted among the same
14 individuals, all of whom were randomly paired afresh at the beginning of each
round.

We concentrate our discussion on just two of the treatments considered by
Andreoni and Miller. One of them – labeled Partners – refers to the ordinary
version of the repeated game, with no particular “noise” added to it. For this case,
the authors report an average level of cooperation across different rounds that de-
creases steadily as the repeated game moves forward. Thus, in the early stages of
the different repeated games, around 40% of the subject pairs cooperate, while
this fraction eventually fell well below 10% by the last stage. The authors attribute
the observation that some significant amount of cooperation materializes at the
beginning of many repeated games to the fact that the same pool of 14 players
is rematched in every round. This, they argue, makes some subjects entertain the
conjecture (indeed a correct one) that some of their partners in the (fixed) popula-
tion behave altruistically. This conjecture leads those subjects to trying to build for
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themselves an altruistic reputation in any given repeated game, with the hope that
such a reputation may succeed in supporting some early cooperation.

In a different treatment – labeled Computer50 – Andreoni and Miller introduced
explicitly the possibility of reputation buildup into the design of the experiment.
Specifically, players were informed that, at the beginning of each round, there would
be a 50% chance their partner might be a nonhuman (i.e., a computer) that played
the following tit-for-tat strategy (cf. Section 8.4):

“At each t, cooperate if the partner chose C in the preceding period; oth-
erwise, defect.”

As one would expect, this had a strong effect in enhancing the reputation-building
incentives of players and therefore induced a large increase in average cooperation.
Specifically, it was observed that quite a large fraction of subject pairs (around
60%) maintained joint cooperation in an almost stable (i.e., constant) manner up
to the very last two periods. This represents a rather sharp confirmation that, under
incomplete information of the sort posited by Kreps et al. (1982) in the finitely
repeated prisoner’s dilemma, players’ incentives to build up a “useful reputation”
may indeed support cooperative behavior.

Finally, we turn to the experiments of Lave (1962). As advanced, his approach
was not designed to study repeated-game effects but focused instead on how players
learn to play the prisoner’s dilemma over a large number of repetitions of the
one-shot game. In general, the issue of whether the experimental setup can be
effectively controlled so that the subjects indeed view the situation as intended (i.e.,
as a sequence of one-shot games) is highly controversial. We argue, however, that
some of the features of Lave’s experimental design as well as the main regularities
observed can be regarded as indirect support for this standpoint.

Lave reports on four different series of experiments, each conducted at differ-
ent times and with different subjects. All these experiments consisted of several
protracted runs of play of the same prisoner’s dilemma conducted in a parallel and
independent manner. Every run was played between a fixed pair of subjects and this
was known to the individuals involved. In three of the series, there were at least 100
repetitions.249 And while in one of these the number of repetitions was fixed, in the
other two series there was an independent probability of ending the game once it
had reached the 100th iteration. Finally, it is important to stress that, in every case,
the players were fully informed about all the details of the situation (i.e., number
of repetitions, ending probability, etc.)

In view of the substantial length displayed by the experimental runs, end effects
(when present) affected only an insignificant fraction of the total observations. For
the most part, behavior in any given run was governed by other considerations.
The main regularities observed across the different series of experiments can be
summarized as follows. Along each run, the average fraction of cooperating subject
pairs displayed a clear upward trend. It moved from a rough 20% at the early stages

249 A fourth series of experiments had only 50 iterations per run and is ignored in our discussion. Its qualitative
behavior, however, is not different in any essential way from the other three series.
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to over 80% by the 80th stage. The situations in which the individuals in a given pair
chose a different action were very short-lived and rare. In contrast, the cooperating
pairs tended to display a rather strong steadiness in their actions. Despite that the
aforementioned trend appeared very clearly, the growth of cooperation was not
always monotone. That is, relatively short relapses were observed where overall
cooperation decreased for a few rounds, just to see it regain its previous level along
the underlying trend.

The former regularities are largely consistent with the model discussed in Subsec-
tion 12.7.1. Indeed, this model predicts that, as time proceeds, a progressively larger
fraction of (independent) subject pairs must have been successful in implementing
a transition to the cooperative outcome. Once there, of course, any of these pairs
may still return to joint defection thereafter (hence producing occasional reversals
on the frequency of cooperation). However, the fact that this opposite transition is
much less likely should still lead one to observe that an upward trend does hold in
the overall population.

Summary

In this final chapter, our objective has been to complement the learning models
studied in Chapter 11 with a “robustness” analysis tailored to tackling the key
issue of equilibrium selection in games. To this end, we have focused on behav-
ioral rules that, along the sophistication ladder used to organize them, embody
relatively more stringent bounds on players’ reasoning and perception abilities.
Specifically, these rules have ranged from best- (or better-) response adjustment to
interplayer imitation or reinforcement learning with flexible aspirations. In each
case, the methodological approach has been the same. The learning dynamics has
been perturbed with some stochastic noise, which may be interpreted as the out-
come of individual “mutation” or experimentation. This perturbation renders the
induced stochastic process ergodic and thus leads to a unique pattern of long-run
behavior, as captured by its (unique) invariant distribution. Our primary interest has
then been to characterize this limit invariant distribution (or, more specifically, its
support) when the magnitude of the underlying noise becomes arbitrarily small.

This approach has been applied to a variety of strategic setups: bilateral coor-
dination games, the minimum-effort game, Cournot oligopoly, and the prisoner’s
dilemma. In some of these cases, we have contrasted the implications of alternative
interaction setups (e.g., local versus global interaction) and/or different learning
dynamics (best-response adjustment versus imitation). The overall message that
transpires from this exercise can be summarized as follows. In general, the details
of the interaction setup and the nature of the learning dynamics may have drastic
effects on the theoretical predictions of the model, both concerning the long-run
outcomes selected as well as the rates of convergence. This, of course, may be seen
as a word of warning to be heeded in specific applications. On the other hand, it
is also suggestive of the theoretical richness of the approach, which responds to
what often should be regarded as relevant details of the environment. In fact, we
have provided some empirical support to the latter viewpoint by briefly reviewing
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some relevant experimental evidence. In this evidence, many of the key insights
derived from the theoretical analysis appear largely corroborated. In particular, we
have observed that considerations of strategic risk are an important determinant of
choice in coordination games or that imitation and best-response adjustment induce
the contrasting implications predicted by our learning models in Cournot setups.

Exercises

Exercise 12.1: Recall the global-interaction coordination framework studied in
Subsection 12.4.1. Show that the best-response dynamics given by (12.4) and (12.5)
converges, almost surely, to one of the two monomorphic states ωα or ωβ.

Exercise 12.2: Show that, in the round-robin coordination context played under
imitation, the cost function ĉ(·) for the derived model {(�0, Q̂ε)}ε∈[0,1) is given by
(12.21).

Exercise 12.3: Prove that, in the round-robin coordination context played under
best-response adjustment, the co-radius of the state ωβ satisfies the lower bound
displayed in (12.32).

Exercise 12.4*:

(i) Reconsider the coordination setup with local interaction studied in Sub-
section 12.4.2 and study the long-run performance of the learning model
induced by the imitation rule given by (12.2) and (12.3) – specifically,
characterize the stochastically stable states and provide upper bounds on
their expected waiting times.

(ii) Now reformulate the model studied in (i) above under a “local” imitation
rule that replaces (12.2) by

M̃i (s) ≡ {s j : j ∈ U �
i , π j (s) ≥ πi (s)},

where U � = {U �
i }i∈N is the social network given in (12.12). Characterize

the stochastically stable states.

Exercise 12.5: Derive the upper bound (12.34) on expected waiting times arising
in the model of local interaction studied in Subsection 12.4.2.

Exercise 12.6*: Recall the evolutionary setup with centralized interaction that
is postulated in Subsection 12.4.3 and consider two alternative variants of it. In
the first one, all players adjust their behavior through myopic best response. In the
second one, the peripheral players learn by imitation among themselves, but the
central player never adjusts her behavior (except by mutation) since she has no
similarly positioned player to imitate. Characterize the set of stochastically stable
states.

Exercise 12.7: In the context with centralized interaction studied in Subsection
12.4.3, provide an explicit lower bound on n (the size of the population) that is
required for the conclusions specified in the text to hold. How is the analysis affected
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if this lower bound is not met? Characterize the stochastically stable states in the
latter case.

Exercise 12.8*: Consider again the centralized-interaction setup studied in Sub-
section 12.4.3. We have shown that, in this context, the limit invariant distribution
attributes positive weight to each of the states in �0, i.e., both µ∗(ωα) > 0 and
µ∗(ωβ) > 0.Can you suggest what the relative magnitudes of each of these weights
should be? Attempt to provide a precise answer or, alternatively, at least a heuristic
one.

Exercise 12.9*: Generalize the evolutionary approach introduced at the beginning
of Section 12.4 as follows. Suppose each player i ∈ N mutates with respective
(idiosyncratic) probabilities εi , which are determined by corresponding smooth
functions φi : [0, 1) → [0, 1), εi = φi (ε), where ε is the common base parameter
reflecting the “overall level of noise” in the system. Further suppose that φi (0) = 0
and

0 < lim
ε→0

φi (ε)

φ j (ε)
<∞ (i, j = 1, 2, . . . , n). (12.62)

It can be shown that the techniques presented in Section 12.6 can be used to obtain
the same results as in the text for each of the different strategic setups considered.
Prove it in detail for the case in which the population plays a bilateral coordination
game under global interaction.

Exercise 12.10*:

(i) In a spirit similar to that of Exercise 12.9, now assume that the muta-
tion probabilities may depend on the prevailing state so that there is some
smooth function φ : [0, 1) ×�→ [0, 1), where εω = φ(ε, ω) is the mu-
tation probability at state ω when the base parameter reflecting the overall
noise of the system is ε. (For simplicity, assume all players mutate with the
same probability.) Further suppose that φ(0, ·) = 0 and, as the counterpart
of (12.62), we have that

0 < lim
ε→0

φ(ε, ω)

φ(ε, ω′)
<∞ (12.63)

for each ω,ω′ ∈ �. Focus on the context in which the population plays
a bilateral coordination game under global interaction and show that the
results established in the text are not affected by the proposed variation.

(ii) Now consider a situation such as the one described in (i) above but, instead
of (12.63), suppose φ(ε, ω) = ε for all ω �= ωα but

φ(ε, ωα) = εr

for some r ∈ N. Given n (the population size), characterize the values of
r that lead to the same selection result (i.e., the same stochastically stable
state) as in the text. What happens for other values of r?
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Exercise 12.11:

(i) Recall the evolutionary model of Subsection 12.4.1 where agents play a
bilateral coordination game under global interaction. Reformulate it under
the assumption that players adjust their actions on the basis of the better-
response rule given by (12.6) and (12.7). Characterize the stochastically
stable states.

(ii) Consider the same behavioral assumption contemplated in (i) above for the
case in which players are involved in the minimum-effort game (cf. Sec-
tion 12.4.4).

Exercise 12.12: Suppose the payoff function of the minimum-effort game
(cf. (12.14)) is changed to that of a “maximum-effort game” as follows:

πi (e1, e2, . . . , en) =
{

max
j∈N

e j

}
− γ ei (i = 1, 2, . . . , n),

where γ ∈ (0, 1). Let players be involved in a (perturbed) evolutionary process
where they adjust their behavior through imitation (i.e., (12.2) and (12.3) applies).
Characterize the stochastically stable states and compare them with the Nash equi-
libria of the game. Contrast your conclusions with those of the minimum-effort
game analyzed in the text.

Exercise 12.13:

(i) Propose conditions on the demand and cost functions of the Cournot model
described in Subsection 12.3.3 that guarantee that both the Cournot and
Walras symmetric equilibria exist and are unique.

(ii) Show that if a Walras symmetric equilibrium exists, it is always unique,
provided that the law of demand is satisfied (i.e., the demand function is
decreasing). Is the analogous statement true for Cournot equilibrium?

Exercise 12.14*: Consider the Cournot context presented in Subsection 12.3.3
and suppose that not only the demand function but also the firms’ (common) cost
function are both decreasing. Determine the stochastically stable states obtained
in the evolutionary model where all firms are imitators (i.e., adjust their behavior
according to (12.2) and (12.3)). Compare your conclusions with those obtained in
the text and discuss the formal and conceptual differences.

Exercise 12.15*: Reconsider the Cournot evolutionary model under imitation stud-
ied in Subsection 12.4.5.1 but introduce the following variation on the original
model: when a firm is subject to mutation, it changes its prior output x to one of
the two neighboring outputs in� (i.e., max {x − !, 0} or min {x + !, v!}), each of
them chosen with equal probability. Using the Kandori-Rob techniques described
in Subsection 12.6.4.2, characterize the set of stochastically stable states of the
corresponding (perturbed) evolutionary process.

Exercise 12.16: Recall the hybrid behavioral dynamics contemplated in Subsec-
tion 12.4.3 for the context in which a bilateral coordination game is played under
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centralized interaction. There, player 1 was postulated to adjust her behavior through
myopic best response (i.e., according to (12.36)), whereas players 2 through n
were assumed imitators among themselves (i.e., behave as in (12.35)). Apply the
same behavioral mixture to the Cournot context described in Subsection 12.4.5.1;
i.e., suppose firm 1 behaves according to (12.5) and firms 2 through n behave ac-
cording to (12.3). Characterize the stochastically stable states of the (perturbed)
evolutionary process thus induced.

Exercise 12.17: Show that the derived family of Markov chains {(�0, Q̂ε)}ε∈[0,1)

constructed in Subsection 12.6.4.2 from the original canonical model defines by
itself a proper canonical evolutionary model.

Exercise 12.18: Let A ⊂ �0 satisfy R(A) > C R(A).Show directly (i.e., not merely
invoking Proposition 12.3) that no other set B ⊂ �0\A may satisfy R(B) > C R(B).

Exercise 12.19: Let (�, Qε) stand for the perturbed stochastic process modeling
reinforcement learning in the prisoner’s dilemma (cf. Subsection 12.7.1). Show that
the sufficient condition (12.58) invoked to guarantee the ergodicity of the process
holds in this case.

Exercise 12.20: Recall the argument spelled out in Subsection 12.7.1 concerning
the stochastic stability of ωC in the prisoner’s dilemma when η/2 > ν. This argu-
ment was restricted to transitions across the symmetric states ωC and ωD. Extend it
to the transitions involving the other two limit states (C, 0, D, η) and (D, η,C, 0).

Exercise 12.21*: Consider a reinforcement-learning model such as the one de-
scribed in Section 12.7 but now postulate that, if an individual is subject to a
perturbation, the following events occur: (i) her aspiration adjustment rule is un-
affected (i.e., aspirations are still modified according to (12.55)); (ii) her action is
chosen afresh, all of those possible selected with equal probability. Use this alter-
native model to study the prisoner’s dilemma when η/2 > ν and argue that a line of
argument analogous to that used in the text leaves our main conclusions unchanged,
i.e., the unique stochastically stable state displays joint cooperation.

Exercise 12.22*: Assume there are 2n players who learn through (perturbed) rein-
forcement learning, as described in Section 12.7. Every period, they are randomly
matched in pairs to play (only once) a prisoner’s dilemma. Model the social dynam-
ics as a Markov process and extend the reasoning used in the text to conclude that,
if η/2 > ν, the unique stochastically stable state must involve full cooperation by
every player. What happens if η/2 < ν?

Exercise 12.23: Recall the itemized discussion of Subsection 12.7.2 pertaining
to the long-run behavior of a reinforcement-learning process in pure-coordination
games. Prove in detail the items labeled (b) and (c).
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asymptotic stability, 367–8
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and efficiency impossibility, 266–7
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existence of, 198
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ε-Nash equilibrium and ε-subgame-perfect
equilibrium, 309–11, 435–7
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cost function in, 476
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stochastic stability and long-run dynamics in, 477–9

evolutionary stable strategy (ESS), 357–61
and asymptotic stability in RD, 369–70
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nonexistence of, 360
and perfect equilibrium, 359–60

evolutionary systems, social, 372–82
payoff monotonicity property in, 376–7
regular and payoff-monotonic, see RPMES
regularity property in, 378
two-population RD, 376
vs. RD, 372, 376

extensive-form representation, games in, 4–8, 11–13
and backward induction, 111–12
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game trees for, 3, 5–6
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information sets in, 7
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order of moves in, 6
strategic-form representation of, 12–13, 135, 140,
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fictitious play, 421–7
in 2 × 2 generic games, 423–5
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folk theorems, 283, 286

with finite horizon, 291–4, 307–11
under incomplete information, 312–15, 317–19
with infinite horizon, 287–91, 300–4
and subgame perfection, 300–11

forward induction, 124–5, 127–8
vs. backward induction, 124
and deviations as signals, 127–8
and elimination of weakly dominated strategies,
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example of, 123–4
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free rider problem, 85–6
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RD and asymptotic stability in, 370–1
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extensive-form representation of, 12
strategic-form representation of, 15

Hotelling oligopoly model, 171–6
and Bertrand model, 176
interpretation of, 171–2
SPE in, 175–6

imitation learning dynamics, 414–15, 448
in bilateral coordination games, 454–9, 462, 464
in Cournot oligopoly, 468–9
in minimum-effort game, 466–7
perturbed process of, 454

implementation problem, see also mechanism design,
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Bayesian, 258–9
Nash, see Nash implementation problem
with single-valued SCR, 182

income equivalence theorem, 266–7
incomplete information, see also Bayesian games,

113, 191–2
battle of the sexes under, 188–9, 193–4
Cournot duopoly under, 189–90, 194

individual rationality condition, 263, 273, 287
interim optimality, 197
interim situations, 191–2
intuitive criterion, 217, 221–4

definition of, formal, 223–4
and forward induction, 221–2
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224

Kakutani’s fixed-point theorem, 51
Kalai-Lehrer theorem, 436
King Solomon’s dilemma, 94, 177–82

implementation possibility of, see Glazer-Ma
allocation mechanism

Nash implementation impossibility of, 94, 177–9
Kuhn’s Theorem, 23, 433

labor market and efficiency wages model, 341–51
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347–51
repeated game with perfect observation in, 344–7
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Leontieff technology, 99
Lerner index, 75–6
Liapunov stability, 368
limit invariant distribution, 454, 477
Liouville’s theorem, 431–2

Markov chains, 474–6
ergodicity in, 475
invariant distribution of, 475

matching-pennies game, 9
extensive-form representation of, 9
fictitious play in, 423
perturbed version, 219–21
repeated, 218
strategic-form representation of, 14

maximin value, 46–50
mechanism, 91–2, 257–8

definition of, formal, 91
direct, 258
outcome function in, 91

mechanism design, 90–91, 176–82
for indivisible object, allocation of, 176–182
and Nash implementation, see Nash

implementation problem
for public-good, allocation of, see public-good

allocation
set of environments in, 91
social choice rule in, 91

minimax payoff, 287–9
minimax value, 46–50
minimum-effort game, 451–2

best-response dynamics and equilibrium selection
in, 466

experimental evidence on, 471–2
imitation learning and equilibrium selection in,

466–7
risk-dominance and efficiency in, 467

mistakes, 121–3, 132
in strategic-form, 139

mixed extension of a game, 16–18
and extensive-form representation, 18
and strategic-form representation, 17
expected payoffs in, 17

mixed strategies, 16–17
vs. behavioral strategies, 18–21
discussion of, 217–18
and strategic equivalence, 21–3
support of, 33

monotonicity condition, 93

Nachbar theorem, 440
Nash equilibrium, 35–9

and best-response correspondences, 39–44
and correlated equilibria, 60–1
criticisms of, 126
definition of, formal, 37, 39
discussion of, 36–7
in dominance solvable games, 38
existence of, 38, 43–5, 50–3
as a fixed point, 39, 50–1
and mechanism design, see Nash implementation

problem
in mixed strategies, 39, 217–18
pure strategy, 37–8, 53
and rationalizability, 64
refinements of, 110, 115, 117, 120, 128, 131, 135
uniqueness of, 38, 123



510 Index

in weakly undominated strategies, 136
in zero-sum games, 47–50

Nash implementation problem, 90–9, 176–7
canonical mechanism for, 95–7
definition of, formal, 90–2
and full information extraction, 97
in King Solomon’s dilemma, impossibility of, 94,

177–9
and monotonicity condition, 93
and No Veto Power condition, 93, 95
necessary conditions for, 93, 177
sufficient conditions for, 95
and Walrasian SCR, 98

No Veto Power condition, 95
normal-form representation, see extensive-form

representation, games in

oligopolies, 72–83, 151–159
Bertrand model of, 78–83, 334–41
Cournot model of, 72–8, 324–34
Hotelling model of, 171–6
price competition under capacity constraints model

of, 153–9
Stackelberg model of, 151–3

order beliefs, 62
overtaking criterion, 285n

payoff dominance, 32, 136
payoffs, 7

in mixed extension, 17
payoffs, intertemporal, 282–5

and overtaking criterion, 285n
discounted, 284
limit average, 285
time-average, 284

perfect Bayesian equilibrium, 120
perfect equilibrium, 121–2, 131–4, 139–42

consistency and subgame perfection of, 134
definition of, formal, 132
discussion of, 121–12
existence of, 133–4
in strategic form, 139–42

perfect recall, 18, 116–17
definition of, formal, 21
and strategic equivalence, 21–3

perturbed Markov processes, 474–82
canonical model of, 476–7
Markov chains in, 474–6

pooling equilibrium, 212–3
potential and ordinal-potential games, 417–19
prisoner’s dilemma, 1, 281

coalition-proof equilibrium in, 55
experimental evidence on, 492–5
incomplete information version, 295–6
RD in, 387–93
reinforcement learning and equilibrium selection

in, 407–10, 485–90
repeated, finitely, 281–2, 294

repeated, infinitely, 282–3
reputation effects in, 295
strong equilibrium, nonexistence of, in, 54
trigger strategies in, 434, 493
tit-for-tat strategies in, 296, 434, 494

proper equilibrium, 122–3, 133–4
consistency and subgame perfection of, 134
definition of, formal, 133
discussion of, 122–3
existence of, 133–4
in strategic form, 142

pseudo-stationary equilibrium, 164
public-good allocation, 83–90

benevolent planner in, 83
Bowen-Lindahl-Samuelson condition in, 84–85, 89
efficient allocations in, 83–4
free rider problem in, 85–6
Lindahl Equilibrium in, 88
subscription mechanism for, 85–6
Walker’s efficient mechanism for, 86–90

pure-coordination games, bilateral, 411–12
reinforcement learning and equilibrium selection

in, 490–2
purification of mixed-strategy Nash equilibrium,

218–19
and smoothed best-response functions, 428

rational agents, 1–2, 103
rational expectations, 104
rational learning model, 433–41

conventional strategy spaces in, 438–40
Grain of Truth assumption in, 434
and Kalai-Lehrer theorem, 436
and Nachbar theorem, 440

rationality
and common knowledge, 31, 61–2
as dominated strategies avoidance, 32, 35
as payoff maximization, 1–2, 30, 62
order beliefs in, 62

rationalizability, 61–8
and common knowledge of rationality, 61–2
and iterative deletion of dominated strategies, 65–6
and Nash equilibrium, 64
and order beliefs, 62
and rationalizable strategies, 62–3

regular and payoff-monotonic evolutionary systems
(RPMES), 378

dominance in pure strategies in, 380
Nash equilibrium in, 378–9
payoff monotonicity property in, 377
regularity property in, 378
trading complementarities under, 382–4

reinforcement learning dynamics, 399
with flexible aspirations, 406–12, 482–92
in prisoner’s dilemma, 407–10, 485–90
in 2 × 2 generic games, 403–5
in pure-coordination games, 411–2, 490–1
with positive and fixed aspirations, 399–406
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renegotiation-proofness, 304–6
repeated games, 281–6

definition of, formal, 283–4
equilibrium multiplicity in, see folk theorems
equilibrium robustness in, 314–15
under incomplete information, 295–300, 311–19
and Kalai-Lehrer theorem, 436
labor market, see labor market and efficiency wages

model
patience in, 285, 287
payoffs in, intertemporal, 282–5
renegotiation-proofness in, 304–6
reputation effects in, see reputation effects
SPE uniqueness in, 306–7

replicator dynamics (RD), 363–6
and asymptotic stability, 368
continuous-time version of, 365
and ESS, 369
and Nash equilibrium, 366–7
and payoff-monotonicity, 377
and reinforcement learning dynamics, 401–3
and social evolution, 372
and weak dominance, 381–2
properties of, 366
repeated prisonner’s dilemma under, 387–93
risky trading under, 384–7
in 2 × 2 generic games, 403–5
two-population, 376, 401
vs. social evolutionary systems, 372, 376

reputation effects, 294–300, 311–19
in chain-store game, 297–300
with a common time horizon, 311–14
and irrationality, 295–7, 311–12
in prisoner’s Dilemma, 295–7
with single long-run player, 315–19

reservation price, 266
reservation values, 268
revelation principle, 258–62, 271

and direct mechanisms, 260
in one-side auctions, 262–3
and truthful revelation, 260
in two-sided auctions, 272

risk aversion, 246
risk-dominance, 450
rock-scissors-paper game, 28, 362–363

ESS nonexistence in, 363
Nash equilibrium uniqueness in, 363
RD and stability in, 371–2

Rotschild-Stiglitz adverse selection model, 244–6
under complete information, 247–9
under incomplete information, 249
pooling equilibrium nonexistence, 249–51
separating equilibrium, necessary conditions for,

251–2
separating equilibrium, nonexistence, 252–4
strategies, 246
WPBE and pure-strategy WPBE of, 246–7
zero-profit condition, 247

round-robin context games, 414, 419
Rubinstein-Stahl bargaining model, 159–65
Rubinstein-Wolinsky bargaining model, 166–71

separating equilibrium, 212
sequential equilibrium, 120, 128–31

and consistent assesments, 129–31
consistency and subgame perfection of, 134
definition of, formal, 131
existence of, 133–4
and proper equilibrium in strategic form,

142–3
sex-ratio game, 394–5
Shapley value, 23–5
signaling equilibrium, 208–10

beliefs and pattern of beliefs in, 208
definition of, formal, 209
existence of, 210
and intuitive criterion, 221–4
separating and pooling types of, 212–13
and WPBE, 208–9

signaling games, 204, 206–8
definition of, formal, 206–8
labor market, see Spence signaling model
messages in, 207
strategies in, 207

smooth fictitious play, 427–33
and smoothed best-response function, 427
in 2 × 2 generic games, 430–2

social choice rule (SCR), 90–1
and monotonicity condition, 93
and No Veto Power condition, 93, 95
Walrasian, 98

Spence signaling model, 231–2
under complete information, 232–3
hybrid type equilibria in, 239–40
under incomplete information, 233–44
and the intuitive criterion, 240–4
pooling type equilibria in, 235–6
separating type equilibria in, 236–9
signaling equilibrium in, 234

Stackelberg oligopoly model, 151–3
vs. Cournot model, 153
SPE in, 153

stage game, 281, 284
stochastically stable states, 454, 477, 479–80

Ellison’s approach to, 481–2
Freidlin-Wentzell’s characterization of, 480
Young’s characterization of, 480–1

strategic-form representation, games in, 12–14
and extensive-form representation of, 12–13, 135,

140, 142
payoff function in, 14
players in, 13
strategy space in, 13

strategy, 12
behavioral, 18
definition of, formal, 13
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dominated and weakly dominated, see dominated
strategies

mixed, 16–17
pure, 13, 16
rationalizable, 62–3
semistationary, 167

strict Nash equilibrium, 135, 402–3
strictly competitive games, see zero-sum games
strong equilibrium and Pareto efficiency, 53–5
subgame-perfect equilibrium (SPE), 111–13

and backward induction, 111
definition of, formal, 117
existence of, 133–4
and WPBE, 115, 119, 128

subgames and proper subgames, 111–12, 115–16
symmetric bilateral games, 356–7
symmetric games, 413

time discounting, 160
tit-for-tat strategies, 296, 388, 434
tree, game, 3, 5–6
trembling-hand perfect equilibrium, see perfect

equilibrium
trigger strategies, 325–6, 335–6, 434

types, 191–2, 206–7
rare, irrational, 295, 312

virtual valuation, 265

Walker’s mechanism, 86–90
Walras law, 100
Walrasian equilibrium, 452

and imitation learning in Cournot oligopoly model,
468–9

weak perfect Bayesian equilibrium (WPBE), 114–15,
117–20

definition of, formal, 119
and SPE, 115, 119

zero-sum games, 45–50
and constant-sum games, 45–6
definition of, formal, 46
and equilibrium interchangeability, 50
fictitious play in, 423
maximin and minimax values in, 46
Nash equilibria for, 47
value of the game for, 48
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