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Preface

This book is an overview of the fundamentals and applications of nanosciences
and nanotechnologies, focusing mainly on nanophysics. Our aim as editors is
to use a pedagogical approach in the readers’ own language in order to provide
a grounding in all the major theoretical and experimental aspects of this new
generation of science for students preparing a Masters or a PhD, researchers
and university professors.

We wish to extend our thanks to Paul Siffert of the European Materials
Research Society for his support of this English version and to Stephen Lyle
for his excellent translation from the French.

Paris, Claire Dupas
July 2006 Philippe Houdy
Marcel Lahmani



Foreword to the French Edition

Research scientists have not only a three-fold duty to society, but also a three-
fold ambition: to discover, to invent, and to inform. A piece of knowledge that
remained forever the exclusive possession of those who built it would, like a
hidden treasure, be worthless to all, even those who concealed it.

Scientists and technicians have a duty to share their knowledge. This is
precisely the intention of those who have written this book, explaining the
achievements of nanoscience and the prospects it offers us.

The book is aimed at engineers, undergraduates and postgraduates alike.
Indeed, it should be accessible to anyone with a scientific or technical back-
ground. The subject is an exciting one that has blossomed with astonishing
rapidity over the last few years. Nanoscience, nanotechnology and nano-
materials have become a central field of scientific and technical activity.
Investigations involve state-of-the-art physics and the full force of our present
understanding of matter. Indeed, quantum phenomena are omnipresent.
Industrial applications are prolific and wide-ranging, including electronics,
communications, magnetism, mechanics, and new materials, not to mention
biology, to which a whole volume could easily be dedicated.

The first edition was published in French by unanimous decision of the
authors, and they are to be congratulated. This will in no way hinder its
dissemination in other languages. The contents are clear, to the point, and
appealing. I wish the reader the same pleasure and interest I have found in
them myself.

There is a great need for good scientific writing today, and here is a perfect
example.

Academy of Science, Paris Hubert Curien
December 2004
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Convinced thou must confess such things there are
As have no parts, the minimums of nature.

Lucretius, De Natura Rerum

Several centuries before the advent of Christianity, nature had already been
broken down into atoms. As the culmination of a long line of Greek philoso-
phers, including Democritus and Epicurus, it was Lucretius who formulated
this first detailed ‘atomistic’ description of nature in the first century BC. This
was not yet nanoscience, but simply science. However, it was not until the be-
ginning of the nineteenth century, some 20 centuries later, that the atomic
theory would be scientifically established by the chemists Dalton, Lavoisier,
Gay-Lussac, and others. The science of the microscopic would then work its
way up through the ranks during the nineteenth and especially the twentieth
century. Physics and chemistry as we know them are largely built upon our
knowledge of matter on the atomic scale.

Continuing this same trend from the beginning of the 1980s, it would seem
that several new chapters have been added to the history of science, associated
with the prefix ‘nano’. The notions of nanoscience and nanotechnology pop up
in every sector of modern knowledge. But was it really necessary to create this
new branch when physics, chemistry, and biology have long been dedicated to
understanding phenomena on the smallest scales?

In fact, rather than designating a new chapter in the history of science,
these terms would be better interpreted as a new approach to those chapters
already written, a new way of accounting for the scientific disciplines. Let us
explain this observation.

The nanometer has long been defined: it is one billionth! of a meter or one
thousandth of a micron, of the same order as the distance between two atoms

! In this book, one billion will be taken as 10°.
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in a solid (several tenths of a nanometer). What is new is the ability to ma-
nipulate matter on scales ever closer to the nanometer. This new knowhow,
this new technology, was naturally given the name of nanotechnology. The
fabrication of such small objects opened the way to a new field of scientific
investigation. Using novel observational methods developed more or less si-
multaneously, abstract notions such as the wave function of the electron, the
‘image’ of a single atom, or the presence of just one electron have become
commonplace features of everyday experience. This newfound familiarity has
indeed stimulated a rush of interest in those sciences that have benefitted
from it.

A succession of fruitful exchanges has characterised the interplay between
the fabrication of ever smaller and better controlled samples and the under-
standing of their basic properties. Underlying this interplay is the following
question: when exactly can we no longer apply the physics we know, the
physics of the macroscopic? The answer has come in the form of a new field
of physics: the physics of the mesoscopic, i.e., on intermediate scales, which
is of course just one of the many facets of the nanosciences. Precisely fixing
the boundary of what one would call nanoscience amounts to detecting that
size at which the tiny dimensions of a sample become essential to any expla-
nation of its properties. This is tantamount to defining a frontier, and one
whose distance will vary depending upon which property of matter concerns
us: electronic states, electron transport, propagation of light, and so on. As
a general rule, it is the comparison between the size of the sample and the
characteristic lengths of the various phenomena, such as electron mean free
path, electron or light wavelength, etc., which constitutes the defining crite-
rion for the frontier of nanoscience. Such a manifold criterion already reflects
the many fields affected by nanoscience.

One of the founders in this area, Heinrich Rohrer, has left us with another
definition of the nanosciences, centered upon the subjects it studies:?

Thus we could call nanoscience the science of dealing with nano-
individuals. This applies to measuring, understanding and selectively
modifying properties, to manipulating, positioning and machining
nano-objects as well as to developing new concepts in treating nano-
individuals, especially large numbers of them.

One advantage of this definition is that it brings out the extent to which the
methods of fabrication and instruments of observation form the very heart of
the subject.

Before going further with this theme, it is perhaps wise to ask whether
nanoscience and nanotechnology do not merely constitute a passing phase, an
overwhelming fascination due to the present successes of microelectronics, or

2 H. Rohrer, The nanoworld: Chances and challenges. In: Proc. of Intl. Conf. on
Nanophase Chemistry, Houston USA (23-24 October 1995). H. Rohrer received
the Nobel prize for physics 1986, jointly with G. Binnig, for the invention of the
scanning tunneling microscope.
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whether they represent a genuine driving force capable of transforming science
and technology in some enduring way. The events of the last thirty years have
taught us that the techniques of miniaturisation have never ceased to progress
over this period. Electronic components are now microcomponents, on their
way to becoming nanocomponents. The trend has been continuous and steady,
as summed up in the law formulated by Gordon Moore at the beginning of the
1970s. Indeed, it was observed that the number of transistors incorporated in
a chip was multiplied by four every three years, and this law has been fulfilled
ever since. These developments arise from the increased surface area of chips,
which has gradually progressed from mm? to cm?, but also and especially,
the reduced size of the components that can now be made. Every generation
of integrated circuit is drawn with a design rule (the smallest dimension or
minimum feature size) 0.7 times that of the previous generation, whereby
all areas are divided by a factor of 2. Successive generations of integrated
circuits have come out on a steady 3-year cycle, and recently, at the rate of
one every 2 years. The driving force behind this evolution can be found in
the simultaneous quest for better performance (reduction of the gate length
increases component speed), cost cutting (to manufacture more components
from the same slice of silicon), and increased reliability (a single chip can
integrate more and more functions). All these features can be summed up in
the formula: smaller, faster, cheaper.

But at this rate, where will microelectronics end up? A programme for its
future development can be found in The International Technology Roadmap
for Semiconductors.> According to this document, in 2003, the half-pitch of
a memory cell array was 100 nm, whilst the gate length of a MOS transis-
tor, printed with a 60-nm pattern, had a physical length of only 45 nm. If the
present trend continues, it predicts that 4 generations later in 2015, this phys-
ical gate length will be a mere 10 nm (see Fig. 1). The age of nanotechnology is
thus well and truly programmed for the beginning of the twenty-first century.

On this scale, all our ideas must be reconsidered, since the approximations
to which our observations are referred are no longer valid: atoms can be moved
individually, and electrons or photons can be counted one by one. Samples
are so small that each must be treated as a quantum object in its own right.
Naturally, the operating principles of transistors which have been applied
for better or for worse to developments in microelectronics throughout its
evolution will now have to be reassessed. Through the very success of their own
undertakings, technologists have no choice but to enter uncharted territory,
where science alone can guide them.

It is therefore reasonable to ask whether this ‘peaceful” evolution of the
past few decades will continue without upset, or whether the passage into the
nanoworld can only happen at the cost of a series of revolutions, each capable

3 The International Technology Roadmap for Semiconductors can be consulted
on the Internet: http://public.itrs.net/Files/2002Update/2002Update . pdf
in portable document format.
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Fig. 1. Reduction in the gate length of MOSFET transistors as projected in the
International Technology Roadmap for Semiconductors. Horizontal azis: year of
production. Vertical azis: minimum feature size (nm). The thick curve shows pre-
dictions made in 1999 compared with those made in 2001 and confirmed in 2002
(thin curves). Triangles correspond to printed gate lengths, resulting from the litho-
graphic process, whilst crosses correspond to physical gate lengths at the end of the
fabrication process

of transforming the basic concepts and technologies, or even the industrial
models of microelectronics. Indeed we have already mentioned the quantum
revolution. But there is also the revolution of molecular electronics. Instead of
the top-down approach, where everything is based upon the power of minia-
turisation, will it be possible to substitute a bottom-up approach, capable of
assembling mass-produced nanoelements? Will the transistor be replaced by
molecules, and copper wire by carbon nanotubes?

These radical transformations, these revolutions, are prepared by scientists
in their laboratories. Well ahead of the techniques employed by industry, they
are already fabricating much smaller samples than those predicted by the
roadmap, isolating molecules, building up elementary components, analysing
their properties, and developing the corresponding theory.

The point of all this development is quite clear. Science and technology
are more closely bound than ever before, to master such rapidly evolving tech-
niques, understand the properties of novel objects, and predict and demon-
strate new principles regarding these components. The field is a large one,
as Feynman pointed out in 1959:* “There’s plenty of room at the bottom.”
Indeed, there is more and more room at the bottom because, since that time,
the nanoworld has been extended in the most extraordinary manner. The days

4 This was the title of a lecture given by R.P. Feynman on 29 December 1959, and
available at the website www.zyvex.com/nanotech/feynman.html. Feynman was
awarded the Nobel prize for physics in 1965.
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when the sciences operated in splendid isolation are gone. Chemistry has laid
claim to a quite unequalled knowhow in the construction and understand-
ing of molecular and supramolecular objects, whilst biology, which has also
reached down to the molecular level, has brought us novel concepts and given
access to the great wealth of the living world. Other branches of science, like
mechanics, so often forsaken, have proved crucial to the development of mi-
crosystems. Every day, the sciences converge a little further at the beckoning
of this new technology. And this convergence invites revolution at every level:
intellectual, organisational, and educational.

Young scientists today are likely to be attracted by the depth and novelty
of the challenge, setting off on a voyage of discovery in an unknown world,
where the ways have not yet been signposted. However, university and pro-
fessional training must prove itself equal to the task, providing them with the
theoretical and conceptual background they will require. One of the aims of
this book is precisely to provide a tool that can be used to train, not only
students, but teachers and research scientists. It has been written by research
workers and university teachers who are experts in their own fields and fully
up-to-date with the latest developments. It has been put together in such a
way as to produce a uniform and complete entity that can be approached
directly via any of the chapters, whilst maintaining a high level of comple-
mentarity between them.

Chapters 1-6 are concerned with the tools and equipment which make
nanoscience possible. Described first are the processes of lithography and en-
graving, used to fabricate smaller and smaller objects from a bulk material
according to what is known as the top-down approach, working from the
macroscopic to the nanoscopic. In lithography, the limits of miniaturisation
have been gradually pushed back using either UV radiation of ever shorter
wavelength, and even X-rays, to reduce diffraction effects, or electron beams
and ion beams. This represents a major step forward, that has served as a
precondition for the development of miniaturisation.

Self-organisation and self-assembly constitute another approach to fab-
ricating nanometric objects. Here, one must look back to the invention of
molecular beam epitaxy (MBE) in the mid-1970s. This provided a simple and
reproducible technique for preparing ultrathin films of metals or semiconduc-
tors, whose thickness could now be reduced to a single atomic layer, viz.,
0.3nm. The science of objects with one nanometric dimension had begun:
quantum wells, superlattices, doping planes reduced to one monolayer would
soon be better and better controlled. However, size reduction was pursued still
more vigorously in order to benefit fully from the elimination of degrees of
freedom in fabricated objects. Naturally occurring physical phenomena had
to be put to use to shape matter in this way. Through surface reconstruc-
tions and stress relaxation, nanometric objects such as quantum dots, wires,
and islands can be prepared directly in an effective manner. By the same
methods, a template can be generated for the fabrication of such objects. It
is only by techniques of this kind that one can take the bottom-up route to
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nanoelectronics, assembling nano-objects directly, as in a child’s construction
toy.

The appearance of new observation and manipulation tools has also con-
tributed in an essential way to developments in this field. They are based
on the use of a very small probe, capable of making measurements locally.
The displacement of this probe in the immediate vicinity of the sample using
high-precision piezoelectric actuators allows one to follow the variations of the
measured parameter and construct a representation of the sample, an image
of sorts. What is more, the diversity of these probes has led to a whole family
of new instrumentation.

To begin with, there is the scanning tunneling microscope (STM), which
registers the electronic current crossing via the quantum tunnel effect from
the conducting surface to a very fine metallic point or tip held close by. In
fact, this instrument probes the local electron density right down to atomic
scales.

The probe can also detect the attraction and repulsion operating between
the tip and the surface. In this case, the instrument, known as the atomic
force microscope (AFM), is quite capable of observing insulating surfaces. It
is used first and foremost to establish the topography of the surface. However,
the wide range of forces coming into play leads to an equally wide range of
measuring instruments, depending on whether one is concerned with electronic
forces, magnetic forces, and so on. In certain cases the tip can serve both as
an observation instrument and as a tool for modifying the surface, moving
atoms around in a controlled way or activating localised chemical reactions.

In the same category are the scanning near-field optical microscopes
(SNOM). In this case the probe is a very fine optical fibre with diameter well
below the wavelength of the light it collects and transports to the detector.

This part of the book ends with a description of alternative lithographic
methods currently under development, whether they are derived from near-
field microscopy in which the probe becomes a writing implement, or from
nanoimprint techniques.

Chapters 7-10 describe the various families of nano-objects. Their great
diversity and the multitude of methods for preparing them attest to the aston-
ishing vitality of this field of activity. Their unique properties often mean that
they have become basic building blocks when assembling complex structures
according to the bottom-up approach.

Clusters are atomic assemblies prepared by methods arising in atomic
physics. The theoretical basis for their properties, methods of preparation
and potential applications are presented in full.

Fullerenes and carbon nanotubes are the best known of the assemblies
involving carbon. These newly discovered forms add to the list that began
with the long-known graphite and diamond. They are made by rolling up a
single sheet of graphite in various ways, some more complex than others. Their
theoretical properties and methods of preparation are described in detail.
They possess a wealth of properties, leading to a great many applications,
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from nanoelectronics to hydrogen storage, not to mention electromechanical
nanosystems.

Semiconducting nanowires can also be prepared by direct synthetic meth-
ods. As our control over them progresses, they can be used to reproduce most
of the functionalities of semiconductors on the nanometric scale. They may
well provide original solutions to the requirements of nanoelectronics.

Finally, supramolecular chemistry is the science of self-assembly and self-
organisation on the molecular scale. With the great variety of chemical bonds
available, they lead to an equally wide range of objects. Their properties may
be applied to everything from nanomachines to the components of molecular
electronics.

Chapters 11-17 describe the properties and applications of nano-objects
from nanoelectronics, through nanomagnetism and information storage to op-
tronics.

Nanoelectronics is a key theme in the development of nanoscience and
nanotechnology. How will electronics end up after several decades of minia-
turisation? A first stage referred to as ultimate electronics describes the prob-
lems and possible solutions that may take current technology to its logical
conclusion, with MOSFET gate lengths of 25 nm or less.

Beyond this, components will have to be based on new operating principles.
The main solutions currently under investigation are described. The first of
these relies on the single-electron transistor, wherein electrons are transferred
in a controlled way between conducting islands. Another uses the transfer of
magnetic flux quanta between superconducting islands: this is the so-called
rapid single-flux quantum (RSFQ). A third solution is based on the properties
of small structures, referred to as mesoscopic, across which the electron wave
function remains coherent, thereby completely modifying electron transport
conditions.

On the other hand, the future may lie in molecular electronics. Could a
single molecule be made to behave as a transistor or even as a complex logic
function? This is an idea that some have long been reflecting upon and it
has stimulated a great deal of research, as much on the theoretical front as
in molecular synthesis, or in the measurement of the electronic properties of
molecules. The fabrication of components from carbon nanotubes, which have
already shown their suitability for achieving complex functions, should also
be included in the general area of molecular electronics.

One problem dominates all research in nanoelectronics: this is the need to
invent a new architecture for logic circuits, capable of managing the infinite
complexity of this electronics.

Nanomagnetism is a key area of research, for magnetic materials are widely
used to store information. As the size of memory cells is reduced, a limiting di-
mension is reached below which the stability of the direction of magnetisation
can no longer be guaranteed. How can this limit be pushed back? How can
read/write operations be simplified? The discovery of giant magnetoresistance
and tunnel magnetoresistance have inspired novel solutions to these problems,
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which now underly a new discipline known as spin electronics or spintronics.
Electron spin and its interaction with magnetic materials will play ever more
crucial roles.

Information storage is one of the basic elements of data processing. This
may be achieved by mass memory, or by dynamic memory in constant dialogue
with the processor. The various competing technologies are compared and the
possibilities for development are discussed.

Optronics is the fourth major field of application of the nanosciences. In-
deed, light-emitting components from light-emitting diodes to lasers have fun-
damentally different properties as their dimensions are reduced. When the size
of the structure nears the wavelength associated with electrons and holes, i.e.,
between 30 and 70 nm depending on the material, the energy levels are shifted
and all emission and absorption properties are modified. Because of this, the
integration of quantum dots into photonic components has become common
practice. The propagation of light itself is significantly affected if the index of
the medium is modulated with a period close to the wavelength. The formation
of allowed and forbidden bands then transforms the dielectric into a photonic
band gap (PBG) material. This new field of investigation has brought optics
back into the fold where technology is concerned. Finally, even metallic ma-
terials are capable of radiating energy via surface plasmons when in the form
of nanostructures. This effect has some rather surprising applications such as
the optical sieve effect.

The interface with the biological sciences constitutes the fifth and last field
of applications presented. As biological media are by their very essence made
up of nanometric units or assemblies of such units within cells, the appear-
ance of new means of investigation or manipulation appropriate to this length
scale can be rich in consequences. The emphasis is placed on nanophotonics,
presenting the main physical effects: one- or multi-photon fluorescence, spec-
tral broadening, harmonic generation, fluorescence resonance energy transfer
(FRET) between particles, near field and evanescent waves, and plasmon res-
onance already mentioned above.

The various fluorescent molecules and their associations are then discussed,
together with assembly techniques used to implement them: coupling of bio-
molecules and nanoparticles, genetic engineering, and grafting of fluorescent
molecules.

Specialised equipment has been designed to implement these techniques:
fluorescence microscopes, single-molecule spectroscopy, optical tweezers, non-
linear microscopy (two- or three-photon, second and third harmonic, coherent
anti-Stokes Raman scattering), near-field optics, fluorescence correlation and
photon emission statistics.

Applications of nanophotonics to the study of biological phenomena are
then presented through a selection of examples: cell media (membrane open-
ings, dynamics of membrane diffusion, intracellular transport) and biomimetic
systems (artificial membranes, Langmuir-Blodgett layers and aqueous gels,
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application of the FRET method to analyse the effect of calcium ions on
protein folding).

Chapter 18 deals with modelling and simulation. It begins by discussing
the relevance of simulation as a theoretical tool in atomic-scale microscopy,
then describes the main approaches to simulation. Semi-empirical or empir-
ical simulation, in which the quality depends on the accuracy of the chosen
interatomic potential, are covered first. These methods can be improved by
taking quantum effects into account. Finally, ab initio simulations start from
a description of the particle ensemble that is as complete as possible. The
complexity of the problem and power of our computers nevertheless impose
limits on the size of the objects that can be modelled in this way, making
various approximations unavoidable, if computation times are to be kept at a
reasonable level. The various limitations of these methods are also described.

CEA, Grenoble, December 2004 Jean-Louis Pautrat
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Part 1

Tools for Nanoscience



1

Lithography and Etching Processes

D. Mailly and C. Vieu

1.1 Definitions and General Considerations

Lithography is the process of printing patterns onto a thin film called a resist,
using a localised interaction between this layer and an engraving micro-tool
or particle beam.

The various techniques of lithography can be classified according to the
micro-tool or the type of radiation used (detailed in Sect. 1.5). Hence, to print
the pattern, photolithography uses photons, electron lithography uses elec-
trons, and ion lithography uses ions. On the other hand, lithography by im-
pression uses the mechanical interaction between a hard mould and a layer of
soft resist, and near-field lithography uses various types of interaction (elec-
trical, mechanical, thermal, optical) between a fine tip and the surface of the
resist.

The lithography itself does not therefore structure the active material
which will constitute the core of the nanodevice. It simply sketches the outline
of the future device in a sacrificial layer, the resist, and this is then used in
a transfer stage to shape the active layer according to the dimensions of the
pattern imposed in the lithography stage.

1.2 Photoresists

The photoresist is a thin layer deposited on the surface of the active ma-
terial destined to receive the radiation or the interaction used during the
lithographic process. The word ‘photoresist’, or ‘resist’ for short, is used for
historical reasons. Optical lithography, or photolithography, which was the
precursor of all modern microlithographic techniques, used a polymerised or-
ganic material or resin for this purpose.
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Fig. 1.1. Local exposure of resist and development

Lithographic Materials

With the development of a great many micro- and nanolithographic methods, other
types of material are now used to print patterns. In electron lithography, for exam-
ple, inorganic films such as AlF3, SiO2 and MgO can be exposed. In STM (scanning
tunneling microscopy) or electron beam lithography, patterns can be printed on self-
assembled monolayers (SAM). We shall also see in Chap. 3 how transferable patterns
can be printed on the passivation layer of a hydrogenated silicon surface using an
STM tip. In the latter case, the resist layer is in fact the uppermost atomic layer
of the surface containing hydrogen atoms which attach to the dangling bonds of a
monocrystalline silicon surface. It is clear from this that the word ‘photoresist’ is
intended to mean a sacrificial layer on which a pattern can be printed. Figure 1.1
shows a process using a standard resist, which serves to illustrate the general ap-
proach. There are many variations on this theme, depending on the chemical or
structural characteristics of the resist layer and the nature of the specific interaction
used for lithography.

1.2.1 Example of Processing with a Polymer Resist

A polymer resist is a typical photoresist for photolithography or electron litho-
graphy. The resist is an intelligent polymer comprising two parts: a matrix,
insensitive to the writing radiation, which fulfills the mechanical requirements
of the resist, and an active component, sensitive to the radiation, which either
accelerates or slows down the rate at which the resist dissolves in a solvent.
There are thus two types of resist: positive resists for which exposure increases
the solubility and negative resists for which exposure reduces the solubility.

e The polymer constituting the resist is dissolved in a solvent to obtain a
liquid.

e The substrate is coated with resist on a turntable (spin-coating). The
thickness of the resist coating can be very accurately controlled, to within
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Fig. 1.2. Spreading the resist layer using a turntable

a few nanometers, by adjusting the solubility of the polymer in the solvent,
the intrinsic viscosity of the polymer macromolecules, and the angular
speed of the substrate on the turntable.

e Before exposure, the substrate is raised to a moderate temperature (around
100°C) to evaporate any excess solvent molecules incorporated within the
resist layer (soft bake). This makes the thickness of the coating more uni-
form.

e The resist is exposed using the lithography tool. The resist layer is modified
locally. In general, these modifications are of a chemical nature and no
topographical features are visible on the layer. A latent image is formed
at the end of the lithography process.

e The result is then developed by immersing the substrate in the appropri-
ate solvent, which dissolves the resist selectively according to the degree of
exposure. In the case of a positive resist, development leads to the forma-
tion of a hole in the exposed regions (weak solvent for the initial polymer),
whereas in the case of a negative resist, development dissolves the resist
rather in the unexposed regions (strong solvent for the initial polymer).

e Finally, there is a post-exposure bake, in which the substrate is raised to
a higher temperature (around 120°C) in order to evaporate excess solvent
molecules from the development phase, and in some cases to harden the
polymer in an irreversible manner by favouring cross-link reactions be-
tween the macromolecular chains. Any resist remaining on the surface is
then more robust for the ensuing microfabrication operations.

1.2.2 Sensitivity and Contrast

The most important parameters characterising a resist layer are sensitivity
and contrast.

The sensitivity of the resist refers to the intensity of the relevant radia-
tion or interaction used in the lithography, often called the dose, required to
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Fig. 1.3. Left: Negative resist. The resist hardens during exposure and the contrast
curve increases. Right: Positive resist. The resist is softened during exposure and
the contrast curve decreases

cause a sufficient modification of the resist to ensure that the desired pattern
appears at the development stage (when such is necessary). This parameter is
analogous to the sensitivity of a photographic film. Naturally, it is the sensi-
tivity of the resist that determines the total length of exposure. In industrial
lithography where mass production is imperative, highly sensitive resists are
preferred.

The sensitivity of a resist is expressed in units characterising the type of
interaction used for lithography. When charged particle beams are used to ir-
radiate the resist (electron or ion lithography), typical units are coulomb/cm?.
When the resist is irradiated by a photon beam, typical units are J/cm?.

The contrast of the resist characterises the variation of the solubility rate
in its developer as a function of the exposure time (dose). The higher the
contrast, the better the resist will be able to reveal small variations in the re-
ceived dose. This is a crucial feature of the resist. Indeed, as we shall see later,
whatever type of lithography is used, the spatial localisation of the exposure
on the resist never cuts off abruptly. Owing to various physical effects that
depend on the type of radiation or interaction used (diffraction for photons,
collisions for electrons, etc.), the actually exposed region of the resist extends
slightly beyond the intended patterns to include a transition zone that varies
in width. These transition zones determine the spatial resolution of the lithog-
raphy process. It is intuitively clear that, the higher the contrast of the resist,
the less these edge effects will contribute to spreading of the patterns. It is
therefore a priority to find high-contrast resists.

Note, however, that it is an abuse of language to speak of the contrast of
the resist, because this contrast is only defined for the complete lithography
process, which involves not only the resist, but also the type of radiation or in-
teraction used, the developing solution and the developing temperature. Con-
trast curves are generally obtained experimentally for this set of parameters.



1 Lithography and Etching Processes 7

Contrast Curves of a Resist

The final thickness of the resist film is measured experimentally after development
and compared with the initial thickness of the resist film after deposition, to give
the parameter t¢/t;, for various values of the radiation dose.

For a positive resist, Do denotes the threshold dose beyond which the final resist
thickness becomes unmeasurable, whilst D; denotes the threshold dose below which
the final resist thickness does not differ significantly from the initial thickness before
exposure. The contrast 7 of the resist is a measure of the steepness of the contrast
curve between Do and D; :

~ = (log Do — long)f1 .

1.2.3 Example of a Positive Resist

For concreteness, let us examine a typical example of a positive resist com-
monly used in electron lithography, namely polymethylmethacrylate (PMMA),
better known by the generic name of plexiglass. This polymer is generally used
with a very high molecular weight of something like a million. Once the resist
film has been spread, it forms a dense network of enormous macromolecules
with a high level of entanglement. The effect of an electron beam, or more
generally, ionising radiation, is to trigger a rather complex set of chemical
reactions which break carbon—carbon bonds in the polymer backbone. Hence,
the main effect of irradiating the resist is a local reduction in the molecular
weight of the polymer. In the region exposed during the lithographic process,
the network of polymer macromolecules is loosened and the chains become less
entangled. Now it is well known that the effect of a solvent on a polymer de-
pends sensitively on the molecular weight of that polymer. Indeed, since the
solvent molecules must penetrate within the macromolecular network, this
penetration will clearly be enhanced when the molecular weight is reduced.
Choosing a solvent that is well-suited to PMMA, it is thus possible to dissolve
the exposed regions in a selective manner, without disturbing those regions
that have been protected from irradiation. A ‘hole’ is then formed at the site
of the irradiated patterns.

The initial and final molecular weights M; and M; of the polymer are
simply related:

M

My=——
f 1—|—g€M1/pA0

where ¢ is the number of broken bonds per unit energy absorbed by the resist
during exposure, ¢ is the energy deposited per unit volume during exposure,
p is the density of the resist, and Ay is Avagadro’s number.

According to this expression, the parameter g determines the sensitivity
of the resist. This simple expression also shows that, if one is able to calculate
the spatial distribution of energy deposited during exposure of a pattern, then
one can account for the evolution of the molecular weight of the polymer film
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Fig. 1.4. Three examples of transfer strategies starting from a pattern obtained by
lithography on a positive resist

at any point. For example, in electron lithography, the possible trajectories
of incident, back-scattered and secondary electrons can be simulated. It is
then possible to calculate the energy contributed by these electrons in inelas-
tic interactions with the resist atoms. This deposited energy and its spatial
distribution determine the size and shape of the pattern obtained in the resist
after development. If this equation is combined with a simple law character-
ising the selective solubility of the polymer in the developer solvent, it is in
principle possible to predict the size and shape of the patterns. An empirical
law of the type

V =Vo + B/M¢{

generally gives good results. In this equation V is the solubility rate of the
resist film with final molecular weight M in the developer solvent, V) is this
solubility rate for an infinite molecular weight (approximately that of the
unexposed resist), and 8 and « are parameters to be determined by simple
calibration experiments.

1.2.4 Transfer Stage

We have just seen how a resist layer can be used to produce patterns when
irradiated by a particle beam. This lithographic process is of course a key stage
of nanofabrication, but it is far from sufficient to satisfy all needs. Indeed, the
resist itself is often not the material in which nanostructures are to be created,
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but merely constitutes a sensitive sacrificial layer. The patterns printed in
this resist layer must then be transferred to the relevant material. As far as
possible, this transfer stage, just as crucial as the lithographic stage itself,
must preserve the size and shape of patterns drawn in the resist. Figure 1.4
shows schematically several transfer techniques used with a positive resist. In
the following, without seeking to provide an exhaustive discussion, the aim
will be to explain the main strategies used to convert a resist pattern into a
functional nanostructure.

1.3 Subtractive Pattern Transfer

In the so-called subtractive transfer technique, the idea is to use patterns
printed in the resist layer to etch the sample surface solely in those regions
stripped of resist after development.

1.3.1 Wet Etching
Basic Principle

The sample surface is etched chemically by immersing it in a solution contain-
ing reactants specific to the substrate but inert with regard to the material
used as a mask (e.g., the resist layer after exposure). The advantages with
this approach are the ease with which it can be implemented, the wide range
of etching solutions for every type of material, and above all the speed of
the process, which, depending on the concentration of reactive elements in
the solution, can be very high indeed (several microns per minute). The main
disadvantage which disallows use of this method in the vast majority of cases
when nanometric patterns are to be etched is that it acts isotropically. As
shown in Fig. 1.5, the etch front moves isotropically, i.e., the surface is etched
in all directions within the pattern and this leads to a considerable broaden-
ing of the pattern after etching. The lateral dimensions of the structures are
no longer precisely controlled. However, it should be noted that the isotropic
character of the etch is sometimes used deliberately to free structures from
their substrate. Nanostructures are in fact undercut by etching a sacrificial
SiOq layer isotropically (see Fig. 1.6).

Wet-etching of monocrystalline materials can sometimes be distinctly
anisotropic. This is because the etch rate can be very different for different
crystallographic planes of the material. The best known and most widely used
example is monocrystalline silicon. For this material there exist certain alka-
line etchant solutions that have almost no effect on the dense planes of type
{111} in the diamond structure of the silicon. Hence, if the patterns are suit-
ably oriented with respect to the crystal axes, quite remarkable profiles can
be developed, revealing certain atomic planes of the structure and sometimes
limiting undercut effects like those shown in Fig. 1.7.
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Fig. 1.5. Isotropic effect of a wet etch, e.g., when silicon is etched with a mixture
of nitric acid, hydrofluoric acid and water
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Fig. 1.6. Undercutting a nanostructure by wet-etching a sacrificial SiOs layer with
a mixture of hydrofluoric acid and water. The endpoints of the freed structure shown
here in cross-section rest on the substrate at anchoring points that have not been
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Fig. 1.7. Anisotropic wet etch of monocrystalline silicon [001] in an etchant of type
KOH + water. The etch rate of this solution is negligible along the planes {111}.
With this configuration, a V-shaped profile is etched out when the pattern edges are
aligned with a surface of type [110], and undercutting effects remain minimal. The
angle o is about 54° (cosa = 1/+/3). The depth h of the V-shape and the width d
of the top of the V-shape are thus related by 2h = dv/2

Many ingenious systems have been devised to create quite novel structures
using crystallographic effects. In the field of nanotechnology, this process has
been widely used to pattern semiconductor substrates (Si, GaAs, InP, etc.)
before epitaxial deposition of thin nanometric films. However, the restric-
tion to monocrystalline materials and the constraint imposed by the specific
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crystalline structure of the material mean that this elegant technique cannot
be generalised to a wide range of applications.

Advantages and Disadvantages of the Technique

To sum up then, wet etching is a very simple process with good etch rates
and a high level of selectivity between different types of material. The latter
feature, related to the chemical nature of the etch, is fundamental whenever
one needs to curtail the etch instantly at a given depth. In that case, it suffices
to insert a stopping layer, inert with regard to the etchant, into the substrate
at the required depth. Chemical selectivity is also an advantage when it comes
to choosing a mask that can resist the effects of the etchant. There is a great
deal of literature (see for example [1]) and even encyclopedic resources listing
chemical etchants for a wide range of materials, with information such as their
isotropic or anisotropic characteristics, etch rate, and suitable choices of inert
materials to use as etch masks.

It should nevertheless be noted that the use of wet etching for nanometric
patterns remains extremely limited due to undercut effects which make it
difficult to control the lateral dimensions of target structures and in particular
to obtain a truly vertical profile in etched patterns.

1.3.2 Dry Etching
Basic Principle

In this approach, the sample is etched by bombarding the surface with high-
energy ions (several tens of eV to several keV) in a vacuum environment. It has
long been known that elastic collisions between incident ions and surface atoms
can cause a great many of those atoms to be removed from the material. This
ion erosion phenomenon is known as sputtering. The efficiency of ion removal
is characterised by the sputtering yield S, which stands for the number of
ejected atoms per ion incident at the surface. A relatively simple expression
for this parameter due to Sigmund is

3 Eq
_2_nd 1.1
4 Nm2CU”’ (1.1)

where C' = 1.81 nm? is a constant, N is the atomic density of the material (in
atoms/cm?), U is the binding energy of surface atoms (e.g., 6eV for silicon),
and Fj is the energy deposited in an elastic collision when an ion is incident on
the material surface. The latter quantity characterises the collision efficiency of
the incident ion with regard to the target material. It is quite straightforward
to calculate from the stopping powers predicted by the collision cross-section
for the ion and target atoms. The unit used for this parameter is generally
eV/nm because of its relationship with a stopping power (energy given up per
unit matter crossed). Typical values are of the order of a few tens of eV /nm.
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The deposited energy FE4 thus depends on the energy of the incident ions, the
type of ions and the atoms in the material (atomic mass and number), and
the angle between the incident ions and the surface (the angle of incidence).
Concerning the latter, grazing incidence tends to favour sputtering because
the ions penetrate less deeply and thus deposit more energy in the surface
layers.

Sigmund’s formula is therefore easy to interpret: the more tightly the atoms
of the material are bound to the surface (large U), the lower the sputtering
yield will be; the more efficiently each ion transfers energy to surface atoms
(large Eq), the higher the sputtering yield will be. Standard values of the
sputtering yield for typical ions such as argon accelerated to a few keV are
of the order of 5-10. It should be no surprise to find that these values are
greater than unity. Indeed, an incident ion creates a great many collisions
within the material, thereby displacing a large number of atoms which can in
turn generate further (secondary) collisions. This proliferation of generated
collisions, commonly known as a cascade, explains why a single ion is able on
average to strip a number of atoms from the sample surface.

Advantages and Disadvantages of the Technique

The simplest and archetypal dry etching method is ion beam etching (IBE).
In this process, an ion beam is directed with normal incidence at the sam-
ple surface. (This beam can be electrostatically neutralised to avoid charge
effects in the target material.) Ions are typically noble gas ions such as argon,
which exhibit no chemical activity with respect to the target atoms. Etching
is therefore purely collisional and one refers to this as physical rather than
chemical etching, in contrast to what happens in wet etches.

The primary quality of this type of etch is that it produces almost vertical
sides on etched features, due to the normal incidence of the ions on the sample
surface and their large kinetic energy in the perpendicular direction.! This
means that the lateral dimensions of patterns can be preserved during the
etch. This is the main reason why the vast majority of etched nanostructures
are obtained by dry etching. (The gates in today’s commercially produced
CMOS transistors are manufactured by dry-etching a film of polycrystalline
silicon.)

On the other hand, purely physical IBE-type dry etching is not without
drawbacks of its own. For one thing, it is slow. Ion sources can be made to pro-
duce current densities of the order of 1 mA/cm?, and when this is multiplied
by a typical sputtering yield, etch rates of the order of a few tens of nanome-
ters per minute are obtained. For another thing, it is non-selective, since all

! The side walls of etched features can never be perfectly vertical owing to gradual
erosion of the etch mask and redeposition of sputtered material on the side walls.
However, these unwanted effects can be significantly reduced by tilting the sample
through several degrees with respect to the incident ion direction and rotating it
about its normal to avoid shadow effects from the mask.
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materials are eroded by ion bombardment. Even though the sputtering yield
may vary from one material to another, such variations remain small. This
second fact explains why the etch mask is itself sputtered during the etch. For
example, when the mask is formed from the resist remaining after lithogra-
phy and development, the effect is then dramatic, since the resist has a rather
low atomic density N and so will be sputtered even more efficiently than the
substrate [see the expression (1.1) for the sputtering yield S].

To sum up, dry ion etching with inert ions has all the advantages that
wet etching does not, being highly anisotropic, whence the side walls of etch
features are almost vertical, but it also has all the drawbacks that wet etching
avoids, being slow and non-selective. On the basis of this conclusion, the idea
was born to combine in a single etch system a chemical component, using
species that react strongly with the surface, and a physical component, using
ion bombardment, so as to unite speed, selectivity and anistropy.

1.3.3 Reactive Ion Etching

This is the general idea behind reactive ion etching (RIE), which is today by
far the most widely used etch process to transfer nanometric patterns. To this
end, a plasma radio frequency (13.56 MHz) is created inside a chamber which
has been evacuated and then filled with a gas mixture containing molecules
that will generate radicals chosen to react with the sample surface. The latter
is placed at the cathode of the system, which is generally coupled capacitively
to the RF generator. This setup is designed so that it will spontaneously gen-
erate a negative potential at the sample surface when the plasma is initiated,
due to the much higher mobility of free electrons in the plasma compared with
the ions. It is this ‘self-polarising’ potential that accelerates positive ions in
the plasma towards the sample and hence causes ion sputtering of the sample
surface.

The idea behind reactive ion etching is very elegant. When the RF plasma
is initiated, the gas precursors dissociate into a great many chemical species.
Amongst these are certain electrically neutral radicals which are chemically
highly reactive with respect to the sample surface. These reactive radicals form
highly volatile compounds at the sample surface. At the same time, ions and
electrons are produced in great numbers and the growing negative potential
at the surface sets the ion bombardment in motion. In this way, chemical and
physical etching are brought about in synergism. The reactive radicals consid-
erably reduce the binding energy U of surface atoms and ion bombardment
thus strips the surface with a high sputtering yield [see Sigmund’s formula
(1.1)]. The ingenuity of the operator then goes into judicious adjustment of
the plasma parameters (type of gas injected, gas pressure, RF power) so as to
achieve a highly anisotropic etch with side walls as near to vertical as possi-
ble, whilst activating a surface chemistry that procures the desired selectivity
between materials and high etch rates.
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Fig. 1.8. Silicon walls etched by anisotropic RIE. Note the verticality of the sides.
The walls have width 30nm and height 600 nm, giving an aspect ratio of 1/20.
The SEM (scanning electron microscope) image was taken at an angle to show that
the very thin walls are transparent to the electron beam of the microscope. The
brighter part at the top of the pattern is the metallic etch mask, in this case a
10-nm chromium film. Photo F. Carcenac (LAAS/CNRS)

Figure 1.8 shows a particularly representative example of a silicon nanos-
tructure produced by highly anisotropic RIE. Dry etching by plasmas is a
field of intense study today. Research aims to develop ways of analysing the
plasma, spectroscopic analysis of the chemical radicals involved, and surface
characterisation, in order to obtain a better understanding of all the mecha-
nisms brought into play and optimise operating conditions. The goal here is
to combine the (isotropic) chemical etch and the (anisotropic) physical etch
with as a high a level of control and reproducibility as possible.

There exist many different plasma etch processes able to produce deep
vertical features in a wide range of materials, as in the example shown in
Fig. 1.8. The most advanced processes use passivation layers formed on the
sample surface by plasma-assisted polymerisation of carbon-bearing species.
These films inhibit the etch wherever they cannot be stripped by the ion bom-
bardment. The side walls of patterns, protected by such passivation layers and
not directly exposed to the ion bombardment, which arrives perpendicularly
to the surface, remain intact during the etch, thereby leading to vertical etch
profiles.

As in the case of wet etching, there is a vast literature and whole libraries
about plasma etch processes where those wishing to create nanometric struc-
tures in some specific material can obtain advice on the choice of gas mixtures
and proportions, plasma parameters, suitable materials for the etch mask, and
SO on.
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1.4 Additive Pattern Transfer

Figure 1.4 (B and C) illustrates two additive transfer techniques, in which the
aim is to exploit openings made in the resist film during lithography in such
a way as to deposit a new material on the sample surface. This material can
be deposited by what are usually called physical methods, such as vacuum
vapour deposition or sputtering. The technique used to locate this deposition
precisely in the openings made in the resist is called lift-off (see Fig. 1.4B).
One can also use resist patterns as a mould for growth via an electrochemical
reaction in a liquid medium, which deposits electrolyte ions on the surface that
remains unprotected by the resist. This is called electrolytic growth transfer
(see Fig.1.4C).

1.4.1 Lift-Off

A thin film of the material to be transferred is deposited on the surface of
the resist after the lithographic process, ensuring that the deposit formed
above the resist and inside the patterns is discontinuous across the patterns.
The resist layer is then simply dissolved in a suitable solvent, whereupon the
layer of material deposited on top of the resist is removed, leaving only that
part of the deposit located at the openings in the resist, i.e., in contact with
the sample surface. The result is that the material is only deposited within
the patterns originally printed in the resist. The openings in the resist are
thus transformed into a deposited pattern of the chosen material localised on
the nanometric scale. The lift-off process is very simple and efficient. A fine
example is shown in Fig.1.9. An array of nanosized dots has been obtained
by lift-off of a thin platinum film after electron lithography, for applications
in catalysis.

Successful implementation of the lift-off process is a matter of simple com-
mon sense. To begin with, the film deposited on the resist must be clearly
discontinuous across resist features. For this purpose, the lithography para-
meters must be adjusted to yield highly vertical, or even slightly overhanging
side walls in the resist. This reduces the risk of depositing material on the side
walls. Secondly, one needs a highly directional deposition method (typically
vapour deposition in vacuo), once again to avoid depositing material on the
side walls.

Naturally, deposition imposes very tight constraints. Indeed, lift-off can
only work if resist patterns are unaffected by the deposition. In particular, if
deposition is carried out at a temperature above the glass transition tempera-
ture of the resist, those patterns will be obliterated. In most lift-off processes,
deposition is carried out at room temperature, which is often incompati-
ble with the requirements of epitaxy. The deposited material is then either
amorphous or polycrystalline, depending on the nature of both the deposited
material and the substrate.



16 D. Mailly and C. Vieu

Fig. 1.9. Pt nanoparticle array fabricated by electron lithography and lift-off of a
6-nm Pt film. The Pt particles of diameter 10nm (left) and < 10nm (right) are
arranged in a lattice of period 50 nm. Photo F. Carcenac (LAAS/CNRS)

Moreover, the thickness of the deposited layer must be less than the thick-
ness of the resist layer, otherwise the patterns may be completely blocked up
with deposited material. In practice, this leads to a rather well established em-
pirical rule: for very small patterns (less than 20 nm), it is almost impossible
to deposit a layer of material with thickness greater than the lateral dimension
of pattern features. It should thus be remembered that this additive transfer
technique can never be used to deposit thick layers, and this all the more so as
the patterns become smaller. Lift-off is the most common transfer technique
when electron lithography is used to fabricate different types of nanodevice
(one-electron transistors, micro-squids, etc.), or to define a hard mask on the
sample surface for a subsequent etching stage (as in the example of Fig. 1.8).

1.4.2 Electrolytic Growth

The idea of using electrolytic growth was invented mainly to obtain thicker
patterns than those produced using lift-off.

Example of Nickel Deposition

The idea here is to carry out a redox reaction in an electrolytic cell. The cell functions
as areceiver. An external generator then forces a current through the cell and thereby
controls the kinetics of the redox reaction.

At the cathode, Ni** ions in the electrolyte are reduced (Ni** + 2¢~ — Ni)
and deposited on the sample surface, whilst at the anode, Cl™ ions are oxidised
(2C17 — Cla + 2e7), and chlorine gas given off. The overall redox reaction is thus

NiCl, — Ni+ Cls .
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Fig. 1.10. Electrolytic cell for nickel deposition

The openings in the resist are then used as a mould to localise the deposit
within the patterns defined during lithography. Figure 1.4C illustrates this
process schematically. In general, if the substrate is not a good conductor,
a thin metal film must be deposited under the resist to serve as a base for
electrolytic growth and provide a good electrical contact on the sample sur-
face. This metal film is generally chosen to have a very strong binding to the
substrate surface. Electrolysis is carried out in a quite conventional manner
in an electrolytic cell. The sample is placed at the cathode of the system and
a reduction reaction occurs there, wherein ions from the electrolyte are de-
posited in proportion to the electrical charges exchanged with the external
generator. The thickness of the deposit is very simply controlled by adjusting
the polarisation current and growth time and using Faraday’s law. This gives
the mass of metal deposited as

M
T OFz

where [ is the total current intensity from the generator, ¢ is the growth time,
M is the molecular mass of the deposited material, F is the Faraday charge
unit (96 500 C), and z is the valence of the electrolyte ions.

This deposition technique, often used in industry, is very easy to imple-
ment. Moreover, it is highly reproducible and low in cost, and has been used
in the nanotechnology field for several years now. In particular, it has made it
possible to obtain metallic multilayers of very high structural quality, compa-
rable with those obtained by epitaxy in ultrahigh vacuum. One advantage of
this method is that thick layers can be deposited very quickly. However, when
transfer is carried out by electrolytic growth inside patterns of nanometric
dimensions, certain new effects arise:

e The electrolyte is more difficult to regenerate, so large pattern features
grow more quickly than narrow ones.

e The growth rate varies from one pattern to another because it depends
on the crystallographic orientation of the crystal grains in the growth
base, and if the latter is polycrystalline without texturing, each pattern
statistically samples all possible crystal orientations on the surface.
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Fig. 1.11. Gold pillars obtained by electron lithography and electrolytic growth.
The pillars have diameter 30 nm. In these tiny nanostructures, the growth rate from
one object to another is not the same. Some pillars are only 50 nm high, whereas
others exceed 300 nm. In the latter case, electrolytic growth has overflowed the resist
mould and a typical mushroom shape is observed. Photo A.M. Haghiri (IEF)
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Fig. 1.12. Typical shape of a pattern feature obtained when electrodeposition has
overflowed the resist mould. This mushroom shape has been deliberately used to
make gates for ultra-high speed transistors

The effects specific to the nanoscale are well illustrated by the example in
Fig. 1.11. The additive pattern transfer after electron lithography is achieved
here by electrodeposition in a pattern of 30-nm dots. It is quite clear that,
although electrolytic growth is possible within such small features, the pillars
produced in this way do not all have the same height. Some are very small,
while others reach the total thickness of the resist (300 nm in this example),
and still others have grown much more quickly and ended up overflowing
the resist mould to produce a kind of mushroom formation at the top (see
Fig. 1.12). However, it remains true that the technique is capable of depositing
thick layers in nanometric features. One can thus obtain structures with a high
aspect ratio (300 nm high and 30 nm across in this case), which are inaccessible
using lift-off techniques. Electrolytic growth is therefore preferred to lift-off as
an additive transfer method when one needs to combine small dimensions with
large thicknesses. This is the case when making masks for X-ray lithography.
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1.5 Lithography
1.5.1 Overview of Lithographic Methods

Any lithography method can be characterised by the type of interaction used
to modify the resist layer. Hence, one speaks of optical lithography when some
form of electromagnetic radiation is used to expose the sample, or electron
lithography when an electron beam is the writing tool. The other important
characteristic of any lithographic technique is the way patterns are written on
the resist. There are two main families of techniques: parallel writing methods
and sequential writing methods.

In the first category (parallel writing), the whole pattern is made simul-
taneously using a mask which dictates the features to be reproduced. This
is analogous to the projection of a transparency by an overhead projector.
The transparency carries the message to be projected and thus plays the role
of the mask. It is placed on the projector and its contents are reproduced
instantaneously as a single image on the screen. It is easy to understand then
that parallel lithography techniques are faster, since a whole chip can be ex-
posed in a single stage. The price to pay is that one must first make the mask,
containing all the patterns that need to be reproduced. The mask serves as
a template that can be reused a great many times. Strictly speaking, these
lithography techniques are therefore just methods for duplicating a mask.

In sequential lithography techniques, patterns are written point by point
on the resist surface. This is analogous to writing a message on a blackboard,
letter by letter, with a piece of chalk. Pattern features are formed using a
basic tool which exposes the resist film pixel by pixel. It is quite clear that
these techniques are much slower. On the other hand, there is absolutely no
need to produce a mask as template for implementing the lithography stage.

In the mass production industry, parallel duplication methods are pre-
ferred for the actual production process due to their high yield, whilst the
masks required for these processes are made by the slower sequential tech-
niques, because they tend to be more precise. The two main parameters of a
lithography technique are:

e its resolution, i.e., the size of the smallest pattern feature that can be
fabricated,
e its writing speed, i.e., the area that can be exposed per unit time.

We shall see in the next section that, unfortunately, these two parameters are
hard to reconcile. The very fast parallel techniques, such as optical lithography,
often result in poor resolution (> 50nm), limited by diffraction effects. On
the other hand, sequential methods like electron beam lithography with very
high resolution (< 10nm) involve very slow writing speeds.

It is this unfortunate state of affairs which means that we still do not have a
lithographic technique capable of mass-producing nanometric structures (of a
few nanometers). This is the main obstacle in current nanotechnology, respon-
sible for the fact that certain nanocomponents cannot yet be commercialised
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in applications for the general public. New technological tools now under in-
vestigation in the laboratory, such as AFM lithography (using atomic force
microscopy ), nanoimprinting, EUV lithography (using extreme ultraviolet ra-
diation), soft lithography, and others, aim precisely to solve the problem of
reconciling resolution and speed. These technologies, still in research, cannot
yet be used for large scale mass production.

1.5.2 Proximity and Contact Photolithography
Basic Principle

Proximity and contact lithography are the oldest methods used to reproduce a
pattern by ultraviolet light. A wafer is coated with a photosensitive resist and
exposed to UV light via a mask which is held against it or in close proximity.
The mask has opaque and transparent parts which reproduce the relevant
pattern. It is generally a quartz plate coated with chromium in those regions
where opacity is required. This very simple technique represented the mainstay
of microfabrication until the mid-1970s.

The resolution limit with this approach is due to light diffraction at the
edges of the opaque regions. To discover the spatial distribution of the light
intensity very near an edge, one cannot use the Fraunhofer diffraction theory,
which is only valid in the far field. One must therefore use the Fresnel dif-
fraction model, which is much more complex and generally involves detailed
computation. Figure 1.13 shows a parallel array of transparent bands of width
b, equally spaced at distance b from one another. Ideal light transfer would give
the crenellated profile shown with dotted lines in the lower image, whereas
the actual distribution is the one shown by the continuous curve. The distor-
tion of the intensity profile increases as one moves the mask away from the
wafer. Not only is the radiation not uniform in those regions corresponding
to the transparent parts of the mask, but a non-negligible intensity is some-
times present in places where no exposure is intended. The more closely the
grating interval b approaches the wavelength of the light being used, the more
the intensity profile will deviate from the ideal one. It can be shown that the
theoretical resolution limit, i.e., the smallest transferable grating interval, is

given by
1
2bmin = 34/ A (S + 26) , (1.2)

where s is the separation between the mask and the resist layer and e is the
thickness of the resist layer.

But, even though one can calculate the light intensity during exposure,
one cannot necessarily predict the resist profile after development. Indeed, the
development process must also be modelled here. The resist contrast makes
development a highly nonlinear function of the irradiation level. Hence, a low
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Fig. 1.13. Light intensity profile on a resist layer, obtained with a mask carrying a
parallel array of equally spaced bands of width b. The dotted lines show ideal light
transfer and the continuous curve is the true light profile on the resist layer

light intensity may have absolutely no effect at the development stage. This
modelling can be further complicated by reaction of the resist to irradiation.
The transparency of many resists varies with the absorbed intensity. The
effects in highly exposed regions are then accentuated compared to those in
regions that have been subjected to lower intensities. All these factors can
lead to a reduction in the consequences of diffraction effects.

Contact Lithography (s = 0)

When the mask is in contact with the resist layer, s = 0 and resolution is
maximal. Moreover, resists are media with very high refractive index (of the
order of 16) and diffraction effects in the resist are reduced compared to what
they would be in air. For a wavelength of 400nm and a resist layer with
thickness 1pm, it is easy to obtain resolutions less than the micron. Using a
thinner resist layer and shorter wavelength, one can reduce this to 0.2 um.

However, obtaining perfect contact is a delicate matter. Both mask and
wafer must have perfectly planar surfaces. This is not always possible, because
the wafer may carry significant relief produced in earlier processes and not
entirely smoothed out by the resist layer. Moreover, the mechanical action
required to force the mask against the resist creates debris which may damage
both mask and substrate. Likewise, any particles present in the interstice will
obstruct perfect contact and reduce the resolution.

Another problem with this technique is alignment. In general, several
successive lithography stages are required to produce a single device, and
these processes must be very precisely aligned with one another. Alignment
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is achieved using marks reproduced on the wafer which are matched to sim-
ilar marks on the mask. This operation involves displacing one with respect
to the other, which means that they cannot be in contact during the align-
ment procedure itself. The subsequent entry into contact inevitably reduces
the accuracy that can be obtained.

It is due to technical problems of this kind, rather than questions of reso-
lution, that contact lithography was eventually abandoned in the mid-1970s,
when the critical size of patterns being reproduced was of the order of 5um.

However, this technique is well-suited to laboratory and R & D work, and
some effort has been made to reach dimensions well below the micron. For
example, in order to improve the precision with which contact is made, thin
flexible masks, also known as conformable masks, have been designed. These
bend to fit the wafer surface much more closely and hence yield excellent
resolution, below 0.25 um in a resist layer of thickness 0.5 um. Using thinner
resist layers and an Fy excimer laser which delivers light at 157 nm, features
of size 150 nm can be obtained.

Proximity Lithography (s # 0)

The problems due to surface defects can be solved by introducing a space
between mask and resist, although this leads to a rapid degradation in res-
olution. Indeed, using (1.2), we observe that for any reasonable interval, the
minimal period that can be reproduced is given by

Qbmin ~ 3\/)G .

Hence for a gap of 10 um, the maximal resolution with a wavelength of 400 nm
is of the order of 3 um. Of course, proximity lithography also requires a high
degree of planarity in both the mask and the wafer to ensure that the gap
between them is constant. In fact, the degree of planarity is generally sufficient
to achieve separations as low as 10 um. Below this value, it is difficult to ensure
that there are no points of contact between mask and wafer.

Once again, reducing the wavelength improves resolution. It is important
to note that, in contrast to lithographic systems by projection, which use
optics, wavelength reduction is much easier to implement. Indeed, there are
no problems here with absorption or chromatic aberration of the kind that
arise in optical systems.

Ease of implementation and low cost make this technique extremely useful
for producing items in much smaller numbers than the major microelectronic
products, such as memory units or microprocessors. Optoelectronic compo-
nents which require resolutions of the order of a few microns are still made us-
ing this technique. Likewise, microwave and millimeter components on GaAs
mainly use proximity lithography and it remains an important tool in the
research laboratory.
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1.5.3 Projection Photolithography

The mechanical problems encountered with contact and proximity lithography
stimulated the development of projection lithography in the mid-1980s. The
mask and wafer are held some distance apart and an optical system is inserted
to focus the image of the mask on the wafer. The whole wafer cannot be
exposed in a single step, because the field of projection is much smaller than
the wafer due to the resolution of the optical system. Two solutions have been
devised: either the wafer is moved or the optics are moved.

In the former solution, rather than moving the optical system, which is
often cumbersome, it is the wafer and mask that are shifted. This is known as
scanning projection printing. The wafer and mask are moved simultaneously
and continuously in front of the optical setup. Reflective optics are used, or a
combination of reflective and refractive optics, but without magnification, so
as to simplify the displacement operation. The advantage with this technique
is that one uses only the best zone of the optics and this provides excellent
definition. The disadvantage is that there is no reduction of the mask. It must
have the same dimensions as the whole pattern to be reproduced on the wafer.
Its fabrication thus becomes a delicate matter, and more and more costly as
wafer sizes increase and critical dimensions decrease. Alignment accuracy is
also hard to improve owing to the mechanical motion, and it is difficult to
meet the requirements of size reduction. The increased size of wafers and
reduced critical dimensions mean that scanning projection printing is less and
less frequently used.

In the alternative approach known as step-and-repeat projection printing,
the pattern to be reproduced on the wafer is divided up into identical exposure
fields. The mask contains the elementary pattern whose size depends on the
resolution of the optical setup. Once the mask has been exposed on the wafer,
the latter is shifted along and the operation repeated on the neighbouring
field. This continues until a whole row of stepper fields has been exposed.
The use of refractive optics makes it possible to reduce the mask size by a
factor between 5 and 20, facilitating fabrication and greatly reducing the cost.
Obviously, the more the size of the mask is reduced, the bigger will be the
pattern on the mask, and since the field of projection is constant, the more
repetitions (and hence, the more time) will be required to cover the whole
wafer. A compromise must therefore be found between these two factors.

Before each projection, the system must be realigned, and this too in-
creases the time factor, so this approach is slower than the previous tech-
nique. However, despite this drawback, step-and-repeat replaced scanning at
the beginning of the 1990s, thanks to its superiority in terms of resolution
and alignment. The latest steppers now use a hybrid technique known as
step-and-scan, in which the mask is scanned by the optics and then the wafer
is displaced so as to expose the next field. This allows one to obtain the best
of both worlds.
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Fig. 1.14. Definition of the numerical aperture (N.A.) and optics with mask and
wafer

Resolution

As in proximity lithography, resolution is diffraction limited, i.e., it is deter-
mined by diffraction of light at the edges of the opaque regions of the mask.
However, in this case, the light is collected only in the far field and one is there-
fore dealing with Fraunhofer diffraction. This means that geometrical optics,
i.e., the theory of plane waves, is applicable. The diffraction pattern is calcu-
lated by summing at each point of the image plane the contributions from all
wave fronts coming from the diffracting object, taking into account the path
length difference in each light path. A very important parameter arises when
a lens is used, namely, the aperture. Indeed, diffracted waves make an angle
with the optical axis which increases with the order of diffraction. The optical
information is contained in all these orders, so the greater the lens aperture,
the more complete will be the information gathered, and the better resolved
will be the image. We thus define the numerical aperture of a lens by the
expression

N.A. =nsini,

where n is the refractive index of the medium in which the waves propagate
and 4 is the maximum angle at which light is gathered (see Fig. 1.14).

It can be shown that the minimal separation between two objects imaged
by a lens is given by the Rayleigh criterion

0.61\

Lmin N
N.A.

where A is the wavelength of the light. This formula only works for waves
without spatial coherence. In reality, the light used in photolithography is
partially coherent and the numerical prefactor in the Rayleigh formula is closer
to 0.5 than 0.61.

However, this discussion presupposes that the lens has no defects and
causes no aberration, and also that the light is perfectly homogeneous. In
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the real world, these requirements can never be fully satisfied, and we must
introduce a factor k£ such that

kA

Lmin = 3 1 -
N.A.

In production processes used in the 1990s, this factor k& was of the order
of 0.8. We shall see below how it can be reduced, even to values below the
theoretical minimum k& = 0.61. Considerable progress has been made with
the optical systems and N.A. has been brought up from 0.28 in the 1980s to
N.A. = 0.9 today.

Apart from the technological problems it raises, the increase in the nu-
merical aperture leads to a reduction in the depth of field which is inversely
proportional to the square of N.A. A low depth of field exacerbates effects due
to defects in the planarity of substrates and the resist thickness. It is generally
accepted that there should be a field depth of at least 0.5um in production
processes.

Over the years, wavelength reduction has proved an efficient way of enhanc-
ing resolution. The 193 nm ArF excimer lasers currently in use have replaced
the mercury I line (365nm) preferred in the 1990s. Production lines using
157nm Fy lasers are currently under study and planned for fabrication of
devices with minimal dimensions of 65 nm in 2005.

One delicate problem associated with wavelength reduction is absorption
in glass. This leads to significant heating effects in the optics, highly complex
systems involving a large number of components which must be aligned with
great accuracy.

The following methods are used to improve resolution:

o  Off-Axis Illumination. Diffraction peaks can be shifted using cone-shaped
illumination where the rays are highly inclined with respect to the optical
axis, thereby increasing the intensity in zones corresponding to the edges
of opaque regions.

e Prozimity Optical Correction. The initial pattern is deformed to account
for deformations occurring during projection.

o Phase-Shift Mask. Rather than using a mask that contains only transpar-
ent and opaque regions, one uses a mask that modulates the amplitude,
and also the phase of the light signal. This makes it possible to enhance
the contrast of the electric field near dark zones, as shown in Fig. 1.15.

o Surface Techniques. The radiation is used to modify the resist surface
alone. Problems associated with diffraction in the resist itself and reflec-
tion off the substrate are thereby avoided. An example is the silylation
process, wherein the irradiated wafer is exposed to a flow of gas con-
taining silicon. The silicon only penetrates to small depths, and only in
the irradiated zones. The resist containing silicon is used as a mask for
subsequent reactive ion etching. This technique reduces the factor k£ and
alleviates problems arising from low field depth.
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To conclude, optical lithography has made spectacular progress. Features
smaller than 100 nm can now be achieved on the production line. A typical
step-and-scan machine today has the following characteristics: magnification
x4, N.A. = 0.63, field 26 mm x 33 mm, alignment 45nm, rate 45 wafer/hr.
Such a machine would cost around 10 million euros, as compared with about
0.5 million euros for a DUV (deep ultraviolet) proximity machine.

1.5.4 X-Ray Photolithography

We have seen that the wavelength is the main parameter limiting resolution in
optical lithography, but that absorption in glass elements makes it impossible
to go below 100nm. The idea of using extremely short wavelengths in the
X-ray region of the spectrum is not a new one. X rays have several invaluable
advantages. Apart from the low level of diffraction, they are not sensitive to
dust and other organic contaminants, they propagate in straight lines, and
they allow a high level of process latitude. But despite these positive aspects
and the demonstration that high resolution could be achieved as early as 1975,
this technique has never really been adopted in the field of microelectronics.
The basic reason, apart from the constant progress in optical lithography
which has justified huge capital investment, lies mainly in the problem of
masks and sources.

Despite a great deal of effort, no suitable optics has been found to im-
plement X-ray projection lithography. Only proximity lithography is possible.
However, there is no X-ray transparent material either, so the mask must be
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Fig. 1.16. Mask for X-ray lithography

made from a membrane which is thin enough to be transparent to X rays
(see Fig.1.16). The absorbent regions of the mask are made by deposition of
a certain thickness of heavy material. Problems of planarity and the fragility
of these masks constitute the main obstacle to further development of the
technique.

Choice of Wavelength

The wavelength used is the result of a compromise between absorption in the
opaque parts and transparency of the membrane. Thick absorbers with small
lateral dimensions can be made, which allow a low limit of the order of 0.5 nm.
Fragility of the masks means that one must work with a gap of at least 10 pm.
If submicron dimensions are to be achieved, one must therefore use X-rays
with wavelengths less than 5 nm.

The resolution limit, if diffraction effects can be neglected, is determined
by photoelectrons or Auger electrons emitted during absorption of the photon
in the resist. The mean free path of the latter depends on its energy and is
of the order of a few tens of nanometers for a 1-nm photon. As it is emitted
isotropically, this leads to an effective size for the X-ray photon which can be
taken as a tube of radius 10 nm.

Taken together, these considerations lead to a wavelength between 0.5 and
5nm. In this wavelength range, it is not possible to use reflective optics, owing
to surface roughness constraints.

Sources

X-ray sources are either divergent, e.g., laser-plasma and electron bombard-
ment sources, or parallel, e.g., synchrotron radiation. In the case of a finite
point source, a penumbra effect is obtained due to the spatial extension of
the source, with a magnification effect depending on the gap, due to beam di-
vergence. The synchrotron provides an ideal source for lithographic purposes,
but the complexity in actually putting such a thing into practice has been
dissuasive to industrial development.

X-ray proximity lithography has given way to lithography using longer
wavelength X-rays (soft X-rays), due to technological difficulties with the mask
and the complexity of the source.
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1.5.5 Extreme UV Lithography

Also known as deep UV lithography, the wavelengths used here are around
13nm. A more accurate terminology would be soft X-ray lithography. As X-
ray masks cannot be used here due to diffraction problems, reflective optics
are employed. One further difficulty arises because of the high level of absorp-
tion of this radiation in most parts of the apparatus. One must therefore work
in vacuum to limit the intensity loss. The reflective optics and masks are made
from multilayers, e.g., 40 pairs of Mo/Si at A/2 for radiation at 13 nm gives
a reflectivity of 70%. The surface roughness must be very tightly controlled,
typically at 0.2nm/rms, and this equally at small distances to avoid aberra-
tions and at large distances to maintain a high degree of contrast. The low
reflectivity of the mirrors means working with rather intense sources. Those
envisaged are of laser-plasma type, which are intense but project debris liable
to damage the optics. Discharge sources are also under study, but they are
not efficient enough.

There remain a good many technological problems to overcome, but EUV
lithography is currently the best placed candidate for next-generation litho-
graphy. It should replace the 193-nm lines set up in 2000, whilst the critical
dimension should go below 50 nm. The first processors to be fabricated by this
technique are forecast for 2005.

1.5.6 Electron Projection Lithography

With a wavelength three to four orders of magnitude smaller than photons,
electrons are exempt from all diffraction effects in edge regions. We shall
investigate the physical limits to resolution with this technique in Sect. 1.5.8,
which deals with electron beam lithography. A whole range of electron optics
is available to fashion electron beams. The resolution obtained by writing with
a focussed electron beam has no equal. However, it suffers from a slowness
which rules it out for microelectronic processes. In order to make up for this
notorious obstacle, electron projection techniques are under investigation.
Because of the high level of electron absorption in matter, the mask is
of stencil type, formed from a silicon wafer. Complementary masks are thus
needed to make ring-shaped structures. The electron beam is first broadened
into a large parallel beam using a condenser. Two techniques are then possible:

e A mask with ratio 1:1 is placed in close proximity to the wafer and scanned
with an electron pencil beam a few millimeters in diameter.

e The mask is irradiated with a broader beam and a lens is used to project
the image of the mask onto the wafer (see Fig. 1.17).

With these two methods, the step-and-repeat technique can then be used to
expose large areas.

The main difficulties encountered with this technique arise from space
charges caused by the strong electron current, which concentrate near the
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Fig. 1.17. Left: Schematic view of the SCALPEL electron projection setup with
step-and-repeat. Right: Example of SCALPEL production. Holes of diameter 80 nm
in a DUV resist of thickness 750 nm. Courtesy of L.R. Harriot, Bell Laboratories:
http://accelconf.web.cern.ch/AccelConf/p99/PAPERS/FRBL1.PDF

mask and interfere with the beam, and heating of the mask, which leads to
distortion. Experimental setups have produced resolutions of 50 nm at a rate
of 35-50 wafer/hr.

A novel, massively parallel use of electron beams involves electron micro-
column arrays. This is a technique without masks, in which each microcolumn
independently exposes part of the wafer. Another advantage is that the total
current is distributed over all the sources and this limits the effect of Coulom-
bic interaction which causes broadening in high-intensity beams. The micro-
columns can be a reduction over a few cubic millimeters of a standard electron
column. New techniques are also being developed which use microtips in an
analogous way to those used in plasma screens. Very dense arrays of electron
sources can be obtained in this way. These new sources have very low energy,
only a few hundred electronvolts, which allows one to avoid the proximity
effects discussed below. However, due to chromatic aberration, one cannot
attain probe sizes below 30 nm.

1.5.7 Ion Projection Lithography

Because of their high masses compared to electrons, ions constitute a much
more efficient means of exposing a resist. They can also be used directly to
write or implant a material. Their advantages and disadvantages will be dis-
cussed further elsewhere. It is especially for their efficiency and the possibility
of high yields that ion projection systems are studied. These systems are very
similar to those used for electron projection, except that electrostatic optics
are used. The mask is generally of stencil type, although masks using crys-
talline membranes are an alternative, channelling the ions and thus avoiding
beam divergence. Doses are typically of the order of 1uC/cm? compared with
several tens of HC/cm? for electrons.
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Mask erosion is a serious drawback with this method. It can be limited
by using light ions such as helium. Resolutions of the order of 50 nm have
been achieved with magnification factor 4. Here again, mask heating and the
consequent distortion constitutes the most delicate problem to be resolved
before this technique can be used for large scale production.

1.5.8 Electron Beam Lithography

This is the preferred method for making masks for optical lithography. Since
the work by Ruska in 1930, the considerable progress in generating electron
beams and focussing them to make Gaussian probes has led to the rise of
electron microscopy. Today, beams of diameter less than 1 nm are produced in
a quite routine manner. Electrons have a very small wavelength, viz., A (nm) =
1.22/\/E (eV), or 0.04nm for a 1-keV electron. Edge diffraction effects are
therefore negligible. In the 1950s, research was done to assess the possibilities
for imprinting resists with fine electron beam pencils. By the 1970s, 10-nm
lines had already been achieved.

The basic principle is very simple. The beam scans a substrate covered
with an electrosensitive resist, reproducing the required pattern. One thus
uses an electron column similar to the one in a scanning electron microscope
in which the deflection coils are computer operated. The fundamental differ-
ence with all the other techniques mentioned so far is quite clear: this is a
sequential process, reproducing the pattern in a stepwise manner, in contrast
to global processes like optical lithography. It is therefore much slower and can-
not satisfy the requirements of modern microelectronic production. However,
its high versatility — because there is no mask, the pattern can be modified
at will on the computer — and exceptional resolution make it the instrument
of choice for research and development. Phase-shifting masks and the first
EUV masks have been made using electron lithography and this equipment is
commercialised.

To limit aberration and maintain good focussing, the field scanned by the
beam must be restricted. Moreover the digital-to-analogue converters (DAC)
which transform the signal from the computer into an excitation in the deflec-
tion coils are limited with regard to the number of bits: typically 16 for a DAC
of maximum frequency 20 MHz. For a given field, this number of bits fixes
the minimum distance between consecutive points on the pattern, thereby
defining the pixel. The pixel cannot be bigger in size than the beam without
producing dotted lines. A compromise must be found between the probe size,
and hence the resolution of the pattern, and the size of the writing field. To
give an example, with high resolution so that the probes are 5nm or less, one
uses fields of 100 pm x 100 pm, giving a pixel of 1.5 nm for a 16-bit DAC.

To expose a region bigger than one field, the wafer must be moved, rather
as it is in the step-and-repeat system, but this time, the displacement must
be controlled with very high accuracy in order to preserve the continuity of
the pattern, which generally extends over more than one exposure field of the
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stepper. This is the problem of field stitching. To do this, a laser interfero-
metric device is used to measure the displacement of the substrate holder to
an accuracy of the order of the nanometer. Many systems act directly on the
scanning, which is corrected to take into account the true position of the wafer,
rather than finely adjusting the displacement using piezoelectric motors, for
example.

A lithography device can be anything from a simple scanning electron
microscope (MEB or STEM), used to expose small areas, to a highly com-
plex machine requiring a temperature-controlled environment, used to expose
wafers or 8-inch masks. The characteristics of these machines are expressed
in terms of the beam energy, probe size, exposure field, maximum DAC fre-
quency, and accuracy of field stitching.

Electron—Matter Interaction

Due to their very low mass, electrons are unable to displace atoms by colli-
sion. Unlike ions, they cannot directly erode matter. Instead they act rather
by modifying the electron structure of the atoms by ionisation. Hence, in or-
ganic materials such as polymers, they can break a chemical bond and thereby
reduce the chain length of the polymer. Using a weak solvent for this polymer,
which only dissolves fragments broken off in this process, one can reveal the
regions exposed to the electrons. This is the mechanism applied with PMMA
which is the most commonly used positive resist in electron lithography, due
to its high resolution. In the case of negative resists, the effect of the elec-
tron beam is rather one of polymerisation. All these polymer-breaking and
polymerisation mechanisms involve very low energies, of the order of 5eV,
compared with the beam energies, which are often several tens of keV. One
must therefore follow the electron trajectory right down to these low energies
in order to analyse the behaviour of the resist under irradiation. There is no
closed formula for the energy losses of electrons as they penetrate matter, so
one uses numerical simulations of Monte Carlo type.

Figure 1.18 shows the trajectories obtained for point source beams with
energies of 10keV and 20keV hitting a 0.4-um layer of PMMA on a silicon
substrate. The most striking feature from these simulations is the spreading of
the beam due to forward scattering when the electrons penetrate the medium.
This broadening increases as the energy of the incident electrons decreases and
leads to a loss of resolution relative to the size of the incident beam. One also
observes that, far from the point of impact, a large number of trajectories is
present, arising mainly from electrons back-scattered by the substrate. The
extent of this back-scattering depends on the mass of the material, hence
mainly on the mass of the substrate, since the polymers are much lighter. It is
responsible for what are known as proximity effects: the dose at a given point
depends on the density of pattern features at that point. In other words, it
would be difficult to produce a line grating with very small spacing, or worse
still, to obtain a small gap between two large pattern features. As can be seen
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Fig. 1.18. Monte Carlo simulations of the trajectories of 10-keV and 20-keV elec-
trons arriving at a point on a silicon substrate coated with 0.4 um of PMMA [2]

from Fig. 1.18, the range of back-scattered electrons increases with the beam
energy. Calculations can be simplified by representing the energy distribution
in the bulk of the material by a double Gaussian function: the first of small
width represents the losses due to forward scattering and the second with
greater width represents losses due to back-scattering.

Strategies for Limiting Proximity Effects

As we have seen, these effects do not limit resolution, but they can seriously
limit the complexity of a pattern. The following strategies can be used:

Use of low energies. Unfortunately, this can only be done at the expense
of the resolution, since the beam divergence due to forward scattering will
then increase. Moreover, owing to chromatic aberration, it is difficult to
focus a low energy beam, and this all the more so as the ratio between the
energy of acceleration and the energy dispersion of the source is small.
Use of high-energy electrons. Back-scattered electrons are then diluted
over a larger area, which limits their effect on the dose. This is one reason
why electron mask machines have progressed from 50keV to 100keV over
the last few years.

Calculation of the dose at all points as a function of the overall pattern so
as to make local corrections to the dose. Unfortunately, these calculations
soon involve divergent computation times as pattern complexity increases.
Commercial software is available. Note that such corrections are not always
possible because they may require negative doses at certain points!

Use of resists sensitive only to high energies. Back-scattered electrons lose
a great deal of the energy they had in the initial beam, and if the resist
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Fig. 1.19. Example of resolution limit on PMMA. Left: Isolated lines of width 7nm
obtained by gold lift-off. Right: SiO2 dot array with period 40 nm obtained by lift-off
followed by etching. Photos C. Vieu

is not sensitive at these lower energies, it will not then suffer exposure by
such electrons. Several examples will be given below.

Limiting Resolution

Organic resists such as PMMA have been used to produce lines finer than
10nm. The resolution limit with polymers depends on the minimal length of
chains that can be broken. Studies have shown that, below a certain length,
PMMA chains roll up to form coils with diameters around 5 nm, which would
lead to a fundamental resolution limit.

The resolution depends heavily on the dose/development combination. A
weak developer gives a high contrast which favours good resolution. The use
of ultrasonic waves during development has made it possible to go below the
10-nm threshold using PMMA. The role of these acoustic phonons is to expel
polymer residues which stick together by van der Waals forces. This reduces
the dose required to open up the lines in the resist. Figure 1.19 shows a grating
of isolated lines, in which the interline spacing is much greater than the widths
of the lines themselves (5-7nm). This pattern was generated using PMMA
with lift-off, thus demonstrating that the resist was well developed, right down
to the substrate. For denser gratings, proximity effects limit obtainable sizes.
Periods of 30 nm have been achieved (see Fig.1.19).

Inorganic Resists

It was said above that, due to their low mass, electrons are unable to move
atoms from their sites. However, at high enough energies, radiolytic effects
can cause structural modifications. These are mechanisms whereby electrons
transmit their energy to the nuclei of the target atoms, which can then move.
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Fig. 1.20. Writing strategies for shaped-beam machines

The stoichiometry of certain oxides such as or WOy can thus be altered, or
they can even be evaporated, under the effects of the beam. Typical energies
are of the order of a hundred keV, which are not accessible to back-scattered
electrons, but the required doses are several orders of magnitude greater than
those used with organic resists. This means that exposure times are very
long and the exposure of a usable pattern becomes impossible. In addition,
resist thicknesses suitable for this process are very small and this excludes lift-
off. Finally, these are materials that generally have low resistance to etching
processes. For these reasons, although this type of resist has given remarkable
results in terms of resolution — 1-nm AlyO3 lines have been achieved — it has
not been able to produce usable nanostructures.

Industrial Prospects

Electron lithography is already widely used in industry to fabricate optical
masks. Only a few highly specific circuits have been realised in direct write,
e.g., the gate level in power transistors for portable telephones. The low yield
of this technique limits its use in industry for the lithographic processing of a
whole device.

It is conceivable that the current density could be considerably increased in
a Gaussian beam in order to improve the write speed. But one must remember
the restriction imposed by the speed of the digital-to-analogue converters, and
the fact that Coulomb repulsion in the beam can become very strong and
prevent correct focussing of the beam.

On the other hand, one might consider using extremely sensitive resists.
However, this raises the problem of homogeneity. Indeed, the emission of elec-
trons by the gun, like any discontinuous process, is accompanied by shot noise
whose amplitude depends on the square root of the number of electrons emit-
ted. If a resist is highly sensitive and the number of electrons required to
expose it becomes very low, noise emissions can attain the level of the re-
quired dose. Problems of dose latitude and reproducibility will then arise. It
is considered that at least a hundred electrons would be needed to expose one
pixel.

Another technique which makes it possible to increase write speeds consists
in preshaping the beam. These are referred to as shaped-beam machines.
Various setups are illustrated in Fig. 1.20. Most masks for optical lithography
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are fabricated with this type of equipment. Of course, the resolution limit is
less good than with a Gaussian beam, being typically 0.20 um, but the write
time can be considerably reduced. It nevertheless remains too long for direct
write production to be viable.

1.5.9 Focussed Ion Beam (FIB) Lithography

When liquid metal ion sources (LMIS) were developed in the 1970s, it be-
came possible to scan a substrate with a finely focussed ion beam. Indeed,
the previously existing gas sources were not bright enough and could not be
used in practical situations. Due to their high mass compared with electrons,
ions can be used for a wide range of applications: machining, beam-induced
deposition, implantation, defect creation, lithography and microscopy.

LMI Sources

The idea here consists in wetting a tungsten tip by surface diffusion of a liquid
metal. Applying a high voltage between the tip and an extraction electrode, an
electric field of the order of 15V /nm is created at the tip apex. This deforms
the metal into an even finer point which emits ions. Gallium, which has a
melting point around 30°C, is widely used in LMIS, although liquid alloys are
also used (e.g., AuSi, PtB, AuBeSi) to obtain beams of Si, B and Be with the
help of a mass separator integrated into the column.

The main drawback with LMI sources is their high energy dispersion,
which leads to chromatic aberration and limits the performance of ion optics.
It is only very recently that great progress has been made in LMIS design,
producing probe sizes below 10nm ,with a current density that is compatible
with nanofabrication.

The optics used with ion beams involves electrostatic rather than electro-
magnetic lenses. Indeed, in the latter, the focal point depends on the ratio
q/M, where q is the charge on the particle and M its mass. Electromagnetic
lenses are therefore of little use with heavy particles. With electrostatic lenses,
the focal point is independent of the mass, which is a considerable advantage
when using ions, because sources can produce isotopes which then have the
same focal point.

Ion—Matter Interaction

The main advantage of ions over electrons in lithography, once again stem-
ming from their considerable effective mass and high interaction cross-section,
is the low level of scattering, which was precisely the limiting factor in elec-
tron lithography. Ion penetration is thus much reduced and occurs in a well
defined region, effects that are enhanced as the ionic mass increases. It is then
secondary electrons produced by ionic interactions with atoms in the resist
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Fig. 1.21. Absorption of ion energy for ions with different masses and energies in
a 1-um PMMA layer and comparison with electrons at 20keV

which limit the resolution, whereas in electron lithography, it is the scattering
of the much higher energy primary electrons which is the limiting factor. One
may estimate that, around an ion trajectory, the resist will be exposed over a
radius of the order of 10nm as the ion goes by.

Figure 1.21 shows how ions lose their energy in matter for a range of
different masses and energies. It is quite clear that heavy ions such as Ga
are very soon stopped in the resist and are therefore not very well suited to
lithography on thick resists, whereas protons penetrate much more deeply.
Figure 1.21 also shows the great difference in energy dispersion in the bulk
between ions and electrons. This almost complete absence of scattering is a
great benefit when ions are used. The very high absorption of ions can lead to
critical beam statistics problems. Indeed, if very few ions suffice to expose the
resist, statistical fluctuations in the emission can seriously perturb exposure
levels. This affects repeatability and can lead to dotted lines, for example.

FIB Applications

ITon Thinning. The first applications of FIB used its milling capabilities to
thin samples locally in order to prepare them for subsequent TEM (transmis-
sion electron microscope) observations in well-controlled regions. Indeed, it is
possible to reduce the thickness of a given region by controlled scanning in
order to observe its fine structure by TEM. Figure 1.22 shows a chemically
etched wall whose width has been reduced using an FIB. The width is now
small enough to be transparent to electrons from the scanning microscope
used to make this image, which are far less penetrating than those of a TEM.

Localised Deposition and Reactive Etching. This function was integrated into
commercial machines early on. By introducing a metal-containing gas into the
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Fig. 1.23. AFM image of a series of lines obtained by FIB lithography on AlFs.
Note the good verticality of the lines

chamber, the gas molecules can be dissociated by the effect of the ion beam
and the metal deposited locally. A classic example uses tungsten chloride gas.
Associating this localised deposition technique with etching (without addition
of a gas), one can repair or modify optical masks. By injecting a reactive gas,
one can also significantly increase the etch rate and suppress redeposition
effects by forming volatile chemical components that are then evacuated by
pumping.

Lithography on Inorganic Resist. These resists are sensitive at high energies.
In electron lithography, they can be used to overcome proximity effects. On
the other hand, they are poorly sensitive and difficult to use with electrons.
Tons are much more efficient and reasonable exposure times can be obtained.
Figure 1.23 shows an aluminium fluoride film exposed by FIB. Under the
effects of the beam, AlF3 decomposes, giving off highly volatile fluorine gas.
Only aluminium remains to form the lines. The verticality of the side walls
is an indication of the low dispersion of the ions. Note also that the top of
the line is hollowed out in the middle. This is due to machining of the upper
aluminium layer by the ion beam.
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Fig. 1.25. Panorama of nanolithographic methods on a graph of write speed versus
spatial resolution

Fabrication in Three Dimensions. In machining mode, it is easy to create 3D
structures by judicious variation of the dose during exposure. An example is
given in Fig. 1.24, which shows a pyramid carved into a silicon substrate. One
application is the in situ fashioning of lenses on vertical-cavity semiconductor
lasers.

Conclusion. There many applications for focussed ion beams and some man-
ufacturers offer multipurpose machines with an ion column coupled to an
electron column for detailed observation. Very recently, it has been shown
that focussed ions are extremely effective on magnetic materials. With a low
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dose, which means that the process is fast, the magnetisation in a film can
be destroyed locally. One can then separate two magnetic domains, without
modifying the topology, for these doses are too low to machine the material.
This is an important advantage when reading because, if the medium is very
flat, the reading head can be very close to the surface, which enhances sen-
sitivity. Lateral diffusion of defects is weak since domains of 70nm x 70 nm
have been demonstrated.

1.5.10 Conclusion

We have given here a panorama of different techniques known as far-field
techniques that can be used for fabrication. Table 1.1 sums up the main char-
acteristics. For the sake of completeness, one should also consider near-field
techniques, in which important progress has been made and which are dis-
cussed at length in Chaps. 3-5.

Figure 1.25 graphs the various nanolithographic methods with writing
speed on the vertical axis and resolution on the horizontal axis. Naturally,

Table 1.1. The main characteristics of far-field techniques in lithography

Technique Resolution Use Comments
Optical Contact 0.25um  Laboratory Economical
lithography and R&D
Proximity 2 um Laboratory Economical but
and R&D low resolution
Projection 80nm Industry Spectacular
progress
X-ray litho- 30nm Not used at the Development
graphy present time suspended
EUV < 50nm  Industry Could represent
lithography next generation
in 2005
Electron Focussed 1nm Laboratory and Technique
lithography = beam R&D. without mask.
Optical mask Best resolution
fabrication
Projection 50nm Demonstration  Many difficulties
remain
Ton Focussed 8nm Demonstration  Better suited
lithography = beam to etching than
to lithography
Projection 50 nm Demonstration =~ Many difficulties

remain.
Still immature
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the sequential writing techniques are located at the bottom of the graph, be-
ing the slowest, whilst parallel writing techniques are grouped together at the
top of the graph, due to their high writing speeds. The dotted line at the
centre of the figure shows the boundary between these two main families of
lithographic processes. The speed required for mass production of chips car-
rying nanodevices is of the order of 1cm?/s. It is immediately clear from this
graph that there is a problem when we wish to combine such speeds with
resolutions close to 10 nm.

Lithographic techniques derived from near-field imaging methods are
grouped together in the bubble entitled SPM (scanning probe microscopy).
They represent the current limit in lithography, achieving atomic scale fea-
tures in STM mode, but they involve very low writing speeds. Nanoimprint
lithography (NIL) and soft lithography (microcontact printing or uCP) are
very recently developed parallel methods, often classified under the heading of
alternative or emergent lithographies, based on polymer moulding techniques.
The other processes appearing in the graph correspond to more conventional
lithographic methods based on proven tools on the micron scale that have
been pushed down to nanometric resolutions.
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Growth of Organised Nano-Objects
on Prepatterned Surfaces

M. Hanbiicken, J. Eymery, and S. Rousset

The invention of near-field microscopy, and in particular, scanning tunneling
microscopy [1] and the pioneering work of Don Eigler [2] at IBM Almaden,
led to a surge of interest in the manipulation of atoms and molecules. It is the
method of choice for investigating individual nanometric-sized objects (which
we shall refer to as nano-objects in this chapter). However, the idea of atom-
by-atom or molecule-by-molecule manipulation has its own intrinsic limits.
For the parallel fabrication of periodically spaced nano-objects of controlled
size, self-organised growth on previously structured surfaces (we shall call
these prepatterned or prestructured surfaces here) is a novel nanofabrication
tool which turns out to be both simple and economical.

Regularity in size is crucial when studying the physical properties of nanos-
tructures (as a function of their size, shape and interactions), because the
majority of analysis techniques (e.g., optical and magnetic) are based on av-
erages over large numbers of these objects. Moreover, in many applications
such as information storage in magnetic or semiconductor nanostructures, it
is essential to assemble nano-objects of similar size in high densities on the
surface in order to be able to exploit their individual or collective physical
properties.

Organised growth is characterised by the fact that the nano-objects
arrange themselves into an array with periodicity dictated by the way the
substrate has been prestructured. This is known as the template effect. The
substrate is prepatterned either naturally, taking advantage of the surface
physics or the first growth stages, or artificially, imposing a given periodicity
by lithography and chemical etching. A promising and original alternative is
to combine the two aspects, natural and artificial. Hence the distance between
nano-objects covers a range from 1 nm to 1 um with a very low size dispersion.

In this chapter, we shall describe the fabrication of nanometric objects
with very regular sizes and controlled positions. In all the examples discussed,
individual atoms are deposited on prepatterned surfaces which constitute the
substrate. This is generally known as the bottom-up approach, as opposed
to the top-down approach, which consists in directly etching thin films using
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lithographic techniques. The top-down approach is currently too limited to
obtain sizes of nanometer order or sufficiently well controlled side walls on
fabricated features. Bottom-up methods based on crystal growth can be used
to construct objects from the smallest dimensions (one or two atoms) up to
larger dimensions (several thousand atoms).

Once the atoms are bound to the surface or to each other, they form the ad-
sorbate. The substrate and adsorbate are often very different from one another
chemically speaking, and a given adsorbate does not necessarily form a nano-
object on each substrate. In order for this to happen, several conditions must
be fulfilled. The physical parameters governing organisation will be described
in Sect. 2.1, and their experimental implementation in Sect. 2.2. Then several
examples will be given to illustrate these ideas in Sects. 2.3-2.5. The examples
in Sect. 2.3 are all based on naturally prepatterned substrate surfaces, wherein
a simple preparation of these surfaces in vacuum leads to spontaneous nanos-
tructuring. In Sect. 2.4 an artificial stage involving lithography and chemical
etching will be used to prestructure the surface. In Sect. 2.5, we describe an
approach combining natural intrinsic structuring of the material with a form
of artificial structuring. All these examples illustrate a refinement in the size
distribution of the nano-objects, one of the main aims of organised growth as
opposed to random growth.

2.1 Physical Phenomena in Substrate Prepatterning
and Periodic Growth of Adsorbates

In this section, we shall make the distinction between physical phenomena
relating to crystal surfaces and the natural prepatterning of such surfaces,
discussed in Sects.2.1.1 and 2.1.2, and nucleation and growth phenomena
when adsorbates are deposited on a surface with a view to growing 3D struc-
tures, discussed in Sect.?2.1.3. Finally, we shall see in Sect.2.1.4 that, when
the surface is prepatterned by means of artificial techniques, a thermody-
namic approach using the chemical potential is better suited to describing
island positions.

2.1.1 Surface Crystallography: Surface Energy and Surface Stress

A surface is obtained by cutting a crystal along a well-defined crystallographic
plane, which fixes its macroscopic orientation. Each surface (also called a face
or facet) is labelled by its Miller indices, which specify its normal in a frame of
reference that is fixed relative to the unit cell of the crystal. Creating a surface
involves cutting bonds between atoms, and the sum of all the forces acting on
atoms in the surface is no longer zero. The atoms must shift position in order
to reach a new equilibrium state. There are two types of atom displacement:
relaxation, which reflects a change in the interplane distance (in general, the
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Fig. 2.1. Left: Cross-sectional view of normal relaxation. Right: Cross-sectional
view of reconstruction. From [3]

surface plane moves closer to the underlying plane), or surface reconstruction,
which induces a change in the atomic structure of the surface.

Relaxation and Surface Reconstruction

Although the bulk crystal structure of the substrate may be unaffected, alterations
appear in the atomic layers closest to the surface. The atomic sites differ from those
in the bulk, and two cases are distinguished depending on the direction in which they
move. One speaks of normal relaxation when the displacements lead to a reduction
in the distance between atomic planes perpendicular to the surface, as shown in
Fig.2.1 (left). Surface reconstruction corresponds to a rearrangement of the atomic
sites in the plane of the surface, as shown in Fig. 2.1 (right). A reconstructed surface
thus exhibits a different periodicity, which is a multiple of the periodicity in the
bulk.

In a reconstruction, the periodicity of the arrangement of surface atoms is
modified, and the surface generally exhibits bigger periodicities. The recon-
struction phenomenon is very common in semiconductors, but less frequent
in metals due to the comparatively weaker angular dependence of interatomic
bonds. In general, metallic reconstructions lead to a densification of atoms in
the surface.

This already constitutes a nanostructuring of the surface, involving periods
of a few atomic distances or a few nanometers. However, the reconstructed
part of the surface is often very localised, being significantly perturbed by any
structural or chemical defects.

Reconstruction of Gold (111)

The arrangement of atoms on a gold (111) plane is hexagonal (see section entitled
Crystallography of Surfaces: Vicinal and Dense Surfaces). This is true locally on the
nanometer scale, but on larger scales (see Fig. 2.2), different hexagonal domains are
observed, slightly shifted with respect to the others.

On the surface, the atoms are under-coordinated as compared with atoms in the
bulk environment, causing them to reorganise and form a reconstruction with surface
unit 22 x /3 relative to the 1 x 1 unit of the non-reconstructed surface. This unit cell
is a rectangle whose long side represents the direction along which atomic distances
have been compressed. Globally, the atoms move together in such a way that, over a
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Fig. 2.2. Left: STM image of the gold surface Au(111) showing the 22 x /3 re-
construction. Two reconstructed domains are shown by rectangles. The heragon is
a Burger circuit showing the core of a surface dislocation at the join between recon-
structed domains. Photo S. Rousset. Right: STM image of the herringbone structure
of the gold (111) surface. Brighter lines forming the zigzags correspond to points on
the relief that are some 0.03 nm higher. Photo S. Rousset

Fig. 2.3. Left: Atomic structure of a bend in the herringbone reconstruction, show-
ing a surface dislocation characterised by its Burger circuit on the left, marked by x.
From [4]. Right: Lines of stacking faults organised into zigzags. Bends x and y have
different structures. The rectangle indicates the region magnified in the left-hand
diagram. From [4]

distance of 22 atoms in the bulk, a 23rd atom is incorporated at the surface. Hence,
like a blanket with folds in it, raised lines are created on the surface, corresponding
to off-site atoms. These are stacking fault lines, as shown in Fig.2.3 (right). These
faults are clearly visible in STM (scanning tunneling microscopy) images, where they
appear as whiter lines, raised by 0.03nm. In fact, due to the threefold symmetry
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of the surface, there are three equivalent reconstruction domains. Two equivalent
domains are shown in Fig. 2.3 by the two rectangles oriented at 120° to one another.

The figures also show that the stacking faults form a herringbone structure on
the gold (111) surface. This amounts to a periodic structure in the reconstructed do-
mains which can be explained by the self-organisation model developed in Sect. 2.1.2.
Each domain involves an intrinsic surface stress which does not have the same orien-
tation. The formation of domains in this zigzag pattern is a way of releasing elastic
energy.

The atomic structure of the bends in the zigzags reveals a particular atomic
arrangement resembling a dislocation. The presence of such a dislocation can be
visualised by plotting a regular hexagon with 10 atoms along each side on the sur-
face (a so-called Burger circuit). The existence of over- or under-coordinated atoms
explains why this hexagon is not completely closed, as shown in the figure. Hence
this nanostructuring of the surface is known as a dislocation network.

Another, more frequent example of the mismatch between unit cells in the surface
layer and in the top plane of the bulk occurs when a metal B is deposited on a
different substrate A. One then finds in other systems the same type of domain
walls as on gold, but with different and varied arrangements of stacking faults [5].

One simple way to obtain a nanostructured surface with longer-range order is
to fabricate a stepped surface. Instead of cleaving a surface along a dense face,
one cuts it along a crystallographic plane adjacent to such a face, typically
with a misalignment of between 0 and 15° with respect to the dense face. The
surface produced in this way then exhibits a periodically arranged sequence
of terraces separated by steps of atomic height. This atomic stairway is called
a vicinal surface. It is the ideal surface on which to grow wires. One may also
take advantage of the instability of some of these surfaces which thus evolve
towards a factory roof structure, the so-called faceted surface (see examples
in Figs. 2.7 and 2.20).

Crystallography of Surfaces: Vicinal and Dense Surfaces

In a crystal there are dense planes in which atoms are stacked compactly. In a
face-centered cubic (fcc) lattice, such as gold, platinum and copper, there are three
types of dense face (see Fig. 2.4). Each face is labelled by the direction of the normal
vector, whose components are the Miller indices. In Fig. 2.4, the (z,y, z) axes have
been taken as the three sides of the cube representing the unit cell of a face-centered
cubic crystal. Face (100) comprises a square arrangement of atoms, while face (111)
is hexagonal and is the densest face, and (110) is the most open and the most
anisotropic.

A vicinal surface is one with orientation close to that of a dense face. The
difference in orientation is somewhere between 0 and 15°. Since the positions of
surface atoms are imposed in a discrete manner by the crystal lattice, the surface
formed by the atoms is no longer a plane but rather a series of steps of height
corresponding to the distance between two crystallographic planes. The width of
the terraces and hence the density of steps are directly related to the miscut angle 0
(also known as the vicinal angle) and its direction relative to the crystal lattice (the
miscut direction). In the example shown in Fig. 2.5, the crystal cut induces a stairway



46 M. Hanbiicken, J. Eymery, and S. Rousset

(110) (100) (111)

Fig. 2.4. Dense faces of a face-centered cubic crystal lattice: face (110), face (100),
face (111). Upper: location of the face in the unit cell of the lattice. Lower: view
from above, showing the atomic arrangement within the face itself

Fig. 2.5. Vicinal surface close to the (111) face, with normal (788). The angle 0 is
the angle by which the vicinal surface is miscut with respect to the dense face. The
step density n is determined by this angle according to n = 1/L = (tan6)/h, where
h is the step height and L the width of the terraces

structure on the surface since it creates a simple parallel array of atomic steps. Other
cuts relative to the underlying crystal structure can produce several families of steps
and hence more sophisticated overlayers, such as a chequered pattern [6].

The faceting condition is obtained by minimising the surface free energy, as
are the corresponding conditions for relaxation and reconstruction. The free
surface energy is defined as the energy needed to create a surface of unit area
and arbitrary orientation [7]. It is related to the breaking of chemical bonds
when the surface is created. In order to minimise the free surface energy, the
surface atoms seek to adopt a different lattice parameter to the one in the
bulk. However, since they must adjust to the bulk layer, the surface layer is
intrinsically stressed (stretched or compressed). This intrinsic surface stress
is analogous to the surface tension in the surface of a liquid, except that
there is a fundamental difference between liquids and solids. As liquids are
incompressible, when a liquid is deformed, the atoms and molecules move
from the bulk towards the surface in such a way as to conserve the density
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of atoms on the surface. But when a solid is deformed, the distance between
atoms changes and the very nature of the surface also changes. Hence, in a
solid, one cannot identify the surface free energy with the intrinsic stress.
The surface stress is defined as the energy that must be supplied to deform
a surface [8-10]. In the two-phase systems described below, it plays a crucial
role in nanostructuring surfaces with long-range order.

2.1.2 Self-Organised Surfaces:
Discontinuities in the Surface Stress

Going beyond these crystallographic aspects, long familiar to surface physics,
other methods of self-organisation on crystal surfaces have appeared recently,
involving the long-range stabilisation of regular structures with periodic fea-
tures on scales from 1 to 100 nm [10,11]. A spectacular example is the appear-
ance of copper—oxygen stripes when oxygen is adsorbed on a copper surface
(see Fig.2.6a). If a small enough amount of oxygen is adsorbed onto the sur-
face, two phases appear: one is the bare copper surface, and the other is
formed from atomic chains of copper and oxygen. In this two-phase system,
each phase has a surface energy and hence also an intrinsic surface stress.
At the interface between domains, one finds a discontinuity in the intrinsic
surface stress which generates a line of forces between the bare copper and
the copper—oxygen domain. These forces allow atomic displacements which

Fig. 2.6. (a) STM image of the copper—oxygen striped phase for oxygen coverage
of 0.26 monolayers (ML) on the Cu(110) surface (1 monolayer = 1 atomic plane of
the substrate, in this case copper). Dark stripes formed by copper—oxygen chains
alternate with brighter stripes of bare copper. From [12] and with the kind permission
of P. Zeppenfeld. (b) Periodic alternation (period L) of bands of oxygenated copper
(stress tensor o1) with bands of bare copper (stress tensor o) and the presence of
forces F' = 01 + o2 along the boundary between two domains
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Fig. 2.7. (a) STM image of the faceted structure of a gold (455) vicinal surface.
3D view in which the height scale has been amplified. (The true angle between two
successive facets is 174°.) The long-range order has a periodicity of 200 nm. From
[16]. (b) Self-organisation model for a faceted surface. The period of the factory-
roof morphology is L. Each facet has an intrinsic surface stress o1 and o2. At the
boundary between two facets, there are lines of force F = o1 + o2 which allow
relaxation of the elastic energy of the system

release the elastic energy of the system, and elastic deformations propagate
into the crystal (long-range term). This elastic relaxation is what causes pe-
riodic domains to form in as great a number as possible. For a fixed ratio
between the two phases, there is an equilibrium between the energy loss in-
duced by an increase in the density of interphase boundaries and the energy
gain which results from elastic interactions between these boundaries. This
kind of energy argument can explain the periodicity obtained in Fig. 2.6a,
where periodic bands of bare copper alternate with bands of copper covered
with oxygen [12].

It should be noted that this is a very general model [9, 10]. It applies
whenever the system involves several domains of differing surface stress. This
happens, for instance, when an adsorbate does not completely cover a surface
[13], but also in clean reconstructed or faceted surfaces. For example, when a
surface is faceted as in Fig. 2.7a, each type of facet possesses its own intrinsic
surface stress (see Fig.2.7b). Using similar energy arguments [14], it can be
shown that there is a well-defined facet period when the surface reaches its
equilibrium structure [15].

2.1.3 3D Growth: Energy Criterion and Competition
Between Bulk Elastic Energy and Surface Energy

In general, the equilibrium shape of the adsorbate deposited on the surface of
the substrate depends on the energy balance between the surface free energies
of the two materials (adsorbate and substrate) and that created at their inter-
face [17]. Depending on the relative values of these ingredients, three growth
modes are accessible, leading to different morphologies (see section entitled
Growth Modes):
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e In the layer-by-layer mode (also known as the Frank-van der Merwe or
FM growth mode), a new layer only begins when the previous one has
been completed, and the successive layers tend to spread out.

e In the island growth mode (also known as the Volmer—-Weber or VW
growth mode), small clusters nucleate directly on the surface of the sub-
strate and the atoms tend to bind to each other rather than to the sub-
strate.

e Another, intermediate growth mode, known as the Stranski-Krastanov or
SK growth mode, begins with two-dimensional growth and then continues
by three-dimensional growth. In this case, the overall interaction energy
between the adsorbed atom and the film varies significantly with the thick-
ness of the deposited film, and this transition can be quite abrupt in many
pairs of metallic or semiconductor systems after the deposition of just a
few monolayers.!

It is the last two growth modes that interest us for the fabrication of nano-
objects on a surface. By adjusting the growth conditions, one can thus obtain
a certain morphology with some control over the mean roughness and the
density of objects. This effect is used to study and exploit physical effects
in zero dimensions in components, e.g., optical and electronic properties of
semiconductors.

Growth Modes

Depending on the balance of free energies v in the adsorbate, the substrate, and the
interface between the two, three basic growth modes are possible. Derivations of the
thermodynamic quantities playing a role in the growth modes can be found in the
review articles [17] and [18]. If

“Ysubstrate > “Yadsorbate + Yinterface

the first layer will tend to wet the substrate. Concerning subsequent growth, there
are two possible situations: either the arriving atoms form further layers and the
growth is then said to occur layer-by-layer or by the Frank—van der Merwe mode
(see Fig.2.8a); or the free energy of the substrate has already been reduced (and/or
the energy due to the lattice mismatch comes into play) and the growth continues
in the form of islands on this first layer. This mode is called the Stranski-Krastanov
mode (see Fig. 2.8b). If the energy balance is such that

“Ysubstrate < “Yadsorbate + Yinterface

the adsorbate will form 3D islands directly. This mode is called the Volmer—Weber
mode (see Fig.2.8b). It is commonly observed if a reactive material is deposited on
an inert substrate, e.g., a transition metal on a noble metal or an oxide.

Very complete tables of surface free energies calculated for gases, alkalis, semi-
conductors and metals are listed in [19].

! The monolayer is the unit of coverage of the sample by the adsorbate. It represents
a quantity of atoms adsorbed per unit area equal to that of the substrate surface.
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Fig. 2.8. The three growth modes
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Fig. 2.9. (a) Independent layer and substrate. (b) After coherent epitaxy, the de-
formations are completely accommodated in the plane. (¢) After incoherent epitaxy,
the lattice mismatch is accommodated by dislocations and a residual stress

In practice, in the Stranski-Krastanov mode, island formation often results
from competition between the surface energy which appears on the island faces
and the elastic or plastic energy released in the bulk of the island and/or the
substrate. This phenomenon, widely used in the case of semiconductors, lies
at the heart of the spontaneous self-organisation of quantum dots.

When a solid is in thermodynamic equilibrium, the physical ingredients
contributing to the free energy are not only surface and interfacial tensions,
but also the parametric mismatch between the elements and the energy of
dislocation formation [20]. From the standpoint of the crystal structure, one
may distinguish:

e coherent growth of the adsorbate on the substrate,
e totally relaxed growth of the adsorbate,
e partially relaxed growth.

In the first, case, also known as pseudomorphic growth, the adsorbate matches
the substrate lattice parameter in the growth plane and as a result, a large
amount of elastic energy is stored up in the adsorbed layer when the lattice
parameters of the pure materials are very different. The other two cases lead
to linear faults known as dislocations, which allow the two lattices to coincide
and release energy (see Fig.2.9).
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Fig. 2.10. Schematic representation of capture zones for disordered (left) and or-
dered (right) nucleation sites. These capture zones may result from a prestructuring
of the substrate or a surface reconstruction as in Fig. 2.14

Each of the different cases can be observed experimentally. For the semi-
conductors InAs/GaAs (III-V) and Ge/Si (IV-IV), the energy cost of dis-
locations is high and islands are generally coherent with the substrate. This
is not the case for the semiconductors CdTe/ZnTe and CdSe/ZnSe (II-VI),
where there is first a plastic relaxation (with the appearance of dislocations
conserving the planarity of the surface), and then the 3D elastic transition.
Using SK growth, one can produce plane surfaces carrying islands whose equi-
librium shape can be defined by crystal facets for specific growth conditions.
These facets depend on the anisotropy of the surface energy of the islands
and the mechanisms whereby elastic energy is released [21]. For example, for
SiGe alloys deposited on Si(001), the early stages of deposition produce small
objects with {105} facets, while increased amounts of deposited matter lead
to bigger objects with {113} facets [22]. When the material is changed, the
nature of the facets changes too. For example, one obtains {100} facets for
PbSe/PbTe(111) growth [23].

In conclusion, the SK growth mode can be used as a natural way of pro-
ducing nanoscale objects with relatively well-defined sizes.

To improve the size distribution of adsorbed islands and obtain a regular
spacing of islands on the substrate, further parameters need to be considered.
Up to now, we have discussed only the equilibrium morphologies, completely
disregarding the atomic structure of the substrate surface. Indeed, we have
considered a homogeneous surface as far as atomic sites are concerned, and this
is not justified in the case of a prepatterned surface. In order to understand
this, one must describe growth in atomistic terms, i.e., on the scale of the
elementary processes occurring there.

On a plane crystal surface which is chemically homogeneous, all surface
atoms are equivalent and growth will be homogeneous. Atoms arriving on
this surface can move around, to a greater or lesser extent depending on the
temperature, by hopping from one site to another on the surface. During
this diffusion process, if two atoms meet, the simplest model assumes that the
dimer thereby formed ceases to diffuse: this is then the island nucleation phase.
At a later stage in the growth, the number of islands no longer increases, but
atoms cluster on existing islands, thus increasing their size. This defines a
capture zone (see Fig.2.10). This growth process on a homogeneous surface
leads to a characteristic distance between islands and a mean island size,
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both related to the flux of deposited atoms, the temperature of the substrate,
and surface defects [22]. However, the island size distribution remains broad,
because the quasi-random nucleation/growth sites provide highly fluctuating
capture areas for island growth.

In contrast, on a periodic prepatterned surface, the existence of a peri-
odic distribution of favoured nucleation sites, or diffusion barriers which trap
deposited atoms, can produce an array of regularly-sized nanostructures in a
periodic arrangement across the surface.

2.1.4 Role of the Chemical Potential as Driving Force
Behind Adsorbate Growth. Curvature Effect and Elastic Stresses

If the surface is prestuctured on a large scale, a more macroscopic description
of the growth must be given to explain the way objects are positioned. In
doing so, one must take into account curvature effects and stresses in the
surface features.

When crystal growth is carried out on a nanostructured surface, the reali-
sation and positioning of objects are once again determined by a minimisation
of the total free energy of the system. As we saw above, this energy involves
essentially two ingredients. The first is the surface energy of pure bodies and
the interface, together with their anistropies which can cause facets to ap-
pear. The second is the elastic energy stored in the bulk of the objects and
neighbouring media (substrate, deposited film, etc.). The place where the ob-
jects eventually grow depends on the relative values of these two physical
parameters.

From a more quantitative point of view, it is useful to consider the surface
chemical potential

0

M:aw(F+PV) ;

T,P

where F' is the surface free energy and N the number of particles in the
system of volume V' and pressure P. Strictly speaking, u is an equilibrium
thermodynamic quantity. Here we are using its extension to a local equilibrium
in order to apply it to the case of real growth conditions [24].

It can be shown that the gradient of the chemical potential is a driving
force for diffusion on the surface. The atomic surface flux j is given by the
Nernst—Einstein relation

) nD Ou
J=—"7 7732

kBT 0s ’
where n is the adatom density, D is the surface diffusion coefficient, and Js
is an infinitesimal length [24].
Along a surface described by a single variable x, work by Herring (1950)
[25] and Mullins (1957) [26] leads to the expressions
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where o is the chemical potential of the plane surface, 2y is the atomic
volume, ~ is the surface free energy (which depends on the orientation), and
K (z) is the curvature of the surface (negative for a concave morphology). The
function Eg(x) is the local energy due to the surface stress, which essentially
accounts for the tangential component when the surface is free.

This highly simplified model shows that, for the growth of elements iden-
tical to those of the substrate:

e the surface curvature term favours adatom diffusion towards the bottom
of concave morphological features, such as holes, channels and so on;

e the elastic term favours growth in convex regions, such as ridges, peaks
and so on, where there is greater release of elastic energy.

Epitaxial growth of an element differing from the substrate (heteroepitaxy)
also depends on these two ingredients. The elastic term must now account for
the lattice mismatch between the elements. Hence, the critical thickness at
which islands begin to form in the SK transition will be more quickly reached
at specific locations in a pattern. One can thus obtain long-range ordering in
the dot positions depending directly on the etching interval.

2.2 Physical and Chemical Methods
for Producing Nano-Objects

Developments in nanoscience have been widely based on the elaboration of
tools designed to deposit thin heterostructure films of semiconductor materials
or metallic multilayers (see Figs.2.11-2.13). This made it possible to move
from structures in which just one dimension reached the nanometer scale,
viz., the growth axis, to objects possessing two or even three nanometric
dimensions.

These fabrication techniques are generally classified into two approaches:
the physical approach, in which growth occurs directly from beams of atoms
making up the compound; and the chemical approach, involving a chemical
reaction which releases those species required for growth.

The physical techniques include vacuum evaporation (see Fig.2.11) in
which a material is deposited under secondary vacuum conditions (about
1075 torr, where 1torr ~ 133 Pa, 1atm a2 10° torr) on a substrate maintained
at a controlled temperature, and an extension of this known as molecular
beam epitaxy, in which atoms are piled up on a crystalline substrate in such
a way as to respect the orientations of the underlying crystal structure, a
technique which operates in ultrahigh vacuum conditions (below 1071 torr)
and which allows much tighter control of the growth parameters as required
for the production of crystalline films.
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Fig. 2.11. Physical deposition methods operating in vacuum conditions. Left: The
crucible of the effusion cell is heated by a filament to temperatures as high as 2 000°C.
Right: The electron gun heats the material. Another method uses energy from a
high-power laser beam (YAG or excimer)
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Fig. 2.12. Diode sputtering method. The surface is bombarded by a flux of high
energy ions (here Ar") obtained from a plasma. The sputtered atoms are gener-
ally electrically neutral. Variations involve introducing a reactive element into the
plasma, e.g., O2 or Nj, or using triode setups or radiofrequencies
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Fig. 2.13. Chemical vapour deposition (CVD), using a reactor with hot walls.
Volatile compounds comprising the material to be deposited may be diluted in a
carrier gas. They react on the substrate and the walls. Variations involve using cold
walls and heating only the substrate, whereupon one may work at lower pressures,
or activating the chemical reaction by me