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Preface

This book is an overview of the fundamentals and applications of nanosciences
and nanotechnologies, focusing mainly on nanophysics. Our aim as editors is
to use a pedagogical approach in the readers’ own language in order to provide
a grounding in all the major theoretical and experimental aspects of this new
generation of science for students preparing a Masters or a PhD, researchers
and university professors.

We wish to extend our thanks to Paul Siffert of the European Materials
Research Society for his support of this English version and to Stephen Lyle
for his excellent translation from the French.

Paris, Claire Dupas
July 2006 Philippe Houdy

Marcel Lahmani



Foreword to the French Edition

Research scientists have not only a three-fold duty to society, but also a three-
fold ambition: to discover, to invent, and to inform. A piece of knowledge that
remained forever the exclusive possession of those who built it would, like a
hidden treasure, be worthless to all, even those who concealed it.

Scientists and technicians have a duty to share their knowledge. This is
precisely the intention of those who have written this book, explaining the
achievements of nanoscience and the prospects it offers us.

The book is aimed at engineers, undergraduates and postgraduates alike.
Indeed, it should be accessible to anyone with a scientific or technical back-
ground. The subject is an exciting one that has blossomed with astonishing
rapidity over the last few years. Nanoscience, nanotechnology and nano-
materials have become a central field of scientific and technical activity.
Investigations involve state-of-the-art physics and the full force of our present
understanding of matter. Indeed, quantum phenomena are omnipresent.
Industrial applications are prolific and wide-ranging, including electronics,
communications, magnetism, mechanics, and new materials, not to mention
biology, to which a whole volume could easily be dedicated.

The first edition was published in French by unanimous decision of the
authors, and they are to be congratulated. This will in no way hinder its
dissemination in other languages. The contents are clear, to the point, and
appealing. I wish the reader the same pleasure and interest I have found in
them myself.

There is a great need for good scientific writing today, and here is a perfect
example.

Academy of Science, Paris Hubert Curien
December 2004
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Convinced thou must confess such things there are
As have no parts, the minimums of nature.

Lucretius, De Natura Rerum

Several centuries before the advent of Christianity, nature had already been
broken down into atoms. As the culmination of a long line of Greek philoso-
phers, including Democritus and Epicurus, it was Lucretius who formulated
this first detailed ‘atomistic’ description of nature in the first century BC. This
was not yet nanoscience, but simply science. However, it was not until the be-
ginning of the nineteenth century, some 20 centuries later, that the atomic
theory would be scientifically established by the chemists Dalton, Lavoisier,
Gay-Lussac, and others. The science of the microscopic would then work its
way up through the ranks during the nineteenth and especially the twentieth
century. Physics and chemistry as we know them are largely built upon our
knowledge of matter on the atomic scale.

Continuing this same trend from the beginning of the 1980s, it would seem
that several new chapters have been added to the history of science, associated
with the prefix ‘nano’. The notions of nanoscience and nanotechnology pop up
in every sector of modern knowledge. But was it really necessary to create this
new branch when physics, chemistry, and biology have long been dedicated to
understanding phenomena on the smallest scales?

In fact, rather than designating a new chapter in the history of science,
these terms would be better interpreted as a new approach to those chapters
already written, a new way of accounting for the scientific disciplines. Let us
explain this observation.

The nanometer has long been defined: it is one billionth1 of a meter or one
thousandth of a micron, of the same order as the distance between two atoms
1 In this book, one billion will be taken as 109.
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in a solid (several tenths of a nanometer). What is new is the ability to ma-
nipulate matter on scales ever closer to the nanometer. This new knowhow,
this new technology, was naturally given the name of nanotechnology. The
fabrication of such small objects opened the way to a new field of scientific
investigation. Using novel observational methods developed more or less si-
multaneously, abstract notions such as the wave function of the electron, the
‘image’ of a single atom, or the presence of just one electron have become
commonplace features of everyday experience. This newfound familiarity has
indeed stimulated a rush of interest in those sciences that have benefitted
from it.

A succession of fruitful exchanges has characterised the interplay between
the fabrication of ever smaller and better controlled samples and the under-
standing of their basic properties. Underlying this interplay is the following
question: when exactly can we no longer apply the physics we know, the
physics of the macroscopic? The answer has come in the form of a new field
of physics: the physics of the mesoscopic, i.e., on intermediate scales, which
is of course just one of the many facets of the nanosciences. Precisely fixing
the boundary of what one would call nanoscience amounts to detecting that
size at which the tiny dimensions of a sample become essential to any expla-
nation of its properties. This is tantamount to defining a frontier, and one
whose distance will vary depending upon which property of matter concerns
us: electronic states, electron transport, propagation of light, and so on. As
a general rule, it is the comparison between the size of the sample and the
characteristic lengths of the various phenomena, such as electron mean free
path, electron or light wavelength, etc., which constitutes the defining crite-
rion for the frontier of nanoscience. Such a manifold criterion already reflects
the many fields affected by nanoscience.

One of the founders in this area, Heinrich Rohrer, has left us with another
definition of the nanosciences, centered upon the subjects it studies:2

Thus we could call nanoscience the science of dealing with nano-
individuals. This applies to measuring, understanding and selectively
modifying properties, to manipulating, positioning and machining
nano-objects as well as to developing new concepts in treating nano-
individuals, especially large numbers of them.

One advantage of this definition is that it brings out the extent to which the
methods of fabrication and instruments of observation form the very heart of
the subject.

Before going further with this theme, it is perhaps wise to ask whether
nanoscience and nanotechnology do not merely constitute a passing phase, an
overwhelming fascination due to the present successes of microelectronics, or
2 H. Rohrer, The nanoworld: Chances and challenges. In: Proc. of Intl. Conf. on

Nanophase Chemistry, Houston USA (23–24 October 1995). H. Rohrer received
the Nobel prize for physics 1986, jointly with G. Binnig, for the invention of the
scanning tunneling microscope.
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whether they represent a genuine driving force capable of transforming science
and technology in some enduring way. The events of the last thirty years have
taught us that the techniques of miniaturisation have never ceased to progress
over this period. Electronic components are now microcomponents, on their
way to becoming nanocomponents. The trend has been continuous and steady,
as summed up in the law formulated by Gordon Moore at the beginning of the
1970s. Indeed, it was observed that the number of transistors incorporated in
a chip was multiplied by four every three years, and this law has been fulfilled
ever since. These developments arise from the increased surface area of chips,
which has gradually progressed from mm2 to cm2, but also and especially,
the reduced size of the components that can now be made. Every generation
of integrated circuit is drawn with a design rule (the smallest dimension or
minimum feature size) 0.7 times that of the previous generation, whereby
all areas are divided by a factor of 2. Successive generations of integrated
circuits have come out on a steady 3-year cycle, and recently, at the rate of
one every 2 years. The driving force behind this evolution can be found in
the simultaneous quest for better performance (reduction of the gate length
increases component speed), cost cutting (to manufacture more components
from the same slice of silicon), and increased reliability (a single chip can
integrate more and more functions). All these features can be summed up in
the formula: smaller, faster, cheaper.

But at this rate, where will microelectronics end up? A programme for its
future development can be found in The International Technology Roadmap
for Semiconductors.3 According to this document, in 2003, the half-pitch of
a memory cell array was 100 nm, whilst the gate length of a MOS transis-
tor, printed with a 60-nm pattern, had a physical length of only 45 nm. If the
present trend continues, it predicts that 4 generations later in 2015, this phys-
ical gate length will be a mere 10 nm (see Fig. 1). The age of nanotechnology is
thus well and truly programmed for the beginning of the twenty-first century.

On this scale, all our ideas must be reconsidered, since the approximations
to which our observations are referred are no longer valid: atoms can be moved
individually, and electrons or photons can be counted one by one. Samples
are so small that each must be treated as a quantum object in its own right.
Naturally, the operating principles of transistors which have been applied
for better or for worse to developments in microelectronics throughout its
evolution will now have to be reassessed. Through the very success of their own
undertakings, technologists have no choice but to enter uncharted territory,
where science alone can guide them.

It is therefore reasonable to ask whether this ‘peaceful’ evolution of the
past few decades will continue without upset, or whether the passage into the
nanoworld can only happen at the cost of a series of revolutions, each capable
3 The International Technology Roadmap for Semiconductors can be consulted

on the Internet: http://public.itrs.net/Files/2002Update/2002Update.pdf

in portable document format.
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Fig. 1. Reduction in the gate length of MOSFET transistors as projected in the
International Technology Roadmap for Semiconductors. Horizontal axis: year of
production. Vertical axis: minimum feature size (nm). The thick curve shows pre-
dictions made in 1999 compared with those made in 2001 and confirmed in 2002
(thin curves). Triangles correspond to printed gate lengths, resulting from the litho-
graphic process, whilst crosses correspond to physical gate lengths at the end of the
fabrication process

of transforming the basic concepts and technologies, or even the industrial
models of microelectronics. Indeed we have already mentioned the quantum
revolution. But there is also the revolution of molecular electronics. Instead of
the top-down approach, where everything is based upon the power of minia-
turisation, will it be possible to substitute a bottom-up approach, capable of
assembling mass-produced nanoelements? Will the transistor be replaced by
molecules, and copper wire by carbon nanotubes?

These radical transformations, these revolutions, are prepared by scientists
in their laboratories. Well ahead of the techniques employed by industry, they
are already fabricating much smaller samples than those predicted by the
roadmap, isolating molecules, building up elementary components, analysing
their properties, and developing the corresponding theory.

The point of all this development is quite clear. Science and technology
are more closely bound than ever before, to master such rapidly evolving tech-
niques, understand the properties of novel objects, and predict and demon-
strate new principles regarding these components. The field is a large one,
as Feynman pointed out in 1959:4 “There’s plenty of room at the bottom.”
Indeed, there is more and more room at the bottom because, since that time,
the nanoworld has been extended in the most extraordinary manner. The days
4 This was the title of a lecture given by R.P. Feynman on 29 December 1959, and

available at the website www.zyvex.com/nanotech/feynman.html. Feynman was
awarded the Nobel prize for physics in 1965.
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when the sciences operated in splendid isolation are gone. Chemistry has laid
claim to a quite unequalled knowhow in the construction and understand-
ing of molecular and supramolecular objects, whilst biology, which has also
reached down to the molecular level, has brought us novel concepts and given
access to the great wealth of the living world. Other branches of science, like
mechanics, so often forsaken, have proved crucial to the development of mi-
crosystems. Every day, the sciences converge a little further at the beckoning
of this new technology. And this convergence invites revolution at every level:
intellectual, organisational, and educational.

Young scientists today are likely to be attracted by the depth and novelty
of the challenge, setting off on a voyage of discovery in an unknown world,
where the ways have not yet been signposted. However, university and pro-
fessional training must prove itself equal to the task, providing them with the
theoretical and conceptual background they will require. One of the aims of
this book is precisely to provide a tool that can be used to train, not only
students, but teachers and research scientists. It has been written by research
workers and university teachers who are experts in their own fields and fully
up-to-date with the latest developments. It has been put together in such a
way as to produce a uniform and complete entity that can be approached
directly via any of the chapters, whilst maintaining a high level of comple-
mentarity between them.

Chapters 1–6 are concerned with the tools and equipment which make
nanoscience possible. Described first are the processes of lithography and en-
graving, used to fabricate smaller and smaller objects from a bulk material
according to what is known as the top-down approach, working from the
macroscopic to the nanoscopic. In lithography, the limits of miniaturisation
have been gradually pushed back using either UV radiation of ever shorter
wavelength, and even X-rays, to reduce diffraction effects, or electron beams
and ion beams. This represents a major step forward, that has served as a
precondition for the development of miniaturisation.

Self-organisation and self-assembly constitute another approach to fab-
ricating nanometric objects. Here, one must look back to the invention of
molecular beam epitaxy (MBE) in the mid-1970s. This provided a simple and
reproducible technique for preparing ultrathin films of metals or semiconduc-
tors, whose thickness could now be reduced to a single atomic layer, viz.,
0.3 nm. The science of objects with one nanometric dimension had begun:
quantum wells, superlattices, doping planes reduced to one monolayer would
soon be better and better controlled. However, size reduction was pursued still
more vigorously in order to benefit fully from the elimination of degrees of
freedom in fabricated objects. Naturally occurring physical phenomena had
to be put to use to shape matter in this way. Through surface reconstruc-
tions and stress relaxation, nanometric objects such as quantum dots, wires,
and islands can be prepared directly in an effective manner. By the same
methods, a template can be generated for the fabrication of such objects. It
is only by techniques of this kind that one can take the bottom-up route to



XIV Preface to the French Edition

nanoelectronics, assembling nano-objects directly, as in a child’s construction
toy.

The appearance of new observation and manipulation tools has also con-
tributed in an essential way to developments in this field. They are based
on the use of a very small probe, capable of making measurements locally.
The displacement of this probe in the immediate vicinity of the sample using
high-precision piezoelectric actuators allows one to follow the variations of the
measured parameter and construct a representation of the sample, an image
of sorts. What is more, the diversity of these probes has led to a whole family
of new instrumentation.

To begin with, there is the scanning tunneling microscope (STM), which
registers the electronic current crossing via the quantum tunnel effect from
the conducting surface to a very fine metallic point or tip held close by. In
fact, this instrument probes the local electron density right down to atomic
scales.

The probe can also detect the attraction and repulsion operating between
the tip and the surface. In this case, the instrument, known as the atomic
force microscope (AFM), is quite capable of observing insulating surfaces. It
is used first and foremost to establish the topography of the surface. However,
the wide range of forces coming into play leads to an equally wide range of
measuring instruments, depending on whether one is concerned with electronic
forces, magnetic forces, and so on. In certain cases the tip can serve both as
an observation instrument and as a tool for modifying the surface, moving
atoms around in a controlled way or activating localised chemical reactions.

In the same category are the scanning near-field optical microscopes
(SNOM). In this case the probe is a very fine optical fibre with diameter well
below the wavelength of the light it collects and transports to the detector.

This part of the book ends with a description of alternative lithographic
methods currently under development, whether they are derived from near-
field microscopy in which the probe becomes a writing implement, or from
nanoimprint techniques.

Chapters 7–10 describe the various families of nano-objects. Their great
diversity and the multitude of methods for preparing them attest to the aston-
ishing vitality of this field of activity. Their unique properties often mean that
they have become basic building blocks when assembling complex structures
according to the bottom-up approach.

Clusters are atomic assemblies prepared by methods arising in atomic
physics. The theoretical basis for their properties, methods of preparation
and potential applications are presented in full.

Fullerenes and carbon nanotubes are the best known of the assemblies
involving carbon. These newly discovered forms add to the list that began
with the long-known graphite and diamond. They are made by rolling up a
single sheet of graphite in various ways, some more complex than others. Their
theoretical properties and methods of preparation are described in detail.
They possess a wealth of properties, leading to a great many applications,
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from nanoelectronics to hydrogen storage, not to mention electromechanical
nanosystems.

Semiconducting nanowires can also be prepared by direct synthetic meth-
ods. As our control over them progresses, they can be used to reproduce most
of the functionalities of semiconductors on the nanometric scale. They may
well provide original solutions to the requirements of nanoelectronics.

Finally, supramolecular chemistry is the science of self-assembly and self-
organisation on the molecular scale. With the great variety of chemical bonds
available, they lead to an equally wide range of objects. Their properties may
be applied to everything from nanomachines to the components of molecular
electronics.

Chapters 11–17 describe the properties and applications of nano-objects
from nanoelectronics, through nanomagnetism and information storage to op-
tronics.

Nanoelectronics is a key theme in the development of nanoscience and
nanotechnology. How will electronics end up after several decades of minia-
turisation? A first stage referred to as ultimate electronics describes the prob-
lems and possible solutions that may take current technology to its logical
conclusion, with MOSFET gate lengths of 25 nm or less.

Beyond this, components will have to be based on new operating principles.
The main solutions currently under investigation are described. The first of
these relies on the single-electron transistor, wherein electrons are transferred
in a controlled way between conducting islands. Another uses the transfer of
magnetic flux quanta between superconducting islands: this is the so-called
rapid single-flux quantum (RSFQ). A third solution is based on the properties
of small structures, referred to as mesoscopic, across which the electron wave
function remains coherent, thereby completely modifying electron transport
conditions.

On the other hand, the future may lie in molecular electronics. Could a
single molecule be made to behave as a transistor or even as a complex logic
function? This is an idea that some have long been reflecting upon and it
has stimulated a great deal of research, as much on the theoretical front as
in molecular synthesis, or in the measurement of the electronic properties of
molecules. The fabrication of components from carbon nanotubes, which have
already shown their suitability for achieving complex functions, should also
be included in the general area of molecular electronics.

One problem dominates all research in nanoelectronics: this is the need to
invent a new architecture for logic circuits, capable of managing the infinite
complexity of this electronics.

Nanomagnetism is a key area of research, for magnetic materials are widely
used to store information. As the size of memory cells is reduced, a limiting di-
mension is reached below which the stability of the direction of magnetisation
can no longer be guaranteed. How can this limit be pushed back? How can
read/write operations be simplified? The discovery of giant magnetoresistance
and tunnel magnetoresistance have inspired novel solutions to these problems,
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which now underly a new discipline known as spin electronics or spintronics.
Electron spin and its interaction with magnetic materials will play ever more
crucial roles.

Information storage is one of the basic elements of data processing. This
may be achieved by mass memory, or by dynamic memory in constant dialogue
with the processor. The various competing technologies are compared and the
possibilities for development are discussed.

Optronics is the fourth major field of application of the nanosciences. In-
deed, light-emitting components from light-emitting diodes to lasers have fun-
damentally different properties as their dimensions are reduced. When the size
of the structure nears the wavelength associated with electrons and holes, i.e.,
between 30 and 70 nm depending on the material, the energy levels are shifted
and all emission and absorption properties are modified. Because of this, the
integration of quantum dots into photonic components has become common
practice. The propagation of light itself is significantly affected if the index of
the medium is modulated with a period close to the wavelength. The formation
of allowed and forbidden bands then transforms the dielectric into a photonic
band gap (PBG) material. This new field of investigation has brought optics
back into the fold where technology is concerned. Finally, even metallic ma-
terials are capable of radiating energy via surface plasmons when in the form
of nanostructures. This effect has some rather surprising applications such as
the optical sieve effect.

The interface with the biological sciences constitutes the fifth and last field
of applications presented. As biological media are by their very essence made
up of nanometric units or assemblies of such units within cells, the appear-
ance of new means of investigation or manipulation appropriate to this length
scale can be rich in consequences. The emphasis is placed on nanophotonics,
presenting the main physical effects: one- or multi-photon fluorescence, spec-
tral broadening, harmonic generation, fluorescence resonance energy transfer
(FRET) between particles, near field and evanescent waves, and plasmon res-
onance already mentioned above.

The various fluorescent molecules and their associations are then discussed,
together with assembly techniques used to implement them: coupling of bio-
molecules and nanoparticles, genetic engineering, and grafting of fluorescent
molecules.

Specialised equipment has been designed to implement these techniques:
fluorescence microscopes, single-molecule spectroscopy, optical tweezers, non-
linear microscopy (two- or three-photon, second and third harmonic, coherent
anti-Stokes Raman scattering), near-field optics, fluorescence correlation and
photon emission statistics.

Applications of nanophotonics to the study of biological phenomena are
then presented through a selection of examples: cell media (membrane open-
ings, dynamics of membrane diffusion, intracellular transport) and biomimetic
systems (artificial membranes, Langmuir–Blodgett layers and aqueous gels,
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application of the FRET method to analyse the effect of calcium ions on
protein folding).

Chapter 18 deals with modelling and simulation. It begins by discussing
the relevance of simulation as a theoretical tool in atomic-scale microscopy,
then describes the main approaches to simulation. Semi-empirical or empir-
ical simulation, in which the quality depends on the accuracy of the chosen
interatomic potential, are covered first. These methods can be improved by
taking quantum effects into account. Finally, ab initio simulations start from
a description of the particle ensemble that is as complete as possible. The
complexity of the problem and power of our computers nevertheless impose
limits on the size of the objects that can be modelled in this way, making
various approximations unavoidable, if computation times are to be kept at a
reasonable level. The various limitations of these methods are also described.

CEA, Grenoble, December 2004 Jean-Louis Pautrat
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CEA Saclay
91191 Gif-sur-Yvette Cedex
France
filoramo@drecam.saclay.cea.fr

David Fraboulet
CEA-LETI
ST/Philips/Motorola Alliance
850, rue Jean Monnet
38926 Crolles Cedex, France
fraboulet@cea.fr

Christian Frétigny
Ecole supérieure de physique
et de chimie industrielles
10 rue Vauquelin
75231 Paris Cedex 05
christian.fretigny@espci.fr

Sylvie Galdin-Retailleau
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25211 Montbéliard Cedex, France
Jean-Claude.Labrune@pu-pm.
univ-fcomte.fr

Marcel Lahmani
Laboratoire d’étude
des milieux nanométriques
Université d’Evry
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et des Systèmes Conjugués
Laboratoire de Chimie
de Coordination du CNRS
205 route de Narbonne
31077 Toulouse Cedex 4, France
jfnierengarten@lcc-toulouse.fr

Frank Palmino
Surfaces, Interfaces
and Nanostructures
FEMTO-ST/CREST/UMR 6174
CNRS
4 place Tharradin BP 71427
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Part I

Tools for Nanoscience



1

Lithography and Etching Processes

D. Mailly and C. Vieu

1.1 Definitions and General Considerations

Lithography is the process of printing patterns onto a thin film called a resist,
using a localised interaction between this layer and an engraving micro-tool
or particle beam.

The various techniques of lithography can be classified according to the
micro-tool or the type of radiation used (detailed in Sect. 1.5). Hence, to print
the pattern, photolithography uses photons, electron lithography uses elec-
trons, and ion lithography uses ions. On the other hand, lithography by im-
pression uses the mechanical interaction between a hard mould and a layer of
soft resist, and near-field lithography uses various types of interaction (elec-
trical, mechanical, thermal, optical) between a fine tip and the surface of the
resist.

The lithography itself does not therefore structure the active material
which will constitute the core of the nanodevice. It simply sketches the outline
of the future device in a sacrificial layer, the resist, and this is then used in
a transfer stage to shape the active layer according to the dimensions of the
pattern imposed in the lithography stage.

1.2 Photoresists

The photoresist is a thin layer deposited on the surface of the active ma-
terial destined to receive the radiation or the interaction used during the
lithographic process. The word ‘photoresist’, or ‘resist’ for short, is used for
historical reasons. Optical lithography, or photolithography, which was the
precursor of all modern microlithographic techniques, used a polymerised or-
ganic material or resin for this purpose.
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Substrate

Local exposure
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Pattern obtained after development
of a positive resist

Pattern obtained after development
of a negative resist

Fig. 1.1. Local exposure of resist and development

Lithographic Materials

With the development of a great many micro- and nanolithographic methods, other
types of material are now used to print patterns. In electron lithography, for exam-
ple, inorganic films such as AlF3, SiO2 and MgO can be exposed. In STM (scanning
tunneling microscopy) or electron beam lithography, patterns can be printed on self-
assembled monolayers (SAM). We shall also see in Chap. 3 how transferable patterns
can be printed on the passivation layer of a hydrogenated silicon surface using an
STM tip. In the latter case, the resist layer is in fact the uppermost atomic layer
of the surface containing hydrogen atoms which attach to the dangling bonds of a
monocrystalline silicon surface. It is clear from this that the word ‘photoresist’ is
intended to mean a sacrificial layer on which a pattern can be printed. Figure 1.1
shows a process using a standard resist, which serves to illustrate the general ap-
proach. There are many variations on this theme, depending on the chemical or
structural characteristics of the resist layer and the nature of the specific interaction
used for lithography.

1.2.1 Example of Processing with a Polymer Resist

A polymer resist is a typical photoresist for photolithography or electron litho-
graphy. The resist is an intelligent polymer comprising two parts: a matrix,
insensitive to the writing radiation, which fulfills the mechanical requirements
of the resist, and an active component, sensitive to the radiation, which either
accelerates or slows down the rate at which the resist dissolves in a solvent.
There are thus two types of resist: positive resists for which exposure increases
the solubility and negative resists for which exposure reduces the solubility.

• The polymer constituting the resist is dissolved in a solvent to obtain a
liquid.

• The substrate is coated with resist on a turntable (spin-coating). The
thickness of the resist coating can be very accurately controlled, to within
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Liquid resist 
solution

Substrate held 
by suction

Turntable

ω : angular speed

Fig. 1.2. Spreading the resist layer using a turntable

a few nanometers, by adjusting the solubility of the polymer in the solvent,
the intrinsic viscosity of the polymer macromolecules, and the angular
speed of the substrate on the turntable.

• Before exposure, the substrate is raised to a moderate temperature (around
100◦C) to evaporate any excess solvent molecules incorporated within the
resist layer (soft bake). This makes the thickness of the coating more uni-
form.

• The resist is exposed using the lithography tool. The resist layer is modified
locally. In general, these modifications are of a chemical nature and no
topographical features are visible on the layer. A latent image is formed
at the end of the lithography process.

• The result is then developed by immersing the substrate in the appropri-
ate solvent, which dissolves the resist selectively according to the degree of
exposure. In the case of a positive resist, development leads to the forma-
tion of a hole in the exposed regions (weak solvent for the initial polymer),
whereas in the case of a negative resist, development dissolves the resist
rather in the unexposed regions (strong solvent for the initial polymer).

• Finally, there is a post-exposure bake, in which the substrate is raised to
a higher temperature (around 120◦C) in order to evaporate excess solvent
molecules from the development phase, and in some cases to harden the
polymer in an irreversible manner by favouring cross-link reactions be-
tween the macromolecular chains. Any resist remaining on the surface is
then more robust for the ensuing microfabrication operations.

1.2.2 Sensitivity and Contrast

The most important parameters characterising a resist layer are sensitivity
and contrast.

The sensitivity of the resist refers to the intensity of the relevant radia-
tion or interaction used in the lithography, often called the dose, required to



6 D. Mailly and C. Vieu

Ideal resist with 
infinite sensitivity

Dose

Do

1

0,7

tf
t i

Sensitivity of resist

DoseD0

D11

0,7

tf
t i

Ideal resist with 
infinite sensitivity

Sensitivity of resist

Fig. 1.3. Left : Negative resist. The resist hardens during exposure and the contrast
curve increases. Right : Positive resist. The resist is softened during exposure and
the contrast curve decreases

cause a sufficient modification of the resist to ensure that the desired pattern
appears at the development stage (when such is necessary). This parameter is
analogous to the sensitivity of a photographic film. Naturally, it is the sensi-
tivity of the resist that determines the total length of exposure. In industrial
lithography where mass production is imperative, highly sensitive resists are
preferred.

The sensitivity of a resist is expressed in units characterising the type of
interaction used for lithography. When charged particle beams are used to ir-
radiate the resist (electron or ion lithography), typical units are coulomb/cm2.
When the resist is irradiated by a photon beam, typical units are J/cm2.

The contrast of the resist characterises the variation of the solubility rate
in its developer as a function of the exposure time (dose). The higher the
contrast, the better the resist will be able to reveal small variations in the re-
ceived dose. This is a crucial feature of the resist. Indeed, as we shall see later,
whatever type of lithography is used, the spatial localisation of the exposure
on the resist never cuts off abruptly. Owing to various physical effects that
depend on the type of radiation or interaction used (diffraction for photons,
collisions for electrons, etc.), the actually exposed region of the resist extends
slightly beyond the intended patterns to include a transition zone that varies
in width. These transition zones determine the spatial resolution of the lithog-
raphy process. It is intuitively clear that, the higher the contrast of the resist,
the less these edge effects will contribute to spreading of the patterns. It is
therefore a priority to find high-contrast resists.

Note, however, that it is an abuse of language to speak of the contrast of
the resist, because this contrast is only defined for the complete lithography
process, which involves not only the resist, but also the type of radiation or in-
teraction used, the developing solution and the developing temperature. Con-
trast curves are generally obtained experimentally for this set of parameters.
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Contrast Curves of a Resist

The final thickness of the resist film is measured experimentally after development
and compared with the initial thickness of the resist film after deposition, to give
the parameter tf/ti, for various values of the radiation dose.

For a positive resist, D0 denotes the threshold dose beyond which the final resist
thickness becomes unmeasurable, whilst D1 denotes the threshold dose below which
the final resist thickness does not differ significantly from the initial thickness before
exposure. The contrast γ of the resist is a measure of the steepness of the contrast
curve between D0 and D1 :

γ = (log D0 − log D1)
−1 .

1.2.3 Example of a Positive Resist

For concreteness, let us examine a typical example of a positive resist com-
monly used in electron lithography, namely polymethylmethacrylate (PMMA),
better known by the generic name of plexiglass. This polymer is generally used
with a very high molecular weight of something like a million. Once the resist
film has been spread, it forms a dense network of enormous macromolecules
with a high level of entanglement. The effect of an electron beam, or more
generally, ionising radiation, is to trigger a rather complex set of chemical
reactions which break carbon–carbon bonds in the polymer backbone. Hence,
the main effect of irradiating the resist is a local reduction in the molecular
weight of the polymer. In the region exposed during the lithographic process,
the network of polymer macromolecules is loosened and the chains become less
entangled. Now it is well known that the effect of a solvent on a polymer de-
pends sensitively on the molecular weight of that polymer. Indeed, since the
solvent molecules must penetrate within the macromolecular network, this
penetration will clearly be enhanced when the molecular weight is reduced.
Choosing a solvent that is well-suited to PMMA, it is thus possible to dissolve
the exposed regions in a selective manner, without disturbing those regions
that have been protected from irradiation. A ‘hole’ is then formed at the site
of the irradiated patterns.

The initial and final molecular weights Mi and Mf of the polymer are
simply related:

Mf =
Mi

1 + gεMi/ρA0
,

where g is the number of broken bonds per unit energy absorbed by the resist
during exposure, ε is the energy deposited per unit volume during exposure,
ρ is the density of the resist, and A0 is Avagadro’s number.

According to this expression, the parameter g determines the sensitivity
of the resist. This simple expression also shows that, if one is able to calculate
the spatial distribution of energy deposited during exposure of a pattern, then
one can account for the evolution of the molecular weight of the polymer film
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b) Anisotropic ion etching
using the resist as mask

c) Removal of resist

c) Removal of resist

a) Positive resist after
development

a) Positive resist after
development

a) Positive resist after
development

b) Electrolytic growth from
the growth base

b) Deposition of a thin
layer on the resist

c) Dissolving the
resist: lift-off

d) Anisotropic etch using
the deposited film as
etch mask

Fig. 1.4. Three examples of transfer strategies starting from a pattern obtained by
lithography on a positive resist

at any point. For example, in electron lithography, the possible trajectories
of incident, back-scattered and secondary electrons can be simulated. It is
then possible to calculate the energy contributed by these electrons in inelas-
tic interactions with the resist atoms. This deposited energy and its spatial
distribution determine the size and shape of the pattern obtained in the resist
after development. If this equation is combined with a simple law character-
ising the selective solubility of the polymer in the developer solvent, it is in
principle possible to predict the size and shape of the patterns. An empirical
law of the type

V = V0 + β/Mα
f

generally gives good results. In this equation V is the solubility rate of the
resist film with final molecular weight Mf in the developer solvent, V0 is this
solubility rate for an infinite molecular weight (approximately that of the
unexposed resist), and β and α are parameters to be determined by simple
calibration experiments.

1.2.4 Transfer Stage

We have just seen how a resist layer can be used to produce patterns when
irradiated by a particle beam. This lithographic process is of course a key stage
of nanofabrication, but it is far from sufficient to satisfy all needs. Indeed, the
resist itself is often not the material in which nanostructures are to be created,
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but merely constitutes a sensitive sacrificial layer. The patterns printed in
this resist layer must then be transferred to the relevant material. As far as
possible, this transfer stage, just as crucial as the lithographic stage itself,
must preserve the size and shape of patterns drawn in the resist. Figure 1.4
shows schematically several transfer techniques used with a positive resist. In
the following, without seeking to provide an exhaustive discussion, the aim
will be to explain the main strategies used to convert a resist pattern into a
functional nanostructure.

1.3 Subtractive Pattern Transfer

In the so-called subtractive transfer technique, the idea is to use patterns
printed in the resist layer to etch the sample surface solely in those regions
stripped of resist after development.

1.3.1 Wet Etching

Basic Principle

The sample surface is etched chemically by immersing it in a solution contain-
ing reactants specific to the substrate but inert with regard to the material
used as a mask (e.g., the resist layer after exposure). The advantages with
this approach are the ease with which it can be implemented, the wide range
of etching solutions for every type of material, and above all the speed of
the process, which, depending on the concentration of reactive elements in
the solution, can be very high indeed (several microns per minute). The main
disadvantage which disallows use of this method in the vast majority of cases
when nanometric patterns are to be etched is that it acts isotropically. As
shown in Fig. 1.5, the etch front moves isotropically, i.e., the surface is etched
in all directions within the pattern and this leads to a considerable broaden-
ing of the pattern after etching. The lateral dimensions of the structures are
no longer precisely controlled. However, it should be noted that the isotropic
character of the etch is sometimes used deliberately to free structures from
their substrate. Nanostructures are in fact undercut by etching a sacrificial
SiO2 layer isotropically (see Fig. 1.6).

Wet-etching of monocrystalline materials can sometimes be distinctly
anisotropic. This is because the etch rate can be very different for different
crystallographic planes of the material. The best known and most widely used
example is monocrystalline silicon. For this material there exist certain alka-
line etchant solutions that have almost no effect on the dense planes of type
{111} in the diamond structure of the silicon. Hence, if the patterns are suit-
ably oriented with respect to the crystal axes, quite remarkable profiles can
be developed, revealing certain atomic planes of the structure and sometimes
limiting undercut effects like those shown in Fig. 1.7.
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Substrate

Positive resist after
development Undercutting the pattern Width of resist pattern

Fig. 1.5. Isotropic effect of a wet etch, e.g., when silicon is etched with a mixture
of nitric acid, hydrofluoric acid and water

Isotropic wet etch of
SiO   in HF2

Pattern in Silicon 
(example of a nanoguitar string)

SiO2 Sacrificial

Silicon

Releasing 
the structure

Fig. 1.6. Undercutting a nanostructure by wet-etching a sacrificial SiO2 layer with
a mixture of hydrofluoric acid and water. The endpoints of the freed structure shown
here in cross-section rest on the substrate at anchoring points that have not been
represented

Silicon substrate [001]

[001]
[110 ]

a) Groove cut in a
positive resist in the
[110] direction

α

Plane (111)
Plane (111)

b) Appearance of [111]
planes on side walls

h

d

c) As etch continues,
a perfect V-shape appears
with clear crystal faces

Fig. 1.7. Anisotropic wet etch of monocrystalline silicon [001] in an etchant of type
KOH + water. The etch rate of this solution is negligible along the planes {111}.
With this configuration, a V-shaped profile is etched out when the pattern edges are
aligned with a surface of type [110], and undercutting effects remain minimal. The
angle α is about 54◦ (cos α = 1/

√
3). The depth h of the V-shape and the width d

of the top of the V-shape are thus related by 2h = d
√

2

Many ingenious systems have been devised to create quite novel structures
using crystallographic effects. In the field of nanotechnology, this process has
been widely used to pattern semiconductor substrates (Si, GaAs, InP, etc.)
before epitaxial deposition of thin nanometric films. However, the restric-
tion to monocrystalline materials and the constraint imposed by the specific
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crystalline structure of the material mean that this elegant technique cannot
be generalised to a wide range of applications.

Advantages and Disadvantages of the Technique

To sum up then, wet etching is a very simple process with good etch rates
and a high level of selectivity between different types of material. The latter
feature, related to the chemical nature of the etch, is fundamental whenever
one needs to curtail the etch instantly at a given depth. In that case, it suffices
to insert a stopping layer, inert with regard to the etchant, into the substrate
at the required depth. Chemical selectivity is also an advantage when it comes
to choosing a mask that can resist the effects of the etchant. There is a great
deal of literature (see for example [1]) and even encyclopedic resources listing
chemical etchants for a wide range of materials, with information such as their
isotropic or anisotropic characteristics, etch rate, and suitable choices of inert
materials to use as etch masks.

It should nevertheless be noted that the use of wet etching for nanometric
patterns remains extremely limited due to undercut effects which make it
difficult to control the lateral dimensions of target structures and in particular
to obtain a truly vertical profile in etched patterns.

1.3.2 Dry Etching

Basic Principle

In this approach, the sample is etched by bombarding the surface with high-
energy ions (several tens of eV to several keV) in a vacuum environment. It has
long been known that elastic collisions between incident ions and surface atoms
can cause a great many of those atoms to be removed from the material. This
ion erosion phenomenon is known as sputtering. The efficiency of ion removal
is characterised by the sputtering yield S, which stands for the number of
ejected atoms per ion incident at the surface. A relatively simple expression
for this parameter due to Sigmund is

S =
3
4

Ed

Nπ2CU
, (1.1)

where C = 1.81 nm2 is a constant, N is the atomic density of the material (in
atoms/cm3), U is the binding energy of surface atoms (e.g., 6 eV for silicon),
and Ed is the energy deposited in an elastic collision when an ion is incident on
the material surface. The latter quantity characterises the collision efficiency of
the incident ion with regard to the target material. It is quite straightforward
to calculate from the stopping powers predicted by the collision cross-section
for the ion and target atoms. The unit used for this parameter is generally
eV/nm because of its relationship with a stopping power (energy given up per
unit matter crossed). Typical values are of the order of a few tens of eV/nm.
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The deposited energy Ed thus depends on the energy of the incident ions, the
type of ions and the atoms in the material (atomic mass and number), and
the angle between the incident ions and the surface (the angle of incidence).
Concerning the latter, grazing incidence tends to favour sputtering because
the ions penetrate less deeply and thus deposit more energy in the surface
layers.

Sigmund’s formula is therefore easy to interpret: the more tightly the atoms
of the material are bound to the surface (large U), the lower the sputtering
yield will be; the more efficiently each ion transfers energy to surface atoms
(large Ed), the higher the sputtering yield will be. Standard values of the
sputtering yield for typical ions such as argon accelerated to a few keV are
of the order of 5–10. It should be no surprise to find that these values are
greater than unity. Indeed, an incident ion creates a great many collisions
within the material, thereby displacing a large number of atoms which can in
turn generate further (secondary) collisions. This proliferation of generated
collisions, commonly known as a cascade, explains why a single ion is able on
average to strip a number of atoms from the sample surface.

Advantages and Disadvantages of the Technique

The simplest and archetypal dry etching method is ion beam etching (IBE).
In this process, an ion beam is directed with normal incidence at the sam-
ple surface. (This beam can be electrostatically neutralised to avoid charge
effects in the target material.) Ions are typically noble gas ions such as argon,
which exhibit no chemical activity with respect to the target atoms. Etching
is therefore purely collisional and one refers to this as physical rather than
chemical etching, in contrast to what happens in wet etches.

The primary quality of this type of etch is that it produces almost vertical
sides on etched features, due to the normal incidence of the ions on the sample
surface and their large kinetic energy in the perpendicular direction.1 This
means that the lateral dimensions of patterns can be preserved during the
etch. This is the main reason why the vast majority of etched nanostructures
are obtained by dry etching. (The gates in today’s commercially produced
CMOS transistors are manufactured by dry-etching a film of polycrystalline
silicon.)

On the other hand, purely physical IBE-type dry etching is not without
drawbacks of its own. For one thing, it is slow. Ion sources can be made to pro-
duce current densities of the order of 1 mA/cm2, and when this is multiplied
by a typical sputtering yield, etch rates of the order of a few tens of nanome-
ters per minute are obtained. For another thing, it is non-selective, since all
1 The side walls of etched features can never be perfectly vertical owing to gradual

erosion of the etch mask and redeposition of sputtered material on the side walls.
However, these unwanted effects can be significantly reduced by tilting the sample
through several degrees with respect to the incident ion direction and rotating it
about its normal to avoid shadow effects from the mask.
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materials are eroded by ion bombardment. Even though the sputtering yield
may vary from one material to another, such variations remain small. This
second fact explains why the etch mask is itself sputtered during the etch. For
example, when the mask is formed from the resist remaining after lithogra-
phy and development, the effect is then dramatic, since the resist has a rather
low atomic density N and so will be sputtered even more efficiently than the
substrate [see the expression (1.1) for the sputtering yield S].

To sum up, dry ion etching with inert ions has all the advantages that
wet etching does not, being highly anisotropic, whence the side walls of etch
features are almost vertical, but it also has all the drawbacks that wet etching
avoids, being slow and non-selective. On the basis of this conclusion, the idea
was born to combine in a single etch system a chemical component, using
species that react strongly with the surface, and a physical component, using
ion bombardment, so as to unite speed, selectivity and anistropy.

1.3.3 Reactive Ion Etching

This is the general idea behind reactive ion etching (RIE), which is today by
far the most widely used etch process to transfer nanometric patterns. To this
end, a plasma radio frequency (13.56 MHz) is created inside a chamber which
has been evacuated and then filled with a gas mixture containing molecules
that will generate radicals chosen to react with the sample surface. The latter
is placed at the cathode of the system, which is generally coupled capacitively
to the RF generator. This setup is designed so that it will spontaneously gen-
erate a negative potential at the sample surface when the plasma is initiated,
due to the much higher mobility of free electrons in the plasma compared with
the ions. It is this ‘self-polarising’ potential that accelerates positive ions in
the plasma towards the sample and hence causes ion sputtering of the sample
surface.

The idea behind reactive ion etching is very elegant. When the RF plasma
is initiated, the gas precursors dissociate into a great many chemical species.
Amongst these are certain electrically neutral radicals which are chemically
highly reactive with respect to the sample surface. These reactive radicals form
highly volatile compounds at the sample surface. At the same time, ions and
electrons are produced in great numbers and the growing negative potential
at the surface sets the ion bombardment in motion. In this way, chemical and
physical etching are brought about in synergism. The reactive radicals consid-
erably reduce the binding energy U of surface atoms and ion bombardment
thus strips the surface with a high sputtering yield [see Sigmund’s formula
(1.1)]. The ingenuity of the operator then goes into judicious adjustment of
the plasma parameters (type of gas injected, gas pressure, RF power) so as to
achieve a highly anisotropic etch with side walls as near to vertical as possi-
ble, whilst activating a surface chemistry that procures the desired selectivity
between materials and high etch rates.
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Fig. 1.8. Silicon walls etched by anisotropic RIE. Note the verticality of the sides.
The walls have width 30 nm and height 600 nm, giving an aspect ratio of 1/20.
The SEM (scanning electron microscope) image was taken at an angle to show that
the very thin walls are transparent to the electron beam of the microscope. The
brighter part at the top of the pattern is the metallic etch mask, in this case a
10-nm chromium film. Photo F. Carcenac (LAAS/CNRS)

Figure 1.8 shows a particularly representative example of a silicon nanos-
tructure produced by highly anisotropic RIE. Dry etching by plasmas is a
field of intense study today. Research aims to develop ways of analysing the
plasma, spectroscopic analysis of the chemical radicals involved, and surface
characterisation, in order to obtain a better understanding of all the mecha-
nisms brought into play and optimise operating conditions. The goal here is
to combine the (isotropic) chemical etch and the (anisotropic) physical etch
with as a high a level of control and reproducibility as possible.

There exist many different plasma etch processes able to produce deep
vertical features in a wide range of materials, as in the example shown in
Fig. 1.8. The most advanced processes use passivation layers formed on the
sample surface by plasma-assisted polymerisation of carbon-bearing species.
These films inhibit the etch wherever they cannot be stripped by the ion bom-
bardment. The side walls of patterns, protected by such passivation layers and
not directly exposed to the ion bombardment, which arrives perpendicularly
to the surface, remain intact during the etch, thereby leading to vertical etch
profiles.

As in the case of wet etching, there is a vast literature and whole libraries
about plasma etch processes where those wishing to create nanometric struc-
tures in some specific material can obtain advice on the choice of gas mixtures
and proportions, plasma parameters, suitable materials for the etch mask, and
so on.



1 Lithography and Etching Processes 15

1.4 Additive Pattern Transfer

Figure 1.4 (B and C) illustrates two additive transfer techniques, in which the
aim is to exploit openings made in the resist film during lithography in such
a way as to deposit a new material on the sample surface. This material can
be deposited by what are usually called physical methods, such as vacuum
vapour deposition or sputtering. The technique used to locate this deposition
precisely in the openings made in the resist is called lift-off (see Fig. 1.4B).
One can also use resist patterns as a mould for growth via an electrochemical
reaction in a liquid medium, which deposits electrolyte ions on the surface that
remains unprotected by the resist. This is called electrolytic growth transfer
(see Fig. 1.4C).

1.4.1 Lift-Off

A thin film of the material to be transferred is deposited on the surface of
the resist after the lithographic process, ensuring that the deposit formed
above the resist and inside the patterns is discontinuous across the patterns.
The resist layer is then simply dissolved in a suitable solvent, whereupon the
layer of material deposited on top of the resist is removed, leaving only that
part of the deposit located at the openings in the resist, i.e., in contact with
the sample surface. The result is that the material is only deposited within
the patterns originally printed in the resist. The openings in the resist are
thus transformed into a deposited pattern of the chosen material localised on
the nanometric scale. The lift-off process is very simple and efficient. A fine
example is shown in Fig. 1.9. An array of nanosized dots has been obtained
by lift-off of a thin platinum film after electron lithography, for applications
in catalysis.

Successful implementation of the lift-off process is a matter of simple com-
mon sense. To begin with, the film deposited on the resist must be clearly
discontinuous across resist features. For this purpose, the lithography para-
meters must be adjusted to yield highly vertical, or even slightly overhanging
side walls in the resist. This reduces the risk of depositing material on the side
walls. Secondly, one needs a highly directional deposition method (typically
vapour deposition in vacuo), once again to avoid depositing material on the
side walls.

Naturally, deposition imposes very tight constraints. Indeed, lift-off can
only work if resist patterns are unaffected by the deposition. In particular, if
deposition is carried out at a temperature above the glass transition tempera-
ture of the resist, those patterns will be obliterated. In most lift-off processes,
deposition is carried out at room temperature, which is often incompati-
ble with the requirements of epitaxy. The deposited material is then either
amorphous or polycrystalline, depending on the nature of both the deposited
material and the substrate.
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Fig. 1.9. Pt nanoparticle array fabricated by electron lithography and lift-off of a
6-nm Pt film. The Pt particles of diameter 10 nm (left) and < 10 nm (right) are
arranged in a lattice of period 50 nm. Photo F. Carcenac (LAAS/CNRS)

Moreover, the thickness of the deposited layer must be less than the thick-
ness of the resist layer, otherwise the patterns may be completely blocked up
with deposited material. In practice, this leads to a rather well established em-
pirical rule: for very small patterns (less than 20 nm), it is almost impossible
to deposit a layer of material with thickness greater than the lateral dimension
of pattern features. It should thus be remembered that this additive transfer
technique can never be used to deposit thick layers, and this all the more so as
the patterns become smaller. Lift-off is the most common transfer technique
when electron lithography is used to fabricate different types of nanodevice
(one-electron transistors, micro-squids, etc.), or to define a hard mask on the
sample surface for a subsequent etching stage (as in the example of Fig. 1.8).

1.4.2 Electrolytic Growth

The idea of using electrolytic growth was invented mainly to obtain thicker
patterns than those produced using lift-off.

Example of Nickel Deposition

The idea here is to carry out a redox reaction in an electrolytic cell. The cell functions
as a receiver. An external generator then forces a current through the cell and thereby
controls the kinetics of the redox reaction.

At the cathode, Ni2+ ions in the electrolyte are reduced (Ni2+ + 2e− → Ni)
and deposited on the sample surface, whilst at the anode, Cl− ions are oxidised
(2Cl− → Cl2 + 2e−), and chlorine gas given off. The overall redox reaction is thus

NiCl2 −→ Ni + Cl2 .
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Fig. 1.10. Electrolytic cell for nickel deposition

The openings in the resist are then used as a mould to localise the deposit
within the patterns defined during lithography. Figure 1.4C illustrates this
process schematically. In general, if the substrate is not a good conductor,
a thin metal film must be deposited under the resist to serve as a base for
electrolytic growth and provide a good electrical contact on the sample sur-
face. This metal film is generally chosen to have a very strong binding to the
substrate surface. Electrolysis is carried out in a quite conventional manner
in an electrolytic cell. The sample is placed at the cathode of the system and
a reduction reaction occurs there, wherein ions from the electrolyte are de-
posited in proportion to the electrical charges exchanged with the external
generator. The thickness of the deposit is very simply controlled by adjusting
the polarisation current and growth time and using Faraday’s law. This gives
the mass of metal deposited as

m =
ItM

Fz
,

where I is the total current intensity from the generator, t is the growth time,
M is the molecular mass of the deposited material, F is the Faraday charge
unit (96 500 C), and z is the valence of the electrolyte ions.

This deposition technique, often used in industry, is very easy to imple-
ment. Moreover, it is highly reproducible and low in cost, and has been used
in the nanotechnology field for several years now. In particular, it has made it
possible to obtain metallic multilayers of very high structural quality, compa-
rable with those obtained by epitaxy in ultrahigh vacuum. One advantage of
this method is that thick layers can be deposited very quickly. However, when
transfer is carried out by electrolytic growth inside patterns of nanometric
dimensions, certain new effects arise:

• The electrolyte is more difficult to regenerate, so large pattern features
grow more quickly than narrow ones.

• The growth rate varies from one pattern to another because it depends
on the crystallographic orientation of the crystal grains in the growth
base, and if the latter is polycrystalline without texturing, each pattern
statistically samples all possible crystal orientations on the surface.
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Fig. 1.11. Gold pillars obtained by electron lithography and electrolytic growth.
The pillars have diameter 30 nm. In these tiny nanostructures, the growth rate from
one object to another is not the same. Some pillars are only 50 nm high, whereas
others exceed 300 nm. In the latter case, electrolytic growth has overflowed the resist
mould and a typical mushroom shape is observed. Photo A.M. Haghiri (IEF)

Resist
Growth base

Substrate

Electrolytic growth

Fig. 1.12. Typical shape of a pattern feature obtained when electrodeposition has
overflowed the resist mould. This mushroom shape has been deliberately used to
make gates for ultra-high speed transistors

The effects specific to the nanoscale are well illustrated by the example in
Fig. 1.11. The additive pattern transfer after electron lithography is achieved
here by electrodeposition in a pattern of 30-nm dots. It is quite clear that,
although electrolytic growth is possible within such small features, the pillars
produced in this way do not all have the same height. Some are very small,
while others reach the total thickness of the resist (300 nm in this example),
and still others have grown much more quickly and ended up overflowing
the resist mould to produce a kind of mushroom formation at the top (see
Fig. 1.12). However, it remains true that the technique is capable of depositing
thick layers in nanometric features. One can thus obtain structures with a high
aspect ratio (300 nm high and 30 nm across in this case), which are inaccessible
using lift-off techniques. Electrolytic growth is therefore preferred to lift-off as
an additive transfer method when one needs to combine small dimensions with
large thicknesses. This is the case when making masks for X-ray lithography.
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1.5 Lithography

1.5.1 Overview of Lithographic Methods

Any lithography method can be characterised by the type of interaction used
to modify the resist layer. Hence, one speaks of optical lithography when some
form of electromagnetic radiation is used to expose the sample, or electron
lithography when an electron beam is the writing tool. The other important
characteristic of any lithographic technique is the way patterns are written on
the resist. There are two main families of techniques: parallel writing methods
and sequential writing methods.

In the first category (parallel writing), the whole pattern is made simul-
taneously using a mask which dictates the features to be reproduced. This
is analogous to the projection of a transparency by an overhead projector.
The transparency carries the message to be projected and thus plays the role
of the mask. It is placed on the projector and its contents are reproduced
instantaneously as a single image on the screen. It is easy to understand then
that parallel lithography techniques are faster, since a whole chip can be ex-
posed in a single stage. The price to pay is that one must first make the mask,
containing all the patterns that need to be reproduced. The mask serves as
a template that can be reused a great many times. Strictly speaking, these
lithography techniques are therefore just methods for duplicating a mask.

In sequential lithography techniques, patterns are written point by point
on the resist surface. This is analogous to writing a message on a blackboard,
letter by letter, with a piece of chalk. Pattern features are formed using a
basic tool which exposes the resist film pixel by pixel. It is quite clear that
these techniques are much slower. On the other hand, there is absolutely no
need to produce a mask as template for implementing the lithography stage.

In the mass production industry, parallel duplication methods are pre-
ferred for the actual production process due to their high yield, whilst the
masks required for these processes are made by the slower sequential tech-
niques, because they tend to be more precise. The two main parameters of a
lithography technique are:

• its resolution, i.e., the size of the smallest pattern feature that can be
fabricated,

• its writing speed, i.e., the area that can be exposed per unit time.

We shall see in the next section that, unfortunately, these two parameters are
hard to reconcile. The very fast parallel techniques, such as optical lithography,
often result in poor resolution (> 50 nm), limited by diffraction effects. On
the other hand, sequential methods like electron beam lithography with very
high resolution (< 10 nm) involve very slow writing speeds.

It is this unfortunate state of affairs which means that we still do not have a
lithographic technique capable of mass-producing nanometric structures (of a
few nanometers). This is the main obstacle in current nanotechnology, respon-
sible for the fact that certain nanocomponents cannot yet be commercialised
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in applications for the general public. New technological tools now under in-
vestigation in the laboratory, such as AFM lithography (using atomic force
microscopy), nanoimprinting, EUV lithography (using extreme ultraviolet ra-
diation), soft lithography, and others, aim precisely to solve the problem of
reconciling resolution and speed. These technologies, still in research, cannot
yet be used for large scale mass production.

1.5.2 Proximity and Contact Photolithography

Basic Principle

Proximity and contact lithography are the oldest methods used to reproduce a
pattern by ultraviolet light. A wafer is coated with a photosensitive resist and
exposed to UV light via a mask which is held against it or in close proximity.
The mask has opaque and transparent parts which reproduce the relevant
pattern. It is generally a quartz plate coated with chromium in those regions
where opacity is required. This very simple technique represented the mainstay
of microfabrication until the mid-1970s.

The resolution limit with this approach is due to light diffraction at the
edges of the opaque regions. To discover the spatial distribution of the light
intensity very near an edge, one cannot use the Fraunhofer diffraction theory,
which is only valid in the far field. One must therefore use the Fresnel dif-
fraction model, which is much more complex and generally involves detailed
computation. Figure 1.13 shows a parallel array of transparent bands of width
b, equally spaced at distance b from one another. Ideal light transfer would give
the crenellated profile shown with dotted lines in the lower image, whereas
the actual distribution is the one shown by the continuous curve. The distor-
tion of the intensity profile increases as one moves the mask away from the
wafer. Not only is the radiation not uniform in those regions corresponding
to the transparent parts of the mask, but a non-negligible intensity is some-
times present in places where no exposure is intended. The more closely the
grating interval b approaches the wavelength of the light being used, the more
the intensity profile will deviate from the ideal one. It can be shown that the
theoretical resolution limit, i.e., the smallest transferable grating interval, is
given by

2bmin = 3

√
λ

(
s +

1
2
e

)
, (1.2)

where s is the separation between the mask and the resist layer and e is the
thickness of the resist layer.

But, even though one can calculate the light intensity during exposure,
one cannot necessarily predict the resist profile after development. Indeed, the
development process must also be modelled here. The resist contrast makes
development a highly nonlinear function of the irradiation level. Hence, a low
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Fig. 1.13. Light intensity profile on a resist layer, obtained with a mask carrying a
parallel array of equally spaced bands of width b. The dotted lines show ideal light
transfer and the continuous curve is the true light profile on the resist layer

light intensity may have absolutely no effect at the development stage. This
modelling can be further complicated by reaction of the resist to irradiation.
The transparency of many resists varies with the absorbed intensity. The
effects in highly exposed regions are then accentuated compared to those in
regions that have been subjected to lower intensities. All these factors can
lead to a reduction in the consequences of diffraction effects.

Contact Lithography (s = 0)

When the mask is in contact with the resist layer, s = 0 and resolution is
maximal. Moreover, resists are media with very high refractive index (of the
order of 16) and diffraction effects in the resist are reduced compared to what
they would be in air. For a wavelength of 400 nm and a resist layer with
thickness 1 μm, it is easy to obtain resolutions less than the micron. Using a
thinner resist layer and shorter wavelength, one can reduce this to 0.2 μm.

However, obtaining perfect contact is a delicate matter. Both mask and
wafer must have perfectly planar surfaces. This is not always possible, because
the wafer may carry significant relief produced in earlier processes and not
entirely smoothed out by the resist layer. Moreover, the mechanical action
required to force the mask against the resist creates debris which may damage
both mask and substrate. Likewise, any particles present in the interstice will
obstruct perfect contact and reduce the resolution.

Another problem with this technique is alignment. In general, several
successive lithography stages are required to produce a single device, and
these processes must be very precisely aligned with one another. Alignment
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is achieved using marks reproduced on the wafer which are matched to sim-
ilar marks on the mask. This operation involves displacing one with respect
to the other, which means that they cannot be in contact during the align-
ment procedure itself. The subsequent entry into contact inevitably reduces
the accuracy that can be obtained.

It is due to technical problems of this kind, rather than questions of reso-
lution, that contact lithography was eventually abandoned in the mid-1970s,
when the critical size of patterns being reproduced was of the order of 5 μm.

However, this technique is well-suited to laboratory and R& D work, and
some effort has been made to reach dimensions well below the micron. For
example, in order to improve the precision with which contact is made, thin
flexible masks, also known as conformable masks, have been designed. These
bend to fit the wafer surface much more closely and hence yield excellent
resolution, below 0.25 μm in a resist layer of thickness 0.5 μm. Using thinner
resist layers and an F2 excimer laser which delivers light at 157 nm, features
of size 150 nm can be obtained.

Proximity Lithography (s �= 0)

The problems due to surface defects can be solved by introducing a space
between mask and resist, although this leads to a rapid degradation in res-
olution. Indeed, using (1.2), we observe that for any reasonable interval, the
minimal period that can be reproduced is given by

2bmin ≈ 3
√

λs .

Hence for a gap of 10 μm, the maximal resolution with a wavelength of 400 nm
is of the order of 3 μm. Of course, proximity lithography also requires a high
degree of planarity in both the mask and the wafer to ensure that the gap
between them is constant. In fact, the degree of planarity is generally sufficient
to achieve separations as low as 10 μm. Below this value, it is difficult to ensure
that there are no points of contact between mask and wafer.

Once again, reducing the wavelength improves resolution. It is important
to note that, in contrast to lithographic systems by projection, which use
optics, wavelength reduction is much easier to implement. Indeed, there are
no problems here with absorption or chromatic aberration of the kind that
arise in optical systems.

Ease of implementation and low cost make this technique extremely useful
for producing items in much smaller numbers than the major microelectronic
products, such as memory units or microprocessors. Optoelectronic compo-
nents which require resolutions of the order of a few microns are still made us-
ing this technique. Likewise, microwave and millimeter components on GaAs
mainly use proximity lithography and it remains an important tool in the
research laboratory.
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1.5.3 Projection Photolithography

The mechanical problems encountered with contact and proximity lithography
stimulated the development of projection lithography in the mid-1980s. The
mask and wafer are held some distance apart and an optical system is inserted
to focus the image of the mask on the wafer. The whole wafer cannot be
exposed in a single step, because the field of projection is much smaller than
the wafer due to the resolution of the optical system. Two solutions have been
devised: either the wafer is moved or the optics are moved.

In the former solution, rather than moving the optical system, which is
often cumbersome, it is the wafer and mask that are shifted. This is known as
scanning projection printing. The wafer and mask are moved simultaneously
and continuously in front of the optical setup. Reflective optics are used, or a
combination of reflective and refractive optics, but without magnification, so
as to simplify the displacement operation. The advantage with this technique
is that one uses only the best zone of the optics and this provides excellent
definition. The disadvantage is that there is no reduction of the mask. It must
have the same dimensions as the whole pattern to be reproduced on the wafer.
Its fabrication thus becomes a delicate matter, and more and more costly as
wafer sizes increase and critical dimensions decrease. Alignment accuracy is
also hard to improve owing to the mechanical motion, and it is difficult to
meet the requirements of size reduction. The increased size of wafers and
reduced critical dimensions mean that scanning projection printing is less and
less frequently used.

In the alternative approach known as step-and-repeat projection printing,
the pattern to be reproduced on the wafer is divided up into identical exposure
fields. The mask contains the elementary pattern whose size depends on the
resolution of the optical setup. Once the mask has been exposed on the wafer,
the latter is shifted along and the operation repeated on the neighbouring
field. This continues until a whole row of stepper fields has been exposed.
The use of refractive optics makes it possible to reduce the mask size by a
factor between 5 and 20, facilitating fabrication and greatly reducing the cost.
Obviously, the more the size of the mask is reduced, the bigger will be the
pattern on the mask, and since the field of projection is constant, the more
repetitions (and hence, the more time) will be required to cover the whole
wafer. A compromise must therefore be found between these two factors.

Before each projection, the system must be realigned, and this too in-
creases the time factor, so this approach is slower than the previous tech-
nique. However, despite this drawback, step-and-repeat replaced scanning at
the beginning of the 1990s, thanks to its superiority in terms of resolution
and alignment. The latest steppers now use a hybrid technique known as
step-and-scan, in which the mask is scanned by the optics and then the wafer
is displaced so as to expose the next field. This allows one to obtain the best
of both worlds.
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Fig. 1.14. Definition of the numerical aperture (N.A.) and optics with mask and
wafer

Resolution

As in proximity lithography, resolution is diffraction limited, i.e., it is deter-
mined by diffraction of light at the edges of the opaque regions of the mask.
However, in this case, the light is collected only in the far field and one is there-
fore dealing with Fraunhofer diffraction. This means that geometrical optics,
i.e., the theory of plane waves, is applicable. The diffraction pattern is calcu-
lated by summing at each point of the image plane the contributions from all
wave fronts coming from the diffracting object, taking into account the path
length difference in each light path. A very important parameter arises when
a lens is used, namely, the aperture. Indeed, diffracted waves make an angle
with the optical axis which increases with the order of diffraction. The optical
information is contained in all these orders, so the greater the lens aperture,
the more complete will be the information gathered, and the better resolved
will be the image. We thus define the numerical aperture of a lens by the
expression

N.A. = n sin i ,

where n is the refractive index of the medium in which the waves propagate
and i is the maximum angle at which light is gathered (see Fig. 1.14).

It can be shown that the minimal separation between two objects imaged
by a lens is given by the Rayleigh criterion

Lmin =
0.61λ

N.A.
,

where λ is the wavelength of the light. This formula only works for waves
without spatial coherence. In reality, the light used in photolithography is
partially coherent and the numerical prefactor in the Rayleigh formula is closer
to 0.5 than 0.61.

However, this discussion presupposes that the lens has no defects and
causes no aberration, and also that the light is perfectly homogeneous. In
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the real world, these requirements can never be fully satisfied, and we must
introduce a factor k such that

Lmin =
kλ

N.A.
.

In production processes used in the 1990s, this factor k was of the order
of 0.8. We shall see below how it can be reduced, even to values below the
theoretical minimum k = 0.61. Considerable progress has been made with
the optical systems and N.A. has been brought up from 0.28 in the 1980s to
N.A. = 0.9 today.

Apart from the technological problems it raises, the increase in the nu-
merical aperture leads to a reduction in the depth of field which is inversely
proportional to the square of N.A. A low depth of field exacerbates effects due
to defects in the planarity of substrates and the resist thickness. It is generally
accepted that there should be a field depth of at least 0.5 μm in production
processes.

Over the years, wavelength reduction has proved an efficient way of enhanc-
ing resolution. The 193 nm ArF excimer lasers currently in use have replaced
the mercury I line (365 nm) preferred in the 1990s. Production lines using
157 nm F2 lasers are currently under study and planned for fabrication of
devices with minimal dimensions of 65 nm in 2005.

One delicate problem associated with wavelength reduction is absorption
in glass. This leads to significant heating effects in the optics, highly complex
systems involving a large number of components which must be aligned with
great accuracy.

The following methods are used to improve resolution:

• Off-Axis Illumination. Diffraction peaks can be shifted using cone-shaped
illumination where the rays are highly inclined with respect to the optical
axis, thereby increasing the intensity in zones corresponding to the edges
of opaque regions.

• Proximity Optical Correction. The initial pattern is deformed to account
for deformations occurring during projection.

• Phase-Shift Mask. Rather than using a mask that contains only transpar-
ent and opaque regions, one uses a mask that modulates the amplitude,
and also the phase of the light signal. This makes it possible to enhance
the contrast of the electric field near dark zones, as shown in Fig. 1.15.

• Surface Techniques. The radiation is used to modify the resist surface
alone. Problems associated with diffraction in the resist itself and reflec-
tion off the substrate are thereby avoided. An example is the silylation
process, wherein the irradiated wafer is exposed to a flow of gas con-
taining silicon. The silicon only penetrates to small depths, and only in
the irradiated zones. The resist containing silicon is used as a mask for
subsequent reactive ion etching. This technique reduces the factor k and
alleviates problems arising from low field depth.
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Fig. 1.15. Phase-shift mask. (a) Standard mask. Due to diffraction effects, there is
a nonzero intensity at a position corresponding to an opaque part of the mask. (b)
The π-phase shifter modifies the amplitude of the electric field and thus strengthens
the shadow zones

To conclude, optical lithography has made spectacular progress. Features
smaller than 100 nm can now be achieved on the production line. A typical
step-and-scan machine today has the following characteristics: magnification
×4, N.A. = 0.63, field 26 mm× 33 mm, alignment 45 nm, rate 45 wafer/hr.
Such a machine would cost around 10 million euros, as compared with about
0.5 million euros for a DUV (deep ultraviolet) proximity machine.

1.5.4 X-Ray Photolithography

We have seen that the wavelength is the main parameter limiting resolution in
optical lithography, but that absorption in glass elements makes it impossible
to go below 100 nm. The idea of using extremely short wavelengths in the
X-ray region of the spectrum is not a new one. X rays have several invaluable
advantages. Apart from the low level of diffraction, they are not sensitive to
dust and other organic contaminants, they propagate in straight lines, and
they allow a high level of process latitude. But despite these positive aspects
and the demonstration that high resolution could be achieved as early as 1975,
this technique has never really been adopted in the field of microelectronics.
The basic reason, apart from the constant progress in optical lithography
which has justified huge capital investment, lies mainly in the problem of
masks and sources.

Despite a great deal of effort, no suitable optics has been found to im-
plement X-ray projection lithography. Only proximity lithography is possible.
However, there is no X-ray transparent material either, so the mask must be
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Fig. 1.16. Mask for X-ray lithography

made from a membrane which is thin enough to be transparent to X rays
(see Fig. 1.16). The absorbent regions of the mask are made by deposition of
a certain thickness of heavy material. Problems of planarity and the fragility
of these masks constitute the main obstacle to further development of the
technique.

Choice of Wavelength

The wavelength used is the result of a compromise between absorption in the
opaque parts and transparency of the membrane. Thick absorbers with small
lateral dimensions can be made, which allow a low limit of the order of 0.5 nm.
Fragility of the masks means that one must work with a gap of at least 10 μm.
If submicron dimensions are to be achieved, one must therefore use X-rays
with wavelengths less than 5 nm.

The resolution limit, if diffraction effects can be neglected, is determined
by photoelectrons or Auger electrons emitted during absorption of the photon
in the resist. The mean free path of the latter depends on its energy and is
of the order of a few tens of nanometers for a 1-nm photon. As it is emitted
isotropically, this leads to an effective size for the X-ray photon which can be
taken as a tube of radius 10 nm.

Taken together, these considerations lead to a wavelength between 0.5 and
5 nm. In this wavelength range, it is not possible to use reflective optics, owing
to surface roughness constraints.

Sources

X-ray sources are either divergent, e.g., laser-plasma and electron bombard-
ment sources, or parallel, e.g., synchrotron radiation. In the case of a finite
point source, a penumbra effect is obtained due to the spatial extension of
the source, with a magnification effect depending on the gap, due to beam di-
vergence. The synchrotron provides an ideal source for lithographic purposes,
but the complexity in actually putting such a thing into practice has been
dissuasive to industrial development.

X-ray proximity lithography has given way to lithography using longer
wavelength X-rays (soft X-rays), due to technological difficulties with the mask
and the complexity of the source.
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1.5.5 Extreme UV Lithography

Also known as deep UV lithography, the wavelengths used here are around
13 nm. A more accurate terminology would be soft X-ray lithography. As X-
ray masks cannot be used here due to diffraction problems, reflective optics
are employed. One further difficulty arises because of the high level of absorp-
tion of this radiation in most parts of the apparatus. One must therefore work
in vacuum to limit the intensity loss. The reflective optics and masks are made
from multilayers, e.g., 40 pairs of Mo/Si at λ/2 for radiation at 13 nm gives
a reflectivity of 70%. The surface roughness must be very tightly controlled,
typically at 0.2 nm/rms, and this equally at small distances to avoid aberra-
tions and at large distances to maintain a high degree of contrast. The low
reflectivity of the mirrors means working with rather intense sources. Those
envisaged are of laser-plasma type, which are intense but project debris liable
to damage the optics. Discharge sources are also under study, but they are
not efficient enough.

There remain a good many technological problems to overcome, but EUV
lithography is currently the best placed candidate for next-generation litho-
graphy. It should replace the 193-nm lines set up in 2000, whilst the critical
dimension should go below 50 nm. The first processors to be fabricated by this
technique are forecast for 2005.

1.5.6 Electron Projection Lithography

With a wavelength three to four orders of magnitude smaller than photons,
electrons are exempt from all diffraction effects in edge regions. We shall
investigate the physical limits to resolution with this technique in Sect. 1.5.8,
which deals with electron beam lithography. A whole range of electron optics
is available to fashion electron beams. The resolution obtained by writing with
a focussed electron beam has no equal. However, it suffers from a slowness
which rules it out for microelectronic processes. In order to make up for this
notorious obstacle, electron projection techniques are under investigation.

Because of the high level of electron absorption in matter, the mask is
of stencil type, formed from a silicon wafer. Complementary masks are thus
needed to make ring-shaped structures. The electron beam is first broadened
into a large parallel beam using a condenser. Two techniques are then possible:

• A mask with ratio 1:1 is placed in close proximity to the wafer and scanned
with an electron pencil beam a few millimeters in diameter.

• The mask is irradiated with a broader beam and a lens is used to project
the image of the mask onto the wafer (see Fig. 1.17).

With these two methods, the step-and-repeat technique can then be used to
expose large areas.

The main difficulties encountered with this technique arise from space
charges caused by the strong electron current, which concentrate near the
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Fig. 1.17. Left : Schematic view of the SCALPEL electron projection setup with
step-and-repeat. Right : Example of SCALPEL production. Holes of diameter 80 nm
in a DUV resist of thickness 750 nm. Courtesy of L.R. Harriot, Bell Laboratories:
http://accelconf.web.cern.ch/AccelConf/p99/PAPERS/FRBL1.PDF

mask and interfere with the beam, and heating of the mask, which leads to
distortion. Experimental setups have produced resolutions of 50 nm at a rate
of 35–50 wafer/hr.

A novel, massively parallel use of electron beams involves electron micro-
column arrays. This is a technique without masks, in which each microcolumn
independently exposes part of the wafer. Another advantage is that the total
current is distributed over all the sources and this limits the effect of Coulom-
bic interaction which causes broadening in high-intensity beams. The micro-
columns can be a reduction over a few cubic millimeters of a standard electron
column. New techniques are also being developed which use microtips in an
analogous way to those used in plasma screens. Very dense arrays of electron
sources can be obtained in this way. These new sources have very low energy,
only a few hundred electronvolts, which allows one to avoid the proximity
effects discussed below. However, due to chromatic aberration, one cannot
attain probe sizes below 30 nm.

1.5.7 Ion Projection Lithography

Because of their high masses compared to electrons, ions constitute a much
more efficient means of exposing a resist. They can also be used directly to
write or implant a material. Their advantages and disadvantages will be dis-
cussed further elsewhere. It is especially for their efficiency and the possibility
of high yields that ion projection systems are studied. These systems are very
similar to those used for electron projection, except that electrostatic optics
are used. The mask is generally of stencil type, although masks using crys-
talline membranes are an alternative, channelling the ions and thus avoiding
beam divergence. Doses are typically of the order of 1 μC/cm2 compared with
several tens of μC/cm2 for electrons.
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Mask erosion is a serious drawback with this method. It can be limited
by using light ions such as helium. Resolutions of the order of 50 nm have
been achieved with magnification factor 4. Here again, mask heating and the
consequent distortion constitutes the most delicate problem to be resolved
before this technique can be used for large scale production.

1.5.8 Electron Beam Lithography

This is the preferred method for making masks for optical lithography. Since
the work by Ruska in 1930, the considerable progress in generating electron
beams and focussing them to make Gaussian probes has led to the rise of
electron microscopy. Today, beams of diameter less than 1 nm are produced in
a quite routine manner. Electrons have a very small wavelength, viz., λ (nm) =
1.22/

√
E (eV), or 0.04 nm for a 1-keV electron. Edge diffraction effects are

therefore negligible. In the 1950s, research was done to assess the possibilities
for imprinting resists with fine electron beam pencils. By the 1970s, 10-nm
lines had already been achieved.

The basic principle is very simple. The beam scans a substrate covered
with an electrosensitive resist, reproducing the required pattern. One thus
uses an electron column similar to the one in a scanning electron microscope
in which the deflection coils are computer operated. The fundamental differ-
ence with all the other techniques mentioned so far is quite clear: this is a
sequential process, reproducing the pattern in a stepwise manner, in contrast
to global processes like optical lithography. It is therefore much slower and can-
not satisfy the requirements of modern microelectronic production. However,
its high versatility – because there is no mask, the pattern can be modified
at will on the computer – and exceptional resolution make it the instrument
of choice for research and development. Phase-shifting masks and the first
EUV masks have been made using electron lithography and this equipment is
commercialised.

To limit aberration and maintain good focussing, the field scanned by the
beam must be restricted. Moreover the digital-to-analogue converters (DAC)
which transform the signal from the computer into an excitation in the deflec-
tion coils are limited with regard to the number of bits: typically 16 for a DAC
of maximum frequency 20 MHz. For a given field, this number of bits fixes
the minimum distance between consecutive points on the pattern, thereby
defining the pixel. The pixel cannot be bigger in size than the beam without
producing dotted lines. A compromise must be found between the probe size,
and hence the resolution of the pattern, and the size of the writing field. To
give an example, with high resolution so that the probes are 5 nm or less, one
uses fields of 100 μm × 100 μm, giving a pixel of 1.5 nm for a 16-bit DAC.

To expose a region bigger than one field, the wafer must be moved, rather
as it is in the step-and-repeat system, but this time, the displacement must
be controlled with very high accuracy in order to preserve the continuity of
the pattern, which generally extends over more than one exposure field of the
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stepper. This is the problem of field stitching. To do this, a laser interfero-
metric device is used to measure the displacement of the substrate holder to
an accuracy of the order of the nanometer. Many systems act directly on the
scanning, which is corrected to take into account the true position of the wafer,
rather than finely adjusting the displacement using piezoelectric motors, for
example.

A lithography device can be anything from a simple scanning electron
microscope (MEB or STEM), used to expose small areas, to a highly com-
plex machine requiring a temperature-controlled environment, used to expose
wafers or 8-inch masks. The characteristics of these machines are expressed
in terms of the beam energy, probe size, exposure field, maximum DAC fre-
quency, and accuracy of field stitching.

Electron–Matter Interaction

Due to their very low mass, electrons are unable to displace atoms by colli-
sion. Unlike ions, they cannot directly erode matter. Instead they act rather
by modifying the electron structure of the atoms by ionisation. Hence, in or-
ganic materials such as polymers, they can break a chemical bond and thereby
reduce the chain length of the polymer. Using a weak solvent for this polymer,
which only dissolves fragments broken off in this process, one can reveal the
regions exposed to the electrons. This is the mechanism applied with PMMA,
which is the most commonly used positive resist in electron lithography, due
to its high resolution. In the case of negative resists, the effect of the elec-
tron beam is rather one of polymerisation. All these polymer-breaking and
polymerisation mechanisms involve very low energies, of the order of 5 eV,
compared with the beam energies, which are often several tens of keV. One
must therefore follow the electron trajectory right down to these low energies
in order to analyse the behaviour of the resist under irradiation. There is no
closed formula for the energy losses of electrons as they penetrate matter, so
one uses numerical simulations of Monte Carlo type.

Figure 1.18 shows the trajectories obtained for point source beams with
energies of 10 keV and 20 keV hitting a 0.4-μm layer of PMMA on a silicon
substrate. The most striking feature from these simulations is the spreading of
the beam due to forward scattering when the electrons penetrate the medium.
This broadening increases as the energy of the incident electrons decreases and
leads to a loss of resolution relative to the size of the incident beam. One also
observes that, far from the point of impact, a large number of trajectories is
present, arising mainly from electrons back-scattered by the substrate. The
extent of this back-scattering depends on the mass of the material, hence
mainly on the mass of the substrate, since the polymers are much lighter. It is
responsible for what are known as proximity effects: the dose at a given point
depends on the density of pattern features at that point. In other words, it
would be difficult to produce a line grating with very small spacing, or worse
still, to obtain a small gap between two large pattern features. As can be seen
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Fig. 1.18. Monte Carlo simulations of the trajectories of 10-keV and 20-keV elec-
trons arriving at a point on a silicon substrate coated with 0.4 μm of PMMA [2]

from Fig. 1.18, the range of back-scattered electrons increases with the beam
energy. Calculations can be simplified by representing the energy distribution
in the bulk of the material by a double Gaussian function: the first of small
width represents the losses due to forward scattering and the second with
greater width represents losses due to back-scattering.

Strategies for Limiting Proximity Effects

As we have seen, these effects do not limit resolution, but they can seriously
limit the complexity of a pattern. The following strategies can be used:

• Use of low energies. Unfortunately, this can only be done at the expense
of the resolution, since the beam divergence due to forward scattering will
then increase. Moreover, owing to chromatic aberration, it is difficult to
focus a low energy beam, and this all the more so as the ratio between the
energy of acceleration and the energy dispersion of the source is small.

• Use of high-energy electrons. Back-scattered electrons are then diluted
over a larger area, which limits their effect on the dose. This is one reason
why electron mask machines have progressed from 50 keV to 100 keV over
the last few years.

• Calculation of the dose at all points as a function of the overall pattern so
as to make local corrections to the dose. Unfortunately, these calculations
soon involve divergent computation times as pattern complexity increases.
Commercial software is available. Note that such corrections are not always
possible because they may require negative doses at certain points!

• Use of resists sensitive only to high energies. Back-scattered electrons lose
a great deal of the energy they had in the initial beam, and if the resist
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Fig. 1.19. Example of resolution limit on PMMA. Left : Isolated lines of width 7 nm
obtained by gold lift-off. Right : SiO2 dot array with period 40 nm obtained by lift-off
followed by etching. Photos C. Vieu

is not sensitive at these lower energies, it will not then suffer exposure by
such electrons. Several examples will be given below.

Limiting Resolution

Organic resists such as PMMA have been used to produce lines finer than
10 nm. The resolution limit with polymers depends on the minimal length of
chains that can be broken. Studies have shown that, below a certain length,
PMMA chains roll up to form coils with diameters around 5 nm, which would
lead to a fundamental resolution limit.

The resolution depends heavily on the dose/development combination. A
weak developer gives a high contrast which favours good resolution. The use
of ultrasonic waves during development has made it possible to go below the
10-nm threshold using PMMA. The role of these acoustic phonons is to expel
polymer residues which stick together by van der Waals forces. This reduces
the dose required to open up the lines in the resist. Figure 1.19 shows a grating
of isolated lines, in which the interline spacing is much greater than the widths
of the lines themselves (5–7 nm). This pattern was generated using PMMA
with lift-off, thus demonstrating that the resist was well developed, right down
to the substrate. For denser gratings, proximity effects limit obtainable sizes.
Periods of 30 nm have been achieved (see Fig. 1.19).

Inorganic Resists

It was said above that, due to their low mass, electrons are unable to move
atoms from their sites. However, at high enough energies, radiolytic effects
can cause structural modifications. These are mechanisms whereby electrons
transmit their energy to the nuclei of the target atoms, which can then move.
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Fig. 1.20. Writing strategies for shaped-beam machines

The stoichiometry of certain oxides such as or WO2 can thus be altered, or
they can even be evaporated, under the effects of the beam. Typical energies
are of the order of a hundred keV, which are not accessible to back-scattered
electrons, but the required doses are several orders of magnitude greater than
those used with organic resists. This means that exposure times are very
long and the exposure of a usable pattern becomes impossible. In addition,
resist thicknesses suitable for this process are very small and this excludes lift-
off. Finally, these are materials that generally have low resistance to etching
processes. For these reasons, although this type of resist has given remarkable
results in terms of resolution – 1-nm Al2O3 lines have been achieved – it has
not been able to produce usable nanostructures.

Industrial Prospects

Electron lithography is already widely used in industry to fabricate optical
masks. Only a few highly specific circuits have been realised in direct write,
e.g., the gate level in power transistors for portable telephones. The low yield
of this technique limits its use in industry for the lithographic processing of a
whole device.

It is conceivable that the current density could be considerably increased in
a Gaussian beam in order to improve the write speed. But one must remember
the restriction imposed by the speed of the digital-to-analogue converters, and
the fact that Coulomb repulsion in the beam can become very strong and
prevent correct focussing of the beam.

On the other hand, one might consider using extremely sensitive resists.
However, this raises the problem of homogeneity. Indeed, the emission of elec-
trons by the gun, like any discontinuous process, is accompanied by shot noise
whose amplitude depends on the square root of the number of electrons emit-
ted. If a resist is highly sensitive and the number of electrons required to
expose it becomes very low, noise emissions can attain the level of the re-
quired dose. Problems of dose latitude and reproducibility will then arise. It
is considered that at least a hundred electrons would be needed to expose one
pixel.

Another technique which makes it possible to increase write speeds consists
in preshaping the beam. These are referred to as shaped-beam machines.
Various setups are illustrated in Fig. 1.20. Most masks for optical lithography
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are fabricated with this type of equipment. Of course, the resolution limit is
less good than with a Gaussian beam, being typically 0.20 μm, but the write
time can be considerably reduced. It nevertheless remains too long for direct
write production to be viable.

1.5.9 Focussed Ion Beam (FIB) Lithography

When liquid metal ion sources (LMIS) were developed in the 1970s, it be-
came possible to scan a substrate with a finely focussed ion beam. Indeed,
the previously existing gas sources were not bright enough and could not be
used in practical situations. Due to their high mass compared with electrons,
ions can be used for a wide range of applications: machining, beam-induced
deposition, implantation, defect creation, lithography and microscopy.

LMI Sources

The idea here consists in wetting a tungsten tip by surface diffusion of a liquid
metal. Applying a high voltage between the tip and an extraction electrode, an
electric field of the order of 15 V/nm is created at the tip apex. This deforms
the metal into an even finer point which emits ions. Gallium, which has a
melting point around 30◦C, is widely used in LMIS, although liquid alloys are
also used (e.g., AuSi, PtB, AuBeSi) to obtain beams of Si, B and Be with the
help of a mass separator integrated into the column.

The main drawback with LMI sources is their high energy dispersion,
which leads to chromatic aberration and limits the performance of ion optics.
It is only very recently that great progress has been made in LMIS design,
producing probe sizes below 10 nm ,with a current density that is compatible
with nanofabrication.

The optics used with ion beams involves electrostatic rather than electro-
magnetic lenses. Indeed, in the latter, the focal point depends on the ratio
q/M , where q is the charge on the particle and M its mass. Electromagnetic
lenses are therefore of little use with heavy particles. With electrostatic lenses,
the focal point is independent of the mass, which is a considerable advantage
when using ions, because sources can produce isotopes which then have the
same focal point.

Ion–Matter Interaction

The main advantage of ions over electrons in lithography, once again stem-
ming from their considerable effective mass and high interaction cross-section,
is the low level of scattering, which was precisely the limiting factor in elec-
tron lithography. Ion penetration is thus much reduced and occurs in a well
defined region, effects that are enhanced as the ionic mass increases. It is then
secondary electrons produced by ionic interactions with atoms in the resist
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Fig. 1.21. Absorption of ion energy for ions with different masses and energies in
a 1-μm PMMA layer and comparison with electrons at 20 keV

which limit the resolution, whereas in electron lithography, it is the scattering
of the much higher energy primary electrons which is the limiting factor. One
may estimate that, around an ion trajectory, the resist will be exposed over a
radius of the order of 10 nm as the ion goes by.

Figure 1.21 shows how ions lose their energy in matter for a range of
different masses and energies. It is quite clear that heavy ions such as Ga
are very soon stopped in the resist and are therefore not very well suited to
lithography on thick resists, whereas protons penetrate much more deeply.
Figure 1.21 also shows the great difference in energy dispersion in the bulk
between ions and electrons. This almost complete absence of scattering is a
great benefit when ions are used. The very high absorption of ions can lead to
critical beam statistics problems. Indeed, if very few ions suffice to expose the
resist, statistical fluctuations in the emission can seriously perturb exposure
levels. This affects repeatability and can lead to dotted lines, for example.

FIB Applications

Ion Thinning. The first applications of FIB used its milling capabilities to
thin samples locally in order to prepare them for subsequent TEM (transmis-
sion electron microscope) observations in well-controlled regions. Indeed, it is
possible to reduce the thickness of a given region by controlled scanning in
order to observe its fine structure by TEM. Figure 1.22 shows a chemically
etched wall whose width has been reduced using an FIB. The width is now
small enough to be transparent to electrons from the scanning microscope
used to make this image, which are far less penetrating than those of a TEM.

Localised Deposition and Reactive Etching. This function was integrated into
commercial machines early on. By introducing a metal-containing gas into the
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Fig. 1.22. Thinning of a GaAs mesa for TEM observation
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Fig. 1.23. AFM image of a series of lines obtained by FIB lithography on AlF3.
Note the good verticality of the lines

chamber, the gas molecules can be dissociated by the effect of the ion beam
and the metal deposited locally. A classic example uses tungsten chloride gas.
Associating this localised deposition technique with etching (without addition
of a gas), one can repair or modify optical masks. By injecting a reactive gas,
one can also significantly increase the etch rate and suppress redeposition
effects by forming volatile chemical components that are then evacuated by
pumping.

Lithography on Inorganic Resist. These resists are sensitive at high energies.
In electron lithography, they can be used to overcome proximity effects. On
the other hand, they are poorly sensitive and difficult to use with electrons.
Ions are much more efficient and reasonable exposure times can be obtained.
Figure 1.23 shows an aluminium fluoride film exposed by FIB. Under the
effects of the beam, AlF3 decomposes, giving off highly volatile fluorine gas.
Only aluminium remains to form the lines. The verticality of the side walls
is an indication of the low dispersion of the ions. Note also that the top of
the line is hollowed out in the middle. This is due to machining of the upper
aluminium layer by the ion beam.
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Fig. 1.24. Pyramid carved out of a a silicon substrate by modulating the dose
during scanning by the FIB
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Fig. 1.25. Panorama of nanolithographic methods on a graph of write speed versus
spatial resolution

Fabrication in Three Dimensions. In machining mode, it is easy to create 3D
structures by judicious variation of the dose during exposure. An example is
given in Fig. 1.24, which shows a pyramid carved into a silicon substrate. One
application is the in situ fashioning of lenses on vertical-cavity semiconductor
lasers.

Conclusion. There many applications for focussed ion beams and some man-
ufacturers offer multipurpose machines with an ion column coupled to an
electron column for detailed observation. Very recently, it has been shown
that focussed ions are extremely effective on magnetic materials. With a low
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dose, which means that the process is fast, the magnetisation in a film can
be destroyed locally. One can then separate two magnetic domains, without
modifying the topology, for these doses are too low to machine the material.
This is an important advantage when reading because, if the medium is very
flat, the reading head can be very close to the surface, which enhances sen-
sitivity. Lateral diffusion of defects is weak since domains of 70 nm × 70 nm
have been demonstrated.

1.5.10 Conclusion

We have given here a panorama of different techniques known as far-field
techniques that can be used for fabrication. Table 1.1 sums up the main char-
acteristics. For the sake of completeness, one should also consider near-field
techniques, in which important progress has been made and which are dis-
cussed at length in Chaps. 3–5.

Figure 1.25 graphs the various nanolithographic methods with writing
speed on the vertical axis and resolution on the horizontal axis. Naturally,

Table 1.1. The main characteristics of far-field techniques in lithography

Technique Resolution Use Comments

Optical
lithography

Contact 0.25 μm Laboratory
and R&D

Economical

Proximity 2 μm Laboratory
and R&D

Economical but
low resolution

Projection 80 nm Industry Spectacular
progress

X-ray litho-
graphy

30 nm Not used at the
present time

Development
suspended

EUV
lithography

< 50 nm Industry Could represent
next generation
in 2005

Electron
lithography

Focussed
beam

1 nm Laboratory and
R&D.
Optical mask
fabrication

Technique
without mask.
Best resolution

Projection 50 nm Demonstration Many difficulties
remain

Ion
lithography

Focussed
beam

8nm Demonstration Better suited
to etching than
to lithography

Projection 50 nm Demonstration Many difficulties
remain.
Still immature
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the sequential writing techniques are located at the bottom of the graph, be-
ing the slowest, whilst parallel writing techniques are grouped together at the
top of the graph, due to their high writing speeds. The dotted line at the
centre of the figure shows the boundary between these two main families of
lithographic processes. The speed required for mass production of chips car-
rying nanodevices is of the order of 1 cm2/s. It is immediately clear from this
graph that there is a problem when we wish to combine such speeds with
resolutions close to 10 nm.

Lithographic techniques derived from near-field imaging methods are
grouped together in the bubble entitled SPM (scanning probe microscopy).
They represent the current limit in lithography, achieving atomic scale fea-
tures in STM mode, but they involve very low writing speeds. Nanoimprint
lithography (NIL) and soft lithography (microcontact printing or μCP) are
very recently developed parallel methods, often classified under the heading of
alternative or emergent lithographies, based on polymer moulding techniques.
The other processes appearing in the graph correspond to more conventional
lithographic methods based on proven tools on the micron scale that have
been pushed down to nanometric resolutions.
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Growth of Organised Nano-Objects
on Prepatterned Surfaces

M. Hanbücken, J. Eymery, and S. Rousset

The invention of near-field microscopy, and in particular, scanning tunneling
microscopy [1] and the pioneering work of Don Eigler [2] at IBM Almaden,
led to a surge of interest in the manipulation of atoms and molecules. It is the
method of choice for investigating individual nanometric-sized objects (which
we shall refer to as nano-objects in this chapter). However, the idea of atom-
by-atom or molecule-by-molecule manipulation has its own intrinsic limits.
For the parallel fabrication of periodically spaced nano-objects of controlled
size, self-organised growth on previously structured surfaces (we shall call
these prepatterned or prestructured surfaces here) is a novel nanofabrication
tool which turns out to be both simple and economical.

Regularity in size is crucial when studying the physical properties of nanos-
tructures (as a function of their size, shape and interactions), because the
majority of analysis techniques (e.g., optical and magnetic) are based on av-
erages over large numbers of these objects. Moreover, in many applications
such as information storage in magnetic or semiconductor nanostructures, it
is essential to assemble nano-objects of similar size in high densities on the
surface in order to be able to exploit their individual or collective physical
properties.

Organised growth is characterised by the fact that the nano-objects
arrange themselves into an array with periodicity dictated by the way the
substrate has been prestructured. This is known as the template effect. The
substrate is prepatterned either naturally, taking advantage of the surface
physics or the first growth stages, or artificially, imposing a given periodicity
by lithography and chemical etching. A promising and original alternative is
to combine the two aspects, natural and artificial. Hence the distance between
nano-objects covers a range from 1 nm to 1 μm with a very low size dispersion.

In this chapter, we shall describe the fabrication of nanometric objects
with very regular sizes and controlled positions. In all the examples discussed,
individual atoms are deposited on prepatterned surfaces which constitute the
substrate. This is generally known as the bottom-up approach, as opposed
to the top-down approach, which consists in directly etching thin films using
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lithographic techniques. The top-down approach is currently too limited to
obtain sizes of nanometer order or sufficiently well controlled side walls on
fabricated features. Bottom-up methods based on crystal growth can be used
to construct objects from the smallest dimensions (one or two atoms) up to
larger dimensions (several thousand atoms).

Once the atoms are bound to the surface or to each other, they form the ad-
sorbate. The substrate and adsorbate are often very different from one another
chemically speaking, and a given adsorbate does not necessarily form a nano-
object on each substrate. In order for this to happen, several conditions must
be fulfilled. The physical parameters governing organisation will be described
in Sect. 2.1, and their experimental implementation in Sect. 2.2. Then several
examples will be given to illustrate these ideas in Sects. 2.3–2.5. The examples
in Sect. 2.3 are all based on naturally prepatterned substrate surfaces, wherein
a simple preparation of these surfaces in vacuum leads to spontaneous nanos-
tructuring. In Sect. 2.4 an artificial stage involving lithography and chemical
etching will be used to prestructure the surface. In Sect. 2.5, we describe an
approach combining natural intrinsic structuring of the material with a form
of artificial structuring. All these examples illustrate a refinement in the size
distribution of the nano-objects, one of the main aims of organised growth as
opposed to random growth.

2.1 Physical Phenomena in Substrate Prepatterning
and Periodic Growth of Adsorbates

In this section, we shall make the distinction between physical phenomena
relating to crystal surfaces and the natural prepatterning of such surfaces,
discussed in Sects. 2.1.1 and 2.1.2, and nucleation and growth phenomena
when adsorbates are deposited on a surface with a view to growing 3D struc-
tures, discussed in Sect. 2.1.3. Finally, we shall see in Sect. 2.1.4 that, when
the surface is prepatterned by means of artificial techniques, a thermody-
namic approach using the chemical potential is better suited to describing
island positions.

2.1.1 Surface Crystallography: Surface Energy and Surface Stress

A surface is obtained by cutting a crystal along a well-defined crystallographic
plane, which fixes its macroscopic orientation. Each surface (also called a face
or facet) is labelled by its Miller indices, which specify its normal in a frame of
reference that is fixed relative to the unit cell of the crystal. Creating a surface
involves cutting bonds between atoms, and the sum of all the forces acting on
atoms in the surface is no longer zero. The atoms must shift position in order
to reach a new equilibrium state. There are two types of atom displacement:
relaxation, which reflects a change in the interplane distance (in general, the
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Fig. 2.1. Left : Cross-sectional view of normal relaxation. Right : Cross-sectional
view of reconstruction. From [3]

surface plane moves closer to the underlying plane), or surface reconstruction,
which induces a change in the atomic structure of the surface.

Relaxation and Surface Reconstruction

Although the bulk crystal structure of the substrate may be unaffected, alterations
appear in the atomic layers closest to the surface. The atomic sites differ from those
in the bulk, and two cases are distinguished depending on the direction in which they
move. One speaks of normal relaxation when the displacements lead to a reduction
in the distance between atomic planes perpendicular to the surface, as shown in
Fig. 2.1 (left). Surface reconstruction corresponds to a rearrangement of the atomic
sites in the plane of the surface, as shown in Fig. 2.1 (right). A reconstructed surface
thus exhibits a different periodicity, which is a multiple of the periodicity in the
bulk.

In a reconstruction, the periodicity of the arrangement of surface atoms is
modified, and the surface generally exhibits bigger periodicities. The recon-
struction phenomenon is very common in semiconductors, but less frequent
in metals due to the comparatively weaker angular dependence of interatomic
bonds. In general, metallic reconstructions lead to a densification of atoms in
the surface.

This already constitutes a nanostructuring of the surface, involving periods
of a few atomic distances or a few nanometers. However, the reconstructed
part of the surface is often very localised, being significantly perturbed by any
structural or chemical defects.

Reconstruction of Gold (111)

The arrangement of atoms on a gold (111) plane is hexagonal (see section entitled
Crystallography of Surfaces: Vicinal and Dense Surfaces). This is true locally on the
nanometer scale, but on larger scales (see Fig. 2.2), different hexagonal domains are
observed, slightly shifted with respect to the others.

On the surface, the atoms are under-coordinated as compared with atoms in the
bulk environment, causing them to reorganise and form a reconstruction with surface
unit 22×√

3 relative to the 1×1 unit of the non-reconstructed surface. This unit cell
is a rectangle whose long side represents the direction along which atomic distances
have been compressed. Globally, the atoms move together in such a way that, over a
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Fig. 2.2. Left : STM image of the gold surface Au(111) showing the 22 × √
3 re-

construction. Two reconstructed domains are shown by rectangles. The hexagon is
a Burger circuit showing the core of a surface dislocation at the join between recon-
structed domains. Photo S. Rousset. Right : STM image of the herringbone structure
of the gold (111) surface. Brighter lines forming the zigzags correspond to points on
the relief that are some 0.03 nm higher. Photo S. Rousset

x y

Fig. 2.3. Left : Atomic structure of a bend in the herringbone reconstruction, show-
ing a surface dislocation characterised by its Burger circuit on the left , marked by x.
From [4]. Right : Lines of stacking faults organised into zigzags. Bends x and y have
different structures. The rectangle indicates the region magnified in the left-hand
diagram. From [4]

distance of 22 atoms in the bulk, a 23rd atom is incorporated at the surface. Hence,
like a blanket with folds in it, raised lines are created on the surface, corresponding
to off-site atoms. These are stacking fault lines, as shown in Fig. 2.3 (right). These
faults are clearly visible in STM (scanning tunneling microscopy) images, where they
appear as whiter lines, raised by 0.03 nm. In fact, due to the threefold symmetry



2 Growth of Organised Nano-Objects on Prepatterned Surfaces 45

of the surface, there are three equivalent reconstruction domains. Two equivalent
domains are shown in Fig. 2.3 by the two rectangles oriented at 120◦ to one another.

The figures also show that the stacking faults form a herringbone structure on
the gold (111) surface. This amounts to a periodic structure in the reconstructed do-
mains which can be explained by the self-organisation model developed in Sect. 2.1.2.
Each domain involves an intrinsic surface stress which does not have the same orien-
tation. The formation of domains in this zigzag pattern is a way of releasing elastic
energy.

The atomic structure of the bends in the zigzags reveals a particular atomic
arrangement resembling a dislocation. The presence of such a dislocation can be
visualised by plotting a regular hexagon with 10 atoms along each side on the sur-
face (a so-called Burger circuit). The existence of over- or under-coordinated atoms
explains why this hexagon is not completely closed, as shown in the figure. Hence
this nanostructuring of the surface is known as a dislocation network.

Another, more frequent example of the mismatch between unit cells in the surface
layer and in the top plane of the bulk occurs when a metal B is deposited on a
different substrate A. One then finds in other systems the same type of domain
walls as on gold, but with different and varied arrangements of stacking faults [5].

One simple way to obtain a nanostructured surface with longer-range order is
to fabricate a stepped surface. Instead of cleaving a surface along a dense face,
one cuts it along a crystallographic plane adjacent to such a face, typically
with a misalignment of between 0 and 15◦ with respect to the dense face. The
surface produced in this way then exhibits a periodically arranged sequence
of terraces separated by steps of atomic height. This atomic stairway is called
a vicinal surface. It is the ideal surface on which to grow wires. One may also
take advantage of the instability of some of these surfaces which thus evolve
towards a factory roof structure, the so-called faceted surface (see examples
in Figs. 2.7 and 2.20).

Crystallography of Surfaces: Vicinal and Dense Surfaces

In a crystal there are dense planes in which atoms are stacked compactly. In a
face-centered cubic (fcc) lattice, such as gold, platinum and copper, there are three
types of dense face (see Fig. 2.4). Each face is labelled by the direction of the normal
vector, whose components are the Miller indices. In Fig. 2.4, the (x, y, z) axes have
been taken as the three sides of the cube representing the unit cell of a face-centered
cubic crystal. Face (100) comprises a square arrangement of atoms, while face (111)
is hexagonal and is the densest face, and (110) is the most open and the most
anisotropic.

A vicinal surface is one with orientation close to that of a dense face. The
difference in orientation is somewhere between 0 and 15◦. Since the positions of
surface atoms are imposed in a discrete manner by the crystal lattice, the surface
formed by the atoms is no longer a plane but rather a series of steps of height
corresponding to the distance between two crystallographic planes. The width of
the terraces and hence the density of steps are directly related to the miscut angle θ
(also known as the vicinal angle) and its direction relative to the crystal lattice (the
miscut direction). In the example shown in Fig. 2.5, the crystal cut induces a stairway
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(110) (111)(100)

Fig. 2.4. Dense faces of a face-centered cubic crystal lattice: face (110), face (100),
face (111). Upper : location of the face in the unit cell of the lattice. Lower : view
from above, showing the atomic arrangement within the face itself

[788] [111]

Fig. 2.5. Vicinal surface close to the (111) face, with normal (788). The angle θ is
the angle by which the vicinal surface is miscut with respect to the dense face. The
step density n is determined by this angle according to n = 1/L = (tan θ)/h, where
h is the step height and L the width of the terraces

structure on the surface since it creates a simple parallel array of atomic steps. Other
cuts relative to the underlying crystal structure can produce several families of steps
and hence more sophisticated overlayers, such as a chequered pattern [6].

The faceting condition is obtained by minimising the surface free energy, as
are the corresponding conditions for relaxation and reconstruction. The free
surface energy is defined as the energy needed to create a surface of unit area
and arbitrary orientation [7]. It is related to the breaking of chemical bonds
when the surface is created. In order to minimise the free surface energy, the
surface atoms seek to adopt a different lattice parameter to the one in the
bulk. However, since they must adjust to the bulk layer, the surface layer is
intrinsically stressed (stretched or compressed). This intrinsic surface stress
is analogous to the surface tension in the surface of a liquid, except that
there is a fundamental difference between liquids and solids. As liquids are
incompressible, when a liquid is deformed, the atoms and molecules move
from the bulk towards the surface in such a way as to conserve the density
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of atoms on the surface. But when a solid is deformed, the distance between
atoms changes and the very nature of the surface also changes. Hence, in a
solid, one cannot identify the surface free energy with the intrinsic stress.
The surface stress is defined as the energy that must be supplied to deform
a surface [8–10]. In the two-phase systems described below, it plays a crucial
role in nanostructuring surfaces with long-range order.

2.1.2 Self-Organised Surfaces:
Discontinuities in the Surface Stress

Going beyond these crystallographic aspects, long familiar to surface physics,
other methods of self-organisation on crystal surfaces have appeared recently,
involving the long-range stabilisation of regular structures with periodic fea-
tures on scales from 1 to 100 nm [10,11]. A spectacular example is the appear-
ance of copper–oxygen stripes when oxygen is adsorbed on a copper surface
(see Fig. 2.6a). If a small enough amount of oxygen is adsorbed onto the sur-
face, two phases appear: one is the bare copper surface, and the other is
formed from atomic chains of copper and oxygen. In this two-phase system,
each phase has a surface energy and hence also an intrinsic surface stress.

At the interface between domains, one finds a discontinuity in the intrinsic
surface stress which generates a line of forces between the bare copper and
the copper–oxygen domain. These forces allow atomic displacements which

a.
L

F

b.

Fig. 2.6. (a) STM image of the copper–oxygen striped phase for oxygen coverage
of 0.26 monolayers (ML) on the Cu(110) surface (1 monolayer = 1 atomic plane of
the substrate, in this case copper). Dark stripes formed by copper–oxygen chains
alternate with brighter stripes of bare copper. From [12] and with the kind permission
of P. Zeppenfeld. (b) Periodic alternation (period L) of bands of oxygenated copper
(stress tensor σ1) with bands of bare copper (stress tensor σ2) and the presence of
forces F = σ1 + σ2 along the boundary between two domains
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Fig. 2.7. (a) STM image of the faceted structure of a gold (455) vicinal surface.
3D view in which the height scale has been amplified. (The true angle between two
successive facets is 174◦.) The long-range order has a periodicity of 200 nm. From
[16]. (b) Self-organisation model for a faceted surface. The period of the factory-
roof morphology is L. Each facet has an intrinsic surface stress σ1 and σ2. At the
boundary between two facets, there are lines of force F = σ1 + σ2 which allow
relaxation of the elastic energy of the system

release the elastic energy of the system, and elastic deformations propagate
into the crystal (long-range term). This elastic relaxation is what causes pe-
riodic domains to form in as great a number as possible. For a fixed ratio
between the two phases, there is an equilibrium between the energy loss in-
duced by an increase in the density of interphase boundaries and the energy
gain which results from elastic interactions between these boundaries. This
kind of energy argument can explain the periodicity obtained in Fig. 2.6a,
where periodic bands of bare copper alternate with bands of copper covered
with oxygen [12].

It should be noted that this is a very general model [9, 10]. It applies
whenever the system involves several domains of differing surface stress. This
happens, for instance, when an adsorbate does not completely cover a surface
[13], but also in clean reconstructed or faceted surfaces. For example, when a
surface is faceted as in Fig. 2.7a, each type of facet possesses its own intrinsic
surface stress (see Fig. 2.7b). Using similar energy arguments [14], it can be
shown that there is a well-defined facet period when the surface reaches its
equilibrium structure [15].

2.1.3 3D Growth: Energy Criterion and Competition
Between Bulk Elastic Energy and Surface Energy

In general, the equilibrium shape of the adsorbate deposited on the surface of
the substrate depends on the energy balance between the surface free energies
of the two materials (adsorbate and substrate) and that created at their inter-
face [17]. Depending on the relative values of these ingredients, three growth
modes are accessible, leading to different morphologies (see section entitled
Growth Modes):
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• In the layer-by-layer mode (also known as the Frank–van der Merwe or
FM growth mode), a new layer only begins when the previous one has
been completed, and the successive layers tend to spread out.

• In the island growth mode (also known as the Volmer–Weber or VW
growth mode), small clusters nucleate directly on the surface of the sub-
strate and the atoms tend to bind to each other rather than to the sub-
strate.

• Another, intermediate growth mode, known as the Stranski–Krastanov or
SK growth mode, begins with two-dimensional growth and then continues
by three-dimensional growth. In this case, the overall interaction energy
between the adsorbed atom and the film varies significantly with the thick-
ness of the deposited film, and this transition can be quite abrupt in many
pairs of metallic or semiconductor systems after the deposition of just a
few monolayers.1

It is the last two growth modes that interest us for the fabrication of nano-
objects on a surface. By adjusting the growth conditions, one can thus obtain
a certain morphology with some control over the mean roughness and the
density of objects. This effect is used to study and exploit physical effects
in zero dimensions in components, e.g., optical and electronic properties of
semiconductors.

Growth Modes

Depending on the balance of free energies γ in the adsorbate, the substrate, and the
interface between the two, three basic growth modes are possible. Derivations of the
thermodynamic quantities playing a role in the growth modes can be found in the
review articles [17] and [18]. If

γsubstrate > γadsorbate + γinterface ,

the first layer will tend to wet the substrate. Concerning subsequent growth, there
are two possible situations: either the arriving atoms form further layers and the
growth is then said to occur layer-by-layer or by the Frank–van der Merwe mode
(see Fig. 2.8a); or the free energy of the substrate has already been reduced (and/or
the energy due to the lattice mismatch comes into play) and the growth continues
in the form of islands on this first layer. This mode is called the Stranski–Krastanov
mode (see Fig. 2.8b). If the energy balance is such that

γsubstrate < γadsorbate + γinterface ,

the adsorbate will form 3D islands directly. This mode is called the Volmer–Weber
mode (see Fig. 2.8b). It is commonly observed if a reactive material is deposited on
an inert substrate, e.g., a transition metal on a noble metal or an oxide.

Very complete tables of surface free energies calculated for gases, alkalis, semi-
conductors and metals are listed in [19].

1 The monolayer is the unit of coverage of the sample by the adsorbate. It represents
a quantity of atoms adsorbed per unit area equal to that of the substrate surface.
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a) Frank van der Merwe b) Stranski-Krastanov c) Volmer-Weber

Fig. 2.8. The three growth modes

a) b) c)

Fig. 2.9. (a) Independent layer and substrate. (b) After coherent epitaxy, the de-
formations are completely accommodated in the plane. (c) After incoherent epitaxy,
the lattice mismatch is accommodated by dislocations and a residual stress

In practice, in the Stranski–Krastanov mode, island formation often results
from competition between the surface energy which appears on the island faces
and the elastic or plastic energy released in the bulk of the island and/or the
substrate. This phenomenon, widely used in the case of semiconductors, lies
at the heart of the spontaneous self-organisation of quantum dots.

When a solid is in thermodynamic equilibrium, the physical ingredients
contributing to the free energy are not only surface and interfacial tensions,
but also the parametric mismatch between the elements and the energy of
dislocation formation [20]. From the standpoint of the crystal structure, one
may distinguish:

• coherent growth of the adsorbate on the substrate,
• totally relaxed growth of the adsorbate,
• partially relaxed growth.

In the first, case, also known as pseudomorphic growth, the adsorbate matches
the substrate lattice parameter in the growth plane and as a result, a large
amount of elastic energy is stored up in the adsorbed layer when the lattice
parameters of the pure materials are very different. The other two cases lead
to linear faults known as dislocations, which allow the two lattices to coincide
and release energy (see Fig. 2.9).
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Fig. 2.10. Schematic representation of capture zones for disordered (left) and or-
dered (right) nucleation sites. These capture zones may result from a prestructuring
of the substrate or a surface reconstruction as in Fig. 2.14

Each of the different cases can be observed experimentally. For the semi-
conductors InAs/GaAs (III–V) and Ge/Si (IV–IV), the energy cost of dis-
locations is high and islands are generally coherent with the substrate. This
is not the case for the semiconductors CdTe/ZnTe and CdSe/ZnSe (II–VI),
where there is first a plastic relaxation (with the appearance of dislocations
conserving the planarity of the surface), and then the 3D elastic transition.
Using SK growth, one can produce plane surfaces carrying islands whose equi-
librium shape can be defined by crystal facets for specific growth conditions.
These facets depend on the anisotropy of the surface energy of the islands
and the mechanisms whereby elastic energy is released [21]. For example, for
SiGe alloys deposited on Si(001), the early stages of deposition produce small
objects with {105} facets, while increased amounts of deposited matter lead
to bigger objects with {113} facets [22]. When the material is changed, the
nature of the facets changes too. For example, one obtains {100} facets for
PbSe/PbTe(111) growth [23].

In conclusion, the SK growth mode can be used as a natural way of pro-
ducing nanoscale objects with relatively well-defined sizes.

To improve the size distribution of adsorbed islands and obtain a regular
spacing of islands on the substrate, further parameters need to be considered.
Up to now, we have discussed only the equilibrium morphologies, completely
disregarding the atomic structure of the substrate surface. Indeed, we have
considered a homogeneous surface as far as atomic sites are concerned, and this
is not justified in the case of a prepatterned surface. In order to understand
this, one must describe growth in atomistic terms, i.e., on the scale of the
elementary processes occurring there.

On a plane crystal surface which is chemically homogeneous, all surface
atoms are equivalent and growth will be homogeneous. Atoms arriving on
this surface can move around, to a greater or lesser extent depending on the
temperature, by hopping from one site to another on the surface. During
this diffusion process, if two atoms meet, the simplest model assumes that the
dimer thereby formed ceases to diffuse: this is then the island nucleation phase.
At a later stage in the growth, the number of islands no longer increases, but
atoms cluster on existing islands, thus increasing their size. This defines a
capture zone (see Fig. 2.10). This growth process on a homogeneous surface
leads to a characteristic distance between islands and a mean island size,
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both related to the flux of deposited atoms, the temperature of the substrate,
and surface defects [22]. However, the island size distribution remains broad,
because the quasi-random nucleation/growth sites provide highly fluctuating
capture areas for island growth.

In contrast, on a periodic prepatterned surface, the existence of a peri-
odic distribution of favoured nucleation sites, or diffusion barriers which trap
deposited atoms, can produce an array of regularly-sized nanostructures in a
periodic arrangement across the surface.

2.1.4 Role of the Chemical Potential as Driving Force
Behind Adsorbate Growth. Curvature Effect and Elastic Stresses

If the surface is prestuctured on a large scale, a more macroscopic description
of the growth must be given to explain the way objects are positioned. In
doing so, one must take into account curvature effects and stresses in the
surface features.

When crystal growth is carried out on a nanostructured surface, the reali-
sation and positioning of objects are once again determined by a minimisation
of the total free energy of the system. As we saw above, this energy involves
essentially two ingredients. The first is the surface energy of pure bodies and
the interface, together with their anistropies which can cause facets to ap-
pear. The second is the elastic energy stored in the bulk of the objects and
neighbouring media (substrate, deposited film, etc.). The place where the ob-
jects eventually grow depends on the relative values of these two physical
parameters.

From a more quantitative point of view, it is useful to consider the surface
chemical potential

μ =
∂

∂N
(F + PV )

∣∣∣∣
T,P

,

where F is the surface free energy and N the number of particles in the
system of volume V and pressure P . Strictly speaking, μ is an equilibrium
thermodynamic quantity. Here we are using its extension to a local equilibrium
in order to apply it to the case of real growth conditions [24].

It can be shown that the gradient of the chemical potential is a driving
force for diffusion on the surface. The atomic surface flux j is given by the
Nernst–Einstein relation

j = − nD

kBT

∂μ

∂s
,

where n is the adatom density, D is the surface diffusion coefficient, and ∂s
is an infinitesimal length [24].

Along a surface described by a single variable x, work by Herring (1950)
[25] and Mullins (1957) [26] leads to the expressions
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μ(x) = μ0 + Ω0γK(x) + Ω0Es(x) ,

where μ0 is the chemical potential of the plane surface, Ω0 is the atomic
volume, γ is the surface free energy (which depends on the orientation), and
K(x) is the curvature of the surface (negative for a concave morphology). The
function Es(x) is the local energy due to the surface stress, which essentially
accounts for the tangential component when the surface is free.

This highly simplified model shows that, for the growth of elements iden-
tical to those of the substrate:

• the surface curvature term favours adatom diffusion towards the bottom
of concave morphological features, such as holes, channels and so on;

• the elastic term favours growth in convex regions, such as ridges, peaks
and so on, where there is greater release of elastic energy.

Epitaxial growth of an element differing from the substrate (heteroepitaxy)
also depends on these two ingredients. The elastic term must now account for
the lattice mismatch between the elements. Hence, the critical thickness at
which islands begin to form in the SK transition will be more quickly reached
at specific locations in a pattern. One can thus obtain long-range ordering in
the dot positions depending directly on the etching interval.

2.2 Physical and Chemical Methods
for Producing Nano-Objects

Developments in nanoscience have been widely based on the elaboration of
tools designed to deposit thin heterostructure films of semiconductor materials
or metallic multilayers (see Figs. 2.11–2.13). This made it possible to move
from structures in which just one dimension reached the nanometer scale,
viz., the growth axis, to objects possessing two or even three nanometric
dimensions.

These fabrication techniques are generally classified into two approaches:
the physical approach, in which growth occurs directly from beams of atoms
making up the compound; and the chemical approach, involving a chemical
reaction which releases those species required for growth.

The physical techniques include vacuum evaporation (see Fig. 2.11) in
which a material is deposited under secondary vacuum conditions (about
10−6 torr, where 1 torr ≈ 133 Pa, 1 atm ≈ 105 torr) on a substrate maintained
at a controlled temperature, and an extension of this known as molecular
beam epitaxy, in which atoms are piled up on a crystalline substrate in such
a way as to respect the orientations of the underlying crystal structure, a
technique which operates in ultrahigh vacuum conditions (below 10−10 torr)
and which allows much tighter control of the growth parameters as required
for the production of crystalline films.
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Fig. 2.11. Physical deposition methods operating in vacuum conditions. Left : The
crucible of the effusion cell is heated by a filament to temperatures as high as 2 000◦C.
Right : The electron gun heats the material. Another method uses energy from a
high-power laser beam (YAG or excimer)

Fig. 2.12. Diode sputtering method. The surface is bombarded by a flux of high
energy ions (here Ar+) obtained from a plasma. The sputtered atoms are gener-
ally electrically neutral. Variations involve introducing a reactive element into the
plasma, e.g., O2 or N2, or using triode setups or radiofrequencies

Pump

Substrate

Heating

Gas
inlet

Fig. 2.13. Chemical vapour deposition (CVD), using a reactor with hot walls.
Volatile compounds comprising the material to be deposited may be diluted in a
carrier gas. They react on the substrate and the walls. Variations involve using cold
walls and heating only the substrate, whereupon one may work at lower pressures,
or activating the chemical reaction by means of a plasma
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In this technique, the morphological and chemical state of the surface is
prepared so as to allow crystal growth plane by plane, with excellent control
over the amounts deposited (up to a fraction of a monolayer). The use of sev-
eral simultaneously evaporated fluxes can produce alloys or compounds with
predetermined stoichiometry (e.g., all the binary III–V and II–VI semicon-
ductors). In the case of plane films, one can thereby produce abrupt junctions
with well-determined thicknesses, dope semiconductor films by taking advan-
tage of the low levels of residual impurities, and also precisely determine the
quantities of matter deposited in 3D islands. Another major advantage of this
method arises from the fact that one can use a great many different in situ
measurement techniques when the vacuum is good enough, such as diffraction,
electron spectroscopy, ellipsometry, or scanning tunneling microscopy. These
allow one to study the crystal structures and contamination levels during
growth.

Another physical technique is sputtering, which consists in vaporising the
material that will be used to constitute the film (see Fig. 2.12). To do so,
a neutral gas (e.g., argon, which does not react with the other species) is
ionised by applying either a direct voltage or an ultrahigh frequency field.
The positive ions, accelerated by the electric field, then bombard the target
(cathode). The transferred energy rips atoms from the target, from whence
they are deposited on the substrate.

Chemical techniques for growing films or producing nanostructures use
chemical decomposition of a gas or liquid on the surface of the substrate (see
Fig. 2.13). With these techniques, it is generally much more difficult to con-
trol the amounts of matter incorporated in growth with any accuracy. This
category includes all the chemical reactions such as oxidation, nitridation,
and so on. The classic example is the oxidation of silicon, so important in
microelectronics to produce an insulating layer, where oxygen is supplied in
gaseous form. In chemical vapour deposition or vapour phase epitaxy, a gas
mixture is used, e.g., SiH4 or AsCl3, to react with the substrate. The gas de-
composition can be activated thermally or by applying a plasma. Sometimes
organometallic compounds are used (metal–organic chemical vapour deposi-
tion or MOCVD), as for example when producing III–V compounds, where
an alkyl of a group III metal is made to react with a hydride of a group V
metal. The drawback with this method is that it involves the manipulation of
highly toxic gases. Finally, in liquid phase epitaxy, the substrate is brought
into contact with a dilute solution whose concentration has been chosen to be
in thermodynamic equilibrium with the composition of the film one wishes to
grow.
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2.3 Growth of Nano-Objects
on a Naturally Prepatterned Surface
Using Its Intrinsic Properties

2.3.1 Growth of Self-Organised Surfaces

When the surface is self-organised as described in Sect. 2.1.2, the atomic sites
on the surface are no longer all identical and one speaks of a heterogeneous
substrate. The microscopic processes of nucleation and growth are then consid-
erably altered and lead to periodic growth of islands. In the gold herringbone
structure [see the section entitled Reconstruction of Gold (111)], the atomic
sites on the surface are no longer all equivalent since the bends in the zigzag
reconstruction are the scene of surface dislocations, where the coordination
number of the atoms is modified [4]. (The coordination number of an atom
is the number of nearest neighbours it has. An atom on the surface has lower
coordination number than one in the bulk.) These bends constitute favoured
nucleation sites for deposited cobalt atoms, because these are able to swap
places with gold atoms in the plane of the surface. The driving force behind
this insertion is probably due to a reduction of local internal stresses, since
the cobalt atoms are ‘smaller’ than gold atoms. Just such a cobalt seed is
visible in the inset of Fig. 2.14a. Other cobalt atoms subsequently cluster on
these nucleation centers and islands begin to grow. The result is that the sur-
face ends up with periodically arranged rows of islands [28, 29]. The distance
between islands in a given row is 7 nm, whilst the distance between rows is of

Fig. 2.14. (a) Submonolayer deposit of cobalt on a gold (111) surface. Cobalt
islands (white dots) form parallel rows. The inset shows the nucleation of a cobalt
seed (black speck) on a preferred site by exchange of cobalt and gold atoms [31].
(b) Growth of silver islands on a platinum surface coated with a silver bilayer. The
inset shows that the islands are positioned at the centres of the regions bounded by
darker stacking faults. With the kind permision of H. Brune. (c) Gold deposited on
a Cu(100) surface coated with chemisorbed nitrogen. The inset shows a magnified
image of four gold islands and the arrow indicates step edge defects [32]
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the order of 15 nm (see Fig. 2.14a). The size of the nanostructures is regular
and varies with the amount of cobalt deposited.

There are other systems for replicating the substrate periodicity during
growth. On a platinum surface coated with silver [30], the diffusion of atoms is
modified as compared with a homogeneous surface by the presence of stacking
faults which act as potential barriers for this diffusion (see Fig. 2.14b). Below
a certain temperature (around 110 K), the silver atoms are trapped within a
triangular cell and form a cluster at its centre. The atoms deposited on the
substrate thus form a hexagonal array of islands (see Fig. 2.14b).

Another example is a square lattice of gold nanostructures elaborated by
deposition on a copper (100) substrate coated with nitrogen. For a certain
amount of nitrogen chemisorbed at 630 K, the surface is completely paved
over by square arrangements of nitrogen atoms measuring 5 nm along the
side [13]. By depositing gold on this surface [32], the nitrogen-coated regions
act as a mask and the gold atoms congregate on the bare copper regions where
they form a square array of regular gold islands (see Fig. 2.14c).

In all these examples, although the atomic processes are very different, the
growth is organised, for it replicates the initial nanostructure of the substrate.
The islands have a narrow size distribution, close to the state of the art in this
field. One novelty of the approach described here for this organised growth
is that, not only can one produce nano-objects with very regular sizes, but
they are at the same time periodically assembled into an array which also has
nanometric dimensions. In this way, one can achieve a high surface density of
islands.

2.3.2 Uses for Growth on Vicinal Surfaces

On plane surfaces, steps of monatomic height are the most common defects,
and they often perturb the organisation of nano-objects on the surface. In
some cases, they can favour the growth of nanostructures along step edges, as
indicated by the arrow in Fig. 2.14c. Indeed, step edges usually imply different
coordination numbers or a specific surface stress, whereupon they become
favoured adsorption sites in certain situations.

On a vicinal surface [see the section entitled Crystallography of Surfaces:
Vicinal and Dense Surfaces], steps are deliberately introduced in a controlled
way with regard to density and orientation over the whole macroscopic sample
(several square millimeters). On the gold (788) surface miscut by 3.5◦ with
respect to the dense face (111), the stacking faults due to reconstruction are
perpendicular to the steps (see Fig. 2.15a). The surface is therefore structured
in two perpendicular directions. In one direction, the period is the terrace
width of 3.8 nm, whilst in the perpendicular direction, the period is that of
the gold reconstruction, namely 7.2 nm. When cobalt atoms are deposited
on this surface cooled to 130 K, one obtains an array of cobalt dots with
excellent short- and long-range order (see Fig. 2.15b). This is a spectacular
example because it combines both the long-range order conserved over the
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Fig. 2.15. STM images of organised growth of cobalt dots on a gold reconstructed
vicinal surface. (a) The Au(788) substrate exhibits steps of monatomic height
(0.235 nm) and brighter stacking faults perpendicular to the step edges (0.03 nm).
In this image, terrace relief has been subtracted in order to reveal the structure on
the terraces more clearly. (b) The same surface with a 0.2 ML of cobalt deposited at
130 K and observed at room temperature [31]. (c) Diagram of three terraces showing
stacking faults of the gold surface in grey [corresponding to the whiter lines in (a)]
and cobalt dots [corresponding to the white discs in (b)]. The arrow indicates the
direction [−211] down the steps of the surface

whole microscopic sample and a very narrow size distribution for the cobalt
nanostructures.

2.4 Growth of Quantum Dots on a Prepatterned Surface
by Imposing a Controlled Artificial Pattern

In this section, we describe a surface patterning method which uses both sur-
face morphological features and the influence of local elastic stresses. By se-
lecting suitable epitaxied materials, one can engage upon elastic stress design
and engineering.

This method can be illustrated by the InAs/GaAs system (aInAs = 6.058 Å,
aGaAs = 5.653 Å), which exhibits Stranski–Krastanov-type growth. The saw-
tooth structuring of the GaAs substrate shown in Fig. 2.16 is obtained by op-
tical interferometry and etching. Coherent growth, i.e., monocrystalline and
without defects, of InAs islands on the surface of standard GaAs (Fig. 2.16a)
occurs at the bottom of concave features. This positioning of the dots sug-
gests that curvature effects are dominant, if we refer to the chemical potential
discussed earlier.

However, if a further, coherently compressed layer of InxGa1−xAs is first
grown in the growth plane with respect to the substrate and then encapsulated
with GaAs as shown in Fig. 2.18b, the positions of the InAs dots are completely
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Fig. 2.16. (a) Quantum dots of InAs deposited on an etched GaAs(001) surface. (1)
Front view showing the pattern. The buffer layer of GaAs is deposited on the initial
etched surface to enhance the early growth stages of the InAs dots. (2) AFM image
(atomic force microscopy) of quantum dots deposited on this surface, showing that
the dots are arranged in a disordered manner at the bottom of concave morphological
features [33]. (b) Quantum dots of InAs deposited on an etched GaAs(001) surface
that has been coated with an intermediate compressively stressed layer of InGaAs.
(1) Front view showing the pattern. Two buffer layers of GaAs have been deposited
to enhance structural properties. (2) AFM image. The InAs dots are arranged in an
ordered way at the tops of convex morphological features [33]

InAs

GaAs

GaAs

In xGa1–xAs
Underlying
compressed

layer. 

Fig. 2.17. Use of epitaxial stresses to localise quantum dots on an etched sub-
strate [34]

reversed, since they will now form at the peaks of the pattern. In this case, it
is the stress effect which is so to speak amplified and localised by the surface
patterns. Stress relaxation is favoured at the peaks of etched features, as
indicated in Fig. 2.17.

The morphology and surface stress can also be nanostructured using an
ordered array of buried dislocations which act as a source for stresses extending
through the material (see Fig. 2.18). Recent studies have shown that such
arrays can be obtained by molecular bonding of monocrystals. This consists
in bringing together two clean plane surfaces and annealing to strengthen the
adhesion between the materials. For Si wafers, the covalent bonds reform after
annealing at high temperature.

The periodicity of the array is controlled by the misorientation angle
between the substrate and the bonded film. In this way, one can adjust the
spacing interval of the final nanostructure. The problem of controlling the



60 M. Hanbücken, J. Eymery, and S. Rousset

(a) (b)

Bonded layer Bonded layer

Oxide layer

Initial
thickness

Substrate SubstratSubstrate

Fig. 2.18. (a) Molecular bonding of a thin Si film on a silicon substrate. The surface
of the bonded layer is oxidised. Interface dislocations, represented by black dots, are
the source of elastic stresses shown schematically by curved lines. (b) Chemical
etching of the bonded layer of the substrate (a) using a solution sensitive to the
stresses. The roughness of the surface develops a correlated roughness in the plane
with the same period as the dislocations. An example is shown in Fig. 2.19

rotational misorientation angle (twist angle) has been resolved by a method
using vernier etches and bonding twin surfaces created by splitting a sin-
gle wafer [35]. One can thus precisely define the twist of the (001) crystals
about the normal whilst almost totally cancelling out other types of misori-
entation. The annealing operation during molecular bonding causes a highly
regular square network of screw dislocations to form in the case of Si(011)
(see Fig. 2.19). The level of surface stress depends on how far the dislocations
are from the surface. Bondings inducing a periodic deformation of the surface
have been used to obtain dots of Ge deposited by molecular beam epitaxy
in which the symmetry and interval are directly related to the network of
buried dislocations [36]. It has been proposed to carry out chemical etching
using a stress-sensitive solution in order to accentuate the surface relief [37].
As can be seen from Fig. 2.19 (left), the almost perfect square periodicity of a
buried dislocation network can be transferred to the surface morphology after
etching [38].

It has also been shown that surface curvature effects on the nanoscale and
inhomogeneous surface stresses completely change the mechanisms of epi-
taxial growth of Ge on these nanostructured Si surfaces (aSi = 0.5431 nm,
aGe = 0.5646 nm). Figure 2.19 (right) shows the localisation of matter on
top of etched Si islands for a 0.9-nm deposit of Ge at 450◦C. This thick-
ness corresponds to about 6.4 monolayers, just beyond the critical thickness
of the 2D–3D transition. Standard growth on a plane substrate at the same
temperature proceeds by growth of randomly arranged hemispherical islands.
This approach can be used directly to organise other organic and inorganic
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Fig. 2.19. Left : STM image of the surface of a bonded and etched substrate (0.88◦,
equivalent interval 25 nm, see Fig. 2.18). Roughness rms = 2.46 nm [38]. Right : De-
posit of 9 Å of Ge at 450◦C on a substrate obtained by chemical etching of a buried
dislocation network [38]

nanometric objects. It is compatible with silicon microelectronics technology
and can be integrated over large dimensions.

2.5 Growth of Nano-Objects
on a Prepatterned Vicinal Surface
by Combining Natural and Artificial Patterning

This approach was first developed by T. Ogino and coworkers in Japan [39]. It
combines the natural or intrinsic prepatterning of a vicinal surface, in the form
of a regular series of steps like the one discussed in Sect. 2.3.2, with artificial
patterning, e.g., an array of dimples etched on the surface. This process is
detailed here for a vicinal surface of Si(111). We begin by discussing the
two types of natural prepatterning known for vicinal Si(111) and then go on
to describe an example of a patterned surface which combines the natural
and artificial approaches. The growth of gold nano-objects deposited on these
surfaces is presented in the next section.

2.5.1 Prepatterning the Si(111) Vicinal Surface

An Si(111) vicinal surface transforms naturally into two very different mor-
phologies depending on the cut direction. Vicinal surfaces cut along the di-
rection

[
112

]
rearrange themselves into a pattern of small terraces separated

by monatomic steps. Figure 2.20 (left) gives an example of such a surface
with a highly regular series of steps. The step height is 0.31 nm with a mean
terrace width of 15 nm [40]. If the substrate is cut in the opposite direction,
i.e.,

[
112

]
, the rearrangement observed is once again a series of terraces and

steps, but this time of much larger dimensions. The steps bunch together to
form a facet and in fact these macrosteps are known as step bunches. An



62 M. Hanbücken, J. Eymery, and S. Rousset

Fig. 2.20. Left : STM image of an Si(111) vicinal surface, miscut in the direction[
112

]
. Image size 340 × 390 nm2. The series of straight monatomic steps was pro-

duced by thermal treatment of the vicinal surface [40]. Right : STM image of an
Si(111) vicinal surface, miscut in the direction

[
112

]
. Image size 240 × 240 nm2. A

prestructure comprising a series of terraces and step bunches with period around
64 nm was obtained by heat-treating the surface

example is shown in Fig. 2.20 (right). The spacing between step bunches has
a period of about 64 nm, determined by the intrinsic properties of the sub-
strate, i.e., facet energies, step–step interactions, etc. [41]. Depending on a
very carefully established thermal treatment, surfaces can thus be prepared
with highly regular structuring for the two miscut directions. They can then
be used as templates for subsequent growth processes. The interested reader
is referred to the references [42–44].

This kind of spontaneous and intrinsic patterning of Si(111) vicinal sur-
faces can be modified by adding artificial patterns, e.g., superposing an array
of dimples by etching. Substrates etched in this way are heat-treated by the
Joule effect (passing a current through the sample) in ultrahigh vacuum. A
new rearrangement of the surface is then observed. Due to the presence of the
etched features, step bunches are obtained with the formation of facets beside
reconstructed terraces. The periodicity is now imposed by the lithographically
transferred pattern and no longer depends solely on the intrinsic properties of
the substrate. By varying the parameters of the etched pattern (diameter and
spacing of the dimples, alignment with respect to the crystallographic axes of
the substrate), the morphology of the surface can be continuously modified.

An example is given in Fig. 2.21. On an Si(111) vicinal surface with miscut
direction

[
112

]
, which causes step bunching, an array of dimples was etched

with a rotation of 30◦ in the plane of the surface. The STM image shows the
characteristic rearrangement into step bunches between terraces. Two types
of step bunch are formed. Due to the rotation of the dimple array, some step
bunches remain firmly anchored whilst other, smaller ones cross the terraces
at an angle. A diamond-shaped pattern is thus created. The repetition of
this pattern across the surface modulates the step bunches with concave and
convex features (see the example in Fig. 2.21). It has thus been possible to
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[112]

Fig. 2.21. Left : STM image of an Si(111) surface prepatterned by a combination
of intrinsic patterning and the imposition of artificial patterning by lithography and
etching. The surface was subsequently annealed in ultrahigh vacuum conditions at
1 000◦C for 10min [45]. Right : Diamond-shaped pattern formed on vicinal Si(111).
The two types of step bunch are visible. The smaller ones cross terraces at an angle.
Arrows indicate the misorientation direction and the twist in the plane of the surface

create favoured growth sites on the substrate, corresponding to the discussion
in Sect. 2.1.4.

In the next section, we discuss the use of a similar prepatterned silicon
surface for the growth of gold nano-objects.

2.5.2 Growth of Gold Nano-Objects on Prepatterned Si(111)

In this example, three monolayers of gold were deposited on a surface that had
been prepatterned by the method described above [46]. By a suitable thermal
treatment, annealing several times at 560◦C, the gold adsorbate forms islands
at preferred growth sites on the substrate. The annealing temperature was
chosen to adjust the diffusion length of gold atoms to the substrate period-
icity. The preferred growth sites, with minimum energy, are localised below
the step bunch protuberances and between residual etched features. A highly
regular arrangement of gold islands with the periodicity of the substrate is
thus obtained. The size of the nano-objects can be made as small as desired
by changing the number of deposited atoms.

This prepatterning approach is very promising because a change in the
parameters of the array etched on the substrate imposes a well-defined pat-
tern. The substrate morphology can be varied continuously and offers a whole
range of prepatterned surfaces for the growth of a corresponding range of
nano-objects. For example, the density of the nano-objects can be increased
by reducing the patterning periodicity. Another strong point of this method
is that it can be applied over the whole surface of the sample, whatever its
dimensions.
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Fig. 2.22. Left : SEM image of 3ML of gold deposited on prepatterned Si(111). The
deposit was annealed at 560◦C for about 20 min. The imaged area corresponds to
11 μm × 11 μm [46]. Right : Substrate structured before the gold deposit. The gold
islands visible in the left-hand figure are formed in front of the protruding step
bunches and between the residual etch features (grey ellipses)

2.6 Conclusion

The growth of organised nano-objects on prepatterned surfaces is a fast-
developing field of activity which rests firmly upon the basic experimental
and theoretical principles of surface science. We began by discussing a few
important physical ideas which introduce the quantities relevant to organisa-
tion phenomena, and then gave a brief review of the physical and chemical
techniques of crystal growth. The concept of stress relaxation, whether it be
intrinsic surface stresses or epitaxial stresses, plays a fundamental role in these
phenomena.

The idea of organised growth on prepatterned surfaces is in fact a rather
simple one. The basic technique consists in sending individual atoms onto the
substrate and hence growing islands in a natural manner in ultrahigh vac-
uum conditions. This is both a bottom-up and a massively parallel approach.
Nano-objects are fabricated at the limiting size and with high densities. The
aim in this chapter was to show that, if the surface used as substrate is prepat-
terned, the nano-objects then exhibit particularly narrow size distributions,
a prerequisite for studying the physical properties of these nano-objects via
techniques that average over a large number of objects. When the substrate
is prepatterned in a periodic way, island nucleation occurs by replicating the
substrate pattern, and this defines capture zones of the same area for growth.
As a consequence, the islands all form with the same size and well-defined
edges, and they are distributed periodically over the substrate.

The crucial point about organised growth is the way surfaces are prepat-
terned. Three main categories of preparation used to produce periodic arrange-
ments of nano-objects have been illustrated by experimental examples:
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• Using intrinsic properties of the initial surface, such as surface reconstruc-
tions, defect networks, or steps on vicinal surfaces. The relaxation of sur-
face stresses underlies the formation of periodic domains on self-organised
surfaces.

• Using surfaces directly prepatterned by etching techniques preceded by
lithography or the creation of buried dislocation networks. This new field
of elastic stress engineering for the organisation of quantum dots, in partic-
ular using epitaxial stresses, is developing rapidly and with much success.

• Using surfaces obtained by a combination of artificial patterning and in-
trinsic patterning. This is certainly a promising channel of investigation for
the future, because it guarantees the highest flexibility for the periodicities
and sizes of the nano-objects produced.

Several other ideas have been shown to hold promise in the literature, such
as the use of ion beams to structure the surface morphology [47], or electro-
chemistry to create regular pores in materials [48]. All these approaches are
designed to address the problem of controlling the positioning and growth of
nanometric objects, since this is one of the basic requirements for using such
objects in nanotechnology.
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3

Scanning Tunneling Microscopy

D. Stiévenard

3.1 Introduction

3.1.1 General Principles

The scanning tunneling microscope (STM) was invented by G. Binnig and
H. Rohrer in 1982 and they were subsequently awarded the Nobel Prize for
Physics in 1986. From an experimental standpoint, the basic idea is as follows:
a fine metal tip is brought close to a surface (typically to within one nanome-
ter) and the current flowing between tip and surface is measured when a
voltage is applied across the gap. According to classical physics, as there is no
contact between the tip and the surface, no current can flow (open circuit).
But according to quantum mechanics, if the distance between two electrodes
(here, the tip and surface) is small enough, a current can in fact flow across
the gap between the tip and the surface. This is the so-called tunnel effect,
which has given its name to the microscope based upon it.

The tunnel effect, a purely quantum phenomenon, was first hypothesised
in 1927. A particle such as the electron, described by its wave function, has
a nonzero probability of penetrating a barrier, although this would be for-
bidden in classical mechanics. As a consequence, the electron can actually
cross a barrier which separates two classically allowed regions. The tunneling
probability, i.e., the probability that an electron will pass from one electrode
to the other across the barrier, decreases exponentially with the width of the
barrier. The tunnel effect can therefore only be observed for narrow barriers,
of the order of the nanometer. Theory shows that the current detected is re-
lated to the chemical nature of the opposing surfaces, and this on the atomic
scale. The microscope is based on a combination of two factors: controlled ap-
proach of a metal tip towards a conducting surface, using piezoelectric tubes,
and a high-performance anti-vibration system. The piezoelectric tubes have
extension coefficients of the order of a few Å/volt and can thus ensure very
accurate movements of the tip (bonded onto a piezoelectric ceramic) relative
to the fixed surface by applying very low voltages (a few volts).
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Binnig and Rohrer demonstrated their invention using a conducting sam-
ple and a rather fine conducting tip, which acted as a local probe when brought
within a few angstrom units of the surface. With tip–surface voltages of the
order of 1 mV to 4 V, tunneling currents of between 0.1 nA and 10 nA were ob-
served. Varying the tip–surface distance established the exponential character
of the current as a function of the separation.

STM can therefore be used to observe surfaces with atomic resolution.
As we shall see, it can also be used in spectroscopic mode, wherein the tip–
surface voltage is varied, to analyse the local electronic structure. Finally,
under certain tip–surface interaction conditions, STM allows manipulation of
individual objects or even the direct control of local chemistry. It is the only
instrument to bring so many benefits: atomic-scale imaging, investigation of
electronic structure, and manipulation.

3.1.2 General Setup

Figure 3.1 shows the general setup of an STM. A tip is bonded to a piezo-
electric tripod allowing motion in the three space directions x, y and z. The
x, y displacements scan the tip across the surface. The z axis will reveal the
surface topography. A voltage V is set up between the tip and surface and a
current I0 is chosen. Experimentally, it is the current measured during data
acquisition and must be held constant. As we shall see below, the current, the
voltage and the tip–sample separation d are related by

I ≈ V exp(−2Kd) , (3.1)

where K is the wave vector associated with particles in the tunnel barrier,
in this case, the vacuum between tip and sample. The tip is brought towards
the surface until the distance d satisfies (3.1). In general, d is of nanometric
order. An x, y scan is then carried out and the tunneling current I is measured
continuously and compared with the reference value I0 (constant current op-
erating mode). When I differs from I0, the servo-system instructs the tip to
move as appropriate in the z direction. While varying d and holding I con-
stant, the motion of the tip with respect to the surface is recorded. These
movements then give the surface topography.

In fact the tunnel current is related to the densities of states of the tip and
surface and what is known as the STM topography results from a convolution
between purely topographical effects and electronic effects arising from the
density of states. The skill of the operator is to deconvolute these two effects
in such a way as to produce an accurate interpretation of the STM images.
These images are obtained by sending the applied x, y, and z voltages to a
PC during acquisition. The relief in the z direction is obtained as a false
colour image in which darker to lighter zones are conventionally associated
with minimum to maximum regions of the topography.
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3.1.3 Tip Preparation

For measurements in air, tips are made from a platinum–iridium wire of dia-
meter 100–250 μm. This is an alloy that does not oxidise in air, an essential
point, since an oxide layer would insulate the tip and make measurements
very difficult. To obtain a fine tip, the simplest method is to cut the wire
whilst stretching it, with cutting pincers. One then obtains a stretched wire
with tiny barbs or spurs that can be used as nanotips. A certain degree of
dexterity is required to achieve a good tip. The advantage with this technique
is that, even though it is rather random, it is very quick to implement.

In ultrahigh vacuum, the metal used is tungsten. Tips are prepared by an
electrochemical process followed by refinement in ultrahigh vacuum. The tip
is thus preshaped by electrolysis. This requires a solution of NaOH (1 mole/l),
a molybdenum counterelectrode, a micrometer screw which controls the
length of immersed wire, an electronic device which provides a continuous or

 

Fig. 3.1. General setup of an STM. The three piezoelectric tubes displace the tip in
the three directions x, y, and z. A voltage V is applied between tip and surface. The
current I is measured and compared with a reference value I0. The ‘error’ signal
is sent into a feedback loop, converted into a voltage, amplified and applied to the
z piezotube. The z information reaches a PC where it is converted according to a
colour scale for display as an image. The x and y piezotubes are controlled by the
PC in such a way as to scan the sample. If necessary, power amplifiers are used to
increase the output voltage of the PC (generally of the order of ±10 volts) into the
range ±200 volts so that an xy scan of several microns can be achieved
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alternating voltage, and a system for detecting tip rupture. There are several
stages in the process. First the oxide layer on the wire is removed by ap-
plying an alternating voltage of around 20 V peak-to-peak. The wire is then
immersed to a length of a few hundred microns and a continuous voltage of
around 5 V is applied. This stage generally lasts between 4 and 5 min. The
electrolysing current just before rupture is between 150 and 600 μA.

The tip is then transferred to an ultrahigh vacuum. In order to remove
the native oxide which forms very quickly with air contact, the tip is heated
by electron bombardment. To this end, the tip is positioned in front of a
filament and brought to a positive potential with respect to the filament. The
voltage is of the order of 600 V for a current of 5 A. This heating cleans the
tip, but it also tends to blunt it. Another stage is therefore necessary, namely,
ion bombardment. When a tip is used in a medium containing a noble gas,
the electrons emitted by the tip can ionise the gas molecules. In this case, as
the tip is negatively polarised, it will attract the ions. The latter then move
towards the tip and collisions rip off tungsten atoms. This process occurs
mainly in places where the electric field is most intense, i.e., close to the tip
apex. The sharpest region of the tip thus becomes sharper. The skill of the
operator preparing the tip is to control the gas pressure (beween 10−6 and
10−4 torr), the voltage (around 800 V), and the time (beween 20 and 60 s), in
such a way as to produce as sharp a tip as possible. If the process is allowed
to continue for too long, the end of the tip breaks and the process has to be
started from the beginning.

3.2 Tunnel Current

3.2.1 Tunnel Effect Between Tip and Sample

In a barrier of height U , the wave function ψ(z) associated with a particle of
energy E less than U is given by [1]

ψ(z) = ψ(0) exp(−Kz) , (3.2)

where K =
√

2m(U − E)/�, with m the mass of the particle and ψ(0) the
wave function at the edge of the barrier. This relation shows that the particle
state decreases in the positive z direction. The probability of the particle being
inside the barrier is proportional to |ψ(0)|2 exp(−2Kz), which falls off very
quickly with distance. For the tip metal, since the tip–sample polarisation (or
bias) is very small in normal operation, the quantity U − E can be replaced
by Φ, the work function of the metal. Φ is the energy required to transfer an
electron from the metal to the vacuum (the last occupied state is the Fermi
level EF). The value of Φ represents the height of the tunnel barrier between a
tip and a metal surface. For metals (tip or sample) or semiconductors (sample)
used in STM (W, Pt, Au, Si, etc.), Φ is of the order of 5 eV, which means that
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K is of the order of 1 Å−1. From (3.1), we see therefore that the current varies
by a factor of about ten per angstrom unit. This guarantees a high resolution
in z and it is essential to minimise mechanical perturbation in d.

3.2.2 Tunnel Current: Tersoff–Hamann Theory

The Tersoff–Hamann theory is discussed in detail in [2]. Here we summarise
the main features. When the states of the tip and sample are independent, i.e.,
uncoupled, and for a weak perturbation, i.e., a low voltage between tip and
sample and a low temperature, the resulting tunnel effect can be treated as a
first order perturbation between independent states (Bardeen approximation
[3]), coupled by matrix elements Mμν , where μ and ν refer to the two electrodes
(here, the tip and sample). Under these conditions, the tunnel current I is
given by

I =
2π

�
e2V

∑
μ,ν

|Mμν |2 δ(Eμ − EF)δ(Eν − EF) , (3.3)

where V is the applied voltage, and Eμ, Eν are the energies associated with
the wave functions ψμ, ψν of the electrode (tip and sample) states. The main
part of the calculation here is to find the matrix elements. These are given by

Mμν =
�

2m

∫
S

dS
(
ψ∗

μ∇ψν − ψν∇ψ∗
μ

)
, (3.4)

where S is an arbitrary surface located within the barrier.
For low V , a constant potential can be assumed within the barrier and

the solution of the Schrödinger equation inside the barrier can be obtained
analytically. If one takes the s wave for the tip states (an analogous calculation
can be carried out for the d and p waves) and plane waves for the surface states,
the calculation of the matrix elements simplifies significantly. The current I
then becomes

I ∝ e2V

�
ρs(r0, EF)ρt(EF) , (3.5)

where ρs is the density of states of the surface measured at the tip position
r0, and ρt is the density of states of the tip at energy EF. One thus finds that
the STM current is directly related to the local density of states (LDOS) of
the observed surface.

3.2.3 Extending the Tersoff–Hamann Theory

In fact, the low V case (a few mV) is only applicable to metals and is unrealis-
tic when studying semiconductors, in which case the applied voltage is of the
order of a few volts. For semiconductors, a higher voltage is required due to
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the band gap. If the voltage is too small, the tunnel effect cannot operate from
or to states in the band gap, because there are no states there! In this case, the
potential inside the barrier is no longer constant, and what is more, the low-
coupling approximation is no longer valid. The Bardeen formalism cannot be
applied. A qualitative expression for the current has been proposed by Selloni
and coworkers [4], taking into account the trapezoidal shape of the potential
in the barrier and calculating the wave functions using the WKB approxima-
tion [1]. The effect of the voltage is then expressed through a transmission
coefficient T (E, V ) and the current is given by

I =
∫ eV

0

ρs(r0, E)ρt(r0,−eV + E)T (E, eV, r0)dE , (3.6)

where the density of states of the sample and the tip are measured at r0

(the tip position). For negative voltages with respect to the sample, eV is
negative and for positive voltages with respect to the sample, eV is positive.
The transmission coefficient is given by

T (E, eV ) = exp

(
−2z

√
m

�

√
Φs + Φt

2
+

eV

2
− E

)
, (3.7)

where Φs and Φt are the work functions of the sample and tip, respectively.
As they are usually close to one another, their half sum is roughly equal toΦ.

We thus see that, for constant I, the path followed by the tip is associ-
ated with a rather complicated convolution of the tip and sample densities of
states with the transmission coefficient. Indeed, examining the variations of
T (E, eV ) a little more closely, we find that, for eV < 0 (negatively polarised
surface), T (E, eV ) reaches its maximum for E = 0, which corresponds to the
electrons in the Fermi level of the surface. Likewise, for eV > 0 (positively
polarised surface), T (E, eV ) is maximum for E = eV , which corresponds to
the electrons in the Fermi level of the tip. The transmission coefficient is thus
always maximum for electrons with energies at the Fermi level of the electrode
(tip or sample) which is negatively polarised, i.e., the electrode which emits
the electrons. Generally, the width of the electron energy distribution depends
on Φ and is of the order of 300 meV, with a contribution decreasing typically
to 1 eV below the relevant Fermi level.

3.2.4 Resolution

The spatial resolution of an STM depends on the nature of the tip and the
relevant sample states [5]. A simple approach has been provided by Sacks [6].
To simplify the calculation, one assumes that there is only one atom at the
very end of the tip which participates in the tunnel current. One also assumes
an s-type wave function described by

|ψ|2 ∝ exp(−2Kr)
r2

, (3.8)
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Fig. 3.2. s wave electronic density of the STM tip apex atom

where r =
√

x2 + z2, as shown in Fig. 3.2.
Assuming that z is much bigger than x, the squared amplitude of the wave

function in a plane close to the surface S can be approximated by a Gaussian
function of x, viz.,

|ψ|2 ≈ exp(−2Kz)
z2

exp
(−Kx2

z

)
. (3.9)

This shows that the amplitude decreases with the lateral displacement x. The
full width at half maximum of the Gaussian is

Δx =

√
2z

K
, (3.10)

which gives the order of magnitude of the spatial resolution of the STM. With
K ≈ 1 Å−1 and z given in angstrom units, the resolution is of the order of
1.4

√
z Å. In the Tersoff–Hamann theory, z = d+R, where d is the tip–sample

distance and R is the radius of curvature of the tip apex. The best resolution
is therefore of the order of 1.4

√
R Å. The practical problem here is to obtain

accurate knowledge of R. In fact the tunneling current is often due to a small
protuberance with very small radius of curvature, which explains the images
obtained at atomic resolution. The nature of the wave functions associated
with the surface states is also relevant. s lobes will give less good resolution
than p or d lobes which point less sharply into the gap.

3.2.5 Contrast

The contrast of the observed image is something that should be interpreted
with great caution because it depends on the measurement conditions (in
particular, the tip–sample distance) and the microscopic nature of the surface
as given by the lattice parameter a. Tersoff [7] has given an approximate
formula for the contrast Δz :
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Δz ≈ 2
K

exp

[
−2z

(√
K2 +

π2

a2
− K

)]
. (3.11)

For large lattice periods, i.e., a � π/K, the contrast is high and almost
independent of the distance. Typically, for Φ = 4 eV, the contrast tends to
1.6 Å for a = 12 Å. However, when a is small compared with π/K, the contrast
tends to

Δz −→ exp
(
− π2z

a2K

)
. (3.12)

It thus decreases exponentially with the tip–sample distance.

3.2.6 Measuring the Barrier Height

The key parameter determining the tip–sample distance, apart from the cur-
rent and voltage, is the height Φ of the tunnel barrier. This in turn is deter-
mined by the nature of the tip and the sample surface. Moreover, as we shall
see, Φ is also an essential parameter in STM spectroscopy, for both measure-
ment and interpretation. Depending on the nature of the tip and the small
number of atoms located at the tip apex (atoms which may be associated
with some contamination or with atoms torn from the surface), the value of
the barrier may vary considerably. The tip apex may even evolve under condi-
tions of extreme cleanliness, such as in an ultrahigh vacuum, and it is always
affected when STM measurements are made in the air, where pollution and
moisture render measurements almost uncontrollable.

From (3.6), when the polarisation is weak, the exponential term varies
only slightly with the energy and can be brought outside the integral. The
derivative of the current with respect to the tip–sample distance z is then
close to I × 2

√
2mΦ/�. By analogy, the apparent height Φ of the barrier is

thus defined by

Φ =
�

2

8m

(
d ln I

dz

)2

. (3.13)

There are three methods for measuring the barrier height. The first consists
in direct application of (3.13) to measurements of the current I as a function
of the gap z between tip and sample, giving I(z).

The second method was proposed by Feenstra [8]. It is based on mea-
surements of the conductivity for varying distance z. It was shown that the
apparent height of the barrier is

Φ =
�

2

8m

{
d
dz

ln

[
σ′(z0, V )

σ
(
z(V ), V

)]}2

, (3.14)

where the conductivity σ′(z0, V ) is given by



3 Scanning Tunneling Microscopy 77

σ′(z0, V ) = I
(
z0, V0

)
g
(
z(V ), V

)
exp

[∫ V

V0

g
(
z(E), E

)
dE

]
, (3.15)

σ
(
z(V ), V

)
is the measured conductivity, viz.,

σ
(
z(V ), V

)
= g

(
z(V ), V

)
I
(
z(V ), V

)
, (3.16)

V is the imposed bias, V0 is a given bias [z0 = z(V0)], and g = (dI/dV )/(I/V ).
The third method involves studying the gap z as the bias V varies, so as

to obtain z(V ), when the servo-loop of the scanning tunneling microscope is
disabled. As V increases, the barrier adopts a more and more triangular form,
and when eV exceeds Φ, oscillations are detected in z, associated with the
formation of stationary waves between the tip and sample.

In general, the third method gives acceptable values for Φ. However,
the first two techniques wherein the position of the tip is not fixed relative
to the surface can give very different results. In fact, when the tip approaches
the surface, several effects occur: there are forces between the tip and sample,
and the image potential begins to have a greater influence, deforming the
tunnel barrier by addition of a potential U given by

U(z) =
1

4πε0

[
− e2

4z
− e2

2

∞∑
n=1

(
nL

n2L2 − z2
− 1

nL

)]
, (3.17)

where L is the width of the potential U(z).
The origin of the image potential can be understood from simple elec-

trostatic arguments. When an electron is located close to a metal surface, it
induces a charge distribution in it. The effect of this distribution is precisely
the same as the effect of an image charge of opposite sign placed symmet-
rically on the other side of the surface. The field in the metal is therefore
exactly cancelled, but the shape of the barrier is modified.

The image potential given above diverges to infinity as the surface is ap-
proached, something that cannot happen physically. In reality, quantum the-
ory enters the problem and shows that (3.17) is a good approximation to the
actual potential if the surface used is an effective surface placed at roughly
1.5 Å from the nuclei of the surface atoms, and if the potential is truncated
near the surfaces. Taking into account the effect of the image potential, Chen
and Hamers showed that the apparent barrier height can decrease significantly
and even tend to zero, agreeing with measurements made on the silicon surface
Si(111)-7 × 7 [9].

3.2.7 Examples

Silicon Surface

Figure 3.3 shows an STM image of the 2 × 1 reconstruction of the silicon
surface Si(100), observed at 10 K. Clearly visible are the atomic steps, the
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step edges, and the dimer rows on each atomic step. The small piles at the
centre of the image correspond to the impact of the STM tip when it has
touched the surface.

Organic Molecule on Silicon

The second example has been chosen to illustrate the capacity of STM to
visualise organic nanostructures, in this case organic molecules sublimated in
ultrahigh vacuum conditions onto a silicon surface Si(100)-2×1. Another rea-
son for this choice is the increasing role of organic molecules in next-generation
microelectronics (see Chap. 13) and the investigation of interactions between
single molecules and surfaces. The molecule nTV chosen to illustrate this prob-
lem has threefold symmetry C3h. It is made by joining up thienylenevinylene
chains nTV with n = 2 in this case (see Fig. 3.4b). The three branches are
molecular wires with highly delocalised electronic structure. The central ben-
zene ring is an aromatic molecule which also exhibits a high degree of electron
delocalisation. In STM imaging, one therefore expects to observe an object
with the size and shape of the molecule, whose whole structure should appear
as a bright feature. This is indeed what is observed in the STM image of
Fig. 3.4, where isolated molecules are visible (encircled in the figure). The size
of these features is of nanometric order, as one would expect for a molecule of
this kind. What is remarkable is that one observes different conformations of
the molecule, as can be seen from Fig. 3.4a–f. In fact, three different configura-
tions of the molecule are observed, associated with rotations of the molecules
in the three branches around their single carbon–carbon bond. This example
shows that STM can be used to observe individual nanometric objects on a
surface.

Fig. 3.3. 3D view of a silicon surface Si(100)-2 × 1 observed at 10 K
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Fig. 3.4. Observation of different configurations of an isolated organic molecule on
a silicon surface Si(100)-2 × 1

InAs Quantum Dots in GaAs

The third example concerns the observation of InAs quantum dots (QD) in
GaAs (Fig. 3.5). These QDs are obtained by self-organised growth and have
unusual properties for the solid state. Of nanometric dimensions, they are the
scene of strong electron confinement, which discretises the energy levels to
produce 0D systems. As a consequence, the optical properties of QDs are quite
remarkable (quasi-monochromatic emission line at low temperatures). This
gives them great potential for the fabrication of optoelectronic components
(active centers in 1.3 μm lasers) and also in more fundamental research (single-
photon emission, quantum cryptography).

Figure 3.5a is a photograph of a micropillar with mean diameter 1 μm,
obtained by scanning electron microscope (SEM). The cavity containing the
QDs is at the centre of the column and the dark lines on either side are Bragg
mirrors which focus the light in the active zone where the quantum dots are
located.

The sample has been observed by STM on the cleaved (110) surface parallel
to the growth direction [001]. It contains 12 planes of QDs in three groups of
three, six and three planes, respectively (Fig. 3.5b). The interplane distance is
13 nm and the groups of planes are separated by a 70-nm layer of GaAs. Each
plane of QDs is obtained by depositing 0.55 nm of InAs (1.8 monolayers) in
one second at a temperature of 520◦C. Immediately following the deposit, the
plane of QDs is buried under a layer of GaAs. In order to pick out the structure
easily, successive layers of GaAs and AlAs are used as markers on either side
of the QD planes. Figures 3.5c and d show the QDs at atomic resolution.
One can then study the size of the QDs (width 15–30 nm, height 3–6 nm) and
their interface roughness. The bright appearance of the QDs arises here due
to bulging of the surface caused by its relaxation after cleavage.
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Fig. 3.5. STM images of planes of InAs quantum dots in GaAs

3.3 STM Spectroscopy

The second operating mode of the STM is the spectroscopic mode. In this
case, the tip is held fixed above the sample surface, the servo-loop is switched
on, and a measurement I(V ) is recorded. This produces a local spectroscopic
analysis. By varying V , one analyses the electronic structure of the surface at
different energies.

3.3.1 Elastic Current

We begin by considering the case of an elastic current: the electrons do not
interact with the surface or the observed nanostructure, whence their energy
remains constant. There is no coupling between the electrons and the structure
under investigation (weak electron–phonon coupling).

In metals, a low voltage is used (a few hundred meV) and it can be shown
that T (V ) ∼ aV , to third order and for voltages less than 3 V, which is almost
always the case. In this situation, using (3.6), it follows that the derivative
of the current with respect to the voltage gives ρs(E). For semiconductors,
due to the band gap, voltages of a few volts are required, typically ±(1–3) V,
and one must take into account the variation of the transmission probability
T (E, eV ) as a function of the voltage. However, Feenstra has shown [8, 10]
that a good approximation to the logarithmic derivative of the current with
respect to the voltage (the normalised conductance) is independent of the
transmission coefficient T (E, eV ). It is given by
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Fig. 3.6. Transmission coefficient and I(V ) spectroscopy

dI/dV

I/V
≈ ρs(E)

(1/eV )
∫ eV

0
ρs(E)dE

. (3.18)

This relation shows that one can measure the density of states locally by
measuring the function I(V ). In metals, low voltages are used (plus or minus
a few 100 mV). Figure 3.6 shows the band diagrams and probed states as a
function of the bias.

For semiconductors that have band gaps without surface states [e.g., the
GaAs(110) surface is naturally passivated with a band gap of 2.5 eV], it is
difficult to measure the band gap and in particular the transition to the band
edge level. Feenstra has suggested bringing the tip towards the surface during
the I(V ) measurement, with a maximum gap when V = 0. (As the voltage
is ramped up from −V to +V , the tip–sample distance decreases until V =
0 and then returns to its original value.) The current varies exponentially
with the distance and this should significantly increase the sensitivity of the
measurement.

According to (3.7), the transmission coefficient T is maximum for

T (V ) = exp

(
−2z

√
m

�

√
Φ − |V |

2

)
. (3.19)

T depends on the polarisation of the junction. Now this polarisation varies
during the experiment, but the variation can be compensated by that associ-
ated with the variation in z, in such a way as to keep T constant during the
measurement of I(V ). One must therefore follow the height curve z(V ) given
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by

z(V ) ×
√(

1 − |V |
2Φ

)
= z0 , (3.20)

where z0 is a constant equal to the tip–sample distance at zero bias. For biases
less than Φ, the curve z(V ) becomes [8]

z(V ) = z0

(
1 +

|V |
4Φ

)
. (3.21)

z(V ) thus varies linearly with the voltage. The order of magnitude of the slope
is 0.6 Å/V with z0 = 1 nm and Φ = 4 eV. This slope depends on Φ and can
therefore become steeper for small barrier heights.

3.3.2 Measuring the Band Gaps of III–V Semiconductors

A good illustration of STM spectroscopy is provided by Feenstra’s measure-
ments of semiconductor band gaps, carried out for a whole series of III–V
semiconductors (see Fig. 3.7, in which the curves are based on measurements
repeated hundreds of times at different points of the surface). The maximums
of the valence band and the edge Γ of the conduction band are indicated by
dashed lines. The energies corresponding to the band edges are determined
by the intersections of the horizontal axis with the tangents to the density
of states curve in the region where the latter passes from zero to a nonzero
value. Some materials have wide band gaps, e.g., GaAs with a gap of 1.5 eV,
and others have narrow band gaps, e.g., InAs with a gap of about 0.3 eV.
The vertical arrows (for InP, GaSb, InAs, and InSb) correspond to detection
of the minimum L of the conduction band which, for a given voltage (and
hence for a given energy), brings about an increase in the density of states
of the conduction band. For GaAs, the point L is not clearly visible, being
masked by a surface state. The differences measured between points Γ and L
are in good agreement with the calculated band structures for the materials
considered. Finally, the small resonances marked by short vertical dashes are
associated with surface states appearing at the highest energies for the (110)
surface. The number of observed peaks has not yet been completely explained,
however. The error in the peak positions is of the order of 0.03 eV.

3.3.3 Spectroscopy of Individual Quantum Dots

Recall that a QD is a confined system in which the allowed electron energies
take discrete values. With these energy levels are associated wave functions
with s symmetry for the ground state level and p symmetry for the first excited
level (see Fig. 3.8d). The squared modulus of the wave function corresponds to
the electron density of states. The STM current is proportional to this density
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Fig. 3.7. Measuring the band gaps of III–V semiconductors. The figure shows the
valence bands (negative voltage), the band gap and the conduction bands (positive
voltage). For V = 0 V, the Fermi level of the tip is aligned with the Fermi level of the
semiconductor. The maximums of the valence band and the edge Γ of the conduction
band are indicated by dashed lines. The energies corresponding to the band edges
are determined by the intersections of the horizontal axis with the tangents to the
density of states curve in the region where the latter passes from zero to a nonzero
value

of states and it can therefore be measured to determine its spatial symmetry
(s or p) by carrying out measurements at different points of the QD. One
of the key problems in QD physics today is to determine electron and hole
localisation as a function of the QD size and QD–QD coupling.

Figure 3.8a shows a QD (topographic image) and Figs. 3.8b and c are im-
ages obtained by carrying out I(V ) measurements at more or less every point
of the image and recording the current measured at a given voltage (0.69 V
and 0.82 V for Figs. 3.8b and c, respectively). Bright regions correspond to
the presence of a current and dark regions to a lack of current. For volt-
ages between 0 and 0.63 V, no current is detected. Above 0.63 V, a current is
detected at the center of the image (Fig. 3.8b). For a voltage of 0.82 V, the
central feature becomes brighter and new features appear. For voltages above
0.9 V, current is detected at all points of the QD.
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Fig. 3.8. Spectroscopy on a quantum dot

These observations are explained as follows. For positive voltages (relative
to the semiconductor), conduction band states of the semiconductor begin
to fill up, as do the quantum states of the QD. For voltages below 0.63 V,
there is no current because there are no states between the Fermi level of the
semiconductor (located below the bottom of the QD conduction band) and
eV (the Fermi level of the tip). At a bias of 0.69 V, only the ground state level
of the island contributes to the tunnel current (Fig. 3.8b, density of states
with s symmetry). At a bias of 0.82 V, the ground state still contributes to
the current, but there is also a current due to the first excited state (Fig. 3.8c,
additional features with p symmetry). In the current images, one is therefore
observing the squared amplitude of the wave functions for the ground state
and first excited state. The difference between these levels (of the order of
115 meV) agrees with theoretical calculation of the electronic structure of a
QD with a cleaved surface.

3.3.4 Inelastic Tunnel Current

STM imaging and spectroscopy are the basis for far-reaching research on
nanostructures, concerning both morphology and electronic structure. How-
ever, it is still difficult to identify a molecule adsorbed on a surface if one does
not already have a good idea of what is being observed. For this purpose, it
is useful to be able to measure the vibration spectrum associated with the
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molecule. This type of spectrum includes narrow lines that are characteristic
of the vibrational modes of the chemical bonds, and it can be sensitive to
the chemical environment of the molecule. Now, using STM, one has direct
access to this type of information for a single molecule. Indeed, the inelastic
tunnel current is produced when the electrons lose energy as they cross the
nanostructure, e.g., molecule, island, localised between the tip and surface.
This happens when the energy eV of the electrons is at least as big as the
vibrational energy �ω of a chemical bond (of the order of 100–500 meV). A
slight increase in the conductance dI/dV is then observed. To detect it, one
must measure the derivative of the conductance, i.e., d2I/dV 2. The absorp-
tion lines associated with a chemical bond have widths of a few meV and the
resolution of inelastic electron tunneling spectroscopy (IETS) is of the order
of 5.4kT [11]. Clearly this type of spectroscopy must be carried out at low
temperatures. In general, STM measurements are made in ultrahigh vacuum
at temperatures below 10 K.

3.4 Tip–Sample Interaction

3.4.1 Manipulation Modes

When the tip is brought near the surface, the tip–sample interaction increases
and it becomes possible to tear atoms from the surface or manipulate ad-
sorbed atoms (adatoms) by sliding them across the surface. Three manipula-
tion modes are shown in Fig. 3.9 [12].

Pulling Mode

This mode uses the attractive forces between the tip and the adatom. The tip
is positioned above the adatom and then brought towards the surface. The
tunnel current increases. The tip is then moved horizontally. I subsequently
falls off until the adatom undertakes a hop towards the tip, while remaining
on the surface. The current intensity I increases once more, and the procedure
continues.

Pushing Mode

This is similar to the last mode, except that it makes use of repulsive forces
between the tip and the adatom. The tip is brought towards the surface and
moved horizontally towards the adatom. The current intensity I increases
until the tip repels the adatom. The latter jumps to a neighbouring surface
site. The current falls abruptly and the procedure continues.
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Fig. 3.9. Different manipulation modes

Sliding Mode

In this mode, the forces between the tip and the adatom are attractive, but
the tip is so close to the surface that the adatom is attracted onto it. As the
tip approaches, the current I increases and the adatom jumps onto the tip
and remains there. When the tip moves parallel to the surface, the current is
related to the surface topography as seen by the tip with attached adatom.
Finally, the tip is withdrawn and the adatom falls back onto the surface.

These three modes have been studied by Bartels and coworkers using Pb
and Cu atoms, and CO molecules, manipulated on a Cu(211) surface. Two
illustrations are given in Fig. 3.10. Figure 3.10a shows a quantum corral ob-
served by Eigler, obtained by manipulating iron atoms on a copper surface
at 4 K. Apart from the technical feat involved in manipulating atoms one by
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Fig. 3.10. Manipulations of atoms (left) and organic molecules (right) using an
STM

one and arranging them on the surface, this is a truly magnificent illustra-
tion of quantum mechanics. Indeed, the image associated with the surface
states represents interference effects within the corral. The focal points of the
elliptically shaped corral are clearly visible in the image.

Figure 3.10b shows a molecular abacus in which each counter is an organic
nanostructure, in fact, a C60 molecule. This work was achieved by J. Gimzeski
on a copper surface. It shows that large molecules can be manipulated, well
beyond the size of a single atom.

3.4.2 Local Chemistry

We have seen that, when the STM tip approaches the surface, there is a strong
interaction which distorts the tunnel barrier. The tip can also interact with
the surface at higher currents or voltages. In this case, chemical reactions can
occur locally: chemical bonds can be broken by the electric field or the current,
due to local heating via inelastic interactions, and chemical reactions can be
induced.

Local Dehydrogenation

The surface Si(100)-2 × 1, which is highly reactive due to dangling silicon
bonds, can be passivated by atomic hydrogen in ultrahigh vacuum. Using the
STM tip, either with a tip–sample voltage above 4 V or a current of several nA,
the surface can be dehydrogenated locally and hence reactivated in a selective
manner. Figure 3.11a shows a hydrogenated silicon surface upon which the
letter M has been written by local dehydrogenation. The width of the line is
3–4 nm and the area of the image is 60 nm × 60 nm. Calculating the number
of letters that could be written on 1 mm2, roughly a pin head, one obtains the
whole content of the Encyclopedia Universalis (about 400 million characters),
as predicted by Feynman in 1959!
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Fig. 3.11. Examples of local chemistry. Left : Selective dehydrogenation of a sili-
con surface. Right : Dissociation of two molecules of benzene iodide (iodobenzene)
followed by formation of a diphenyl molecule

Local Chemical Reactions

The last example illustrates local chemistry combined with manipulation of
atoms and molecules (Fig. 3.11b). This work was carried out by a team in
Berlin, using a microscope in ultrahigh vacuum and working at 20 K [12]. The
manipulation sequence is labelled from 1 to 5:

1. Two iodobenzene molecules appear in the first image with symbols super-
imposed.

2. After a current pulse, the molecules dissociate.
3. The STM tip moves the iodine atoms away.
4. The two benzene rings are brought together.
5. After another, carefully chosen current pulse, a diphenyl molecule is

formed.

This experiment shows the possibility of carrying out local chemistry involving
just two molecules.

3.5 Conclusion

In this chapter, we have discussed the operating principles and the various
uses of the STM, including the imaging mode at atomic resolution and the
spectroscopy mode which allows one to determine local electronic structure.
Further reading can be found in [13–16]. In these modes, the microscope can
observe and measure, but it does not interact with the observed sample. How-
ever, for high tip–sample voltages, the tip can interact with the surface to
manipulate atoms, extract them from the surface, or even induce local chem-
istry. In these cases, the STM becomes an active tool for nanofabrication.
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However, the STM has its limits, especially with regard to the interpreta-
tion of images, which result from a convolution between the topography and
the local chemical nature of the sample. For this reason, complementary forms
of microscopy have been developed: the atomic force microscope (AFM), sen-
sitive to topography, and the scanning near-field optical microscope (SNOM),
sensitive to the interactions of a light wave with the surface. These two mi-
croscopes are discussed in Chaps. 4 and 5.
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4

Atomic Force Microscopy

C. Frétigny

The atomic force microscope (AFM) is undoubtedly the most widely used of
the local probe devices. It gives quick access to a wide range of surface prop-
erties, including mechanical, electrical, magnetic, and other properties, with
good spatial resolution. Furthermore, it can operate in air, vacuum, or solvent.
There are certainly many reasons why it can be found in such a large number
of research establishments. Not only are the images it provides an invaluable
aid in the study of materials, chemistry and physical chemistry, but it is often
used for fundamental research, wherein it has contributed to the emergence
of nanoscale physics. This type of device also has applications in industry and
technology. Due to the relative simplicity of the underlying principles, it is
easily integrated into the microelectronic production line, where it fulfills a
quality control function. Finally, it constitutes a basic element in promising
data storage techniques or the fabrication of miniaturised electronic compo-
nents. Here too, the AFM has a key role to play in the rise of nanotechnology.

4.1 The Device

Figure 4.1 shows schematically how the AFM works. It illustrates a general
feature of local probe microscopy, viz., a miniaturised sensor moves near the
sample surface. The high degree of spatial localisation in the measured phys-
ical quantity is made possible by the small size of the sensor and its close
proximity to the surface. The sensor used in AFM is a spring-loaded can-
tilever, equipped with a tip which interacts with the sample surface. A laser
beam reflects off the back of the cantilever, whose deformations under the
effects of interaction forces can be measured. The displacement of the spot on
a photoelectric cell divided into four dials indicates the deflection and torsion
of the cantilever. Displacements are achieved by the deformation of a piezo-
electric tube. In Fig. 4.1, the sample moves and the sensor is fixed. In practice,
one also finds the opposite system, in which the sensor scans a fixed surface.
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Fig. 4.1. Schematic diagram of the atomic force microscope. A piezotube displaces
the sample located just below the tip carried by a cantilever. Deformations of the
bolted cantilever beam are determined by measuring the displacement of the light
spot from a reflected laser beam by means of a system of photoelectric diodes. The
opposite kind of system also exists, in which the sample is fixed and the cantilever
is displaced

The system can work in air, vacuum, or liquid, and it can make measurements
at different temperatures.

An image can be formed by recording one or more characteristics of the
interacting cantilever beam, e.g., deflection, torsion, amplitude of vibration,
etc., at each point of the sample. By means of a servo-system involving the z
displacement of the piezotube, one may also control the distance between the
cantilever and the surface in such a way as to hold one of these characteristics
at a constant value. The height values then give an image of the sample.

The cantilever and tip are obviously key components of the device. Fig-
ure 4.2 shows several images of these components obtained by scanning elec-
tron microscope (SEM). As the spatial resolution of measurements is related
to the radius of curvature of the tip apex, one seeks to miniaturise the dimen-
sions of the cantilever beam and the tip. Microfabrication processes developed
for microelectronics are used to produce them. Consequently, they are usually
made from silicon or silicon nitride. Cantilevers with different characteristics
are used, depending on the operating mode of the AFM. Reflecting, conduct-
ing, or magnetised films are deposited in certain cases. We shall also see that
the tip can be chemically modified by tethering or depositing self-assembled
layers. Likewise, diamond tips can be used for nanoindentation experiments.
In specific applications, silicon beads or carbon nanotubes can be bonded onto
bare cantilevers. Table 4.1 summarises typical cantilever characteristics.

4.2 The Various Imaging Modes

The main operating modes of the AFM will be described briefly in this section.
Later we shall see how to extract, apart from topographical images of the
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Fig. 4.2. Scanning electron microscope images of different cantilevers and tips

Table 4.1. Typical cantilever characteristics

Shape Rectangular or V-shaped

Length 50–250 μm

Stiffness 0.01–100 N/m

Resonance frequency 10–500 kHz

Radius of curvature of tip apex 2–50 nm

Tip shape Conical or pyramidal

sample surface, supplementary information regarding the physicochemical or
physical properties of the surface.

Suppose to begin with that the sample is made from a non-deformable
material. The tip–sample interaction is represented in Fig. 4.3 by a Lennard-
Jones-type interaction force, in which the interaction is attractive at large
distances (typically, beyond a few tenths of a nanometer) due to van der
Waals forces, and repulsive at very short range due to the impenetrability of
the electron clouds associated with the two surfaces.
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(Topography)
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Fig. 4.3. Three AFM operating modes are located by black dots in a diagram
showing the interaction force between tip and sample. In the tapping and resonant
modes, the cantilever vibrates close to its resonance frequency, whereas the contact
mode is quasi-static

(A+B)–(C+D) : Topography
(A+C)–(B+D) : Friction

A B

C D

Fig. 4.4. To measure friction forces, the sample is scanned perpendicularly to its
longitudinal axis. Torsion induced by these forces is revealed by a horizontal shift
of the laser spot on the photodiodes

Contact Mode

Historically the first form of AFM, this mode operates close to the repulsive
edge of the potential. In this sense, the tip can be said to actually touch
the surface. However, with certain samples, wear and tear, and deformations
caused by the tip impair image quality. This mode is quick and easy to use,
and it is often combined with simultaneous measurements of friction, adhesion
or contact stiffness, described below.

Friction Mode

This is friction force microscopy (FFM) or lateral force microscopy (LFM).
In contact mode, the sample can be scanned perpendicularly to the cantilever
axis. In this case, friction forces cause torsion at the end of the cantilever
beam, thus displacing the laser spot in the horizontal plane (see Fig. 4.4). By
reading this displacement, one obtains a measure of the friction forces which
can be a true measure if the system has been suitably calibrated.
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Resonant Mode

In this operating mode, which could be described as the linear resonant mode,
the cantilever is made to oscillate at its resonance frequency, ‘far’ from the sur-
face and with ‘small’ amplitude. The terms ‘far’ and ‘small’ are of course rel-
ative and will be specified more precisely in the section dealing with resonant
modes. The gradient of the interaction force shifts the resonance frequency of
the cantilever. As the tip oscillates relatively far from the surface, a certain
degree of spatial resolution is lost, so that this mode is not generally used for
topographical studies. However, it can serve to analyse long-range electric or
magnetic forces, by using conducting or magnetic tips, respectively.

Tapping Mode

This mode, also known as intermittent contact mode, is a nonlinear resonant
mode in which oscillation amplitudes are larger and the mean position of the
tip is closer to the surface. In each cycle, the tip can be said to brush against
the repulsive wall of the surface. It is more difficult to analyse this operating
mode, which is widely used to determine sample topography. Forces applied to
sample surfaces can be extremely small and contact times so short that almost
no friction force occurs. One can therefore avoid deformation of the sample
and the kind of wear that is always possible in contact mode. Moreover, due to
the brevity of contact, there is no time for adhesive effects to arise. The size of
the contact region is very small, even on highly deformable samples, and this
leads to good lateral resolution. When the sample height is servo-controlled
at a constant amplitude, the phase difference between the excitation and the
oscillation of the cantilever beam characterises dissipation from the system.
Phase images can thus reveal slight heterogeneities in the sample surface,
corresponding to different viscoelastic, adhesive or wetting properties.

4.3 Image Resolution

Very early on, images obtained by contact mode AFM were able to show the
crystallographic periodicity of certain surfaces, and this contributed signifi-
cantly to the success of the method. In this case, the mechanism underlying
contrast formation, probably caused by the jerky rubbing motion of the tip,
would only appear to be possible on rather special kinds of sample with a
certain degree of surface roughness on the atomic scale. It is precisely the
periodic arrangement of the surface that leads to the formation of the image,
so that one could not pick out a one-off defect, for example.

Recently, dynamic mode resonant techniques have made it possible to visu-
alise surface atoms under ultrahigh vacuum conditions. This operating mode,
which yields high quality data, comparable with those obtained by scanning
tunneling microscopy (STM), is still poorly understood and is currently under
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Fig. 4.5. Finite size effects due to the tip. The measured trajectory of the tip is
shown by black squares. Successive positions of the tip as it passes over the step (a)
are shown in (b). Two objects of different heights lead to different lateral extensions
as shown in (c). A slightly sloping step (d) cannot be distinguished from the step
in (a). Finally, a data processing technique based on analysis of the tip positions in
(b) optimises the image of the step that can be obtained with this tip (e)

active investigation. However, AFM is generally used to image surfaces on a
mesoscopic scale. It is the contact mechanics that determines the resolution
for highly deformable materials, e.g., with Young’s modulus below 100 Mpa.
In the case of only slightly deformable samples, the vertical resolution of im-
ages is generally very good. It is only limited by the sensitivity with which the
amplitude or deflection are detected (of the order of 0.1 nm) and the accuracy
with which the vertical displacement of the piezoceramic is controlled (of the
same order of magnitude). For topographical studies, one can say that the
vertical resolution with this method is better than the interatomic distance,
whereas the lateral resolution has to be treated with great caution.

To simplify, we shall suppose here that the AFM operates in contact mode
as a perfect tactile sensor passing over a non-deformable surface. However,
similar conclusions can be drawn in other modes. What is the resolution of
this imaging mode? We shall see that the answer is not as simple as in optical
or electron microscopy, for example.

The diagram in Fig. 4.5a shows the path followed by an AFM tip on one
scan over a vertical step. The broadening and distortion of the shape of the
object are due to the bulkiness of the tip (Fig. 4.5b), which feels the presence of
the step before its apex reaches the position vertically above the step edge.
The point of contact between tip and surface remains at the step edge until
the tip apex has passed through the vertical above this point, with the image
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Fig. 4.6. Left : An island composed of a monolayer of monodispersed silicon beads.
Centre: Single bead imaged with a pyramidal tip. The distortion caused by the tip
geometry is clearly visible. Right : Schematic of image formation

arising from the flanks of the tip. Beyond this, the trajectory is once again
dictated by a contact between the tip apex and the surface. The picture here
is two-dimensional. In three dimensions, it is clear that other situations can
arise with regard to the tip–sample contact point, according to exactly the
same principle.

The geometric effects due to the finite size of the tip complicate any discus-
sion of resolution. From Fig. 4.5c, it is clear that the lateral broadening of an
object of given width will depend on its height. The lateral resolution of AFM
cannot be described by an instrumental profile as it can in optical microscopy,
for example. In fact, the imaging process is not linear. Figure 4.5d shows that
a slightly sloping step will give exactly the same image as the vertical step in
Fig. 4.5a. This means that information can be completely lost by the imaging
mechanism, in a way that would not happen with a convolution. Although
the term is not strictly applicable, one still speaks of the tip convolution.

Figure 4.5e uses the successive positions of the tip from Fig. 4.5b to deter-
mine an optimal boundary beyond which the actual step surface cannot be
located. This data processing technique can be used to refine the resolution of
images acquired by a tip of known shape. In order to discover this shape, one
carries out the opposite investigation on a rough sample surface: at each point
of the image, no part of the tip can be located in the half-space below the
recorded surface. Hence, by successive elimination of known regions, one can
reconstruct the shape of the tip. Several algorithms have been put forward to
achieve these two aims.

Figure 4.6 illustrates the broadening effect produced by a pyramidal tip.
The first image (5 μm× 5 μm) shows a monolayer island of silicon beads. It is
known by other means that each bead is perfectly spherical. The magnification
of a single bead shown by contours in the second image (900 nm × 900 nm)
reveals a distinctly pyramidal shape. The diagram on the right shows the
mechanism leading to broadening in this case.

The resolution cannot be defined by a simple number in contact AFM.
The finite-size effect due to the bulkiness of the tip increases as the tip gets
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blunter and the aspect ratio decreases. For example, a broken tip will reveal
all the smaller details on the sample surface by a single characteristic shape.
A broken tip can often be identified through this behaviour.

4.4 Contact Mode:
Topography, Elasticity and Adhesion Imaging

The contact mode can be described on the basis of the so-called force curve,
which represents the variation of the cantilever deflection as a function of the
sample height (tip–sample separation), as exemplified in Fig. 4.7. Without vi-
brating the cantilever, the vertical position of the sample is varied and the
cantilever deflections are recorded. The approach paths, moving towards con-
tact (from right to left in the figure), differ from the retract paths, in which
contact is broken (from left to right). The graph can be analysed into several
parts:

• Approach. Far from the sample surface, the interaction forces are very
weak and there is almost no deflection of the cantilever. This is the hor-
izontal part of the curve on the right (return trip between A and J).
In vacuum, air, and sometimes even liquids, the non-contact tip–sample
interaction is attractive and causes a slight downward deflection of the
cantilever (negative α) which is generally barely visible. During approach,
this slightly deflected position becomes unstable at J and the tip jumps
to contact at B. The corresponding instability is revealed by the vertical

Approach

Retract

Jump to contact

C, C'

A, A'J

B

S'

D'

Zsample

Adhesion

Fig. 4.7. Force curve on an ideal non-deformable material. The deflection of the
cantilever beam is graphed as a function of the vertical position of the sample during
an approach–retract cycle. Once contact is established at B, the deflection increases
in proportion with the rise of the sample surface, where BC corresponds to approach
and C′S′ to retraction. As the tip moves away, contact is only broken when the
adhesive forces can no longer withstand the separating force exerted by the cantilever
(point S′S)
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Indentation

Zsample

Fig. 4.8. Force curve for a deformable material. The dashed straight line segment
shows the slope of the linear contact region which would be measured on a perfectly
rigid material like the one represented in Fig. 4.7

jump JB of the curve during approach. If the sample is further raised to-
ward the tip, for a very rigid material, the deflection will increase linearly
with the sample height (BC).

• Retraction. The force curve begins by retracing the approach path. How-
ever, it goes beyond the zero force position and even the point where the
jump to contact occurred. This is due to adhesion and is indicated by
the curve C ′S′. One must in fact exert a separating force on the contact
to break it. Until the breaking point is reached, the trajectory continues
along the straight line characterising contact. When the breaking point S′

is reached, the cantilever moves back to the very slightly deflected position
at D′.

Adhesion is thus manifested through hysteresis in the force curve. It is caused
by several factors: van der Waals forces, as one would expect, but also elec-
trostatic forces and capillary forces in liquids, etc. These interactions are then
affected by the pH, ionic forces, and so on. On the basis of these comments, it
is easy to see that AFM is highly sensitive to the physicochemical properties
of surfaces.

Operation of this instrument can also be affected by the mechanical prop-
erties of the sample. Figure 4.8 shows deformations one might expect from
a rather deformable material. Once contact has been established, the tip is
pressed against the material by the elasticity of the cantilever. It may then
penetrate into the material, so that the recorded deflection will be less than
would be obtained on a perfectly rigid sample, as indicated by the dashed
straight line segment in the figure. As the sample is raised, the increase in the
deflection is thus slower and is characteristic of the stiffness of the contact.
(A simple model can be made by adding the stiffness of the cantilever beam
and the stiffness of the contact in series.) Likewise, the contact may not break
abruptly, since the material may exhibit some degree of creep before complete
rupture occurs. Moreover, if the sample is viscoelastic, the curve will distort



100 C. Frétigny

when one modifies the operating frequency, tip shape, maximal penetration
in the material, and so on.

Consequently, if the sample height is periodically modulated, the deflec-
tion response to the modulation frequency is a measure of the contact stiffness.
This is called elasticity mode. Likewise, a periodic modulation can be imposed
in such a way that the tip goes through the minimum characterising adhesion.
The characteristics of the deflection signal obtained in this way then consti-
tute a signature for adhesion. One can also record the whole force curve at
each point of the image and then process the data, but the huge amount of
information acquired in this way makes this approach too time-consuming.
It is preferable to retain only the main characteristics of the curves through
appropriate signal processing. This is what is done in the pulsed force mode.

An important characteristic of all these operating modes is that they can
often be used at the same point of the sample, without changing the can-
tilever beam and sometimes even simultaneously. For example, an elasticity
or friction image combined with a height image often reveals sufficient detail
to understand the physicochemical structure of a sample, without necessarily
needing to be concerned with the dissipation or tribological properties in their
own right. Shapes and sizes brought out by the contrast are used directly. It is
not then necessary to calibrate the instrument or to provide a precise model
of operation. To avoid certain experimental artifacts or obtain more quantita-
tive measurements, on the other hand, the operation of these different modes
must be analysed in more detail.

4.4.1 Friction Mode

We have seen that the lateral force is measured directly from the cantilever
torsion, which is in turn detected as a displacement of the laser spot in the
horizontal plane.

Figure 4.9 shows a direct application of friction mode imaging. A sample
of latex beads has been heated above the glass transition temperature of the

Fig. 4.9. AFM images of the surface of a latex film. Left : Surface topography.
Right : Simultaneously acquired image revealing local friction variations associated
with physicochemical properties of the material
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polymer in order to create an apparently homogeneous material by interpen-
etration of molecular chains. The height image shows nothing more than a
certain roughness on the micrometer scale, as would be found for many poly-
mers. However, the simultaneously acquired friction image shows a highly
regular arrangement of domains measuring some 100 nm across, the size of
the latex beads. The material thus has a memory of its preheated structure,
and we have the demonstration that homogenisation has not been perfect.
Another point is worth noting: two types of bead can be made out in the
friction image. Their tribological behaviour differs and their physicochemical
properties too (viscoelastic modulus, surface energy, or other). Even though
one cannot proceed much beyond the simple observation without further ex-
periments, the friction mode has at least brought out an important feature of
the material in a simple and direct way.

4.5 Resonant Modes

The cantilever, effectively a beam clamped at one end, is a good mechanical
oscillator with a low level of dissipation, mainly caused by the viscosity of the
ambient medium. Quality factors of around 400 are common in air, several tens
of thousands in ultrahigh vacuum, and 10 in water. The resonance frequency is
modified by tip–surface interactions. This idea is applied in the AFM resonant
modes. Two techniques are used:

• One can drive the cantilever at a fixed frequency close to its resonance
frequency and follow variations in the amplitude, and possibly also the
phase. This is the method most commonly used for experiments carried
out in air. In this case, the sample height is servo-controlled at a constant
amplitude. This technique is sometimes called amplitude modulated AFM
(AM-AFM).

• One can also set up a phase-locked loop which holds the vibration am-
plitude and phase difference at pre-assigned values. The servo-controlled
system then begins to self-oscillate and its resonance frequency is contin-
uously monitored. This is dynamic mode or frequency modulated AFM
(FM-AFM).

We shall not discuss the second method in further detail here. It is mainly
used in ultrahigh vacuum experiments where the natural quality factor is very
high, so that the oscillator has a very long reaction time (of the order of Q/ω0).
However, the discussion below applies more or less directly to this scenario.
The reference [1] provides a recent and very complete review of oscillating
methods in force microscopy.

4.5.1 General Principles

In order to describe the operation of resonant modes, the general problem that
has to be solved concerns the vibrational modes of a beam that is clamped at
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one end, whilst the other is subjected to a force field. Although a complete
study is possible, we shall not present one here. The high quality coefficients
observed experimentally allow one to restrict the analysis to a single mode for
which the equation of motion reduces, to a very good approximation, to that
of a harmonic oscillator subjected to a force field. The appropriate equation
for this system is

ẍ + 2βẋ + ω2
0x = γ cos ωt +

f(D, t)
m

, (4.1)

where x is the position coordinate of the oscillator, which is in the present
situation the displacement of the tip from its equilibrium position, ω0 is the
resonance frequency of the oscillator, γ is the amplitude of the excitation
at frequency ω, β is a dissipation term such that the quality factor is given
by Q = ω0/2β, and m is the effective mass of the oscillator, determined by
ω0 = k/m, where k is the cantilever stiffness. The function f(D, t) is the tip–
sample interaction, where D is the tip–sample separation when the cantilever
is not deflected.

The simplest case occurs when the interaction force depends only on the
tip–sample separation D+x. More complex behaviour is observed if dissipative
behaviour comes into play due to adhesion, viscoelasticity, or capillarity.

Even in the very simple case described by f(D, t) ≡ F (D+x), the equation
governing the system is not generally linear:

ẍ + 2βẋ + ω2
0x = γ cos ωt +

F (D + x)
m

. (4.2)

4.5.2 Linear Resonant Mode

It is easy to describe the linear resonant mode, which corresponds to a non-
dissipative interaction and a very low amplitude oscillation far from the sample
surface (x 
 D). Expanding the interaction to first order in x, (4.2) gives

ẍ + 2βẋ + ω2
0x = γ cos ωt +

F (D)
m

+
F ′(D)

m
x ,

where F ′(D) is the gradient of the force at the central position of the oscilla-
tion. The constant term shifts the rest position of the tip F (D)/k, which is
generally negligible compared with the oscillation amplitude. We thus obtain
the new equation, expressed relative to the new mean position,

ẍ + 2βẋ +
[
ω2

0 − F ′(D)
m

]
x = γ cos ωt .

This is the equation of a harmonic oscillator whose resonance frequency ω′
0

satisfies

ω′2
0 = ω2

0

[
1 − F ′(D)

k

]
.
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Fig. 4.10. Resonance spectra of a cantilever at various distances from an MgO
surface. Curves numbered from 1 to 5 correspond to tip–sample separations of 80,
60, 50, 40 and 10 nm, respectively. Note the asymmetry of the peak at shorter
distances [2]

The resonance frequency of the cantilever is thus shifted by the gradient of the
interaction. As the magnitude of the interfacial forces decreases with distance,
an attractive (repulsive) interaction causes a reduction (increase) in the reso-
nance frequency of the system, as one would expect qualitatively.

This linear resonant method has been used to carry out measurements of
long-range interfacial forces. It is now commonly used to obtain electrostatic or
magnetic images of surfaces. Several applications will be described in Sect. 4.6.

The above analysis assumes that a first order expansion of the interaction
is adequate. This interpretation is borne out by recordings of the resonance
spectrum, which is a characteristic feature of a harmonic oscillator. In prac-
tice, the tip must oscillate rather far away from the sample surface for this
linear approximation to be valid. At shorter distances, the resonance peak is
distorted and a more complete analysis of the equation is in order (see be-
low). Figure 4.10 shows the resonance spectra of a tungsten tip close to an
MgO surface [2]. The tip–sample separations are 80, 60, 50, 40 and 10 nm in
spectra 1–5. One first observes a simple shift of the peak, but then at smaller
separations the resonance spectrum becomes asymmetrical. This behaviour,
characteristic of nonlinear oscillators, is discussed in the next section.

4.5.3 Nonlinear Resonant (Tapping) Mode

If the tip vibrates close to the surface, or if the amplitude of vibration is large,
a first order description of the interaction is no longer adequate: the oscillator
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is nonlinear. In practice, however, the deflection remains quasi-sinusoidal. In
fact, due to the high quality factor of the resonance, nonlinearities do not lead
to anharmonicity in the response. Instead, they manifest themselves in the way
the response depends on the control and interaction parameters. Returning
to (4.1), viz.,

ẍ + 2βẋ + ω2
0x = γ cos ωt +

f(D, t)
m

,

we seek a solution of the form x = A cos (ωt − ϕ). In this case, the inter-
action is a periodic function of time that can be represented by its Fourier
series expansion. A complete analysis of this operating mode would go be-
yond the scope of this discussion. However, one important consequence of this
description concerns the analysis of dissipation due to the tip–sample inter-
action. The energy dissipated by the interaction over one cycle, denoted by
Udiss =

∮
f(D, t) dx, can be expressed as

Udiss = Amγ

(
2Aβω

γ
− sin ϕ

)
. (4.3)

Hence, if the amplitude is held constant when an image is scanned, the phase
offset ϕ between the excitation and the oscillation of the cantilever constitutes
a measure of the local dissipation Udiss due to the tip–sample interaction, all
other parameters in (4.3) remaining constant.

The experimenter can draw several useful conclusions from this analysis of
the tapping mode. The nonlinearity of the system makes it highly sensitive to
local variations in the physicochemical properties of the sample surface. One
suggestion has been to use the slope of approach–retract curves (analogues
of the force curves for this mode) to estimate the elastic modulus of the
material beneath the tip. One may discuss the local properties of the material
on the basis of a point-by-point study of the image. However, once again, the
converse problem is difficult to solve: the various models tend to provide only
qualitative answers to questions concerning the underlying causes of image
contrast.

Although the tapping mode is a nonlinear operating mode, the linear be-
haviour of the shift in resonance frequency can be very useful for a rough
analysis of what is happening. Hence, if we seek to understand the effect of
the choice of working frequency on the tip–sample interaction, we may refer to
this model. Figure 4.11 compares experimental situations for the same servo-
controlled amplitude (the set point) Asp and working frequencies ω0±Δω sym-
metrically placed with respect to the resonance frequency of the free oscillator,
leading to the same free amplitude Af . For a rather repulsive interaction, the
resonance peak is shifted towards higher frequencies. An adjustment of the free
resonance leftwards to ω0 −Δω will satisfy the condition for servo-controlling
the amplitude for a smaller shift than the one that would be required for an
adjustment to the right. The corresponding interaction will thus be reduced,
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Fig. 4.11. Two symmetrical adjustments on either side of the resonance frequency
lead to very different operating interactions. For the same working amplitude, an
excitation to the right of the resonance peak requires a bigger interaction than an
excitation of the same amplitude to the left of the peak

and one can image in a ‘softer’ repulsive mode. This should help to reduce tip
damage.

Simplifying somewhat, the free vibration amplitude of the cantilever beam
constitutes a measure of the energy contained in the oscillator. The smaller
this amplitude is, the more the operation of the system is affected by non-
contact interactions or adhesion effects. On the other hand, large amplitudes
will be more sensitive to local mechanical differences at the sample surface.
These deliberately simplified considerations have to be adapted to suit the
case. For example, the radius of the tip apex is an important factor which
fixes both the strength of non-contact forces and the contact stiffness.

Given the high sensitivity of the oscillator with regard to the details of
the tip–sample interaction, phase images tend to incorporate a great deal of
information. Of the two parameters which describe the oscillation (amplitude
and phase), the amplitude is held constant by the feedback loop and tends to
characterise the topography, whilst the phase evolves in a way that depends
on the physical parameters of the interaction, such as viscoelasticity, pres-
ence of contamination, adhesion, and so on. The precise cause of the phase
contrasts generally remains unknown, but the information gathered can use-
fully contribute to one’s understanding of a sample surface. Figure 4.12 shows
height and phase images of a block copolymer sample. Although the topogra-
phy is rather flat, differences between local mechanical properties are clearly
revealed in the phase image.

Another consequence of this high sensitivity to the details of the interac-
tion is the possibility of artifacts in height measurements. For materials with
different viscoelastic moduli or adhesion properties, the change in the form of
the interactions does not guarantee that the feedback device will exactly cor-
rect for the height differences. Hence, height measurements on DNA molecules
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Fig. 4.12. Topography (A) and phase offset (B) measured simultaneously on a
sample of poly(butadiene-b-ethyleneoxide) (500× 500nm2). B and C show the same
quantities after partial crystallisation. 12-nm spheres crystallise independently into
a hexagonal structure. Dark regions correspond to regions of melt polymer in which
viscoelastic dissipation is high [14]

deposited on mica vary significantly depending on the operating conditions
chosen for the observation (set point amplitude, drive amplitude, working fre-
quency, etc.): the major differences in chemical nature between the substrate
and adsorbate give rise to very different oscillator behaviour, and these in
turn lead to the same oscillation amplitude for very different tip altitudes.
In practice, these effects are relevant when measuring very small heights and
when dealing with highly dissimilar materials. In other situations, they are
negligible. Such measurements can be confirmed by analysing the contrast as
a function of the operating point (or approach–retract curves, which amounts
to the same thing).

Tapping Mode in Liquid and in UHV

In a liquid, resonance conditions of the cantilever are modified by the sur-
rounding medium. The added mass, i.e., the mass of liquid that the beam
must displace in order to vibrate, reduces the resonance frequency, e.g., by a
factor of about 2 in water, while the viscosity diminishes the quality factor
in proportion to the viscosity ratio, e.g., by a factor of about 50 in water.
In order to work in such conditions, several excitation methods have been
suggested, including vibration of the cell for a liquid, and mechanical or mag-
netic excitation. These techniques have found many applications to problems
in biology.

In ultrahigh vacuum (UHV), resonance quality factors are very high
(∼ 105). Characteristic times for the oscillator to reach equilibrium would
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Fig. 4.13. 10 × 7 nm2 image of the surface of a silicon (111) sample with 7 × 7
reconstruction, as obtained by dynamic mode AFM in ultrahigh vacuum [4]
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Fig. 4.14. Interaction force vs. distance for a silicon sphere and a surface of the
same material, as obtained by analysing force curves. The bead was bonded to the
cantilever at the position of the tip (right) [5]

prevent excitation at a fixed frequency. For this reason, and apparently also
for reasons of sensitivity, most work has been done using a phase-locked loop.
In fact, it is often by using this method that genuine atomic resolution has
been obtained. An example is shown in Fig. 4.13, which is an image of the
7 × 7 reconstruction of a silicon (111) surface.

4.6 Force Measurements

The ability of AFM to make local measurements of weak forces, either con-
tact or non-contact, quickly drew the attention of a wide cross-section of the
scientific community: from cellular biologists concerned with questions of me-
chanical stimulation, to physicochemists faced with fundamental problems of
interfacial interaction potentials. The first approach was to use force curves
for these explorations, as discussed above. To illustrate this application and
also the use of the linear resonant mode, several examples will be selected
from the literature.
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4.6.1 Non-Contact Measurements

Force curves can be used to find a formula for the forces between the tip apex
and the sample surface. In a liquid, electrostatic interactions arising from the
presence of ions are revealed by analysing such curves. The DLVO model,
due to Derjaguin, Landau, Verwey and Overbeek, which purports to describe
this effect, has been confirmed for a great many combinations of tip and
sample. Figure 4.14 shows the interaction between a silicon bead of diameter
3.5 μm and a surface of the same material, for various concentrations of NaCl.
Observations have been fitted to the DLVO model (continuous curves).

4.6.2 Elasticity and Adhesion Measurements on a Single Molecule

Having treated the tip, specific molecules tethered or adsorbed onto the sam-
ple surface can be selectively adsorbed by a kind of fishing technique. The
point on the force curve where the adhesion force gives way corresponds to
accidents relating to typical features of the elongation and the rupture of
adsorption of individual molecules. Figure 4.15 shows the results of an exper-
iment carried out with dextran polymers. Specific bonds can form between
molecules attached to the tip and functional groups in the dextrans.

Since the end-to-end length (or contour length) of the polymer is arbi-
trary, the curves have been renormalised to a fixed length. The experimentally
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Fig. 4.15. A chemically modified tip can selectively adsorb molecules attached to
the sample surface. With dextran polymers, the force–distance curves thus obtained
reflect the elasticity of the molecules. As the end-to-end length of the polymers is ar-
bitrary, the curves must be renormalised to a single length to reveal the mechanisms
governing molecular elasticity [6]
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determined relationship between the force and the elongation is shown in
Fig. 4.15. In the same figure, a numerical simulation leads to an interpreta-
tion of the two observed regimes in terms of entropic and enthalpic elasticity.
The fact that the measurements can be repeated on the same molecule con-
firms the elastic character of the mechanism. These experiments require a
highly stable instrument and extremely good signal-to-noise ratio in order to
measure forces of the order of 100 pN in a repeatable manner.

4.7 Magnetic and Electrical Measurements

As we saw above, long-range forces can be investigate in linear resonant mode.
One generally uses a double scanning technique, where the first scan in inter-
mittent contact determines the surface topography, and a second scan carries
the tip over the same points but at a constant distance above the surface,
typically 10–20 nm, which eliminates van der Waals forces. In some cases, the
cantilever deflection can simply be recorded in static mode.

4.7.1 Magnetic Measurements

Magnetic tips can be magnetised either along or perpendicularly to their axis
using a magnet. Magnetic AFM is used to analyse domain structures of al-
loys, small particles, or magnetic contacts, not to mention vortex lattices in
superconductors. It is also commonly used to study recording systems, such
as magnetic tapes, hard or magneto-optical disks, recording heads, and so
on (see Fig. 4.16). The energy of interaction between tip and sample can be
viewed as the energy of the field produced by the sample on the dipoles of the
tip, although this is of course the same as the energy of the field produced
by the tip on the sample. There is therefore a mutual interaction which can
perturb measurements when magnetic rigidities are low in either the tip or
the sample. We should also mention attempts to obtain mechanical detection
of nuclear magnetic resonance (NMR) for a small number of spins.

4.7.2 Electrical Measurements

Electrical measurements are important in microelectronics. However, like the
other forms of local characterisation, they can prove invaluable for revealing
physicochemical differences in sample surfaces. They can also help with diffi-
cult problems such as triboelectricity, when geometric conditions allow it, i.e.,
no roughness on the scale of the tip–sample contact.

Several types of electrical measurement are possible with AFM. For res-
onant modes, one uses a conducting tip which interacts with the sample via
Coulomb forces. Doping of semiconductors, presence of localised charges, elec-
trical polarisation, or work functions for removing electrons from the surface
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Fig. 4.16. Simultaneously acquired 14 × 14 μm2 images of a hard disk. Left :
Topography. Right : Magnetic image obtained by measuring the phase shift of
the oscillation when the tip is at a mean height of 50 nm above the surface. See
www.ntmdt.ru/applicationnotes/MFM

can all be revealed by a change in the resonance characteristics of the can-
tilever. One can directly measure the gradient of the force on the tip when it
is held at a reference potential, as we saw in Sect. 4.5.2, or when it is excited
by an alternating voltage.

In the first case, electric force microscopy (EFM) is particularly useful for
studying components, such as working transistors. The passivation layer does
not prevent the electric field produced by polarised parts from interacting
with the tip. This brand of AFM is also widely exploited in microelectronics,
where it serves to analyse defects such as cut tracks, charge accumulation
regions, and so on. Figure 4.17 illustrates the method for carbon nanotubes
electrically connected to two electrodes.

When a potential difference is applied between the tip and sample, it is the
electrical characteristics of the interaction that create the resonance. This is
known as Kelvin force microscopy (KFM). Since the applied force is capacitive,
it depends quadratically on the potential. For a potential difference of the form
V + v sin ωt, the force will include, apart from its mean value, a contribution
at the excitation frequency ω, with strength proportional to the product vV ,
and another at twice the excitation frequency with strength proportional to
v2. For example, the cantilever can be driven at a frequency equal to half its
resonance frequency (ω ≈ ω0/2) and the component of the vibration at ω0

is then measured. One thus has access to the value of the direct voltage V ,
which includes the direct voltage applied to the tip, but also certain electrical
characteristics of the sample. On a metal, the tip–sample contact potential
contributes to this potential difference. By this method, one can produce
contact potential images. Due to their high sensitivity towards contamination
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Fig. 4.17. (a) Topographic image of three carbon nanotubes connected between two
gold electrodes on an oxide surface. (b) EFM image before cutting when a potential
difference is applied across the electrodes. (c) EFM image after cutting the tubes
by applying a voltage step at the points indicated by arrows in the first two images.
In these images, lighter regions represent higher voltages [7]

layers, such images can prove useful in fields other than microelectronics. On
an insulating layer, one can also detect the field created by localised charges.
Triboelectric phenomena have also been investigated by this technique. On a
semiconductor, the voltage will depend in a nonlinear way on the potential
difference applied between the tip and sample, whereupon it may reveal doping
levels in the material.

Let us mention another method that serves to measure the doping charac-
teristics of semiconductors: scanning capacitance microscopy (SCM). In this
technique, the tip is held in contact with the semiconductor sample and the
charge of the metal tip–semiconductor capacitance across the passivation layer
is modulated at several kHz by applying an electric field. (The depth of the
depletion layer is modified.) A UHF resonance circuit is connected to this
condenser in order to measure the small variations in the capacitance, with a
sensitivity as high as 10−18 farad.

Yet another technique for electrical analysis consists in measuring the con-
tact resistance of the tip in scanning spreading resistance microscopy (SSRM).
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4.8 Measuring Mechanical Properties

AFM can be used to describe the mechanical properties of the tip–sample
contact. From here, one can then identify the Young’s modulus, the hardness
and local tribological properties of the surface. The corresponding methods
are described in this section. Many techniques employed on a macroscopic
scale can thus be implemented locally with an AFM, e.g., studies of adhesion
or scratch tests, which are not discussed here.

4.8.1 Nanoindentation

With its force sensor and displacement control system, the AFM can be used as
a nanoindenter. Force curves are considered here as instrumented indentation
curves. For hardness measurements, very stiff cantilevers and hard tips are
generally used, the tip being made of diamond, or coated with diamond.

The geometry of the system leads to some difficulties in interpreting the
data. The cantilever axis is tilted with respect to the plane of the surface.
Hence a vertical displacement is always accompanied by a lateral force on the
contact. To rectify this problem, the sample can be shifted laterally during
the experiment in such a way as to cancel the displacement of geometrical
origin.

The results obtained by this approach are often rather qualitative. Fig-
ure 4.18a shows experimental curves for different tip–sample pairs. When a
quantitative interpretation is required, it must be obtained by modelling the
contact. For plastic deformations, one can also measure the image size of the
imprint left by the indenter. Figure 4.18b thus shows two groups of indenta-
tions obtained with loads of about 15, 20 and 25 μN on a 15-nm diamond film.
The deepest indentation is less than 10 nm.

4.8.2 Measuring Contact Stiffness

With the help of the force curves, one can also measure the elastic or viscoelas-
tic indentation of the tip in materials whose plastic threshold is not too low,
e.g., elastomers. Although the method has sometimes been used for highly de-
formable materials, there are several drawbacks. To achieve an acceptable level
of sensitivity, the experiment must be carried out with a cantilever stiffness
close to the contact stiffness. But under such conditions, the measurement is
made neither by displacement nor by imposed force, and this complicates the
analysis in the case of viscoelastic samples. Moreover, as in the case of inden-
tation, the lateral component of the force on the contact, arising due to the
geometry of the experiment, contributes to the recorded deflection. Finally,
adhesion phenomena, which are often significant on the nanometric scale and
bring in their own time constants, are liable to push the tip–sample system
into a non-equilibrium state during the force curve measurement. It is then
impossible to analyse results in terms of Young’s modulus.
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Fig. 4.18. Indentation experiments. Left : Force curves obtained with different tips
on nickel, graphite and diamond [8]. Right : Indentations obtained with loads of
about 15, 20 and 25 μN on a 15-nm diamond film. The imprints are all less than
10 nm deep (see www.veeco.com)

It is better to work at a fixed point, without scanning, by laterally modify-
ing the sample position. Figure 4.19 shows the results obtained on an elastomer
in viscoelastic phase. It has been possible to determine the Young’s modulus
of the material from measurements of the lateral stiffness of the contact un-
der sinusoidal excitation. The results are compared here with a macroscopic
measurement of this property.

4.8.3 Contact Resonance Frequency

A useful alternative to these methods consists in measuring the resonance
frequency of the cantilever when the tip is actually in contact. Indeed, the
beam vibrates in a characteristic way for the boundary condition imposed
by contact. By virtue of extremely accurate frequency measurements, the
amplitude of the deflections can be maintained at a very low level. In this way,
one can greatly reduce the lateral effects mentioned above. This technique has
been successfully used to measure the Young’s modulus of metallic nanotubes
with diameters of a few tens to a few hundred nanometers (see Fig. 4.20).
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Fig. 4.19. Complex viscoelastic modulus of a latex film deduced from measure-
ments in the static friction regime. Values are compared with those obtained on a
macroscopic scale. (Courtesy of C. Basire and C. Frétigny)
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Fig. 4.20. Young’s moduli of lead nanotubes as determined by measuring the res-
onance frequency of the cantilever when the tip is in contact. The macroscopic
modulus, indicated by the horizontal dashed line, corresponds for the larger diame-
ters, but not for smaller ones. In fact, the modulus increases significantly as the size
decreases. The nanotubes are scattered on a porous membrane and measurements
are carried out on structures that are caught in the pores. (Courtesy of S. Cuenot,
C. Frétigny, S. Dumoustier-Champagne and B. Nysten)

4.8.4 Friction Forces

We have seen that the friction force recorded through the torsion of the can-
tilever during lateral scanning can be considered as a simple way of diagnosing
the distribution of physicochemical parameters on a surface. Moreover, AFM
can tackle more fundamental questions concerning friction. In particular, the
absence of roughness effects on the scale of the AFM tip means that one can
seek the underlying microscopic laws.



4 Atomic Force Microscopy 115

Applied force (nN)

25

20

15

10

5

0

Fr
ic

tio
n 

fo
rc

e 
(n

N
)

0–20–40 20 40 60  –60

Mica

Fig. 4.21. Friction law measured on a mica surface. Results have been fitted to a
2/3 power law in the force [9]

In some situations, a 2/3 power law is measured with respect to the load
(shifted by an adhesive force). Such a case is represented by the data shown
in Fig. 4.21 for a mica sample [9]. This relationship suggests a constant shear
rate at the interface between the sample and the spherical tip, where the size
of the contact zone varies according to the DMT theory.

4.9 Applications in Nanotechnology

With a view to developing the various branches of nanotechnology, many
research teams are engaged in the search for experimental protocols to etch, to
write or to manipulate molecules and small structures on surfaces. The contact
and tapping modes have been successfully used in a wide range of experimental
contexts. A very complete review of these nanofabrication techniques can be
found in [16]. There are many examples: displacement of carbon nanotubes or
C60 molecules, local evaporation of gold deposited as a thin film on the tip,
anodic oxidation of a surface in a damp atmosphere, wear, species desorption
by heating, to name but a few. The tip can function as an electrode in an
electrochemical reaction, a local heat source, and so on. A pierced cantilever
can behave as a moving mask for an atomic beam, the so-called nanostencil. In
the present section, we shall restrict ourselves to three examples to illustrate
this diversity.

By oxidising silicon in air under the AFM tip in intermittent contact, one
can produce linear oxide structures of width 15 nm and height about 1 nm. By
chemical etching, silicon nanowires can then be fabricated. Figure 4.22 shows
a 0.7 × 0.7 μm2 image of oxide lines with modulated width.

Another form of writing is obtained by using the AFM tip like the nib of a
fountain pen. After dipping the tip into a thiol solution, the gold sample–tip
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Fig. 4.22. 0.7 × 0.7 μm2 image of silicon oxide nanowires obtained by chemical
etching under the AFM tip [10]

Fig. 4.23. Drawing obtained by so-called dip-pen lithography, in which thiol mole-
cules are deposited on a gold surface. The line thickness is 30 nm [11]

contact is used to transfer molecules through the water meniscus, whence they
form a self-assembled lattice. A line thickness of 30 nm has been obtained by
this very simple technique. Figure 4.23 shows an example.

Several investigations have shown that it is quite feasible to build ordered
structures from a random deposit of small objects. The example in Fig. 4.24
(5-nm gold particles on silicon treated with poly-L-lysine) was obtained in
non-contact mode by taking advantage of operating points in different regions
of the tip–sample interaction potential.

One important aim in this kind of study is the reading or writing of infor-
mation using AFM tips, with a view to increasing storage density. An IBM
team in San Jose has perfected a micromechanical system on a rotating disk on
which, in read-only, the tip recognises structures of 100 nm. The integration
density is 10 gigabits per square centimeter, 100 times greater than a CD-
ROM. Another device, still in the experimental phase, this time single-write
and read, uses an AFM tip heated by electrical pulses. This creates dips in a
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Fig. 4.24. Starting from a random deposit, 5-nm gold particles are displaced so as
to form a straight line [12]

Fig. 4.25. Printed circuit obtained using 10 cantilevers in parallel (2× 2 mm2) [13]

polymer layer which it can then interpret as bits in read mode. The density
obtained here is 5 gigabits per square centimeter with a read rate of 10 Mb/s.
The series write restriction when using an AFM tip makes it particularly slow
and hence economically unviable. In order to go beyond the 200–300 Mb/s
range of existing magnetic systems, research teams therefore build parallel
arrays of cantilevers. A 2D device comprising 32 × 32 tips over an area of
3× 3 mm2 has been achieved. If structures and spacings of the order of 40 nm
can be produced, this should lead to speeds as great as a few hundred Mb/s.

The technology of cantilever beams acting in parallel has also been devel-
oped by Quate at Stanford University for the purposes of imaging or acting
very quickly over large areas. Figure 4.25 shows a 2 × 2mm2 printed circuit
(image 25 million pixels), obtained using 10 cantilevers in parallel for 30 min.

To end this section, we should mention the development of a force feedback
nanomanipulator, which is a system coupling the microscope to a virtual real-
ity interface in such a way as to give the user the feeling of actually being on
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the sample surface, with a magnification scale factor of one million [15]. This
tool may prove useful in the development of complex fabrication processes.

4.10 Conclusion

Force microscopy is now widely used for routine analysis in many research es-
tablishments. However, the AFM is far from being a simple imaging system. It
can also be considered as the basic component of a wide range of instruments,
with applications ranging from fundamental physics to nanolithography, and
it is in this context that it plays such an important role in the development
of nanotechnology. This technique is still moving forward rapidly. Apart from
the examples chosen here to illustrate the main operating modes of the AFM,
there are many other uses, each fulfilling specific requirements in fundamental
or applied science.
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Near-Field Optics:
From Experiment to Theory

C. Boccara and R. Carminati

The aim in this chapter is to provide the reader with an overview of near-
field optics, covering the basic principles, experimental approach, and theory.
We have chosen to base the discussion on familiar observational phenomena
in order to explain why resolution in optics is not only limited, as is often
believed, by the instrument (microscope, photographic objective, etc.) and
the wavelength used, but also by the object itself. To go beyond classical
resolution limits, one must enter the domain of near-field optics. There are
various ways of gaining access to the electromagnetic field in the immediate
vicinity of a sample surface. We shall estimate the orders of magnitude of
the main physical effects encountered, emphasising the novel features that
should be revealed by this new form of microscopy. Once we have prepared
the ground, we proceed with a predominantly theoretical account of the basic
concepts underlying near-field optics in terms of the angular spectrum of plane
waves and radiation by simple or more complex structures.

5.1 Basic Ideas and the Nature of the Problem

5.1.1 Resolution, Near Field and Far Field

Let us consider some simple examples:

• Consider a diffraction grating with grating interval p, ruled alternately
with opaque and transparent lines. Suppose that it is illuminated at normal
incidence by a monochromatic plane wave of wavelength λ. This grating
diffracts orders k = ±1, ±2, etc., which emerge at angles i′ such that
sin i′ = kλ/p. If the grating interval p is less than λ, only the zero order
will be produced. Does this mean that the information indicating that
the object is periodic, which is contained in the orders other than zero,
has been lost? This information exists at the surface of the grating, e.g.,
through the boundary conditions we impose for the field of the wave, but
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if λ > p, it does not propagate, so to speak, and remains localised close to
the surface in the form of so-called evanescent waves.

• Optical instruments are traditionally considered as a kind of filter for the
spatial frequencies contained within the object. This filtering appears in
the Fourier plane when we close the pupil of a 4f setup, for example [1].
A diffraction calculation shows that, for a microscope objective, the reso-
lution, i.e., the smallest discernible separation between two point objects
in the absence of aberrations, is given by

ρ =
1.22λ

2n sin u
,

where n and u are the refractive index and aperture in the object space,
respectively. It follows that, for a visible wavelength (λ = 0.5 μm) and an
object immersed in oil (n = 1.5),

ρmin ≈ 0.2 μm .

If the above grating were illuminated obliquely, at an almost grazing angle,
and if it were immersed in a medium with refractive index n, the condition
for obtaining a diffracted order other than the zero order would be p >
λ/2n = 0.17 μm, which leads to the same orders of magnitude.

• A plane wave which illuminates a slit of width a � λ emerges almost
parallel to its direction of incidence. If a is then decreased, the beam
diverges, i.e., the projection of the wave vector k (with k = 2π/λ) onto
the plane of the slit increases. This projection reaches the value 2π/λ
when a = λ/2, whereupon the light fills the whole half-space. One may
wonder what happens beyond this point. If we continue to narrow the
slit, no further information such as might inform us as to the slit size,
for example, can reach us through the form of the angular distribution.
However, we will show later that the component of the wave vector in
the plane of the slit continues to increase, whilst the corresponding waves
simply do not propagate, but remain evanescent.

We conclude that, if we wish to obtain an ‘optical’ image, i.e., with electro-
magnetic waves of wavelength λ, with better resolution than λ/2n, we must
somehow pick up these evanescent waves directly as they manifest themselves
on the surface of the object.

5.1.2 Brief History of Near-Field Methods

The ideas introduced briefly in the last section were quite clear to physicists
in the 1930s, as attested by the correspondence1 between Synge and Einstein.
1 This correspondence was brought to our attention by Daniel Courjon, University

of Franche Comté, Besançon, France, one of the pioneers of near-field optical
microscopy.
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Synge suggested exploring the near field by means of a scattering nanoparticle,
viz., a gold particle, placed under a microscope slide and used to scan the
sample surface. The role of the scattering particle was to render the evanescent
fields ‘propagative’. This is the idea underlying the second method that we
shall describe, known as apertureless near- field optical microscopy.

Einstein found this approach rather delicate to implement and suggested
using a nano-aperture in a silver film deposited on glass. This aperture could
then act as a nanoscale light source for scanning the sample surface.

Finally, Synge had the idea of coating a cone with metal, and making a
nano-aperture in the apex of the cone, since this would be easier to bring
into proximity with the sample. Today, this is the predominant way of doing
things, in particular, in scanning near-field optical microscopy (SNOM).

5.1.3 Near-Field Optical Microscopy: For What Purpose?

An optical microscope used in the far field is an extremely effective tool,
operating close to the physical limits imposed by diffraction and easy to im-
plement. An optical microscope used in the near field is a priori a much more
delicate instrument to put into practice and must be operated judiciously,
bearing in mind the following points:

• If one is only concerned with topographical contrast on the scale of a few
nanometers or less, the STM methods discussed in Chap. 3 for conducting
samples, or the AFM methods discussed in Chap. 4 for insulating samples
are without doubt more appropriate.

• Near-field optical microscopy should make it possible to exhibit optical
contrasts on a scale well below that of the wavelength.

The most frequently encountered optical contrasts can be attributed to the
following items:

• The dielectric constant εr or the refractive index n, where εr = n2. If the
index is a complex number of the form ñ = n+ik, the contrast will spring
from phase and amplitude effects in the wave, via n and k, respectively.

• Local fluorescence. Fluorescent molecules and nanostructures receive a
great deal of attention in this field.

• Magneto-optical response. This arises from anisotropies in the index n for
two orthogonal polarisations (circular or linear).

• Local photochemical reactions, as used in lithography.

5.2 Photon Scanning Tunneling Microscope (PSTM)

This approach uses a tapered monomode optical fibre to probe the evanescent
field produced when evanescent waves are created by total reflection. We shall
now go through the physical phenomena involved one by one.
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Fig. 5.1. Reflection is total for violet but frustrated for red, if the separation between
the two prisms is chosen suitably

z

Fig. 5.2. Optical fibre with tip tapered into a conical shape having semi-angle α at
the apex. It is polarised by the evanescent field surrounding it

5.2.1 Frustration of Evanescent Fields

By analogy with the tunnel effect in quantum mechanics (see Chap. 3), the
evanescent wave existing at the surface of an object when there is total reflec-
tion can be frustrated by the presence of a third medium (the first being the
object and the second the vacuum or air), i.e., this third medium can prevent
total reflection from actually occurring.

The experiment depicted in Fig. 5.1 shows that, in the case of a totally
reflecting prism (1), the presence of the second prism (2) frustrates reflection
for the longest wavelengths (red), in particular, for λ > 2πe. More precisely,
we can write down the boundary conditions and find the field distribution in
each medium.

Whilst this 1D model can be used to quantify the frustration, it gives us no
idea of the resolution that could be obtained with a conical tip brought in to
probe the evanescent field locally (see Fig. 5.2). Indeed, this is the setup used
in the photon scanning tunneling microscope (PSTM), initially suggested at
two French research centers at Besançon and Dijon [6, 7].

5.2.2 PSTM Probe in an Evanescent Field: Scattering Model

The 1D frustration model is no longer suitable on the scale of the finely tapered
fibre tip. The very end of the tip is considered here as a small scattering object
of dimensions 
 λ. There is no simple way to calculate the polarisation of
a conical object in a non-uniform field. However, if the dielectric constant is
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Fig. 5.3. The tapered dielectric fibre radiates the local evanescent field close to the
fundamental mode of the fibre

close to unity, the depolarising fields may be neglected and the polarisation
summed over slices of the object taken perpendicular to the z axis, in order
to obtain a reasonable estimate. The magnitude of the polarisation vector is
thus found to be P = ε0(εr − 1)EV , where E is the applied field and V the
volume affected by the field E.

For example, for a sphere, this result should be compared with the standard
formula

P = 3ε0
εr − 1
εr + 2

EV .

Applying this to silicon, for which εr = n2 ≈ 2, the formula gives the right
order of magnitude, since the error is around 25%.

The evanescent field falls off exponentially as one moves away from the
surface. Let S be the characteristic length with which the field drops off. We
may now calculate

P =
∫ Z

0

dv(z)ε0(n2 − 1)E0e−z/S , where dv(z) = πr2dz = πz2 tan2 αdz .

Integrating by parts, we find that what one may call the useful volume is
2S3 tan2 α. (We recall that for an evanescent wave created by total reflection
beyond the critical angle, S ≈ λ/2π.) This gives an idea of the useful dimen-
sions of the probe. The mean volume of the scattering probe can be found
by putting α = 1/10 rad and λ = 0.6 μm, which gives a value of the order of
20× 10−6 μm3. This confirms the useful dimensions expected for such probes,
of the order of ten nanometers.

We may now calculate the power radiated by this dipole, i.e., the energy
collected for the measurement:

W =
1

4πε0

ω4P 2

3c2
, where P = 2π tan2 αS3 .

In practice, not all the scattered energy is collected, but only that part of it
which is coupled to the fundamental mode of the fibre at the end where the
detector is located (see Fig. 5.3).
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Fig. 5.4. PSTM image of a guide 2.5 μm wide, excited by a surface plasmon [12]

5.2.3 Applications of PSTM

Since the PSTM was an early introduction to the optical near-field scene, a
great deal of work was carried out to test this experimental approach, par-
ticularly with regard to its resolution. These tests often sought to identify
topographical structure, such as steps made from the same material as the to-
tally reflecting prism, with no other contrast than that associated with phase
offset.

It would seem that the real interest of PSTM is in investigating structures
of a kind that only generate evanescent waves. Wave guides or more sophisti-
cated components of planar integrated optics provide a striking example.

More recently, new structures have been developed, guiding light by means
of metallic dots much smaller than the wavelength of the light (plasmon
guides). As the PSTM has very little perturbative effect on propagation, it is
destined to become the preferred tool for measuring the field distributions in
such wave guides. Figure 5.4 illustrates how a guiding effect can be probed by
the PSTM [12].

5.3 Apertureless Near-Field Microscope

We have just seen how the end of the dielectric probe can sample the evanes-
cent field locally over a volume much smaller than the light wavelength. In
the case of the PSTM, the localisation of the response is due partly to the
nature of the evanescent field, which falls off as one moves away from the
surface, and partly to the small probe size. We now turn to another object
capable of scattering a near field into the far field. However, this probe, which
is generally metallic, has two very useful properties: the field probed under
the tip is highly localised and there is very efficient scattering.
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εt = ñ2

εs = ñ2
s

S

Fig. 5.5. Simplified view of a microscope with scattering metallic tip. We consider
here the influence of the medium with dielectric constant εs = ñ2

s on radiation from
the spherical probe

5.3.1 Nano-Antenna Radiating to the Far Field

In this approach, the apex of a tip, which is either metallic or uses a high-
index dielectric, radiates the local field into a light collector (a mirror or wide-
aperture microscope objective) which focuses it onto a sensor. This device is
similar to the PSTM in some ways. The difference comes from the fact that
apertureless setups rarely use total reflection, and also that the tips play an
active role in localising the field and scattering it efficiently. On the other
hand, the presence of a metal can perturb the local distribution of the field.
Only when the tip apex occupies a very small volume, so that the perturbation
is reduced accordingly, can the tip be considered as a passive probe.

5.3.2 Source of Contrast: Scattering Sphere Model

The aim here is to understand the influence of the local dielectric constant
on the probe which scatters the electromagnetic field located at the sample
surface (evanescent and propagative waves) into the far field. Although the
use of a sphere to represent the tip is no doubt restrictive, it nevertheless gives
a good idea of the physical phenomena involved.

The probe considered here is a scattering sphere with radius a and dielec-
tric constant εt = ñ2, which is easier to treat than the metal tip itself, in the
vicinity of a medium with dielectric constant εs = ñ2

s (see Fig. 5.5). When the
medium is not present, we use the electrostatic approximation wherein the
field E of the electromagnetic wave polarises the sphere and gives rise to a
dipole p such that

p = (εr − 1)ε0EV = αε0E ,

with

α = 4πa3 εt − 1
εt + 2

.
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The presence of the second medium modifies the field created by this dipole
in two ways (see the chapter2 on electrostatic images in [13]):

• There is an image dipole

p′ = −p
εs − 1
εs + 1

.

• p becomes

p
2εs

εs + 1
.

Consider the example of the dipole induced on the sphere of radius a located
at distance d from the surface by the field E of an electromagnetic wave
polarised normally to the sample surface. The field created at distance r by
the image dipole (field component normal to the surface) is

E′ =
1

4πε0

2p′

r3
=

1
2πε0

p′

23(a + d)3
,

or

p′ = −αε0E
εs − 1
εs + 1

, since p′ = −αε0E
εs − 1
εs + 1

,

whereupon

E′ = − α

2π

E

23(a + d)3
εs − 1
εs + 1

.

The total field polarising the sphere is

E + E′ = E

[
1 − αβ

16π(a + d)3

]
, where β =

εs − 1
εs + 1

.

Finally, the dipole p is itself modified to

p′′ = p
2εs

εs + 1
= p (β + 1) .

It follows that

α⊥effective = α
β + 1

1 − αβ

16π(a + d)3

.

In order to establish the influence of the medium on the radiation from the
sphere, it suffices to calculate the scattered energy, or scattering cross-section

Cscatt =
k4 |α⊥eff |2

6π
,

in the far field as a function of the distance d and the optical characteristics
εr = ñ2 of the various media.
2 What Jackson does for a charged particle can be applied to a dipole in a linear,

homogeneous and isotropic medium.
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Fig. 5.6. In electrostatics, the field is much stronger along the major axis of a metal
ellipsoid than along its minor axis. This is the sharp-point effect
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Fig. 5.7. A plane electromagnetic wave illuminates a metal tip either directly or
after reflection from a sample. We seek the field distribution close to the tip

5.3.3 Sharp-Point Effect. Tip Resolution and Efficiency

The above calculation does not take into account the fact that, in an aper-
tureless SNOM setup, the scattering object is not a sphere but a tip (often
metallic). Now, in the near field, i.e., at distances 
 λ from the object, a
quasi-electrostatic approximation can be made for electromagnetic phenom-
ena. As a result, any sharply pointed object will see a greater field than an
object of lower curvature. For example, for a metal ellipsoid of revolution with
principal radii a and b, one has Ea/Eb = a/b (see Fig. 5.6).

We now consider the case of a metal scattering tip and show that, if this
conical tip is irradiated by a plane wave, we will find a field localised under
the apex which is significantly enhanced compared with the incident field (see
Fig. 5.7).

5.3.4 Field Enhancement Near a Metal Tip

When the cone is illuminated by this wave, the expression for the total dif-
fracted field at an observation point in the near field (kr 
 1) is given approx-
imately by a product of three terms. The first depends on the tip geometry,
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the second on the observation point, and the third on the incident wave [9,10]:

E(θ0) ≈

⎧⎪⎪⎪⎨⎪⎪⎪⎩
i exp

(
−1

2
p1π

)
sin θ1

√
π

21/p1Γ

[
p1 +

1
2

1
P 1

p1

(cos θ1)
∂

∂p1
Pp1(cos θ1)

]
⎫⎪⎪⎪⎬⎪⎪⎪⎭

×
[
(kr)1/p1

(
r̂ +

θ̂

p1

∂

∂θ

)
Pp1(cos θ)

]
× [

P 1
p1

(cos θ) sin β
]

, (5.1)

where Pm
p1

are Legendre polynomials of order m and degree p1. These functions
are brought into the expression by the expansion of the electric potential V
in spherical harmonics. In the near field of the cone, this potential can be
written

V (r, θ, ϕ) =
∞∑

m=0

∑
p1

rp1Pm
p1

(cos θ) (Amp1 sin mϕ + Bmp1 cos mϕ) .

The value of p1 is chosen so that this potential vanishes on the cone, i.e.,
Pm

p1
(cos θ1) = 0.
For small angles, the value of p1 is related to α by the approximation

p1 ≈ 1
2 ln(2/α)

, (5.2)

which can be used for angles α not exceeding 20◦. For this particular value of
α, the approximation gives 0.286 for p1, whereas the correct value is 0.275, i.e.,
an error of the order of 4%. In fact, p1 tends to zero for small α, whereupon
the Legendre functions and their derivatives in (5.1) can be written in the
asymptotic forms

Pp1(cos θ) ≈ 1 + 2p1 ln [cos(θ/2)] ,

P 1
p1

(cos θ) ≈ p1 tan(θ/2) ,

∂

∂θ
Pp1(cos θ) ≈ −p1 tan(θ/2) ,

∂

∂p1
Pp1(cos θ) ≈ 2 ln[cos(θ/2)] .

(5.3)

Examination of fabricated tips by scanning electron microscope (SEM) shows
that they have very low opening angles, never greater than 5◦. Equation (5.1)
and the approximations (5.3) can thus be used to calculate the intensity of
the near field diffracted by this type of tip.

Figure 5.8 shows the spatial distribution in the incident plane of the in-
tensity of the field diffracted by the tip, together with the amplitudes of its
radial and azimuthal components. The incident wave has polarisation p (angle
β = π/2) and wavelength λ = 10 μm. The angle of incidence is θ0 = 100◦ and
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Fig. 5.8. Intensity of the electric field and its components near a metal tip

the opening angle is α = 3◦. The extent of the intensity calculation is limited
by the condition kr 
 1. For r = 10 nm, the product kr ∼ 0.02 < 1.

The result of a numerical computation based on the above expressions
shows a significant enhancement of the field amplitude directly beneath the
tip, i.e., for θ = 0. This enhancement is closely confined to within a few
nanometers of the tip apex. The contribution of the radial component domi-
nates directly beneath the tip, whereas around the edges of the cone (θ ∼ θ1),
the amplitude of the azimuthal component is predominant.

As we saw in the sphere model, the presence of the sample modifies the
radiation from the metal tip. The theory of dielectric images can still be
applied to determine the influence of the local dielectric constant, for example.

5.3.5 Apertureless SNOM: Typical SNOM Setup

Apertureless near-field microscopes have been used in different ways. They
may operate by reflection, using the same objective to focus light on a spot
with the same size as the diffraction pattern and to collect light reflected by
the sample and scattered by the tip, which interferes on the detector (see
Fig. 5.9). Note that this interference amplifies the weak signal of the near field
scattered by the tip, because the specularly reflected flux is greater.

If the sample is transparent, the microscope may also operate by direct
transmission of a focussed light beam, or by total internal reflection, as in the
PSTM.

Finally, the surface can be illuminated by an almost-grazing wave. This
configuration has been used to work in the infrared at 10 μm, with a CO2 laser
as source. (The resolution of around 10 nm is still imposed by the tip size and
not by the wavelength λ.) It is useful to describe this setup, illustrated in
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region affected by tip
(diameter ~10 nm).

Spot focussed by microscope 
objective (diameter ~1 μm) 

Fig. 5.9. In an apertureless near-field microscope, the tip usually scatters a small
part of the field obtained by focussing a laser with a microscope objective

Fig. 5.10, because, despite the specificity of certain of its features, it exhibits
a number of others that are common to a great many SNOM or PSTM setups.

During the relative displacement of the tip and sample, the probe, in this
case a metal tip, must follow the surface in order to describe the local fields
in well-defined conditions and at the same time reveal the topography. The
SNOM thus comprises two distinct but coupled parts:

• An atomic force microscope (AFM) with a feedback loop to maintain a
constant tip–sample separation. Here the tip oscillates, being in the tap-
ping mode, and the oscillation amplitude is measured by an optical system
and synchronous detection so that it can be held constant during scanning.
Other setups use shear-force mode.

• An optical part, in this case a microscope with a mirror objective due to
the wavelength used. The scattered signal is modulated by the oscillation
of the tip, which moves from the very near field to a slightly more distant
zone (typically, ten to a hundred nanometers). Once again, the detector
signal is demodulated by synchronous detection. The optical microscope
allows one to choose the part of the field to be explored with the tip.

The modulation serves to separate the far-field signal from the near-field signal
and to filter the useful signal from the noise. Frequencies used vary from a few
kHz to several tens of kHz, so that one can reach the shot noise associated
with scattered photons even if there are not many of them. This is due to
a homodyne effect which occurs on the detector through interference of the
near and far fields (reflected, scattered or transmitted by the sample).

Returning to the setup shown in Fig. 5.10, the IR detector is a CdHgTe
photodiode, cooled with liquid nitrogen and particularly sensitive at 10 μm.
Any kind of detector, e.g., photodiode, cascade photodiode, photomultiplier,
etc., can be used, depending on the application.

As far as the light source is concerned, lasers with different wavelengths
(UV, visible, IR) have been used, and so have incoherent sources such as arc
lamps coupled to a monochromator, thus confirming the effectiveness of the
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Fig. 5.10. A scanning near-field optical microscope (SNOM) always involves a
parallel function as an atomic force microscope (AFM)

method. It is even possible to used the radiation emitted by the sample itself,
revealing the highly specific properties of thermal emission in the near field.

As an example, Fig. 5.11 shows how the method can probe fields on a very
small length scale, typical resolution being around ten nanometers.

5.4 Aperture SNOM

In this paragraph, we shall discuss the modern version of Synge’s original
idea [19], which consisted in using a small aperture in a metal screen as a
nanoscale light source.

5.4.1 Metal-Coated Fibre

As noted earlier, the idea here is to ‘force’ the light to go through a small
hole with dimensions much smaller than its wavelength. One generally uses a
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Fig. 5.11. Electromagnetic field distribution at a glass surface coated with gold par-
ticles at the percolation threshold and illuminated at 800 nm. Apertureless SNOM
reveals peaks in the field with spatial extent varying between ten and a few hundred
nanometers. (Image courtesy of Samuel Grésillon)

tapered optical fibre that has been coated with metal at the end, except for
the hole, to compel the field to remain within the fibre right up to the hole.
Recall that for a non-metallised dielectric fibre, the fundamental mode always
propagates, whatever the thickness of the fibre core, the main part of the field
being located outside the core in the form of an external evanescent field [18].

The hole can be used as a nanoscale light source, by transmitting the light
emitted by a source placed at the other end of the fibre, or as a nanoscale
detector, by transmitting the light along to a detector located at the other
end of the fibre. However, the amount of light which manages to emerge from
the fibre, or to reach the detector going the other way from the tip end, is
extremely small, as we shall see.

5.4.2 Energy Transmission in a Tapered Metal-Coated Fibre

Before tackling the problem of the conical fibre, let us examine propagation in
a metallic wave guide, using a simplified 1D model. To this end, we investigate
the regions where the half-wavelength is less than (before cutoff), then greater
than (after cutoff) the lateral dimensions of the wave guide [16].

Recall that for a transverse electric wave TE, guided by two conducting
planes x = 0 and x = a, the complex amplitude E(x) of the field E =
E(x) exp i(kz − ωt) satisfies

d2E(x)
dx2

+
(

ω2

c2
− k2

)
E(x) = 0 , E(a) = E(0) = 0 .

Propagating waves have the form (see Fig. 5.12)
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Fig. 5.12. Electric field distribution in a metallic wave guide

E = C1 exp(ikx) + C2 exp(−ikx) , k2 =
ω2

c2
− k2 ≥ 0 .

The boundary conditions require C1 = −C2 and k = mπ/a, where m is a
nonzero integer. Consider the fundamental mode m = 1:

k2 =
ω2

c2
− π2

a2
, or k =

ω

c

(
1 − ω2

C

ω2

)1/2

,

whence

k =
ω

c

(
1 − λ2

λ2
C

)1/2

=
2π

λ

(
1 − λ2

λ2
C

)1/2

,

where ωC = cπ/a and λC = 2a. For λ > λC, k is a complex number, and for
λ � λC, it is pure imaginary, showing that there is amplitude attenuation
during propagation.

Application

When we go from a wave guide with constant cross-section to a cone (see
Fig. 5.13), we can calculate the attenuation of the wave by integrating over
the cone. For example, for a cone of half-angle α at the apex,

2α =
2
10

⇒ amplitude attenuation ∼ 10−4.5 ⇒ energy attenuation 10−9 .

We thus find that a fine tip (i.e., with small α) capable of exploring cor-
respondingly small structures will have a very low efficiency, whereas a less
sharply tapered tip will be able to transmit more power. One is faced with a
compromise between resolution and efficiency.

Energy that is not transmitted is dissipated by absorption (heating), whilst
there is also a significant ‘reflection’ of the wave at the end of the fibre.

Note. We have neglected effects arising due to the skin thickness of the metal
by assuming in the boundary conditions that the metal was perfect. Although
this is not always true in the visible region of the spectrum, it is a reasonable
hypothesis in the near IR.
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Metal walls

Fig. 5.13. For a conical metal wave guide, the cutoff is reached when the width is
less than λ/2

5.4.3 Applications of Aperture SNOM

As mentioned above, aperture SNOM is the setup most commonly used today.
In particular, commercially available instruments are based exclusively on this
approach. The resolution of the latter instruments is around 50 nm, although
the manufacturers guarantee ‘better than 100 nm’ and some research estab-
lishments can now achieve around 10 nm. They operate in the two modes,
nanoscale light source and nanodetector, and they are always equipped with
a feedback mechanism for the tip–sample separation which simultaneously
confers the role of AFM upon them.

The simplest way to obtain recent illustrations of these setups is to visit
the Websites of the main manufacturers, for the areas covered are vast, from
the study of materials to electronic components, from soft matter (e.g., liquid
crystals, polymers) to biology.

It is a unique advantage of this method that it supplies a highly localised
(nanoscale) light source at the tip apex. This can be particularly useful in
nanolithography, for example. Figure 5.14 provides a good illustration of the
instrumental profile of such a microscope. The image obtained by a team at
Harvard [11] shows single molecules scattered over a surface, which constitutes
an excellent test of resolution.

With this example, we conclude the experimental part of the chapter. To
complement the examples discussed above, the reader is encouraged to search
the Web by putting the key words SNOM, apertureless SNOM, PSTM, etc.,
into an appropriate search engine. There are a great many examples and the
field of applications is growing all the time.

Although we have attempted to quantify some of the phenomena cov-
ered above, the arguments have remained somewhat qualitative insofar as the
description of the fields has been concerned. In the rest of this chapter, we
shall go beyond these limitations by providing the tools required for a good
understanding of the basic principles of near-field optics.
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Fig. 5.14. Aperture SNOM image of single-molecule fluorescence. The field of view
5 μm × 5 μm allows an estimate of the resolution of this microscope (∼ 50 nm) [11]

5.5 Plane Wave Expansion. Diffraction Limit

In this second part of the chapter, we discuss the basic principles of near-
field optics and, to use the recently-coined term, nano-optics. The techniques
presented in the first part all rest upon the short-range interaction between
a tip and an object, with a view to measuring the confined electromagnetic
fields with a resolution that is not limited by diffraction. The aim of this
theoretical part is threefold:

• To introduce the angular spectrum of plane waves in order to discuss both
quantitatively and physically the origin of the diffraction limit, mentioned
briefly in Sect. 5.1.1. We shall also discuss the role of evanescent waves and
define the optical near field in terms of simple orders of magnitude.

• To use the elementary notions of electromagnetic radiation to introduce
the concept of the optical near field from another point of view. We shall
show that the laws of radiation also contain the diffraction limit, and we
shall introduce the idea of the quasi-static (or electrostatic) limit, which
can be used both to define the near field (without appealing to the idea of
evanescent waves) and to set up simplified models, such as the one used in
Sect. 5.3.2 to study the origin of contrast in an apertureless microscope.

• To discuss the problem of dipole emission by an atom or molecule in the
vicinity of a nanostructure, using the classical model of the elastically
bound electron. This simple approach is sufficient to introduce the ideas
of modified radiative lifetime and frequency shift, as well as the question
of radiative and non-radiative coupling. The near-field coupling between
a single atom or molecule and a nanostructure is a recurring theme in
nano-optics which we feel it important to introduce in this discussion.

The introduction given here can be complemented by the more complete dis-
cussion of the theory and modelling given in Chaps. 1–6 of [15].
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In this section, we introduce the plane wave or angular spectrum expansion
of a field propagating in vacuum. We use this to explain the diffraction limit
and the notion of the optical near field in terms of the concept of evanescent
waves.

5.5.1 Propagation of a Beam in Vacuum

We begin by establishing a general expression for the propagation in vacuum of
a laterally confined monochromatic field, i.e., a beam. We choose the Oz axis in
the direction of propagation and assume that the field is known in an arbitrary
plane perpendicular to this axis, which can be designated z = 0 without loss
of generality. This scenario applies, for example, to a field that has crossed an
object with known transparency, such as a diapositive, a diaphragm, or a slit
like the one considered in Sect. 5.1.1. To simplify, we first treat the case of a
scalar field in two dimensions. We then give the general result for a 3D vector
field.

The monochromatic field with complex amplitude E(x, z) and frequency
ω [the time dependence exp(−iωt) will be omitted throughout] obeys the
Helmholtz equation

∇2E(x, z) +
ω2

c2
E(x, z) = 0 , (5.4)

where c is the speed of light in vacuum. In the following, we put k = ω/c =
2π/λ, where λ is the wavelength in vacuum. To obtain a well-posed problem,
one must append two boundary conditions to this equation:

• we assume the field E(x, z = 0) is known,
• we assume that the field propagates towards z > 0.

We shall now show that it is possible to write down the general solution to
this problem in the form of a superposition of plane waves, known as the plane
wave or angular spectrum expansion.

In an arbitrary plane z > 0, we introduce the Fourier transform of the
field with respect to the variable x, viz.,

E(x, z) =
∫ +∞

−∞
Ẽ(α, z) exp(iαx)

dα

2π
. (5.5)

Substituting the expansion (5.5) into (5.4), we obtain the equation that must
be satisfied by the Fourier transform of the field, viz.,

∂2Ẽ(α, z)
∂z2

+ γ2Ẽ(α, z) = 0 , where γ2 = k2 − α2 . (5.6)

The general solution of this equation is

Ẽ(α, z) = A(α) exp(iγz) + B(α) exp(−iγz) , (5.7)
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where

γ =

{√
k2 − α2 , if |α| ≤ k ,

i
√

α2 − k2 , if |α| > k .
(5.8)

The boundary conditions now imply that B(α) = 0 and A(α) = Ẽ(α, z = 0).
We thus obtain an expression for the field in the form of an expansion in plane
waves:

E(x, z > 0) =
∫ +∞

−∞
Ẽ(α, z = 0) exp

[
iαx + iγ(α)z

]dα

2π
. (5.9)

In this formula, we recall that the z component of the wave vector γ is the
function of α given by (5.8).

This result generalises in a straightforward manner to the case of a 3D
monochromatic electromagnetic wave satisfying the vector Helmholtz equa-
tion

∇2E + k2E = 0 .

We obtain, for all z > 0,

E(r) =
∫

Ẽ(K, z = 0) exp(iK · R + iγz)
d2K

4π2
, (5.10)

where

γ(K) =

{√
k2 − K2 , if |K| ≤ k ,

i
√

K2 − k2 , if |K| > k ,
(5.11)

In this expression, we have used the notation r = (x, y, z), R = (x, y), and
K = (α, β) for the transverse wave vector. The range of integration is 0 <
|K| < ∞.

Equation (5.10) represents the field as a linear superposition of plane waves
with wave vector k = (K, γ) and amplitude equal to the Fourier transform
Ẽ(K, z = 0) in the plane z = 0. The variable K is then the spatial frequency
associated with field variations in the plane z = 0. When the spatial frequency
satisfies |K| ≤ k (k = ω/c = 2π/λ), the associated plane wave is propagative
because the component γ of the wave vector in the z direction is real. For a
high spatial frequency |K| > k, this component γ of the wave vector is purely
imaginary and the plane wave falls off exponentially in the z direction. We
then have an evanescent wave. From this simple observation, one may deduce
the following result: propagation in the vacuum behaves as a low-pass filter
for spatial frequencies. We shall see that this filtering effect lies at the root of
the resolution limit in classical optics.
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5.5.2 Uncertainty Relations and Diffraction

Equation (5.10) describes propagation in vacuum, or any homogeneous medium,
and involves no approximation. In particular, it contains diffraction effects, as
we shall now show.

If for some reason the field E(R, z = 0) is laterally confined in a region of
characteristic size ΔR = ΔxΔy, then the maximal spatial frequencies αmax

and βmax for which its spectrum takes significant values satisfy

αmaxΔx ≈ 2π , βmaxΔy ≈ 2π . (5.12)

These relations, which we shall refer to as the uncertainty relations, are char-
acteristic of the Fourier transform relationship between E(R, z = 0) and
Ẽ(K, z = 0).

Let us assume for the moment that we observe the field far above the
plane z = 0, in such a way that only the propagating waves contribute to
the field. Consider a typical diffraction geometry. A slit of width L in the x
direction and infinite in the y direction is cut into an opaque screen placed
in the plane z = 0. If this screen is illuminated from the side z < 0 by a
monochromatic plane wave, the field in the plane z = 0 is confined in the x
direction with a characteristic scale L. The field propagating in the half-space
z > 0 is made up of plane waves with wave vectors (α, β, γ). The wave which
deviates the furthest from the Oz axis has a wave vector in the x direction
given by αmax ≈ 2π/L, according to the uncertainty relation. (As the field is
not confined in the y direction, only the spatial frequency β = 0 contributes in
this direction.) This simple argument shows that the transmitted field opens
out in the (x, z) plane. If θ is the angle defined by αmax = k sin θ, measuring
the angular aperture of the beam, we obtain θ ≈ λ/L. We thus find, without
calculation, the order of magnitude of the angular aperture of a beam due to
diffraction.

5.5.3 Diffraction Limit

The above discussion also provides a qualitative understanding of how the
resolution limit arises in classical optical systems, i.e., systems operating in
the far field. If we are only concerned with the detection of propagating waves
and we restrict to a 2D system in the (x, z) plane to simplify, the largest spatial
frequency that can be detected is α = k sin θ, where θ is the collection angle
of the detection system and sin θ is called the numerical aperture. According
to the uncertainty relation, the smallest lateral variation in the field that can
be detected is

Δx ≈ 2π

α
=

λ

sin θ
. (5.13)

We thus obtain an order of magnitude estimate for the lateral resolution limit
of classical imaging systems. For detection in a half-space (sin θ = 1), this
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Fig. 5.15. Typical geometry for diffraction due to two slits in an opaque screen.
The system is invariant in the y direction

limit is of the same order as the wavelength of the light source. Its physical
origin, like diffraction itself, lies in the uncertainty relation which relates the
transverse width of a beam to its opening angle. It is thus commonly referred
to as the diffraction limit.

The uncertainty relations (5.12) can be expressed in a quantum form by
identifying the plane wave with wave vector k = (α, β, γ) with a photon with
momentum p = �k. In this case, the uncertainty relations can be written in
the form

ΔxΔpx ≈ h , ΔyΔpy ≈ h , (5.14)

where Δpx = �αmax and Δpy = �βmax. These are the Heisenberg uncertainty
relations which arise naturally here as a consequence of a Fourier transform
property. This form of the relations explains why, in some textbooks, the ex-
istence of the diffraction limit is presented as a consequence of the Heisenberg
uncertainty relations. We shall see shortly that this point of view can lead to
confusion when we speak of resolution beyond the diffraction limit.

The resolution limit can be obtained more precisely by calculating the
diffraction pattern due to two parallel infinitely thin slits in an opaque screen,
separated one from the other by a distance L, as shown in Fig. 5.15. Working
in two dimensions with a scalar wave, the transmitted field in the plane z = 0+

can be written

E(x, z = 0) = Aδ(x − L/2) + Aδ(x + L/2) , (5.15)

where A is a constant and δ the Dirac delta function. The associated angular
spectrum is obtained directly as

Ẽ(α, z = 0) = A exp(iαL/2) + A exp(−iαL/2) . (5.16)

Suppose now that an ideal optical system produces an image in an arbitrary
image plane of the field in the plane z = 0, collecting only the propagating
waves with a given numerical aperture sin θ. The field in the image plane is
then
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Edet(x) =
∫ +k sin θ

−k sin θ

Ẽ(α, z = 0) exp(iαx)
dα

2π

= 2A
sin θ

λ

{
sinc

[
k sin θ(x + L/2)

]
+ sinc

[
k sin θ(x − L/2)

]}
,

(5.17)

where sinc(x) = sin x/x is the cardinal sine function. The field in the detection
plane is thus composed of two cardinal sine functions centered at x = −L/2
and x = +L/2, respectively. When we measure the field, what is the condition
for being able to separate the two slits in the object plane? To answer this
question, we may apply the Rayleigh criterion, which says that the two slits
can be separated if the maximum of one of the diffraction patterns coincides
with the minimum of the other. In the case where we have two sinc functions,
we may say that the first zero of one of the functions must coincide with the
maximum of the other. This happens when kL sin θ = π, whence

L =
λ

2 sin θ
. (5.18)

According to the Rayleigh criterion, L is the smallest separation for which one
may distinguish the two slits. It is therefore the resolution limit for classical
systems. For a numerical aperture sin θ = 1, we obtain L = λ/2, which is
around 200 nm when using a visible wavelength.

5.6 Beyond the Diffraction Limit:
Near Field and Evanescent Waves

5.6.1 Evanescent Waves. Length Scales

The analysis in the last section showed that the high spatial frequencies of
the field, corresponding to subwavelength lateral spatial variations in the field
E(R, z = 0), are exponentially attenuated as one moves away from the plane
z = 0. If we wish to exploit the rapid variations of the field, we must therefore
move in closer and detect the evanescent waves. In that case, we may expect
to measure spatial variations of the field on length scales much shorter than
λ. This is one of the challenges of near-field optical microscopy.

Let us suppose that the field in the plane z = 0 varies laterally on a
length scale Δx 
 λ. At what distance must we detect the field in order to
observe these variations? The associated spatial frequencies are of the order
of α = 2π/Δx. The associated plane waves fall off exponentially according to

exp
(
− z

√
α2 − k2

)
≈ exp(−|α|z) = exp(−z/δ) , (5.19)

where δ = Δx/2π. For concreteness, imagine that we wish to measure a lateral
variation Δx = 50 nm. In this case, we must approach to a distance of the
order of z ≈ 10 nm.
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This simple argument can be used to make a first definition of the near
field: the near field is the region where evanescent waves contribute sig-
nificantly to the electromagnetic field. This region has a spatial extent of
δ ≈ Δx/2π, where Δx is the characteristic length scale of the lateral varia-
tions of the field.

It is important to note that the characteristic length scale δ of the near
field is independent of the wavelength λ. On very short length scales compared
with λ, the wavelength is no longer a relevant quantity. We shall come back
to this point in the next section when we discuss the quasi-static limit.

5.6.2 Uncertainty Relations Revisited

It may seem paradoxical to have shown that the uncertainty relations (5.12)
explained in a certain sense the diffraction limit of classical optics, and then
demonstrated from the same starting point, viz., the plane wave expansion,
that it is possible to go beyond this limit. In fact, there is no contradiction here,
as explained in detail in [22]. If we rewrite the conditions on the transverse
wave vector in the form

αmaxΔx ≈ 2π , βmaxΔy ≈ 2π , (5.20)

α2 + β2 + γ2 = k2 , (5.21)

we see that, by allowing γ2 to be negative, which amounts to admitting the
detection of evanescent waves, the spatial frequencies α and β can be arbi-
trarily large whilst still satisfying the dispersion relation (5.21). Arbitrarily
large spatial frequencies correspond to arbitrarily small length scales Δx and
Δy, according to the uncertainty relations (5.20). In particular, we see that
there is a risk of confusion in presenting the diffraction limit as a consequence
of the Heisenberg uncertainty relations (5.14), which are none other than the
relations (5.20) rewritten in a different form. Indeed, as we have just seen, it
is possible to obtain a resolution beyond the diffraction limit by measuring
evanescent waves, whilst still satisfying both the Heisenberg relations (5.14)
and the dispersion relation (5.21).

5.7 Electromagnetic Radiation. Near Field and Far Field

5.7.1 Radiation from an Elementary Source (Electric Dipole)

The notion of optical near field can be introduced from a different standpoint
to the one we have used up to now, without bringing in the idea of evanescent
waves. To this end, we turn to the fundamental features of electromagnetic
radiation. The simplest approach consists in considering an elementary source,
namely, an electric dipole. Such a source is interesting for two main reasons:
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• most sources can be treated as electric dipoles when they are much smaller
than the wavelength,

• the radiation of an electric dipole is a basic element in understanding
emissions from a single atom or molecule.

Concerning the second point, the ability to measure the emission of single
atoms and molecules constitutes one of the main advances of nano-optics, as
we shall see at the end of the chapter.

Consider a monochromatic dipole of frequency ω, placed at the origin of the
coordinate system. This dipole can be imagined either as a material particle of
negligible size, in particular, very small compared with the light wavelength,
in which oscillating currents are excited, or simply as an oscillating point
charge. In the second view, the associated dipole moment is then p = qR,
where q is the charge and R its position. The electric field radiated to point
r is then [8, 14]

E(r) =
k2

4πε0

exp(ikr)
r

{
p − (p · u)u −

(
1

ikr
+

1
k2r2

)[
p − 3(p · u)u

]}
,

(5.22)

where u = r/r is a unit vector in the direction of observation.
Two comments are in order concerning this expression for the dipole field:

• There are three terms with different spatial dependences, proportional
to r−1, r−2, and r−3. The first term is the far-field term, the only one
contributing to the energy flux radiated at great distances. The last term
is the near-field term, dominating at short distances. We shall discuss their
properties below. Note that there is also an intermediate term, which shows
that the near field in the usual sense of nano-optics and near-field optics
cannot be identified with the contribution complementary to the far field.

• The spatial structure of the field is highly anisotropic, especially in the
near field. This anisotropy of the dipole field underlies many so-called
polarisation effects encountered in nano-optics.

5.7.2 Far-Field Radiation. Diffraction Limit Revisited

We shall show that, by restricting measurement to radiation in the far field,
we retrieve the resolution limit of classical optics given by (5.18). Consider
two identical monochromatic point sources (dipoles with dipole moment p)
placed in the plane z = 0 and separated by a distance L. We assume that the
dipoles are located on the Ox axis and oriented in the y direction, working
entirely in the (Ox,Oz) plane to simplify, as shown in Fig. 5.16.

The electric field radiated into the far field in the direction θ can then be
written

E(r) =
μ0ω

2

2π

exp(ikr)
r

cos
(

k sin θ
L

2

)
p . (5.23)
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Fig. 5.16. Far-field radiation from two point sources. We seek the field radiated
into the far field in the plane (Ox, Oz)

By examining the resulting field (or its intensity) in the far field, between
angles −θmax and +θmax, we observe an interference pattern: as θ varies, the
intensity is modulated as cos2(k sin θ L2). A simple resolution criterion is then
possible: under what conditions can the two sources no longer be distinguished
one from the other? Now this happens when we can no longer measure any
fringe in the interference pattern. So the limit is obtained when there is exactly
one fringe between −θmax and +θmax. This condition can be written

k sin θmax
L

2
=

π

2
, i.e., L =

λ

2 sin θmax
. (5.24)

This relation gives the minimum value of the separation L between the two
sources for which a far-field measurement is able to distinguish them. We have
thus obtained the resolution limit of the system and retrieved the result (5.18)
without appealing to the notions of evanescent waves and propagating waves
and without mentioning diffraction.

The main conclusion from this simple calculation is that the resolution
limit in classical optics originates in the fact that measurements are made in
the far field. We note that far-field conditions can be obtained, for example,
in the focal plane of a convergent lens. The existence of this limit is perfectly
described by the basic laws of electromagnetic radiation.

5.7.3 Near-Field Radiation. Quasi-Static Limit

We now consider the case where the observation distance r is very small
compared with the wavelength λ. The electric field is obtained from (5.22) in
the limit kr → 0, whence

Eqs(r) =
3(p · u)u − p

4πε0r3
. (5.25)

Physically, we are concerned with the situation in which the frequency ω is
fixed whilst the distance r tends to 0. Mathematically, the limit kr → 0 can
also be interpreted as the case where the speed of light c tends to infinity
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whilst r and ω remain fixed. This is the quasi-static limit, in which we neglect
retardation effects. Although the frequency ω is fixed, and corresponds in our
situation to optical and near IR frequencies, we then retrieve exactly the same
equations as in electrostatics. In particular, (5.25) is the same as the equation
for the electric dipole field obtained in electrostatics, although in the present
formula Eqs and p both oscillate at frequency ω, which is of the order of 1014

to 1015 Hz in visible and near-IR optics!
We can now give a second definition of the optical near field: the near field

is the region where quasi-static contributions dominate. For point (dipole)
sources, this region is the one where the field is dominated by terms going as
r−3.

This second definition of the near field provides a point of view that differs,
and indeed is complementary to the one used in Sect. 5.6.1. In particular, it
shows that, in the context of the quasi-static limit, the wavelength λ is no
longer a relevant parameter. The important quantities are the frequency ω,
which determines the optical response of the observed objects, and the obser-
vation distance. This second point of view thus explains why the wavelength
does not appear in (5.19), which defined the extent of the near field from the
standpoint of evanescent waves.

5.7.4 Towards a Model

The basic concepts introduced above help us to understand the origin of the
fundamental limits defining classical optics, and at the same time, the operat-
ing principles underlying the techniques of near-field optics presented earlier.
They provide a qualitative approach to problems and order of magnitude es-
timates. In a second stage, one can begin to model the techniques of near-field
optics in a more detailed way, aiming at a quantitative description of image
formation processes, i.e., the origin of contrast, and the possibility of optimis-
ing experimental setups. This is not the place to enter into a full discussion
of more advanced methods. Historically, the first models were developed for
the PSTM [21] and the aperture SNOM [23], using the tools presented in this
chapter, i.e., angular spectrum and dipole radiation. The reader will find a
review of the relevant physical models for apertureless SNOM in [3]. More
complete discussions containing a review of basic ideas, together with their
use in the appropriate models, and the role played by numerical simulation in
the area of near-field optics can be found in [9, 10].

5.8 Dipole Emission Near a Nanostructure

In this last section, we discuss the problem of emission from an atom or mole-
cule3 in the vicinity of a nanostructure. We shall show that a simple classical
3 Throughout this section, we shall use the word ‘atom’ to denote either an atom

or a molecule.



5 Near-Field Optics: From Experiment to Theory 147

model suffices to understand how the radiative lifetime and emission frequency
are expected to evolve, and we shall also briefly discuss the connection with
the quantum approach. We tackle the question of competition between radia-
tive and non-radiative (absorptive) coupling. For a more complete and fully
pedagogical approach to these matters, the reader is recommended to con-
sult [17]. A higher level discussion referring to the latest results in this field
can be found in the review paper [14].

To begin with, we present the classical model of the elastically bound elec-
tron and introduce the idea of radiative damping. We shall show that radiative
damping is responsible for the finite lifetime of the dipole emission and also
for the appearance of a frequency shift. In a second stage, we show how the
lifetime and frequency shift are modified by interaction with a nanostructure
located in the vicinity of the emitting atom. Finally, we examine two sim-
ple examples which illustrate the method and the main physical effects. In
particular, we introduce the idea of radiative and non-radiative coupling.

5.8.1 Radiative Damping of Dipole Emission

We consider an electron in the outer shell of an atom and model the way it
is bound to the atom by an elastic restoring force F b(t) = −mω2

0R(t), where
m is the electron mass, R the deviation from the equilibrium trajectory, and
ω0 the resonance frequency of the bond.

To begin with, we assume that, after excitation, the electron oscillates
freely about its equilibrium trajectory at a frequency ω0. This electron in
accelerated motion must radiate, and hence lose energy. Let us calculate the
power lost due to radiation and calculate the temporal evolution of the energy
of this oscillator.

The dipole moment due to the moving electron is p(t) = −eR(t). To sim-
plify notation, we write p(t) = p exp(−iω0t) and omit the factor exp(−iω0t)
in the following, as we shall do for all time-dependent quantities. The time
average of the power radiated by the dipole is

P =
μ0ω

4
0

12πc
|p|2 . (5.26)

This power is obtained from the expression for the radiated field in (5.22),
keeping only the far-field term. It can be used to calculate the time-averaged
value of the Poynting vector Π(r) = ε0c

2|E(r)|2/2, whose flux out through
a sphere of radius r gives the radiated power P .

The total energy contained in the dipole, i.e., the sum of the kinetic energy
and potential energy, which have the same time-averaged value for a harmonic
oscillator, is

U = Ukin + Upot = 2Ukin =
mω2

0

2
|R|2 . (5.27)



148 C. Boccara and R. Carminati

Comparing the expressions (5.26) and (5.27), we see that we have P = Γ0U ,
where

Γ0 =
e2ω2

0

6πmε0c3
. (5.28)

The factor Γ0 is called the free-space damping rate.
The dipole loses energy by radiation. Assuming that the decrease in energy

U is slow compared with 2π/ω0, we may write

dU

dt
= −P = −Γ0U .

This implies that the dipole energy decreases exponentially according to a law
of the form

U(t) = U0 exp(−Γ0t) .

The characteristic dipole emission time τ0 = 1/Γ0 is known as the free-space
radiative lifetime. This quantity is the classical analogue of the radiative life-
time of an excited level of an atom in quantum physics.

5.8.2 Free-Space Dipole Emission

Given that the oscillating electron loses energy by radiation, we may seek the
equation of motion of the dipole moment p and solve it. We then obtain the
expression for the radiative lifetime and show that the oscillation frequency
is slightly shifted away from ω0 due to the damping.

Applying Newton’s second law to the electron and taking into account the
restoring force and damping term, we find that

d2p

dt2
+ Γ0

dp

dt
+ ω2

0p = 0 . (5.29)

We seek a solution of the form p(t) = p exp(−iΩt), where Ω may be complex.
This leads to a possible solution for

Ω =
1
2

(√
4ω2

0 − Γ 2
0 − iΓ0

)
,

with the proviso that the fall-off is slow, i.e., Γ0 < 2ω0, which we shall check
later in a specific example. We then obtain

p = p exp(−Γ0t) exp(−iωt) , (5.30)

which gives once again the free-space radiative lifetime as τ0 = 1/Γ0 and an
oscillation frequency
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ω = ω0

√
1 − Γ 2

0

4ω2
0

. (5.31)

The oscillation frequency is thus shifted slightly from the resonance frequency
ω0 of the bond. This shift is a direct consequence of radiative damping.

It is useful at this stage to calculate some orders of magnitude. For emission
in the visible, we have ω0 ∼ 1015 Hz. Equation (5.28) gives Γ0 ∼ 109 Hz
numerically, and hence a radiative lifetime of τ0 ∼ 10−9 s. The slow damping
condition Γ0 < 2ω0 is indeed satisfied. Moreover the frequency shift given by
(5.31) is extremely small and the approximation ω ≈ ω0 is generally justified
in practice.

5.8.3 Dipole Emission Near an Object

Let us now investigate how the dynamics of the oscillating dipole is affected by
the presence of a nearby object, e.g., a surface, a small particle, or a microscope
tip. The physical origin of such an effect is the interaction of the electron with
part of its own radiation which has been ‘reflected’ by the object. We shall
show that the radiative lifetime and emission frequency are both modified
with respect to their free-space values.

Let Eloc be the electric field at the position of the electron resulting from
‘reflection’ by the nearby object, sometimes called the local field. The equation
of motion of the dipole moment p is changed by the presence of a new force,
becoming

d2p

dt2
+ Γ0

dp

dt
+ ω2

0p =
e2

m
Eloc . (5.32)

Note that the magnetic force is negligible, except for a relativistic elec-
tron (which is not the case here). This explains why only the electric force
is included in this equation. As before, we seek a solution of the form
p(t) = p exp(−iΩt), whereupon we obtain

p = p exp(−Γt) exp(−iωt) . (5.33)

With the weak damping condition Γ0 < 2ω0, the damping rate is given by

Γ = Γ0 +
e2

mω0|p|2 Im (p∗·Eloc) , (5.34)

and the frequency shift by

Δω = ω − ω0 = − Γ 2
0

8ω0
− e2

2mω0|p|2 Re (p∗·Eloc) , (5.35)

where Re and Im denote the real and imaginary parts of the following quan-
tities, respectively, and the asterisk denotes the complex conjugate.
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The damping rate and frequency shift obtained here differ from those
found in free space by a quantity that is directly related to the local field, and
hence to the influence the dipole has on itself via the nearby object. In fact,
these changes in the damping rate (and hence the radiative lifetime) and the
frequency shift are independent of the dipole itself, as we shall show.

When the object is illuminated by the dipole (placed at point r0), the
resulting field at an arbitrary point r is linearly related to the dipole source,
by virtue of the linearity of Maxwell’s equations. This relationship is usually
expressed in the form of a tensor relation

Eloc(r) = S(r, r0, ω0)p , (5.36)

where the tensor S is called Green’s tensor or the linear susceptibility of the
field. The fact that the relation is tensorial simply expresses the fact that the
field and the dipole moment are not generally collinear. Replacing Eloc in
(5.34) and (5.35) by its expression in terms of S, we obtain

Γ

Γ0
= 1 +

6πε0c
3

ω3
0

Im
[
u · S(r0, r0, ω0)u

]
, (5.37)

Δω

Γ0
= − Γ0

8ω0
− 3πε0c

3

ω3
0

Re
[
u · S(r0, r0, ω0)u

]
, (5.38)

where u is the unit vector in the direction of the dipole, i.e., p = pu. These two
relations yield the modifications in the emission rate and frequency shift (as
a fraction of their free-space values) induced by interaction with the object.
These changes only depend on Green’s tensor S(r0, r0, ω0), which expresses
the electrodynamic response of the object4 when it is illuminated by a dipole
placed at r0.

5.8.4 Link with the Quantum Approach

Equations (5.37) and (5.38) were obtained from a classical model. This raises
the question of the validity of these results, given that radiative emissions
(spontaneous emission) from an atom are generally tackled using quantum
theory.

In the framework of quantum physics, the equivalent of the classical emis-
sion rate that we have introduced above is the spontaneous emission rate. For
a two-level atom with ground state |a〉 and excited state |b〉, the spontaneous
emission rate due to coupling with a monochromatic electromagnetic field of
frequency ω0 is calculated using perturbation theory and Fermi’s golden rule.
A summary of this calculation can be found in [17]. For an atom in free space
(vacuum), we obtain
4 More precisely, S is the modification of the empty-space Green tensor due to the

presence of the object.



5 Near-Field Optics: From Experiment to Theory 151

Γ b→a
0 =

4ω3
0

3�c3
|〈a|p|b〉|2 , (5.39)

where 〈a|p|b〉 is the matrix element of the electric dipole moment operator
between states |a〉 and |b〉. Note that this differs from the classical result
(5.28), in particular, by the presence of Planck’s constant. The spontaneous
emission rate is a purely quantum quantity here. However, when we calculate
the modification in the emission rate due to the presence of an arbitrary object
characterised by Green’s tensor S, we obtain the same expression (5.37) for
the normalised emission rate as we did from the classical calculation. (The
calculation uses Fermi’s golden rule once again. More details can be found
in [17].) We thus find

Γ b→a

Γ b→a
0

∣∣∣∣
quantum

=
Γ

Γ0

∣∣∣∣
classical

. (5.40)

We may conclude that, as far as the normalised emission rate is concerned,
the classical model provides the correct result.

With regard to the frequency shift, (5.38) describes the so-called classical
shift. In the framework of quantum physics, other shifts arise from the coupling
between the atom and electromagnetic fluctuations of the vacuum (see [17]
for a pedagogical account). These frequency shifts of quantum origins may be
greater than the classical shift. The investigation of the frequency shift given
in the classical framework is thus inadequate. We therefore restrict discussion
to the modification of the emission rate in the following.

5.8.5 A Simple Example: Dipole Emission Near a Plane Mirror

The modification in the emission rate of a molecule in the vicinity of a struc-
ture was first demonstrated in the 1970s, in particular, through experiments
by Drexhage (1970). These experiments were then explained, using the classi-
cal theory described above, by Chance, Prock and Silbey [4]. The object here
is a plane metal mirror. Concerning the radiative lifetime, two effects were
demonstrated experimentally and described by the model:

• Far from the plane (in the far field), the normalised lifetime oscillates with
period λ0/2, where λ0 = 2πc/ω0 is the emission wavelength.

• At short distances (in the near field), the lifetime falls off and goes to zero
at contact.

We shall show how the classical model can be used to describe this behaviour,
at least qualitatively.

Consider an atom placed in front of a perfectly conducting metallic plane
(a mirror) denoted by z = 0. We shall calculate the modification in the dipole
emission rate (or the radiative lifetime) induced by the presence of this mirror.
The simplest case corresponds to a dipole oriented parallel to the plane z = 0
and located at a distance d which we suppose first to be large compared with
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the emission wavelength. The mirror has the same effect as an image dipole
of dipole moment −p placed at z = −d. Indeed, this guarantees the boundary
condition whereby the electric field must vanish on the mirror surface. The
local field radiated by the image dipole is then

Eloc(z = d) = −μ0ω
2
0

4π

exp(2ikd)
2d

p , k =
ω0

c
=

2π

λ0
. (5.41)

Substituting this expression into (5.34), we obtain the modification of the
emission rate directly as

Γ

Γ0
= 1 − 3

2
sinc (2kd) , (5.42)

where sinc(x) = sin x/x is the cardinal sine function. This expression is only
valid when d � λ0. It shows that the normalised emission rate (and hence the
lifetime) oscillates as d varies. The oscillations have period λ0/2 and vanish as
d → ∞, whereupon we retrieve the free-space emission rate. Physically, these
oscillations originate in interference between the field emitted by the dipole
and the field reflected by the mirror. Note in particular that the emission rate
can be greater or less than its free-space value, depending on the distance d.
This result explains qualitatively the experimentally observed behaviour at
large distances [4].

At shorter distances (in the near-field region of the mirror), the experiment
shows that the lifetime tends to zero. The interaction of the emitting dipole
with the mirror can still be replaced by the interaction between this dipole
and its image located at z = −d. However, in this case, we retain only the
near-field (quasi-static) term in the reflected field. The method then closely
resembles the one discussed in Sect. 5.3.2. The short-distance behaviour is
recovered qualitatively and we shall not give the details of this calculation
in the case of the plane mirror (but see [4, 17]). However, the more general
problem of the interaction between an emitting dipole and another dipole in
the near field will be the subject of the next section. The case of the plane
mirror, in which the second dipole is the image of the first, can then be deduced
as a special case.

5.8.6 Dipole Emission Near a Nanoparticle.
Radiative and Non-Radiative Coupling

The interaction between an atom and a metallic or dielectric nanoparticle
lies at the heart of many applications of nano-optics, e.g., single-molecule
spectroscopy by local probe microscopy, subwavelength guiding of light by
metal nanoparticles, recognition of adsorbed molecules on resonant dielectric
particles, etc. In order to obtain a first glimpse of the modifications to the
radiative behaviour of an atom in close proximity to a nanoparticle, it is
useful to consider the simple case of a particle which is itself behaving as an
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Atom

Particle

r

Fig. 5.17. Dipole emission in the vicinity of a nanoparticle. The radiation at the
point r contains two contributions: one direct, the other passing via the particle

electric dipole (induced by the external field). This occurs when the radius a
of the particle satisfies a 
 λ0 and a < l, where l is the distance between the
atom and the surface of the particle.

In this section, we calculate the modification in the emission rate due
to the presence of the particle. We also discuss the effects of scattering and
absorption by the particle of the field emitted by the atom, i.e., radiative and
non-radiative coupling, respectively.

Suppose the atom is placed at r0 and the particle is centered at rp. As we
have seen, the emission rate calculation depends on knowing Green’s tensor
in the presence of the particle [see (5.37)]. The field radiated by a point dipole
placed at r0 contains two contributions: direct radiation as in empty space,
and radiation through mediation by the particle, which is polarised and then
itself radiates (see Fig. 5.17).

Denoting the empty-space Green tensor by G0, the total Green tensor is

G(r, r0, ω0) = G0(r, r0, ω0) + G0(r, rp, ω0)α(ω0)ε0G0(rp, r0, ω0) , (5.43)

where α(ω) is the polarisability of the particle, so that the dipole moment
induced by an external field Eext(ω) is given by

pind(ω) = α(ω)ε0Eext(ω) .

For a particle of radius a and dielectric constant ε(ω), the polarisation is given
by [8]

α(ω) =
α0(ω)

1 − ik3/6π α0(ω)
, α0(ω) = 4πa3 ε(ω) − 1

ε(ω) + 2
. (5.44)

In this expression, α0 is the usual Clausius–Mossotti polarisability. The ex-
pression given here has been adjusted to remain consistent with the fact that,
for a non-absorbing particle, i.e., with real ε(ω), the polarisability must nev-
ertheless include a nonzero imaginary part which reflects energy losses due
to scattering. (A plane wave incident on the particle loses energy which is
reradiated by the particle in other directions [8].) In technical terms, one says
that the polarisability must be consistent with the optical theorem which ex-
presses this point mathematically [1]. For a correct treatment of the emission
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Fig. 5.18. Normalised lifetime of an atom in close proximity to a silver nanoparticle
of radius a = 10 nm as a function of the distance z to the centre of the particle.
The emission wavelength is λ = 612 nm. Left : Dipole moment of the atom oriented
perpendicularly to the atom–particle direction. Right : Dipole moment of the atom
pointing towards the particle. Dashed curve: Modification of the lifetime due only
to absorption. At short distances, absorption predominates

rate problem, this correction must be taken into account at the outset, and
this is why we have mentioned it. However, this rather technical point is not
a fundamental issue in the present approach. Moreover, for an absorbing par-
ticle, e.g., a metal particle, the relation α ≈ α0 is in practice a very good
approximation.

The empty-space Green tensor follows directly from the expression (5.22)
for the field radiated into the vacuum by the dipole. We obtain

G0(r, r′, ω0) =
k2

4πε0

exp(ikR)
R

[
I − uu −

(
1

ikR
+

1
k2R2

)
(I − 3uu)

]
,

(5.45)

where the tensor uu is such that (uu)p = (p · u)u and R = |r − r′|. Finally,
the expression for the tensor S = G − G0, which is the modification of the
Green tensor induced by the presence of the particle, follows from (5.43) and
(5.45):

S(r0, r0, ω0) = α(ω0)ε0G0(r0, rp, ω0)G0(rp, r0, ω0) . (5.46)

Substituting this expression into (5.37), we obtain the normalised emission
rate, and hence the modification in the lifetime. An example is shown in
Fig. 5.18. The atom emits at wavelength λ0 = 612 nm and is situated at a
distance z from a silver nanoparticle of radius a = 10 nm. The graphs show
the normalised lifetime τ/τ0 = (Γ/Γ0)−1 as a function of the distance z for
two orientations of the dipole moment p of the atom.

We observe that, at short distances, the lifetime falls off sharply and ends
up going to zero at contact. This reduction in the lifetime, which corresponds
to an increase in the emission rate, can be attributed to two physical causes:
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• When the atom emits alone in empty space, part of the emitted field is
non-propagative and remains confined in the vicinity of the atom. [This
field corresponds to the terms going as r−2 and r−3 in the dipole field
of (5.22).] When it emits near the particle, part of this non-propagating
field is converted to a propagating field by coupling with the particle. The
atom thus loses more power by radiation into the far field and its radiative
lifetime is reduced. One then speaks of radiative coupling.

• Part of the radiation emitted by the atom is absorbed by the particle when
it is made from some material absorbing at the emission wavelength λ0.
The presence of absorption creates a new way for the atom to lose power,
and this also tends to diminish its radiative lifetime. In this case, the lost
energy is not radiated into the far field, but is transformed into heat energy
in the particle. One then speaks of non-radiative coupling.

In the model used here, it is easy to carry out separate calculations of the mod-
ifications to the emission rate due to the two types of coupling. In Fig. 5.18,
the modification due to non-radiative (absorptive) coupling is shown by the
dashed curve. We may observe that, at short distances, it is non-radiative cou-
pling that dominates. Moreover, for a given distance, the relative weights of
radiative and non-radiative coupling depend on the orientation of the emitting
dipole moment.

This simple example illustrates the main features of dipole emission in
the vicinity of a nanostructure: the simultaneous existence of radiative and
non-radiative coupling, whose relative weights depend on the distance and
orientation of the transition dipole moment of the atom, with non-radiative
coupling dominating at short distances. It is these features that make the
observation of fluorescence from single atoms and molecules a complex and
attractive field of study in near-field optical microscopy, both experimentally
and from a modelling point of view (see, for example, [14] and Chaps. 12 and
13 of [15]).
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6

Emerging Nanolithographic Methods

Y. Chen and A. Pépin

In parallel with the techniques discussed in earlier chapters, several novel,
lower cost methods have been developed to provide easier and faster access to
the various fields of nanoscience and nanotechnology. This chapter explains
the basic principles, performance and fields of application of these emerging
methods.

6.1 Introduction

Today, the microelectronics industry can produce transistors with features of
critical size close to 100 nm on 8-inch wafers. By developing new lithographic
methods, such as extreme UV lithography, it will be possible to achieve a
critical dimension around 20 nm [35]. To reach still smaller sizes, a further
technological breakthrough will be required.

Nanolithography also plays a key part in fundamental research and many
areas of industry [7]. The problem is that the methods developed by the elec-
tronics industry are often largely inaccessible to research and development
teams. This explains the growing interest in cheaper and more flexible meth-
ods, as provided by certain emerging nanolithographic methods. These are
not based on the conventional use of UV or X-ray photons, or charged parti-
cles such as electrons or ions, because the aim is to avoid all the problems of
diffraction or scattering. Instead, they use moulding or casting to form high
resolution surface patterns on a substrate. The problem of diffraction or scat-
tering usually encountered in conventional lithography will not be an issue
and the resolution of all emerging nanolithographic methods is potentially
extremely high.

In this chapter, we shall examine several examples of these methods:
nanoimprint lithography, nanoembossing, soft lithography, and near-field
lithography. We shall also consider the fields of applications of these methods.
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Fig. 6.1. Nanoimprint lithography: the imprint stage consists in moulding a polymer
layer deposited on a substrate; the etch stage removes the residual polymer layer
right down to the substrate to create a suitable profile for pattern transfer. The
transfer method generally known as lift-off, commonly used in research laboratories,
is also illustrated

6.2 Nanoimprint Lithography

Nanoimprint lithography is a two-step process (see Fig. 6.1):

• patterns are stamped using a mould on a polymer (resist) layer deposited
on the substrate;

• the resist relief pattern stamped onto the polymer is treated by reactive
ion etching (RIE) until its recessed areas are all removed.

The final profile of the polymer resist is perfectly comparable with results
obtained by other more conventional lithographic methods. This makes nano-
imprint lithography compatible with transfer methods commonly used in
research establishments. Figure 6.1 also shows the transfer method known
as lift-off, as an example. A metal film is deposited and the resist is then
dissolved, leaving a very high resolution metal pattern on the substrate.

Nanoimprint lithography was first suggested by S.Y. Chou in 1995 [12,13].
It soon became a standard technique by virtue of its very high resolution and
its aptitude for high throughput production. Moreover, this is a simple and
cheap method, easy to implement, accessible and applicable in a wide range
of situations.

The mould is typically produced by electron beam lithography on a silicon
oxide substrate, followed by reactive ion etching (RIE) or electrodeposition
[12, 19]. To facilitate separation after moulding, the mould surface can be
modified by an anti-adhesive treatment.

Thermoplastic polymers such as polymethylmethacrylate (PMMA) or
polycarbonate (PC) are often used as imprint resists. The polymer is first
dissolved in a solvent, then deposited on the substrate by centrifugation using
a spin coater. A soft bake, well above the glass transition temperature Tg of
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the polymer, serves to evaporate the solvent. Imprinting is also carried out at
a temperature above Tg, at a pressure of a few tens of bar for PMMA, during
several minutes. Finally, the system is cooled whilst maintaining the pressure.
Once the temperature has fallen below Tg, the pressure is released and the
mould separated from the sample (stage 1 in Fig. 6.1). The relief imprinted in
the polymer layer is then transferred to the substrate by RIE, whereupon the
residual layer can be removed (stage 2 in Fig. 6.1).

At first sight, the initial step in the process of nanoimprint lithography
would appear very similar to the technique of hot embossing, i.e., a poly-
mer layer is thermally deformed using a rigid mould. However, the very small
feature sizes to be imprinted and the difficulties related to the material trans-
portation of a viscous polymer in a very restricted space imply exceptional rhe-
ological conditions. A fundamental understanding of these phenomena would
be extremely useful, but little progress has yet been made with this problem.
In practice, an empirical approach provides quick answers to the question of
which imprinting parameters to adopt.

A thermoplastic polymer becomes soft and melts above Tg, with a very
low Young’s modulus. Cooling below Tg then fixes the applied deformation,
maintaining the shape imposed at the higher temperature. When a polymer
has melted, it can be considered as a perfectly viscous fluid [24]. The deforma-
tion rate is thus proportional to the shear stress or the applied pressure, and
inversely proportional to the viscosity η of the fluid. Now η and Tg increase
with the molecular weight of the polymer. It is therefore better to use poly-
mers with low molecular weight. Note that the viscosity of a polymer is highly
sensitive to the temperature. At sufficiently high temperatures, the viscosity
begins to decrease exponentially with the temperature. One therefore works
at the highest possible temperature at which the polymer does not actually
decompose.

The moulding stage of nanoimprint lithography moves polymer around
from one place to another. It is clear that the imprinting speed can be in-
creased if the displacement of polymer is limited. Moreover, it is also useful to
minimise the residual thickness hc remaining at the end of the imprint stage,
so that the RIE transfer does not significantly alter the imprinted relief (see
Fig. 6.2). Neglecting the change in volume of the polymer, the conservation of
matter can be expressed by a relationship between the thickness hm of mould
features (the depth of features etched into the mould), the initial polymer
thickness hi, and the residual thickness hc of those features cleared out of
the polymer. In the case of periodic structures, this requires the relationship
hi = hc + fhm, where the factor f is the ratio between the etched area of
the mould and the total area of the mould, i.e., the etched proportion of the
mould surface [9].

This equation represents the condition for an optimal imprint. When the
polymer thickness h under the protruding features of the mould is greater
than hc, the cavities in the mould will not be completely filled up. When
h ≤ hc, the cavities are completely filled and deformation becomes very slow,
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Fig. 6.2. Three imprint regimes: (1) incomplete moulding, (2) optimal moulding,
(3) over-moulding (mould forced down too far). In order to work in the second
regime, the right relationship must be found between the depth hm of the mould
features, the initial thickness hi of the polymer, and the residual thickness hc of
those features that have been cleared out. In the case of periodic structures, for
example, the factor f represents the ratio between the area of the etched part and
the total area of the mould

because the matter under the mould must now be forced out at the sides of
the mould. With hm = 150 nm and hc = 20 nm, we obtain hi = 95 nm for a
line grid, 140 nm for a dot array, and 50 nm for a hole array. It is clear that
the initial thickness of polymer that should be deposited depends sensitively
on the types of pattern to be imprinted. For arrays of different dimensions
or different geometries, one must choose the greatest value of f for a perfect
imprint. However, it is desirable to distribute the features uniformly over the
whole surface of the mould, keeping the spacings large enough to serve as
reservoir zones.

The minimum feature size that can be achieved by nanoimprint lithogra-
phy should be much smaller than the molecular size of the polymer, and on this
scale, the rheological behaviour can be very different from what is observed
on a macroscopic scale. Recall that a polymer is a macromolecule made up of
a set of identical molecular chains in different conformations. If the polymer
is considered as a random coil, its radius of gyration Rg can be significantly
greater than the dimensions of the features to be imprinted. A theoretical
study is therefore in order. Experimentally, the nanoimprint processes have
been studied by considering a number of factors including mould fabrication,
choice of polymer, temperature, pressure and duration of moulding, and etch
parameters as well as specifications of various applications [25].

In nanoimprint lithography, the thickness of imprinted features is very
limited when high resolution is required. In order to obtain a high aspect
ratio, i.e., the ratio between the thickness and the width of a feature, a new
process has been developed involving three layers (see Fig. 6.3). An upper
layer of PMMA is imprinted and the pattern transferred by RIE onto a lower
supporting layer (e.g., PMGI) which is heat stable at the imprint temperature,
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Fig. 6.3. Three-layer nanoimprint process invented to obtain high aspect ratios.
Fabrication consists in imprinting the upper layer (PMMA), then transferring im-
printed features by RIE to the relatively thick underlying resist layer (in this case,
PMGI), which is heat stable at the imprint temperature, via a thin intermediate
metal film (here, Ge)

a. b.

Fig. 6.4. Dot array with period 100 nm, obtained by trilayer nanoimprint before
(a) and after (b) the metal (Ni) lift-off stage

via a thin intermediate metal film (e.g., Ge). With this trilayer process, the
following has been achieved:

• routine fabrication of dot arrays with period 100 nm (see Fig. 6.4),
• critical size control close to 10 nm,
• lines etched in silicon (Si) with widths below 10 nm (see Fig. 6.5),
• imprinting at room temperature and/or at low pressure,
• pattern transfer for a variety of applications (see Sect. 6.3).

Furthermore, the homogeneity of the imprint has been demonstrated on a
4-inch wafer, and the pattern positioning accuracy was better than 30 nm for
an area of 30 × 30mm2 [25].

This method of nanoimprint lithography has a potentially very high
throughput, since it is a parallel process. However, owing to the heating and
cooling stages, the total imprint time easily exceeds a few minutes, well outside
the standards required by the world of industry. To speed up the replication
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process, another technique has been proposed, i.e., UV-assisted nanoimprint
lithography, which consists in moulding, at room temperature and low pres-
sure, a viscous solution of monomer and catalyst mixture, and then solidifying
it under UV irradiation through a transparent template. We shall discuss this
method in the next section.

Finally, the fine alignment of nanoimprint lithography is one of the most
critical issues for multilevel device fabrication. By using an optical aligner,
an alignment accuracy of the order of 1 μm has been obtained [47], but it is
difficult to reach a much higher alignment accuracy because of the difficulties
of high temperature and high pressure resist processing. In practice, fabri-
cation of multilevel components can be achieved by combining nanoimprint
lithography for the most critical level and optical lithography for other levels.

6.3 Applications of Nanoimprint Lithography

The field of application of nanoimprint lithography covers almost all areas
requiring high-resolution lithography. We shall discuss various examples in
this section.

6.3.1 Microelectronics

S.Y. Chou and coworkers were soon able to fabricate MOSFET transistors
by nanoimprint lithography and RIE on an SOI layer (silicon-on-insulator)
[15]. More recently, high-frequency low-noise transistors have been made
by imprinting T-shaped gates, followed by electrodeposition or lift-off, on
GaAs/AlGaAs heterostructures [7]. Combining nanoimprinting with optical

Fig. 6.5. Array of silicon lines with width less than 10 nm, obtained by nanoimprint
lithography and reactive ion etching of an SOI substrate
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lithography, Förchel and coworkers in Germany have made quantum dot tran-
sistors [26]. By virtue of the simple way it creates structures, nanoimprinting
has also been used recently to fabricate organic transistors [1] and high-density
molecular memories [9]. Figure 6.5 shows an Si line array in which the lines
have widths less than 10 nm, made by nanoimprinting and etching an SOI
substrate. With these very fine lines, it should be possible to make extremely
high performance Si transistors.

6.3.2 Nanomagnetism

Historically, nanoimprint lithography arose from research into new ways of fab-
ricating magnetic disks from nickel columns in a silicon matrix [14]. Nanoim-
printing is used to define patterns on a silicon substrate. After imprinting, a
thin metal film is deposited on the upper surface of the resist (oblique angle
deposition), followed by RIE of the silicon and an electrolytic deposition. The
process ends with chemomechanical polishing, leaving a plane surface covered
with high density magnetic structures [22]. Nanoimprinting has also been used
to fabricate spin-valve structures [21], emphasising the crucial importance of
the lift-off parameters and the RIE during the pattern transfer stage. By using
nanoimprinting followed by lift-off, several types of nanostructure have been
studied in detail: multilayer Pt/Co dots magnetised perpendicularly to the
plane, magnetic dots and rings of polycrystalline cobalt magnetised parallel to
the plane, with different lateral sizes, thicknesses, and spacings [9]. Figure 6.6
shows an atomic force microscopy (AFM) image (left) and a magnetic force
microscopy (MFM) image (right) of a magnetic dot (Co) array with period

Fig. 6.6. Array of magnetic dots (Co) with period 60 nm (storage density 180
Gbit/in2), made by nanoimprint lithography and lift-off. Left : Atomic force mi-
croscopy (AFM) image. Right : Magnetic force microscopy (MFM) image. Courtesy
of B. Diény, CEA, Grenoble
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Fig. 6.7. Graphite-type array on a polymer layer, for use as an etch mask for the
underlying substrate in order to obtain functional photonic crystals

60 nm made by nanoimprint lithography and lift-off [31]. More recently, the
IBM team at Almaden has produced magnetic nanostructures with period
100 nm over a large area by UV nanoimprinting with a flexible template [27].

6.3.3 Nano-Optics

Much has been achieved in this field for passive and active optical devices.
Examples are the fabrication of metal–semiconductor–metal photodetectors,
grating polarisers with period 190 nm, waveguide polarisers, planar resonators,
infrared filters, photonic crystals, and antireflective layers [38]. Nanoimprint-
ing can also be used to introduce spontaneous anisotropy of molecules or
chromophores during imprinting [42]. Patterns have been replicated on a nano-
compact disk with a density of 400 Gbit/in2 by nanoimprinting without [23]
and with [39] UV irradiation. Active optical devices have been fabricated by
directly moulding diffraction gratings into a polymer layer and then depositing
dye molecules on them, or directly moulding a polymer layer already doped
with emissive molecules. More recently, a feasibility study has been carried out
concerning the fabrication of high density organic light-emitting arrays [11].
Finally, nanoimprint lithography seems to be a viable technique for dupli-
cating photonic crystals, optical nanostructures widely considered to be the
building blocks for a new optics. Figure 6.7 shows a graphite array fabricated
in a polymer layer, which can be used as a mask for etching the underlying
substrate to obtain GaAs photonic crystals, for example.
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Fig. 6.8. Nanopillar array integrated into a microfluidic channel to improve the
separation of DNA molecules by capillary electrophoresis on a chip

6.3.4 Chemistry and Biology

Nanoimprint lithography has also been used in several applications to chem-
istry and biology [32]:

• selective modification of the surface properties of a substrate by silanisa-
tion [34],

• the fabrication of biosensors in the form of a high density interdigital
electrode array [30],

• the fabrication of nanostructures for separating DNA on a microfluidic
chip [32].

The duplication of nanostructures for sorting DNA molecules is of special
interest to biologists. Figure 6.8 shows an array of nanopillars integrated into
a microfluidic channel, made by nanoimprint and RIE on a silicon oxide wafer.
Combining nanoimprint lithography with a grazing-incidence deposition of
silicon, Chou and coworkers have obtained nanochannels of various dimensions
[4]. By controlling the angle and thickness of the deposit, channels as small
as 10 nm have been achieved. Another example is the fabrication of a surface
with topography designed to carry out cell engineering [45]. It has been shown
that cells start to grow along the edges of etched structures and do not adhere
on a surface very densely covered with pillars, a situation which may prove
useful for the repair of tendon tissues.

Generally speaking, nanoimprint lithography is very useful when fabrica-
tion involves the reproduction of nanostructures over a large area but without
requiring too high a level of complexity, e.g., accurate alignment.
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6.4 UV Nanoimprint Lithography (UV-NIL)

UV nanoimprint lithography consists in moulding at room temperature a vis-
cous pre-polymer made of a monomer (or pre-polymer) and catalyser mixture,
and then photopolymerising it, i.e., solidifying it under UV irradiation through
a transparent template (see Fig. 6.9a). The first experiment to achieve gen-
uine nanoscale resolution was published by Haisma and coworkers in 1996 [20].
The advantage of this technique lies in the fact that it works at room tempera-
ture and low pressure using a quartz template. It also offers a high duplication
rate (high throughput) and the possibility of high precision alignment.

C.G. Wilson and team at the University of Texas (Austin) used the same
basic idea to develop a new process called step-and-flash [17]. In this process,
a small template is used to pattern a large-area wafer. The template is first
brought down towards the silicon wafer at a well-defined location. The mix-
ture of monomer solution and catalyst is injected into the space between the
template and the wafer. The solution spreads out due to capillary forces (sur-
face tension). A slight pressure is applied and the part of the solution situated
under the template is polymerised locally by UV irradiation. This process is
repeated over the whole wafer to obtain a homogeneous imprint on the sur-
face. After imprinting, the residual polymer layer is removed by RIE and the
ensuing process is similar to thermal nanoimprint lithography. Resolutions
better than 100 nm have been obtained in this way over a large area.

Compared with standard nanoimprint lithography, UV imprinting can be
carried out at room temperature and lower pressures (of the order of 1 bar).
It has also been demonstrated that this technique can be used to imprint the
same patterns at different positions on a silicon wafer, which is extremely use-
ful for the purposes of mass production. Another advantage with this method
is that the template is self-cleaning by virtue of the photopolymerisation
process at each imprint step [18].

H. Kurz and coworkers at the University of Aix-la-Chapelle in Germany [3]
has investigated another process using a sol–gel resist of very low viscosity.
In order to improve separation of the template and sample, 1–2% of fluori-
nated molecules were added, thereby allowing homogeneous patterning over
a large area. To achieve this, semi-rigid transparent templates can be used,
consisting in a top imaging layer, an elastomeric buffer layer allowing large
area conformability, and a quartz carrier.

The UV imprint process can also be improved by considering new tem-
plate configurations. One such configuration consists of a top imaging layer
on which the non-etched surface is coated with a thin absorbing film, i.e., a
material absorbing UV radiation, such as a metal (see Fig. 6.9b). A mask of
this kind can be used to form a near-field image with good optical contrast
around etched features, and hence to replicate features as small as 50 nm by
a photopolymerisation process [6].
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Fig. 6.9. UV nanoimprint lithography: (a) with an etched quartz template, lead-
ing to photopolymerisation of the monomer everywhere beneath the template; (b)
with a quartz template partially coated with a metal film, resulting in a partial
polymerisation making it easier to remove the non-polymerised part
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Fig. 6.10. Nanoembossing process using pellets of a thermoplastic polymer and a
high resolution etched silicon mould

6.5 Nanoembossing

Nanoembossing is a technique for forming nanostructures on the surface of a
bulk material. It can be used to make functional nanostructures or all-plastic
devices. Three approaches have been studied:

• direct imprint on the surface of a plastic wafer [2] at a temperature below
Tg and a relatively high pressure so as not to melt the wafer;

• imprint of nanostructures on a polymer film deposited on a rigid substrate,
without a subsequent etching stage;

• compression of thermoplastic polymer pellets at a temperature above Tg

to form a nanopatterned wafer.
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Figure 6.10 illustrates the basic idea underlying the latter technique. A mould
is first fabricated in Si by electron beam lithography and RIE. Several plastic
pellets are placed between the mould and a planar Si wafer. This sandwich is
then positioned between the two hot plates of a press. When the temperature
goes above Tg for the polymer, a high enough pressure is applied to compress
the melted pellets. After cooling below Tg, the imprinted plastic sheet is de-
tached from the mould. This method is very low cost and very high resolution,
since it uses pellets melted in the same way as in injection moulding and an
Si mould etched on the nanoscale as in nanoimprint lithography.

Whatever the size and geometry of pattern features, nanoembossing can
reproduce them to high accuracy. In particular, it can be used to make deep
microchannels and shallow nanostructures in a single step. To obtain struc-
tures combined on a single Si mould, a new two-step process (optical lithog-
raphy and electron lithography) has been developed. Optical lithography has
been used to expose a thick resist (commercially available SU-8), with thick-
ness 10 μm, using a mask defining microfluidic channels. After development,
the patterns in the SU-8 are used as a mask to etch the Si by RIE with a fluo-
rinated plasma (SF6). Shallow nanostructures have been obtained by electron
beam lithography, followed by lift-off (Ni) and RIE [37].

Nanoembossing has been investigated using different types of polymer. For
PMMA, the embossing temperature has been fixed at 180◦C, as for nanoim-
print lithography. To obtain a thin sheet (∼ 100 μm) with diameter 2 to 3
inches, 4 or 5 PMMA pellets is sufficient. To obtain thicker wafers, a metal
frame has been used to confine the pellets laterally. Figures 6.11a and b show a
microfluidic channel 10 μm deep and a nanostructure array with period 300 nm
integrated into the channel, designed to separate DNA or protein molecules by
capillary electrophoresis. A critical stage occurs when this kind of microchan-
nel is closed. It is important to seal the system whilst being careful not to
block the nanopatterned channel. After studying several bonding methods,
thermal bonding turned out to be the best solution. This involves pressing
together two plastic wafers with a low pressure at a temperature close to Tg

for the polymer.
Plastic materials are used because of their low cost and biocompatibility.

Nanoembossing has a wide field of application, ranging from the fabrication
of diffracting optical elements to microfluidic devices. All-plastic microfluidic
systems can be fabricated at relatively low costs and with nanoscale resolution
using this technique. It is also suitable for making hybrid devices with various
functionalities. Regarding the medium and long term prospects, it should be
possible to make active elements for mechanics, optics and electronics based
on nanoembossing of polymers with novel characteristics.

Nanoembossing can be used to pattern other types of material. For exam-
ple, Chou and coworkers have recently been able to imprint nanostructures
directly onto a silicon wafer [16]. To do so, they melt a thin film of Si on the
surface of a wafer by shining an excimer laser through a quartz template. A
single 20-ns laser pulse suffices to melt the Si to a depth of several hundred
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Fig. 6.11. Microchannel (left) and nanostructures (right) made by nanoembossing
with PMMA pellets and an etched silicon mould

nanometers. Under pressure, the melted Si, in the liquid state, is easy to
shape. After the pulse, the melted Si solidifies very quickly, leaving a perfect
copy of the pattern on the template. The whole process, including heating,
stamping and cooling, only takes 250 ns. To illustrate the duplication capa-
bilities of this method, an etched grating of period 300 nm and depth 110 nm
has been stamped, accurately reproducing features down to 10 nm. The same
embossing process has been used to stamp large slabs and thin films of poly-
crystalline Si deposited on an Si substrate coated with a 200-nm silica layer,
as well as metal films [16]. Naturally, this innovation has inspired a great deal
of interest in the nanoembossing technique.

6.6 Soft Lithography

Soft lithography covers a range of techniques initially proposed by G.M.
Whitesides at the beginning of the 1990s. These techniques are based on
the use of an elastomer, polydimethylsiloxane (PDMS), as a mould or ink
stamp [32, 43, 46]. PDMS is a silicone oil polymer formed by repetition of
the monomer –OSi(CH3)2O–, used commercially to produce flexible contact
lenses, among other things. This type of polymer material is commonly re-
ferred to as soft matter.

To produce a replica in PDMS by soft lithography, the first step is to make
an initial mould, or master, out of a resist or some rigid material, such as sili-
con or a metal. When nanoscale resolution is required, this master is fabricated
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by some form of high resolution lithography, such as electron beam lithogra-
phy and reactive ion etch techniques. A liquid mixture of two commercially
available components is then poured onto the master: one is a chemical precur-
sor of PDMS and the other a crosslinking catalyst which favours crosslinking
between molecules. This reaction is accelerated by heating, typically for one
hour at 80◦C, and the solidified elastomer is then detached from the mould
(see stage 1 of Fig. 6.12). To facilitate separation after moulding, the mould
surface can be given a preliminary anti-adhesive treatment. The degree of
crosslinking and elastic properties of the PDMS, such as its Young’s modulus,
can be adjusted by modifying the initial proportions of the two components
and/or by adding specific chemical agents to the mixture. PDMS is optically
transparent, chemically inert and mechanically deformable. Applications of
PDMS-based soft lithography include [44]:

• microcontact printing,
• moulding resist patterns using capillary forces,
• transplantation of matter or deposition of (bio)molecules via cavities in

the mould,
• fabrication of microfluidic devices.

In particular, microcontact printing (or stamping) can be used to print
nanoscale patterns onto a solid surface (see stage 2 of Fig. 6.12). The pat-
terned PDMS stamp is dipped into a solution of organic molecules, e.g., thiols
in ethanol. It is then applied to a gold film deposited on a substrate. The
sulfur-bearing extremities of the thiols allow them to adsorb onto the gold,
whereupon they form a self-assembled monolayer reproducing the pattern on
the PDMS stamp. The regions that have come into contact with the stamp
are protected by the thiol monolayer and resist wet chemical etching, so that
the pattern can be transferred to the gold film, then to the substrate, if nec-
essary. By first depositing a resist layer, e.g., PMMA, between the substrate
and the gold film, the microcontact printing method can be made compatible
with standard lithographic processes, since a simple RIE of the PMMA using
the chemically etched gold patterns as mask can create resist profiles that are
perfectly suited to the lift-off process.

The main advantage of microcontact printing is the possibility of pattern-
ing large areas in a single step by means of a large stamp, or indeed a rotating
stamp. Moreover, as these flexible stamps can deform to fit the substrate
topography, this technique can also be used to pattern curved surfaces. Other
organic molecules than the thiols, e.g., trichlorosilanes, proteins, etc., can be
stamped onto different surfaces, e.g., silicon oxide, glass, polymers. Although
this moulding technique can reproduce features of the PDMS replica with
an accuracy of a few nanometers, the resolution obtained by microcontact
printing is limited by diffusion of the printed molecules, both before and after
contact (the ink tends to run), but also by the deformation and distortion
suffered by the elastomeric stamp. However, resolutions of 50 nm have been
achieved in optimal inking conditions [28].
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Fig. 6.12. Soft lithography (stage 1) and microcontact printing (stage 2). Soft
lithography consists in polymerising a mixture of a monomer and a catalyst in a
master at a temperature of ∼ 80◦C for one hour. After separation, the solidified
elastomer can be used as an ink stamp to transfer self-assembled molecules onto a
substrate. The pattern is then transferred onto the substrate by chemical etching

This low cost micro/nano-printing technique has a wide field of applica-
tions, notably in biochemistry and biology. For instance, it has recently been
used to deposit an array of single proteins with 80-nm resolution, using a
PDMS stamp with high Young’s modulus, hence rather rigid [28]. However,
as for nanoimprint lithography, it remains a challenge to use this method to
make complex devices requiring high-precision alignment between successive
lithographic levels, as happens in the production of microelectronic circuits.

The moulding of resist structures via capillary forces can also be used to
define structures with resolutions of the order of 10 nm. The PDMS stamp is
then placed on a rigid surface and a liquid polymer enters the cavities of the
mould by capillary forces (surface tension). The polymer subsequently solidi-
fies according to the mould patterns. The channels thereby formed, known as
microfluidic networks, can also be used for local deposition of molecules such
as proteins, or certain catalysts and chemical reagents.

Due to its low cost, simplicity, rapidity, and the properties of PDMS,
the fabrication of microfluidic devices by soft lithography is now widespread.
The most common approach is to mould the microchannels in a layer of
PDMS using a micron-scale resist mould obtained by conventional optical
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Fig. 6.13. Multilevel microfluidic device made from PDMS using soft lithography.
The device integrates microchannels, micropumps, microvalves and connecting ele-
ments for applications in cell and molecular biology

lithography. The PDMS layer is subsequently pierced with a needle at the ap-
propriate points so that liquids can be injected into the channels. The device
is then sealed against a glass plate after an oxygen plasma surface treatment,
to form a microfluidic circuit. This method can be used as a quick way of
carrying out biochemical analyses like capillary electrophoresis.

Nanochannels can be obtained using moulds with nanoscale resolution.
Multilayer devices containing several levels of channels – either independent
or connected together to form a 3D fluid network – can also be fabricated quite
simply by preparing several PDMS replicas separately and then superposing
them on a glass plate. S.R. Quake and coworkers at Caltech have developed
a novel multilayer process exploiting the deformation properties of PDMS
and a crisscross architecture of channels on two levels separated by a thin
PDMS membrane that can easily be deformed with pressure to close one of
the channels. This provides a simple way to make high performance pneumatic
microvalves and micropumps (see Fig. 6.13) [40]. These microfluidic devices
have already proved their efficacity for sorting and handling cells, sorting DNA
molecules, parallel crystallisation of proteins and other functions. However,
the fabrication of nanoscale elements using this process is still under study.

Finally, by combining soft lithography with other nanofabrication meth-
ods, either conventional or non-standard, other functional units have been
devised for use in both fundamental and applied research.

6.7 Near-Field Lithography

Among the non-standard replication methods, it is worth mentioning near-
field optical lithography, which consists in exposing a thin film of resist
through a mask in perfect contact with the substrate. Traditionally, contact
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optical lithography uses quartz masks and perfect contact is frustrated by
the rigidity of both mask and substrate (Si). By approaching perfect contact,
masks made from PDMS or some other deformable configuration are able to
achieve resolutions of around 100 nm by optical lithography. Indeed, by us-
ing a totally transparent PDMS mask (without absorbers), the phase effect
leads to the formation of near-field images with an optical contrast that is
sufficient to expose a thin resist layer [33]. This method has been improved
by the IBM group in Zurich by introducing a metal film into the part of
the mask that is not in contact, thereby enhancing the image contrast by
virtue of the coupling between the PDMS structures and the substrate [36].
The advantage with these techniques lies in their simplicity and the flexibility
of mask fabrication. There have been applications in micro-optics [33] and
micromagnetism [9].

Near-field techniques also include those methods wherein a tip is used to
scan a surface, such as scanning tunneling microscopy (STM), atomic force mi-
croscopy (AFM), and scanning near-field optical microscopy (SNOM). These
techniques are described in detail in Chaps. 3–5, so we shall only mention their
applications to nanofabrication very briefly here. Using the tunnel current be-
tween an STM tip and the substrate, a very small amount of matter can be
deposited on the substrate, or the substrate can be etched locally. Many ex-
periments have been carried out under a wide range of conditions, e.g., room
temperature, low temperature, ultrahigh vacuum, etc., achieving resolutions
well below 100 nm.

Using a scanning tunneling microscope, it is also possible to displace atoms
one by one to fabricate patterns on a surface and, in certain cases, to design
simple electronic devices involving a single molecule. Given that physical and
chemical properties are quite different on the atomic scale from those ob-
served on the macroscopic scale, many subjects have been tackled, leading to
extremely varied research programmes and applications.

The relatively low write speed of these techniques depends essentially on
the scanning frequency. In order to reach reasonable speeds, an array of tips
operating in parallel is required. The IBM team in Zurich has developed a
technique known as Millipede, which integrates thousands of cantilevers into
the same structure [41]. Each cantilever carries an AFM tip and a pair of
electrodes for positioning it with very great accuracy on the substrate, so
that it can modify the morphology of a polymer layer locally by heating,
making it similar in this respect to nanoimprint lithography. This approach
was originally suggested for high density storage, but it may also be used as
a high resolution lithographic technique when suitably optimised.

Another approach has recently been put forward, known as dip-pen litho-
graphy. This method, which associates AFM and microcontact printing, can
achieve resolutions of the order of 10 nm. The AFM tip is coated with a solu-
tion of organic molecules, usually thiols, which are then deposited locally by
self-assembly on a suitably prepared substrate (gold for thiols) [29].
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6.8 Conclusion

All the alternative nanolithographic methods discussed here aim primarily to
fabricate nanostructures and microsystems at low cost. They are particularly
useful for designing novel functions that are not in competition with more
conventional lithographic methods. These techniques are already widely ac-
cepted in several different fields of research. At the present time, however, it is
difficult to envisage any large scale industrial implementation. This situation
should change as nanolithographic methods become an inescapable feature in
the manufacture of certain products of mass consumption.
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Nanoscale Objects
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Clusters and Colloids

A. Perez, P. Mélinon, J. Lermé, and P.-F. Brevet

The clusters and colloids discussed in this chapter are structures made up of
anything from a few tens to a few thousand or tens of thousands of atoms,
with diameters between 1 and 10 nm, which are intermediate states of matter
between the molecule and the bulk solid. In this nanoscale world, where the
range of interactions is equal to or exceeds the dimensions of the objects,
characterised moreover by a large surface to volume ratio, clusters and colloids
often manifest novel atomic and electronic structures with unique properties.

It was at the beginning of the 1980s that these systems became the subject
of intense study, with the development of supersonic beam techniques capa-
ble of producing any kind of cluster, and the advent of soft chemistry in the
case of colloids. In parallel, progress in nanotechnology had made it possible
to observe and study such small objects, giving a tremendous boost to the
field. On a fundamental level, decisive advances were then achieved in under-
standing the properties of these objects. Examples are provided by quantum
size effects in metals, due to the confinement of electrons in a reduced volume,
and the effects of geometric structures where the atomic arrangement may dif-
fer from the arrangement in the bulk solid and lead to fivefold (icosahedral)
symmetry or cage structures like fullerenes. Electronic, optical and magnetic
properties may also manifest themselves in spectacular ways depending on the
size of the object. For example, surface plasmons confer a different ‘colour’ on
clusters than is observed in larger samples, and magnetic moments can vary
with the size, to the extent that some non-magnetic materials can exhibit a
magnetic moment when the system size decreases far enough. Clusters are
also model systems for tackling the question of fragmentation and phase tran-
sitions on the nanoscale via evaporation studies, fission, and segregation. We
also note the recent interest in the dynamical properties of these tiny systems,
right down to the femtosecond scale. Quite generally, the field of clusters and
colloids provides a good example of how experiment and theory can work
together. In particular, the theoretical aspect has evolved significantly with
recent developments in computer methods and tools which allow scientists to
model realistic systems of ever increasing size.
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In this chapter, we begin by analysing the various parameters and quan-
tities which characterise these kinds of nanoscale objects and condition their
specific properties and structures (Sects. 7.1–7.3). Quantum effects typical of
these nanoscale systems, such as electronic shell and supershell structures and
collective excitation phenomena, are the subject of Sect. 7.4. In Sect. 7.5, we
describe the main preparation methods, physical for clusters and chemical for
colloids. Finally, in Sect. 7.6, we discuss current approaches used to prepare
dense disordered or ordered assemblies of clusters or colloids in order to inves-
tigate their specific collective properties for applications in future very high
density integrated devices (components, sensors, etc.) for electronics, optics,
optoelectronics and magnetism.

For reasons of convenience, we shall often use different terms, sometimes
equivalent, in different contexts to refer to the nanometric configurations dis-
cussed in this chapter. For example, we may speak of clusters or colloids de-
pending on whether the method of preparation is physical or chemical, whilst
the terms nanoparticle, nano-object and nanosystem may be used indiffer-
ently for either clusters or colloids when we wish only to specify the nanoscale
dimensionality of the object.

The appendix at the end of the chapter provides further information about
various aspects of the discussion which can thereby be treated more summarily
in the main text.

7.1 Equilibrium Shape

The key parameter for calculating the equilibrium shape of a cluster is the
cohesive energy of the atoms in a given geometry.

7.1.1 Liquid-Drop Model

A droplet (in this case, a cluster) is made up of N atoms and assumed to
be spherical. It will also be assumed that the cluster comprises only one con-
stituent. As we shall see in Sect. 7.2, the properties of a very small object are
related to its radius of curvature. This model is transposed here from nuclear
physics, where it explains the masses of atomic nuclei, to solid state physics.
It does not allow for the object to have facets (plane faces).

The cohesive energy of the N atoms in this spherical droplet can be written
as a volume term reduced by the excess surface free energy. The surface energy
is the product of the surface tension γ and the area S, bearing in mind that
there is only one constituent, whence

Ecluster = Ebulk − Sγ , (7.1)

where Ebulk is the total cohesive energy in the bulk solid. If ra is the Wigner–
Seitz radius of the atom (v0 = 4πr3

a/3), the area S is
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S = N2/34πr2
a . (7.2)

Normalising, it follows that the energy per atom is

Ecluster

N
= Ecohesive − 4πr2

aγ

N1/3
, (7.3)

where Ecohesive is the cohesive energy per atom in the bulk, i.e., Ecohesive =
Ebulk/N . Given that

N =
d3

(2ra)3
, (7.4)

where d is the diameter of the droplet (d = 2R), we obtain finally

Ecluster

N
= Ecohesive − 6v0γ

d
, (7.5)

where the cohesive energy varies as 1/R.
The difficulty with this model is to estimate the ‘area’ 4πr2

aγ, which re-
quires knowledge of γ. It has been shown that this term has a value of about
0.82 times the bulk term Ecohesive. We thus end up with the empirical formula

Ecluster

N
= Ecohesive(1 − 0.82N−1/3) . (7.6)

We may define a dimensionless parameter Enorm which expresses the ratio of
the droplet energy in relation to the energy in the bulk:

Enorm =
Ecluster

Ebulk
, (7.7)

whence

Enorm = 1 − 0.82N−1/3 . (7.8)

We may now predict structural changes on the basis of a thermodynamic
approach, using the phase diagram. Indeed, according to the drop model, a
pressure is exerted on the cluster, known as the Gibbs pressure, derived from
Laplace’s law. This pressure balances the force exerted on the curved solid:

P =
2γ

R
(7.9)

We shall show later that the melting point decreases as 1/R [see (7.43)]. From
a phenomenological standpoint, a cluster may be considered to have the same
phase diagram as the bulk solid at high pressure (HP) and high temperature
(HT), with a scale factor of 1/R. The observation of these HT–HP phases for
the bulk material provides some clues as to the equilibrium structure of the
cluster. The exact shape of the cluster will then depend on energy criteria and
crystallographic factors.
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Fig. 7.1. Upper : High resolution electron microscope image of a cubo-octahedral
cobalt cluster with hexagonal faces, containing roughly 1 000 atoms [2]. Lower : Rep-
resentation of the same polyhedron

7.1.2 Wulff Polyhedron

A cluster is made by assembling atoms, treated as spheres, with varying levels
of order. This assembly of spheres cannot give rise to another sphere, but in
fact produces a polyhedron that can be characterised by its outer faces. The
shape and nature of the polyhedron depend on the binding energy of the
atoms. In the case of a 3D crystallographic structure, the solution to this
problem is given by the Wulff construction [1]. The construction criterion
satisfies the following rule: if a face is characterised by Miller indices hkl and
has area S, then

γhkl

Rhkl
= const. (7.10)

If there is no anisotropy, as in the drop model, where we have γhklShkl = γS,
we simply obtain

γ

R
= const. (7.11)

This is the equation for a sphere (the droplet) because R must be constant. If
the need for faces is taken into account, the construction becomes much more
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difficult. It is nevertheless possible to estimate the shape of the polyhedron by
means of a simple argument. Consider the face-centered cubic (fcc) structure.
The coordination number of the lattice is 12, i.e., each atom has twelve neigh-
bours. This is the most compact phase with the hexagonal close-packed (hcp)
phase. Two polyhedra are associated with this structure: the Wigner–Seitz
polyhedron (unit cell in the direct space) and its dual (Wigner–Seitz unit cell
in the reciprocal space), known as the first Brillouin zone. The latter is a
cubo-octahedron with hexagonal faces, known as a truncated octahedron, a
semi-regular polyhedron with six square faces (100) and eight hexagonal faces
(111) (see Fig. 7.1).

The (111) faces are the most densely packed with coordination number
equal to nine. The (100) faces have coordination eight. Applying the Wulff
criterion, for the two faces (111) and (100),

γ111

γ100
=

R111

R100
. (7.12)

In the bond cutoff model, characteristic of the Wulff polyhedron, the surface
energy (in J m2) is the product of a binding energy ξ and a density of broken
bonds corresponding to a given face. The only important parameter is thus
the number of atoms per unit area and the type of arrangement. According to
(7.2), the area is a function of the number of atoms and depends only on their
arrangement on the surface. Per unit area, the surface energy will increase
with the number of atoms on this unit area. Introducing the coverage ratio
oc for the surface, the arrangement of atoms on a (111) face is of hexagonal
close-packed type, so that oc = π/

√
12, while for a (100) face it is of ‘square’

type, so that oc = π/4. Hence,

γ111

γ100
=

oc(100)

oc(111)
=

√
3

2
=

R111

R100
. (7.13)

Now, for a cubo-octahedron with hexagonal faces, the ratio of the distances
between the square faces [(100) faces for the crystal] and the hexagonal faces
[(111) faces for the crystal] is

Rhexagon

Rsquare
=

√
3

2
. (7.14)

If the binding energy ξ does not vary much with the type of face, the Wulff
polyhedron will not be far from the cubo-octahedron with hexagonal faces.
Figure 7.1 shows an fcc cobalt cluster with this structure.

7.1.3 Beyond the Wulff Polyhedron

The energy of a cluster can be calculated by ab initio methods, or even by
simple phenomenological methods. In order to approach this subject, let us
consider the various types of chemical binding [3].
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Metallic Binding

The cohesive energy is provided by maximal overlap of atomic orbitals in order
to delocalise the electrons. We outline the two most common models:

• The so-called bond cutoff model used in crystallography. In this model, the
cohesive energy of an atom is proportional to the number of bonds and
hence to the number C of nearest neighbours (the coordination number):

Ecohesive = CEat , (7.15)

where Eat is the binding energy of one atom per coordination. This intu-
itive model overestimates the energy.

• The tight binding model in the second moment approximation (TBSMA)
[4]. The cohesive energy has the form

Ecohesive =
√

C × Eat . (7.16)

One expects the cohesive energy to be maximal when the surface area of
the polyhedron is minimal and one expects the area of each face to be as
densely packed as possible. This is the key property for understanding the
equilibrium shape of small metallic clusters. It remains only to construct a
polyhedron which satisfies this rule. However, there is no simple relationship
between the two conditions. Let us examine each case.

The Most Compact Polyhedron

Just as in the approximation of the Wulff polyhedron, we start from the
fcc structure. The compactness of a polyhedron can be calculated from the
following criterion. Consider a set of points on a polyhedron occupied by some
children. As the school is at the centre of the polyhedron, the problem is to
minimise the mean squared distance that a child must cover to get to school,
which is effectively the calculation of the second moment. Intuitively, it is
clear that the sphere represents the perfect case. The minimum area criterion
can be found in books on topology, tabulated for many different polyhedra.
Figure 7.1 shows only the regular polyhedra and one semi-regular polyhedron,
the Wulff polyhedron. The maximum compactness occurs for the icosahedron.

Close-Packed Faces

The dense packing of faces requires the point group of the polyhedron to be
compatible with the space group of the lattice. Hence, the cube, octahedron,
and truncated octahedron are compatible with the fcc structure. This raises
the following question: is it possible to construct a unique polyhedron with
the most densely packed (111) faces in our face-centered cubic lattice? The
answer is affirmative: this construction leads to the non-truncated octahedron
(see Table 7.1). In the case of the icosahedron, the point group Ih is not
compatible. (Recall that the icosahedron has no translation symmetry and
does not belong to the 230 groups of 3D systems.)
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Table 7.1. Regular polyhedra and cubo-octahedron with hexagonal faces. The sym-
metry group and compactness are indicated. The second moment which characterises
the compactness is normalised with respect to the sphere. A second moment close
to unity implies a compact polyhedron. The formulas used to calculate the second
moment can be found in [5]

Polyhedron Shape Symmetry Compactness Type of face

criterion

Tetrahedron 1.351 (111)

Cube m 3 m 1.083 (100)

Octahedron m 3 m 1.073 (111)

Truncated

octahedron m 3 m 1.020 (111) and (100)

Dodecahedron 5 3 m 1.015 Incompatible

Icosahedron 1.011 Incompatible

Squaring the Circle

Since the dense packing of a polyhedron and the corresponding faces are not
directly correlated, a compromise has to be found. For this purpose, we must
calculate (for example, using the bond cutoff model), the cohesive energy of
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the cluster in order to find the most stable polyhedron. We shall consider just
two polyhedra:

• The octahedron (see Table 7.1), which is not particularly compact but has
close-packed (111) faces.

• The truncated octahedron (Wulff), which is more compact but has less
densely packed (100) faces.

This analysis is then completed by considering special atoms with specific
coordination numbers:

1. atoms belonging to edges,
2. atoms belonging to vertices.

These atoms play a fundamental role in catalytic processes. The coordination
number of each atom can be found in the literature as a function of the number
of atoms in a polyhedron ‘layer by layer’. This layer-by-layer quantification is
clearly explained by the fact that a well-defined number of atoms is required
to construct a homothetic polyhedron. Table 7.2 gives these values for the two
polyhedra.

As in the liquid-drop model, we can introduce the dimensionless parameter
Enorm. We have

Ecluster =
∑

i

i × EatN(i) , (7.17)

where i is the coordination number. The cohesive energy per atom in the solid
(coordination number 12) is

Ecohesive = 12 × EatNT . (7.18)

The energy per atom is then

Enorm =
∑

i

i × EatN(i) × 1
12 × EatNT

=
∑

i i × N(i)

12 × NT
. (7.19)

This can be compared with the value given in the liquid-drop model by (7.8).
The results are shown in Fig. 7.2. The discrepancy is very small. For very
small sizes, the truncated octahedron is the best candidate. From these con-
siderations, we may deduce the following properties:

• The smaller the polyhedron, the lower the mean coordination number and
hence the lower the cohesive energy.

• The energy difference is very low and there will be competition between
different structures with the possibility of phase transitions.

• In nanoclusters, i.e., with fewer than 1 000 atoms, the contribution from
special atoms located on edges and vertices is critical.
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Table 7.2. Number of atoms with coordination number C, for C = 4, 7, 8, 9 and
12 for two types of polyhedron as a function of the total number of atoms in the
cluster. These values are taken from [6]

Octahedron

Layer m 2 3 4 m > 4

Total number of atoms NT 6 19 44 m(2m2 + 1)/3

Number N(4) of atoms 6 6 6 6

with coordination 4

Number N(7) of atoms 0 12 24 12(m − 2)

with coordination 7

Number N(9) of atoms 0 0 8 4(m − 3)(m − 2)

with coordination 9

Number N(12) of atoms 0 1 6 (2m3 − 12m2 + 25m − 18)/3

with coordination 12

Cubo-octahedron

with hexagonal faces

Layer m 2 3 m > 3

Total number of atoms NT 38 201 16m3 − 33m2 + 24m − 6

Number N(6) of atoms 24 24 24

with coordination 6

Number N(7) of atoms 0 36 36(m − 2)

with coordination 7

Number N(8) of atoms 0 6 6(m − 2)2

with coordination 8

Number N(9) of atoms 8 56 8(3m2 − 9m + 7)

with coordination 9

Number N(12) of atoms 6 79 16m3 − 63m2 + 84m − 38

with coordination 12

At this stage in the argument, the following question arises: is it possible to
do better than the truncated octahedron?

The icosahedron, with the most compact shape (see Table 7.1), has two
properties which a priori go against it:

• it has no translation symmetry,
• the point group is Ih.

The first restriction is not fundamental for very small clusters, where the
notion of periodicity has little meaning. The second can be negotiated as
follows. There are three ways to generate an icosahedron:

• The first involves constructing an icosahedron by intersecting a family
of planes of the type (h k 0), where h/k is close to the golden section
o = 1/2 +

√
5/2, in an fcc lattice for example. Since the Miller indices are
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Fig. 7.2. Enorm calculated using three different models. As the number of atoms
increases, Enorm tends to unity, the value in the bulk. It is clear that the energy
decreases very quickly when the size goes below 1 000 atoms

Fig. 7.3. (a) Decahedron constructed from five tetrahedra. (b) Icosahedron con-
structed from twenty tetrahedra. (c) Smallest icosahedron with 13 atoms, compared
with the fcc structure for the same cluster (d)

whole numbers, this is impossible. An approximate solution might be a
family of planes (162 100 0)! This family of planes generates faces that are
not densely packed and hence unfavourable as far as cohesion is concerned.

• The second solution involves constructing an icosahedron out of twenty
judiciously stacked fcc tetrahedra (see Fig. 7.3). This provides a locally fcc
structure with a twinned particle between each tetrahedron. This struc-
ture, known as a multitwinned particle (MTP) structure, is observed in
small clusters. All the faces are close-packed (111) faces. However, an
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absence of translation symmetry must arise here. Indeed, the stack of
twenty tetrahedra cannot fill the whole of space, and an empty space known
as the closing defect is left in the structure. This empty space is in fact
filled by a more or less homogeneous relaxation of the atoms.

• The structure is a true icosahedron with symmetry Ih constructed around a
central atom surrounded by two rings of five atoms (see Fig. 7.3). It can be
shown that this icosahedron is obtained by deforming a cubo-octahedron
with triangular faces. The closing defect is filled by introducing two dis-
tances, one radial and the other tangential. The separation is of the order
of 5%. The reduction in overlap of the orbitals reduces cohesion but re-
mains reasonable for very small dimensions.

The transition from a phase close to the Wulff polyhedron is a characteris-
tic of nanostructures. Care must be taken not to confuse the decahedron and
the icosahedron, both of which are multitwinned fcc structures with fivefold
symmetry. They have been observed by diffraction and high resolution trans-
mission electron microscopy (see Fig. 7.4). The decahedron observed along
the axis of the fivefold symmetry clearly exhibits the five fcc sublattices. The
icosahedron has a globular cluster structure which can only be identified by
image simulation. Most of the observed structures correspond to decahedra.
These structures are in principle less stable, but much easier to observe!

7.1.4 Van der Waals Binding

The van der Waals interaction is important mainly for the noble gases and
assemblies of molecules in which the HOMO–LUMO gap is large, e.g., as-
semblies of fullerenes C60. This is a very short range interaction. Using the
classical approach of the two-body potential, we have in this case the standard
Lennard-Jones potential ESLJ given by

ESLJ = Ecohesive = 2Nε

⎡⎣∑
j

(
σ

pijR

)12

−
∑

j

(
σ

pijR

)6
⎤⎦ , (7.20)

where pijR is the distance from a given atom of the crystal labelled i to any
other atom labelled j referred to the distance R between nearest neighbours.
For the fcc structure, we find the values

∑
j

(
1

pijR

)12

= 12.132 = 20
∑

j

(
1

pijR

)6

= 14.454 . (7.21)

The short range of this interaction validates the maximum compactness crite-
ria discussed in the last section. The noble gases in the fcc bulk phase occur as
icosahedra in small clusters. The icosahedral shape has in fact been observed
in argon clusters.
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Fig. 7.4. Second contrast image of a gold icosahedron (d) observed by very high
resolution microscopy, compared with a decahedron (a) viewed along the axis of five-
fold symmetry. (b) Micro-diffraction of the decahedron clearly revealing the fivefold
symmetry (10 points). (e) Representation of the icosahedron. The typical globular
structure of the icosahedron is difficult to image. An example is given in the figure.
Images courtesy of M. Flueli [7]

7.1.5 Covalent Binding

Compactness is not a criterion for covalent bonding. Hence the diamond
structure (Fd3m) has a compactness of 0.34, compared with 0.74 for the fcc
structure. The optimisation criterion is geometric with the classical view of
hybridisation. There are thus 1D linear structures (hybridisation sp), plane
structures (hybridisation sp2), and 3D structures (hybridisation sp3). These
structures are characterised by the dihedral hybridisation angle (see Appen-
dix B). Any angular separation introduces a destabilising elastic energy. Cova-
lent structures are characterised by a gap between bonding and anti-bonding
states, which varies from a fraction of an electronvolt to several electronvolts.
This is relevant for structures of very small dimensions. The presence of atoms
at the surface leads to unmatched bonds known as dangling bonds which in-
troduce states into the gap. The existence of these states at the surface can
have dramatic consequences as the size of the cluster decreases. To solve this
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problem, the cluster will adopt a higher-dimensional geometry. The elastic en-
ergy expended to deform the lattice must be fully balanced by the suppression
of surface states. We have the following three cases:

1. Hybridisation sp. The cluster adopts a circular shape in order to rid itself
of all dangling bonds. This 2D structure is simply obtained by connecting
together the atoms at the two ends of the initial linear structure.

2. Hybridisation sp2. The cluster adopts a spherical shape. To do this, pen-
tagons are introduced into the original hexagonal structure. These pen-
tagons have the effect of curving the base plane. Euler’s theorem [8] relates
the number of vertices V , faces F , and edges E to obtain a convex poly-
hedron with all its vertices lying on a sphere:

V + F − E = 2 . (7.22)

The hybridisation sp2 generates a hexagonal arrangement, which thus has
a coordination number equal to 3. Pentagonal defects can be associated
with it and these curve the hexagonal base plane into a convex lattice.
One therefore seeks an association of p pentagons (with 5 edges) and h
hexagons (with 6 edges), so that

F = p + h . (7.23)

Each edge joins two vertices and each vertex shares an edge with three
neighbours, whence

3V = 2E . (7.24)

Each edge is common to two polygons, so that

2E = 5p + 6h = 5p + 6(F − p) . (7.25)

Hence, finally,

p = 12 . (7.26)

This remarkable result is somewhat surprising. The number of pentagons
must be exactly twelve, whilst the number of hexagons can be any even
number. The best known example is fullerene C60, which has twenty
hexagons (see Fig. 7.5). The structure here is a truncated icosahedron
in the shape of a football. The smallest is the pentagonal dodecahedron
with no hexagonal faces, shown in Table 7.1. This is the basic structure
of the clathrate compounds.

3. Hybridisation sp3. As the basic shape is already 3D, the construction
cannot increase the dimensionality of the lattice. One then observes a re-
arrangement of the surface atoms in such a way as to minimise the states
in the gap and increase the coordination number. This surface reconstruc-
tion can generate complex structures that can only be predicted by ab
initio calculations. MTP structures have been observed for diamond, as
in the case of metals. Filled fullerene-type structures are also envisaged.
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Fig. 7.5. Representation of C60: semi-regular
polyhedron obtained by truncating an icosahe-
dron by its dual, the dodecahedron

7.1.6 Ionic Binding

The ionic bond only exists in binary systems where a transfer of electrons
between the two elements A and B is energetically favorable. The typical case
is the association of two elements A and B belonging to columns I and VII of
the periodic table, e.g., NaCl. The energy binding the atoms is the Madelung
energy, whose main feature is that it is long range, being a Coulomb potential
that goes as 1/R. The total lattice energy of a crystal containing N anions
and N cations is

Etot = −Nαq2

Req

(
1 − ρ

Req

)
, (7.27)

where q is the elementary charge, Req the distance between nearest neigh-
bours, α the Madelung constant found by summing over all attractive and
repulsive interactions in the crystal, and ρ is the repulsion term, which is
small compared with Req. There is no simple relation between the Madelung
constant and the compactness (α = 1.75 for the NaCl structure and 1.76 for
the CsCl structure). The key parameter is the relative size of the anions and
cations and their arrangements in space. This explains why an ionic cluster
conserves the structure it has in the bulk phase. For very small structures,
where the numbers of cations and anions differ (odd number of atoms), a



7 Clusters and Colloids 193

defect forms which is analogous to the so-called centre defect F (missing neg-
ative ion with an extra electron bound to this hole).

7.2 Characteristic Quantity: Radius

An analysis of cluster properties taking full account of geometric features goes
beyond the scope of this book. However, we can still give a fairly accurate de-
scription of what are known as size effects, forgetting the shape of the cluster
and treating the problem with the liquid-drop model. The key parameter here
is the radius R of the droplet (cluster). Any physical phenomenon is charac-
terised by a coherence length ξ. If ξ is small compared with the cluster size
as gauged by R, the observed phenomena will be the same as those observed
in the bulk phase. Otherwise, if ξ ≥ 2R, one expects the relevant physical
quantity to depend on the size. This dependence can be analysed by noting
that a cluster has two parts: a surface and a core. Since the ratio of the two
is a function going as 1/R, one expects the dependence of a physical quantity
X for an object of radius R to have the form

X =
Xbulk

1 + ξ/2R
≈ Xbulk

(
1 − ξ

2R

)
. (7.28)

We shall now illustrate this 1/R dependence by several examples.

7.2.1 Thermodynamic Quantities: Melting Temperature

Liquid-Drop Model

The liquid-drop model considers a cluster containing N atoms. This can be in
the solid phase (fixed atoms) or the liquid phase (atoms can move within the
droplet). The solid–liquid transition involves among other things the disap-
pearance of atomic planes and facets. In this sense, a liquid phase cluster will
always be spherical. Gold clusters are liquid at room temperature despite the
fact that the melting temperature of bulk solid gold is tabulated at 1 336 K!
We shall show that the notion of melting temperature depends on the clus-
ter radius. In the simplest model, it is assumed that the cluster is spherical,
homogeneous, and isotropic and comprises only one element. This cluster is
characterised by its radius R alone. Let us express the chemical potentials as a
function of the temperature and pressure. We shall use a first order expansion:

μ(T, P ) = μ(T0, P0) +
δμ

δT
(T − T0) +

δμ

δP
(P − P0) + · · · . (7.29)

The thermodynamic quantities are related by the Gibbs–Duhem relation

−V dP + SdT + mdμ = 0 , (7.30)
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where V is the volume, S the entropy, and m the mass. Hence,

δμ

δT
= − S

m
, (7.31)

δμ

δP
=

V

m
=

1
ρ

, (7.32)

where ρ is the density. These quantities are valid for the liquid phase (Pl,
Tl, ρl, Sl) and the solid phase (Ps, Ts, ρs, Ss). As P0 and T0 can be chosen
arbitrarily, we shall consider the special case of the triple point in the bulk
phase, for which we have the new equation

μl(T0, P0) = μs(T0, P0) . (7.33)

In this case, T0 is the melting temperature of the bulk phase. At the melting
temperature T of the cluster, we have the equilibrium condition

μl(T, P ) = μs(T, P ) . (7.34)

From (7.29), one can calculate the chemical potential for the liquid and solid
phases and express the difference between these two phases using (7.30)–(7.34)
and introducing the term Θ = T/T0 which expresses the discrepancy between
the melting temperatures of the cluster and the bulk phase:

μl(T, P ) − μs(T, P ) = μl(T0, P0) − μs(T0, P0) +
δμl

δT
(T − T0) (7.35)

−δμs

δT
(T − T0) +

δμl

δPl
(Pl − P0) − δμs

δPs
(Ps − P0) .

Introducing the latent heat of fusion L at constant pressure, viz.,

L =
Sl − Ss

m
T0 , (7.36)

it follows that

0 = 0 + L(1 − Θ) −
(

1
ρl

− 1
ρs

)
(P − P0) . (7.37)

A pressure is exerted on the cluster known as the Gibbs pressure (derived
from Laplace’s law) [see (7.124)]. This pressure balances the force exerted on
the curved solid. At the melting temperature,

Pl = Pv +
2γl

R
, (7.38)

where Pv is the saturated vapour pressure which can be neglected for high
curvatures (small R), such as one finds in clusters. Hence,
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Fig. 7.6. Melting temperature of gold clusters as a function of cluster size: experi-
ment and theory. The formula used is a second order expansion of (7.42) [9]

Pl − P0 =
2γl

Rl
. (7.39)

For the solid phase, an analogous relation can be deduced from the Wulff
criterion (see Sect. 7.1.2):

Ps − P0 =
2γs(hkl)

R(hkl)
, (7.40)

where R(hkl) is the distance from a face of the polyhedron to the centre. In
the liquid-drop model, we assume that R(hkl) is equal to the mean radius in
the solid phase, with the cluster taken as a sphere. In this case, there is a
simple relation between R = Rl and Rs, viz.,

Rs =
(

ρl

ρs

)1/3

R . (7.41)

This leads to the final equation

1 − Θ =
2

LRsρs

[
γs − γl

(
ρs

ρl

)2/3
]

. (7.42)

This can also be written

T = Tm = T0

(
1 − a

Rs

)
, (7.43)

where

a =
2

Lρs

[
γs − γl

(
ρs

ρl

)2/3
]

.
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Table 7.3. Numerical values of several parameters relevant to gold [9]

Solid Liquid

Density ρ [kg m−3] 18 400 17 280

Surface tension γ [J m−2 K−1] 1.38 1.135

Latent heat of fusion L [J kg−1] 6.27 × 104

Melting temperature T0 [K] 1 336

For convenience, the radius Rs is taken in a first approximation as R. The
dependence thus goes as 1/R. The melting temperature decreases rapidly
for clusters with diameters below 5 nm. The main difficulty here is to make
accurate measurements of the surface tension in the solid and liquid phases.
Table 7.3 gives the numerical values for gold.

According to this model, a cluster with radius 2 nm has a melting tem-
perature of 880 K. The model can be improved by making a second order
expansion of the chemical potential μ(T, P ). This improved model is in good
agreement with experiment (see Fig. 7.6) [9].

7.2.2 Electronic Quantities

Ionisation Potential: Liquid-Drop Model

It is well known that an atom has a higher ionisation potential than the work
function of a material made up of the same atoms. Assimilating it naively
with a work function, one may ask how this ionisation potential varies with
the cluster size as represented by R. We shall examine the case of metallic
clusters which can be described using the liquid-drop model (see Appendix D).
The ionisation potential can then be written

PI(R) = Φ +
3q2

32πε0R
, (7.44)

or alternatively,

PI(R) = Φ +
5.4
R

eV , (7.45)

where R is given in Å. The ionisation potential decreases as the cluster size
increases. Figure 7.7 illustrates (7.45) for a selection of metals. This is partly
due to charge screening, which is enhanced when the number of atoms in the
cluster increases. The more the electron is screened, the less work needs to be
done to remove it from the surface.

Ionisation Potential: Hückel Model

Experiments carried out on a great many metallic clusters amply confirm this
law. However, for very small sizes, one observes some distinct discrepancies
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Fig. 7.7. Ionisation potential for a selection of metals as a function of cluster size:
experiment and theory. The theoretical results are shown by the continuous line,
which represents (7.45) [10]

from the monotonically increasing curve that corresponds to the 1/R depen-
dence. There are several reasons for these discrepancies:

• a geometric effect which is not taken into account by the liquid-drop model,
• a quantum effect due to the closing of electronic shells,
• an odd–even effect, perfectly described by the Hückel model, following

from the fact that the stability of an even electron system is greater than
the stability of a system with an odd number of electrons.

Kubo Criterion

The metallic droplet model assumes that the cluster has the properties of
the bulk material, i.e., electron delocalisation. In a metal, the electronic lev-
els form a quasi-continuum which gives rise to a partially filled band. Levels
tend to fill as far as the limit specified by the Fermi level EF. In complete
contrast, an atom or dimer is characterised by discrete atomic or molecular
levels. One would intuitively expect the cluster to have intermediate proper-
ties, somewhere between the discrete and continuous systems. In other words,
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one should expect a transition between these two states. By analogy with
conduction properties, this is known as the metal–insulator transition [11].

To a first approximation, the mean spacing between two levels is inversely
proportional to the number of atoms, i.e.,

δ ≈ EF/N . (7.46)

A transition should therefore be observed between the metallic-type quasi-
continuum and the discrete system considered here as an insulator. In order
to define a metallic-type state, an energy of at least δ must be supplied so
that the electron can occupy the empty upper state. This is possible if δ is of
the same order of magnitude as the thermal fluctuation kBT , which gives the
criterion

δ = δcrit ≈ EF/N = kBT . (7.47)

More precisely, we may define δ by

δ = δEF/δN = N(EF)−1 = δcrit = kBT , (7.48)

where N(EF) is the density of states at the Fermi level. This equation is valid
if the cluster is neutral, whereupon

δcrit = kBT < PI(R) , (7.49)

or typically, T < 5 × 105 K. Moreover, the lifetime τ of the electronic state
must be long enough to define a level, i.e.,

δcrit × τ ≥ � , (7.50)

implying a time τ = 10−11 s for T > 0.8 K. We shall now examine several
specific cases.

Monovalent Clusters (s Electrons)

In this case, the free electron model is applicable. The Fermi level is given by

EF =
�

2

2m
3π2n2/3

e , (7.51)

and the density of states at the Fermi level is

N(EF) = E
1/2
F

V

2π2

2m

�2

3/2

, (7.52)

where ne = N/V is the electron density per unit volume. Letting d be the
cluster diameter, we have the geometric relation

N =
d3

(2ra)3
. (7.53)
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Fig. 7.8. Metal–insulator transition for mercury. In the case of a single atom (left),
there is a 6s state occupied by two electrons and an empty 6p state. When the atoms
cluster, the two discrete levels broaden to form two bands whose widths increase
with the number of atoms N . In the solid, these bands are sufficiently broad to
overlap and this then leads to conduction. If this overlap did not occur, the s band
would be fully occupied and the p band would remain empty. We would then have a
semiconductor. This is not the case since mercury is metallic. The transition occurs
when the two bands come into contact

The transition occurs when

T =
2π2

�
2r3

an
2/3
e

m(3π2)1/3kBR3
, (7.54)

where R is the radius in Å, whence

T = 0.564 × 10−4
(
ne [cm−3]

)2/3
(ra

R

)3

[K] . (7.55)

In the case of silver, ne = 5.85×1022 cm−3, ra = 3.02 Å, which gives a critical
radius of 1 nm if we wish to observe the metallic state at room temperature.

Transition Metal Clusters (d Electrons)

The same argument is valid in the case of the transition metals, provided we
take into account the specific form of the d orbitals, which are much more lo-
calised in space, having a cigar shape, than the s electrons with their spherical
distribution (see Appendix E).

Divalent Metal Clusters (s and p Electrons)

The divalent elements (Hg, Zn, etc.) have a full s shell. According to the
free electron model, such elements must lead to completely filled bands and
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hence to insulating structures. This is not actually the case, since the diva-
lent elements are metallic in the bulk phase. The delocalisation of electrons
arises from the overlap between the s and p bands, which grow broader as
N increases, as happens for mercury. Figure 7.8 illustrates such a transition,
which has a fundamentally different origin to the Kubo criterion. This kind
of transition does not depend explicitly on the temperature.

Covalent Clusters (s and p Electrons)

In the case of elements whose s and p orbitals are hybridised, we obtain
semiconductors in the bulk phase. This happens with the so-called sp3 struc-
ture, e.g., silicon. The Kubo criterion applies, even though there is no metal–
insulator transition. As the size decreases, one simply observes an increase in
the energy between the levels. This is the well known confinement model. Let
us consider the evolution of the forbidden band or band gap Etot. To keep
things simple, we shall assume that the cluster is cubic with side L. It turns
out that (see Appendix E)

Etot [eV] = Eg +
0.75

L2 [nm]
, (7.56)

where Eg is the width of the band gap in the solid phase. The model breaks
down as the cluster size decreases. For very small sizes, the sp3 hybridisation
is no longer the stable phase because there are many dangling (unmatched)
bonds at the cluster surface. If atomic states are accessible, e.g., the d states,
hybridisation occurs between the s, p and d states, with an increase in the
mean coordination (the dsp3 hybridisation forms a tetragonal bipyramid). In
this case, the forbidden band disappears and a transition occurs towards the
metallic state. This phase transition is predicted for the elements in column
IVA, with the exception of carbon, whose d states are inacessible.

7.3 Characteristic Quantity: Fluctuations

In the last section we used several examples to illustrate the effect of the radius
as a characteristic quantity. But there is another ‘hidden’ parameter which
can lead to surprising effects in systems of very small size. This parameter
is the fluctuation. Indeed, all ‘standard’ thermodynamics is based on the law
of large numbers. The fact that a cluster contains a finite number of atoms
renders certain theorems inoperable. We shall describe several examples to
illustrate the consequences of these fluctuations, which are by far the most
fascinating aspects encountered in the physics of nanosystems.

7.3.1 Melting Temperature

The approach developed in the liquid-drop model is incomplete. Indeed, as we
have seen above, the cohesive energy depends on the coordination number,
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i.e., the number of nearest neighbours of an atom. The energy is lower at the
surface than in the bulk. One therefore expects a lower melting temperature
at the surface than in the bulk. This suggests introducing a two-phase system.
In fact, the mechanism is much more complex than this. Close to the melting
temperature, the cluster may very quickly change its equilibrium shape. Such
fluctuations lead to atomic rearrangements involving displacements of the
relevant atoms which may be likened to a liquid phase. There is no option but
to go back to the basic principles of the thermodynamics of finite systems.

Consider a bulk system, i.e., N → ∞, in which the latent heat of fusion
is L. Melting leads to an abrupt (first order) transition in the heat curve
(internal energy as a function of temperature). This jump corresponds to L.
Since the heat capacity Cv(T ) is the derivative of the internal energy with
respect to T , it will be a Dirac delta function δ near T0. We now ask what
happens in a finite system. We shall make two hypotheses:

1. The system, comprising the N atoms of the cluster, is large enough to
ensure that the entropy change is the same as in the solid. According to
(7.36), we deduce that L is the same as in the solid phase.

2. The change in the melting temperature from T0 in the solid to T = Tm in
the cluster [see (7.43)] only introduces a shift in the abscissa in the curve
U(T ).

It can be shown that, for a finite system, a temperature fluctuation is observed
such that

〈ΔT 2〉 =
kBT 2

NCv
. (7.57)

In the thermodynamic limit (N → ∞), this fluctuation tends naturally to zero.
Consequently, the phase transition occurs over a finite temperature range ΔT
in the vicinity of Tm. We may estimate ΔT as follows. The specific heat is
a Dirac delta function at the transition but keeps a finite value. The curve
Cv(T = Tm) can be approximated by a box function such that

Cv(T ) =
δU

δT
∼ L

ΔTm
, (7.58)

where L is the jump in U at T = Tm. Replacing Cv(T ) by its value in (7.57),
it follows that

〈ΔT 2〉 =
kBT 2

mΔTm

NL
. (7.59)

Hence, expressing L as a function of the entropy change given by (7.36),

L =
Sl − Ss

m
Tm =

ΔS

m
Tm . (7.60)

Assuming that the temperature fluctuation plays the intrinsic role of a tem-
perature, which amounts to making the approximation
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〈ΔT 2
m〉 = 〈ΔTm〉2 , (7.61)

we obtain 〈
ΔTm

Tm

〉
=

kB

NΔS
∝ N−1 . (7.62)

The phase transition occurs over a temperature interval which varies as 1/N .
This result is a special case of an n th order phase transition, which for a finite
system, leads to a variation that goes as N−α, where α is an exponent which
depends on n. The disappearance of the first order transition is characteristic
of the thermodynamics of small clusters. A complete study of the transition
can be made using Monte Carlo or molecular dynamics simulation techniques.
The interval of melting temperatures corresponds to the coexistence of several
solid and liquid phases. This effect has been demonstrated experimentally.

7.3.2 Kubo Model

The paramagnetic susceptibility of free electrons is independent of the temper-
ature. This independence is directly related to the Fermi–Dirac distribution.
In clusters, it has been shown that this susceptibility can vary with the tem-
perature, depending on the valence of the element making up the cluster.
These size effects follow directly from the pioneering work of Kubo on the
statistical treatment of small numbers of electrons.

Paramagnetic Susceptibility

Let us examine the case of monovalent (s electron) elements at very low
temperatures for which we therefore have δ � kBT . According to the Kubo
criterion (7.48), the metal is therefore in an insulating phase. If we consider
a very low temperature, only the ground state (the Fermi level) and the first
few states above it can be occupied. Because there is a finite number of atoms,
we must introduce the idea of a fluctuation in the energy levels. This is par-
ticularly true of the surface atoms, whose energy spectrum may exhibit fluc-
tuations with respect to atoms in the bulk. There is a statistical distribution
of levels around an energy level ε close to the Fermi level. The separation
between two levels is is a sequence Δn, n = . . . ,−2,−1, 0, 1, 2, . . . , where
Δn 
 δ. If the levels are equidistant to a first approximation, i.e., Δn = Δ,
we have a random distribution of energy levels given by the Poisson law

P0(Δ) =
exp(−Δ/δ)

δ
. (7.63)

For a large system (N → ∞), the fluctuation term represented by Δ grows
smaller, i.e., Δ/δ → 0, whence it follows that
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P0(Δ) =
1
δ

= N(EF) , (7.64)

according to (7.48). We thus recover the classical distribution of free electrons
in an infinite solid.

Let us now ask what happens when a magnetic field H is applied. In
this case, level degeneracy is removed by the Zeeman effect. The separation
between levels occupied by electrons with spins S = 1/2 and S = −1/2 is
gμBH, where μB is the Bohr magneton and g the Landé factor (g = 2 for an
s state). The magnetic field is assumed weak enough to satisfy

2μBH 
 Δ . (7.65)

Since the number of electrons is finite, we shall use the canonical ensemble to
define the electron magnetic susceptibility χe. By definition, this ensemble is
given in terms of the partition function Z by

χe = lim
H→0

kBT
δ2

δH2
〈lnZ〉 , (7.66)

where the partition function is summed over the states i,

Z =
∑

i

exp(−Ei/kBT ) . (7.67)

In principle, this sum is taken over an infinite number of values of i. Since
we consider only the first excited states, the sum goes to the last level which
may be occupied, labelled imax. In practice, a good approximation is obtained
with imax = 5.

There are two cases depending on the parity of the cluster.

Divalent Elements: Magnesium

The atomic structure is a closed shell with valence s2 and therefore an even
number of electrons. We shall consider only the two valence electrons (upper
part of Fig. 7.9). The ground state is specified by the energy E0. The five
excited states have energies

E1 = E0 + Δ − 2μBH , E2 = E3 = E0 + Δ ,

E4 = E0 + Δ + 2μBH , E5 = E0 + 2Δ .
(7.68)

According to (7.67) and (7.68),

Zeven = Z

= exp
(
− E0

kBT

)[
1 + 2 exp

(
− Δ

kBT

)(
1 + cosh

2μBH

kBT

)
+ exp

(
− 2Δ

kBT

)]
. (7.69)
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Fig. 7.9. Ground state and first excited states in clusters with an even number
(upper) and an odd number (lower) of electrons. The corresponding energies are
indicated

It follows that (see Appendix F)

χeven = 3.04μ2
B/δ = N(EF)3.04μ2

B . (7.70)

In this model,the susceptibility is independent of the temperature. Note the
similarity with the Pauli magnetic susceptibility for free electrons, viz.,

χPauli = μ2
BN(EF) . (7.71)

However, experiment shows a temperature dependence. This dependence
arises as soon as we assume that the levels are not equidistant, so that they do
not have a Poisson distribution of the type given by (7.64), but a distribution
of type

P1(δ) = P0(δ)
Δ

δ
, (7.72)

for example. This is the so-called orthogonal distribution. In this case, numer-
ical integration gives the susceptibility as

χeven = 7.63μ2
BkBT/δ2 . (7.73)

Other mathematical distributions P2(δ), P3(δ), . . . , Pn(δ) are also used in the
literature. The idea is to obtain better and better approximations to the true
distribution of the levels Δ in order to refine the model. However, the basic
idea remains the same as the one we have described above.
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Monovalent Elements: Silver

The argument is the same here. Consider the ground state and first excited
states (see Fig. 7.9). The ground state has energy E0−μBH. Using the general
model in which the energy levels are not equidistant, the first excited states
are

E1 = E0 + μBH ,

E2 = E0 + Δ − μBH ,

E3 = E0 + Δ−1 − μBH ,

E4 = E0 + Δ + 2μBH ,

E4 = E0 + Δ−1 + 2μBH .

(7.74)

The partition function is

Zodd = Z (7.75)

= 2 exp
(
− E0

kBT

)
cosh

(
μBH

kBT

)[
1 + exp

(
− Δ

kBT

)
+ exp

(
−Δ−1

kBT

)]
.

In the same way, we obtain

χodd =
μ2

B

kBT
. (7.76)

In monovalent systems, the susceptibility is the Curie susceptibility which
varies as 1/T . This dependence has been confirmed experimentally.

Heat Capacity

The same model can be used to calculate the heat capacity using the definition

C = kBβ2 δ2 lnZ

δβ2
, (7.77)

where β = 1/kBT . Taking the Poisson distribution P0(Δ), we obtain

Ceven = 5.02k2
BT/δ = 5.02k2

BTN(EF) , (7.78)

Codd = 3.29k2
BT/δ = 3.29k2

BTN(EF) . (7.79)

This should be compared with the heat capacity of an electron gas (infinite
solid) given by

Celectron =
1
3
π2k2

BTN(EF) = 3.29k2
BTN(EF) . (7.80)

For a monovalent element, we recover the electron heat capacity.
To sum up, divalent and monovalent systems behave in very different ways.

This illustrates the effect of electron correlations in very small systems. The
same phenomenon is observed for the odd–even effect in the ionisation poten-
tial (see Sect. 7.2.2).
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7.4 Specific Quantum Effects in Nanoscale Systems
and Collective Excitations

In this section we discuss quantum effects related to the finite size of clusters,
as observed in the properties of metallic clusters. These effects result directly
from the quantisation of the electronic structure [12–16]. They concern the
electronic and optical properties, which are directly correlated with the elec-
tronic structure in nano-objects. The common theme in the various parts of
this section is to understand the way physical properties evolve with size,
from the atomic scale to a scale of a few nanometers. Beyond 10 nm (as a
rough order of magnitude, depending on the property under consideration),
the nano-object is large enough to justify a classical approach, e.g., the theory
of continuous media, classical macroscopic description of polarisation, etc., or
a quantum description appealing to condensed matter physics, e.g., electronic
band structure.

Section 7.4.1 deals with electron shell structure in clusters. There is a
parallel here with the analogous structures observed in atoms or atomic nuclei
(nucleons rather than electrons in the last case). Most of the important ideas
will in fact be introduced in this part. Section 7.4.2 deals with electronic
supershell structure as observed in the larger size range, i.e., more than about
1 000 atoms. Shell and supershell structures lead to non-monotonic evolution
of physical properties when the size of the nano-object increases. Section 7.4.3
examines the specific optical properties of small metallic clusters in contrast
to those of the bulk solid (dielectric confinement effect), and the associated
quantum size effects.

Apart from the geometric structure due to atomic stacking discussed in
Sect. 7.1, the physics of metallic clusters MN is governed by their electronic
properties. As the electronic and geometric structures are often closely inter-
related, attempts to correlate the evolution of a physical property with one
or other of these two structures are often dictated by criteria of convenience
and simplicity.

In nano-objects, the surface to volume ratio is high. Indeed, about half of
the atoms are located on the surface for N ∼ 1 000. Adjoining one or a few
atoms to the surface of a small cluster may significantly alter its global sym-
metry, its mean coordination number and hence also its ionisation potential
(IP), its stability with regard to fragmentation, and so on. Experimentally,
depending on the element, the size range, and fabrication conditions (espe-
cially the temperature), the non-monotonic evolution of physical properties
can often be directly correlated with the steady growth of a facetted structure
with the shape of a regular polyhedron such as the Wulff polyhedron, icosahe-
dron, cubo-octahedron, etc. (see Sect. 7.1). In contrast, for very small clusters,
liquid clusters or clusters with disordered structure, and more particularly
the ‘simple’ metal clusters (alkali metals, noble metals, and certain divalent
metals in column IIB), the observed properties and their evolution with size
depend little on the granular structure, but directly reflect the quantisation of
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Fig. 7.10. Universality of fermionic shell structure in systems made up of fermions
(see Appendix G), i.e., electrons in the case of atoms or metallic clusters, and nucle-
ons in the case of atomic nuclei. This structure arises from the quantisation of energy
levels when the system is spatially confined. In metallic clusters, the temperature
often arbitrates the competition between atomic and electronic shell structure

electronic states confined in the interior of the cluster. A description of type
‘quantum liquid drop’ is then appropriate, treating the system as a positively
charged ion distribution (mean charge density n0) interacting with a gas of
‘quantum’ electrons delocalised over the finite volume of the cluster (conduc-
tion electrons of the metal). This simplified physical picture suffices to explain
all the ideas in this section.

7.4.1 Electronic Shell Structure

The appearance of fermionic shell structure in systems made up of fermions
(see Appendix G) is a general feature in physics (see Fig. 7.10), both on the
macroscopic scale (electronic band structure which leads directly to the classi-
fication of different materials into conductors, insulators and semiconductors),
and on the microscopic scale, i.e., the atom (structure which led to the clas-
sification of the elements into the periodic table at the end of the nineteenth
century, well before the advent of the quantum theory), and the atomic nu-
cleus (magic numbers corresponding to highly stable nuclei, see Appendix G).

As in atomic or nuclear physics, the shell structure in clusters is a conse-
quence of the quantisation of electronic (or nucleonic) levels in a spherically
symmetric effective potential known as the mean field. The analogy with nu-
clear physics is quite remarkable insofar as calculations show that the form of
this potential follows, to a first approximation, the Woods–Saxon curve:

Veff(r) = − V0

1 + exp
[
(r − RNe)/a

] , (7.81)

where Veff is a potential well of finite depth V0 and with a flat bottom which
is rounded at the edges in a way characterised by the skin parameter a, simi-
lar to the potential well confining nucleons in the nucleus (see Fig. 7.11). The
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quantity RNe = rsN
1/3
e is the cluster radius, Ne is the number of confined

conduction electrons, and rs is the Wigner–Seitz electron radius, a parame-
ter characterising the mean volume per conduction electron for the relevant
element. This radius is related to the mean charge density per unit volume by

n0 = q
3

4πr3
s

. (7.82)

In order to simplify the following discussion, it will be useful to begin by pre-
senting the theoretical predictions made in the framework of the self-consistent
jellium model. This model provides an excellent approximation with which to
describe the electronic shell structure in clusters of simple metals, at least on
a qualitative level. The discrete ionic structure is modelled by a homogeneous,
spherically symmetric, positive charge density with steep sides (see Fig. 7.12).

The charge density is then given by

n+(r) = n0H(RNe − r) , (7.83)

where H(x) is the step function defined by H(x > 0) = 1 and H(x < 0) = 0,
and n0 is the mean charge density of ions in the bulk phase of the element.
The electronic structure of the ground state is generally calculated using the
DFT formalism (density functional theory), by solving the Kohn–Sham (KS)
equations self-consistently (see Chap. 18 for more details). The term ‘self-
consistent’ means that the effective potential well Veff(r) which confines the
electrons spatially is not imposed but depends on the solutions of the Kohn–
Sham equations through the electron density n(r). In this way, we find[−�

2

2m
∇2 + Veff(r, n)

]
Ψi(r) = εiΨi(r) , (7.84)

where

n(r) = −q

Ne∑
i=1

|Ψi(r)|2

and

Veff(n, r) = Vjel(r) + Ve−e(r) .

The quantity n(r) is the (negative) electron charge density expressed in terms
of the squared amplitude of the occupied Kohn–Sham orbital states Ψi(r).
The latter are given as the product of a radial function Rn,l(r) and a spheri-
cal harmonic Y m

l (θ, ϕ). The function Veff(r) is the effective electronic confine-
ment potential, the sum of the interaction Vjel(r) between the electron and
the positively charged jellium (Q is the total positive charge) and a purely
electronic contribution Ve−e(r) which includes the exchange correlation term,
apart from the classical Coulombic interaction between the electron and the
other electrons. Vjel(r) is given by
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Fig. 7.11. Examples of central potential wells Veff(r) with simple shapes, used to
provide an approximate description of the electronic shell structure in metallic clus-
ters, illustrated here for the sodium cluster Na40 comprising N = 40 atoms, which
therefore possesses Ne = 40 delocalised conduction electrons. Left : Square potential
with finite depth, flat bottom (−V0), and vertical walls. Right : potential with finite
depth, flat bottom (−V0), and rounded, slightly sloping walls. In the second case,
the shape is of Woods–Saxon type given by Veff(r) = −V0/{1 + exp[(r − RNe)/a]},
where r is the distance of the electron from the cluster centre and RNe is the cluster
radius. The steepness of the sides of the potential well is characterised by a. In a
central potential, the electron energy levels are labelled by two quantum numbers.
n is the principal quantum number, a positive integer, and l is the azimuthal quan-
tum number, associated with the orbital angular momentum of the electron: l = 0
(denoted by s), l = 1 (denoted by p), l = 2 (denoted by d), l = 3 (denoted by f),
l = 4 (denoted by g), and so on. For example, the level 1p is the lowest level with
angular momentum l = 1. The levels have degeneracy given by g = 2(2l + 1). The
ground electronic state of the cluster is obtained by putting all Ne electrons in the
Ne lowest quantum states. For the cluster Na40, the electronic configuration is there-
fore (1s2)(1p6)(1d10)(2s2)(1f14)(2p6), where the superscript indicates the number
of electrons occupying the level. Note that the position of the levels depends on the
profile of the effective potential Veff(r). For large sizes N , the order also depends
critically on this feature. Hence, in order to calculate the electronic shell structure,
one must determine, for each size, the corresponding self-consistent effective po-
tential, like those in Fig. 7.13. The term ‘self-consistent’ implies that the shape of
the potential is not imposed a priori, but depends on the electronic configuration
through the associated electron density

Vjel(r) =

⎧⎪⎪⎨⎪⎪⎩
−qQ

4πε0r
for r ≥ RNe ,

qQ[(r/RNe)
2 − 3]

8πε0RNe

for r ≤ RNe .

(7.85)
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Fig. 7.12. Jellium model. The metal cluster MN is treated as a globally spherical
pile of N positive ions and a gas of Ne delocalised conduction electrons. The discrete
ionic structure cannot be taken into account in calculations, except for very small
clusters. The jellium model consists in replacing the granular ionic structure by a
spherical, homogeneous, positive charge distribution n+(r) (charge density n0 for
r < R). n0 = Q/(4πR3/3), where R is the radius of the sphere and Q the total
positive charge. Q = Nwq = Neq, where w is the valence of the element, i.e., the
number of conduction electrons provided by each atom, e.g., w = 1 for the alkali
metals, w = 3 for aluminium and gallium

When convergence is reached, the system can be considered formally as equiv-
alent to a system of Ne independent electrons moving in a central potential
Veff(r). This simplified physical picture suffices to justify all the following dis-
cussion from an intuitive standpoint. Figure 7.13 gives the relevant results
obtained in the framework of this model (single parameter rs), for neutral
clusters of sodium NaN (rs = 3.93 bohr).

The shell structure, which can be observed directly with a mass spectrom-
eter (analysing the relative abundance of the different sizes), results from:

• the high degeneracy g = 2(2l + 1) of the electronic levels εi = En,l, where
l is the angular momentum,

• the fact that the profile of the effective potential is almost independent of
the size.

Sizes with relatively high stability, referred to as magic sizes by analogy with
what happens in nuclear physics, are those for which all levels are completely
filled (closed), i.e., there are 2(2l + 1) electrons in the level. These sizes are
produced in greater abundance by cluster sources (see Fig. 7.14).

The second condition here, which leads to the emergence of the shell struc-
ture clearly illustrated in Fig. 7.13, is essential for the approximate preserva-
tion of the order of the En,l levels and therefore ensuring that they fill up
sequentially as the cluster size increases. (The electron ground state is ob-
tained by filling the Ne lowest individual quantum states.) In fact, calculation
shows that the order of the levels is not universal, except for very small sizes
where the gaps between successive levels are large, but is modified for energies
corresponding to high densities of states. This reorganisation from one size to
the next is a consequence of the finite depth V0 of the effective potential, but
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Fig. 7.13. Electron densities n(r) and self-consistent effective potentials Veff(r)
calculated using the jellium model (see Fig. 7.12) for magic clusters of sodium (Ne =
N = 20, 58, 138, etc.). The occupied electron levels and also the first two unoccupied
levels of the Na58 cluster are indicated by horizontal lines. The dependence of the
Fermi level EF (last occupied level), the 1g level (Fermi level of Na58) and the 3s level
on the size of the cluster are shown by short dashes. This reveals a steady decrease
in the levels toward the bottom of the potential well, which can be modelled by the
approximate scaling law E + V0 ∼ 1/R2

Ne , where RNe is the radius of the jellium.
The levels also tend to condense since the gaps between them narrow with increasing
size. The edge of the jellium is shown for the Na1284 cluster. Note that the shapes of
the curves n(r) and Veff(r), and also the bottom −V0 of the effective potential and
the Fermi level are largely independent of the size

also of its non-step-like profile as modelled by the Woods–Saxon potential
(see Figs. 7.11 and 7.13). This effect can be compared with the not totally
sequential filling of the nd and (n+1)s electronic shells from one atom to the
next on moving through the transition elements.

This reorganisation phenomenon with regard to the order of the levels,
which is significant in clusters, does not fundamentally destroy the shell struc-
ture. However, it modifies the sequence of highly stable magic clusters calcu-
lated using a model in which the well is step-like and infinitely deep (see
the left-hand diagram of Fig. 7.11, with V0 infinite), in which case the levels,
measured from the bottom of the well, follow a perfect scaling law of the type

En,l =
an,l

R2
Ne

. (7.86)

In the very small size range, the almost universal order of the levels is
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Fig. 7.14. Mass spectrum of hot sodium clusters produced by a heat source, re-
vealing the electronic shell structure [17]. The magic numbers N (sizes involving
closed En,1 levels) are followed by a sudden decrease in peak intensities, the inten-
sity being proportional to the number of clusters having a given size. The size N +1
immediately above a magic number corresponds to the beginning of the filling of
an electron level that is less deep in the potential well (see Figs. 7.11 or 7.13 as an
intuitive guide). The presence of this less strongly bound electron has the effect of
reducing the stability of the N + 1 cluster, as compared with the magic cluster N .
One or more atoms will then evaporate from the N + 1 cluster and size N + 1 will
therefore be detected with low abundance. The figure has been constructed using
the experimental spectrum in [18]

1s/1p/1d/2s/1f/2p/1g/ . . . ,

leading to the magic sizes

Ne = 2, 8, 18, 20, 34, 40, 58, . . . .

Note that the magic nature of a cluster is modulated by the proximity and
clumping of successive levels, characteristic of this type of flat-bottomed po-
tential. In practice, the observed magic numbers reveal the presence of a large
gap between the last occupied electronic level (the Fermi level EF), which is
completely filled (closed), and the first unoccupied level. For example, the 1d
and 2s levels, which have similar energies (see Fig. 7.13), behave like a sin-
gle level with degeneracy g = 12, and the magic number Ne = 18 is rarely
observed.

By considering Fig. 7.13, a parallel can be established between:

• the ‘magic’ numbers Ne and rare gas atoms, characterised by an increased
relative stability (all electrons strongly bound) and a high ionisation po-
tential, etc.,

• the numbers Ne+1 and the alkali atoms (presence of a weakly bound elec-
tron, high chemical reactivity, low ionisation potential), which corresponds
to the filling of a new electron shell with higher energy.
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Because of these striking analogies, the metallic clusters are sometimes re-
ferred to as giant atoms. In a quite general way, the dependence of the phys-
ical properties of clusters, such as the ionisation potential, electron affinity,
or binding energy per atom, on the cluster size can be parametrised in the
form of a sum of a slowly varying expansion of the type given by the classical
liquid-drop model (sum of a bulk term, a surface term and possibly a curva-
ture term, etc.), dominating at large sizes, and a fluctuating term reflecting
the quantised electron structure, which leads to the specific properties of very
small clusters. More succinctly, if A denotes such a physical property, the
generic dependence on size takes the form

A(N) = aB +
aS

N1/3
+

ac

N2/3
+ ΔAshell(N) . (7.87)

This is a generalisation of (7.28). As for atomic nuclei, the mean dependence,
restricted here to the dominating surface and curvature terms, is a conse-
quence of the simple scaling law followed by the density and effective potential
(see Fig. 7.13). In particular, for the ionisation potential, the asymptotic value
aB corresponds to the work function of the bulk metal and the surface term
aS/N1/3 is very close to the classically calculated energy required to move
to infinity an electron initially located in the vicinity of the metal surface
[(3/8)(q2/4πε0RNe)].

The first experimental confirmation of the development of an electronic
shell structure in metallic clusters was obtained with the alkali elements. In-
tense beams of clusters of these elements could be produced due to their low
melting point, using simple heat sources. Moreover, their electronic structures
in the atom and the bulk phase are particularly simple, considerably simpli-
fying the theoretical analysis. The highly stable magic numbers Ne (equal to
N for the monovalent element sodium), immediately followed by a sudden
drop in the signal (the extra electron has to go into the next shell, with much
higher energy, whereupon it is much more weakly bound) are clearly apparent
in the mass spectrum of Fig. 7.14. The shell structure was then observed in
the monovalent noble elements [electronic structure in the atom nd10(n+1)s,
Au, Ag], the divalent elements of group IIB [nd10(n + 1)s2, Cd, Hg], and the
trivalent elements of group IIIA [ns2p1, Ga, In].

Whether it be in the unprocessed mass spectra or in the size dependence
of a physical property [contribution ΔAshell(N) in (7.87)], the shell structure
generally shows up either through striking saw-tooth ‘anomalies’ in the small
size range or low amplitude oscillations in the large size range. The loss of
contrast for large clusters is expected due to the clumping of electronic levels
in the vicinity of the Fermi level (narrowing of the gaps between successive
levels). Temperature effects leading to an effective broadening of electron lev-
els, shape fluctuations removing the degeneracy of the En,l levels, populated
rotational–vibrational levels, together with the huge number of isomers of the
same energy which are probably produced in the cluster sources, are other
factors leading to loss of contrast.
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Specific experimental techniques or conditions are required to observe and
favour the appearance of the shell structure in unprocessed spectra. To begin
with, the temperature of the source must be high enough to produce liquid
clusters and avoid a production dominated by the geometric arrangement of
the atoms (see Sect. 7.1). However, it should be stressed that this condition
is not necessarily required in the very small size range or for elements in
which the pseudopotential and crystalline field (see below) are weak, e.g., the
alkali elements. (The discrete ionic structure acts as a perturbation which only
moderately removes the degeneracy of levels separated by a wide gap.)

A first technique consists in favoring unimolecular evaporation, i.e., atom-
by-atom evaporation, of the surface atoms of clusters, sometimes using in-
flight laser heating [absorption of several photons with energy hν less than the
one-photon ionisation threshold (hν < IP) to avoid ionisation of the cluster],
before their mass separation by ionisation at the input of a time-of-flight spec-
trometer (see Appendix H). Since the dynamics of sequential (atom-by-atom)
evaporation is highly sensitive to the dissociation energy, which is closely cor-
related with the electronic shell structure, the magic numbers Ne survive rel-
atively much longer than the numbers Ne +1, which have a low mean binding
energy.

The second technique is known as near-threshold photoionisation. Pho-
toionisation is the ionisation process, i.e., removal of an electron from the
neutral cluster, induced by absorption of a photon. Near-threshold photoion-
isation consists in the soft ionisation of the clusters, where the term ‘soft’ in-
dicates that absorption of at most one photon causes ionisation. The photon
has energy hν only slightly higher than the ionisation potential of the clus-
ters. (Note that, since the ionisation potential depends on the size N , the
laser frequency must be adjusted to the appropriate range of sizes.) Since the
ionisation cross-section, i.e., the probability of ionisation, is very sensitive to
the difference hν − IP(N) (increasing as this difference increases), it is clear
that the mass spectrum obtained will reflect the shell structure, and a sudden
increase in the signal will indicate occupation of a new electron level (magic
number plus one).

Figure 7.15 clearly shows how temperature affects observation of atomic
and electronic shell structures (see also Fig. 7.10). When the source is at room
temperature, the photoionisation spectrum of aluminium clusters AlN (Ne =
3N , since aluminium is a trivalent metal) reflects the production of clusters
of mean octahedral shape (close-packed face-centered cubic structure). An
oscillation corresponds to the transition from the octahedron of index k to the
octahedron of index k + 1 when 4 of the 8 faces of the octahedron have been
covered. The oscillation is steady on a N

1/3
e scale, i.e., on a ‘mean’ radius RNe

scale (see Appendix I). The oscillation period, of the order of ΔN
1/3
e ≈ 0.3, is

specific to this geometry. The mass spectrum thus reflects the development of
an atomic shell structure (Ts = 300 K). Heating the source to 600 K, a steady
oscillation of period ΔN

1/3
e ≈ 0.6, roughly double the value, is observed, in
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Fig. 7.15. Mass spectra of aluminium clusters AlN obtained at two operating tem-
peratures Ts of the pulsed laser source. Clusters are produced by a pulsed laser
focused on an aluminium rod, which is vaporised locally [19]. The upper spectra
are unprocessed, whilst the lower spectra are obtained by subtracting from the
corresponding unprocessed spectrum its highly smoothed envelope and applying a
further slight smoothing process. This gives a clearer view of the oscillations. Left :
Ts = 300 K. Steady oscillations with period ΔN

1/3
e ≈ 0.3 reflect the development of

an atomic shell structure, the mean cluster geometry being the one associated with
octahedral symmetry. Right : Ts = 600 K. Heating the source has caused (total or

partial) melting of the clusters and the steady oscillations with period ΔN
1/3
e ≈ 0.6

now reveal a stability dictated by the electronic shell structure

perfect agreement with the predictions of the jellium model. This modulation
signals the production of liquid clusters whose stability is now governed by an
electronic shell structure (Ts = 600 K).

Due to the size dependence of the melting temperature of clusters as given
by (7.43), viz.,

T = Tm = T0

(
1 − a

R

)
,

it has been possible to observe these two types of shell structure simultane-
ously in the mass spectrum of sodium clusters. In this case, the oscillations in
the spectrum in the large size range are associated with cubo-octahedral or
icosahedral symmetries, these having the same sequence of geometric magic
sizes (the numbers N leading to perfect polyhedra).

Other information can be extracted from the mass spectrum in Fig. 7.14.
Fluctuations are observed in the intensities of successive peaks, with period
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Fig. 7.16. Illustration of the Jahn–Teller effect, a widespread phenomenon in dif-
ferent areas of physics. When a system has a high level of symmetry, e.g., spherical
symmetry, as shown here, where the system is invariant under rotation, the quantum
levels are almost always degenerate. A distortion (one speaks of symmetry breaking
in physics) thus tends to increase the stability of the system

ΔN = 2, known as odd–even alternations, and to a lesser extent ΔN = 4.
These alternations also affect most of the physical properties of metallic
clusters MN . For example, in the case of monovalent elements, even neu-
tral clusters (N = Ne even) are more abundant and hence more stable, and
their ionisation potentials are higher than those of the adjacent odd sizes
(see Fig. 7.14). As for the main effects due to electronic shells, the correlation
between these fluctuations and the electronic structure of the nano-object is
confirmed by a straightforward comparison with the properties measured for
the ionic clusters M+

N and M−
N . Indeed, since the magic sizes correspond to

specific numbers of electrons, the magic numbers N (number of atoms) are
shifted by +1 or −1 in the mass spectra of cations (Ne = N − 1) and anions
(Ne = N + 1), respectively, relative to the magic numbers N of the neutral
clusters.

These fluctuations are associated with the loss of spherical symmetry
induced by the so-called Jahn–Teller effect (see Fig. 7.16). This symmetry
breaking is explained in an analogous way to the ellipsoidal deformations of
non-magic atomic nuclei [where one must also include the Bardeen–Cooper–
Schrieffer (BCS) nucleon pairing mechanism].

Let us give a brief description of the Jahn–Teller effect in the present case.
Consider a non-magic size Ne whose electronic Fermi level En,l, obtained
within the framework of a model which imposes spherical symmetry, such as
the jellium model described earlier, is thus filled by a number of electrons m
less than the degeneracy g = 2(2l+1) of the one-electron level En,l. There are
several ways of distributing these m electrons among the g individual states.
Several states, p in number, therefore correspond to the ground level E0 of the
system of Ne electrons. In fact, p is the number of different subsets containing
m (distinct) elements that can be formed from a set containing g elements,
i.e.,
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p =
g!

m!(g − m)!
.

Distorting the cluster will have the effect of splitting the p times degenerate
ground level E0 into several sublevels, some with energy less than E0 and
others with energy greater than E0. The ground state energy of the cluster
is thus lowered when the symmetry is broken in this way (see Fig. 7.16), and
minimal for a specific distortion. Using a model where there is no restriction of
symmetry, such as a homogeneous jellium free to deform at constant volume
(hence not necessarily spherical), the equilibrium shape of the cluster and its
electronic structure can be determined. Considering an ellipsoidal distortion
with axis of revolution Oz, the quantum number l specifying the one-electron
levels En,l (leading to orbital degeneracy 2l + 1 for spherical symmetry) is
replaced by the quantum number Λ = 0,±1,±2, . . . , associated with the pro-
jection of the angular momentum on the axis of revolution. (The invariance
under rotations about the Oz axis is conserved despite the distortion.) This
leads to orbital degeneracies of 2 for Λ �= 0 or 1 for Λ = 0, the energy de-
pending only on |Λ|. The degeneracies of the one-electron levels are thus 4 or
2 when the spin degeneracy is included. This explains the observed odd–even
alternations. The minimisation of the total energy with respect to the defor-
mation parameters confirms the physical origin of the intensity fluctuations.
The calculation also shows that, from one size to the next, the shape minimis-
ing the total energy can change radically, going from a cigar shape to a saucer
shape, or vice versa, with the spherical shape being the equilibrium shape for
the magic sizes (p = 1).

7.4.2 Electronic Supershells

In this section, we shall first describe, then interpret, the electronic supershell
structure. This structure is only observed in very large clusters N > 1 000
and corresponds to a periodic modulation in the intensity of the shell effects,
i.e., depending on the size range, the highly stable magic sizes appear with
different degrees of clarity in the mass spectra.

Is the shell structure observable in clusters of large size N ? A great many
mechanisms or parameters which have little influence when N is small seem to
limit observation of the shell structure to small cluster sizes. One may cite heat
effects, shape isomerism, or the granular structure of the ionic background
(these effects all lead to an effective broadening of the En,l levels by removing
degeneracy), and more intrinsically, the decrease of the gaps ΔEn,l (compared
with the energy kBT ). A glance at the right-hand spectrum of Fig. 7.15 belies
this presupposition.

In fact, when the spectra of the En,l levels are examined more closely, it
turns out that they tend to bunch together to varying degrees depending on
the energy range, suggesting that these bunches of levels will play the same
role as the individual En,l levels in the small size range (see Fig. 7.17).
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Fig. 7.17. En,l energy levels in a square well of depth V0 = 0.22 a.u. ∼ 6 eV and
radius R = 53.34 bohr, parameters corresponding to the cluster Na2500 [see Fig. 7.11
(square well) and Fig. 7.13 (value of V0)]. The heights of the bars in the lower graph
indicate the degeneracies of the individual electron levels, i.e., g = 2(2l + 1), and
EF is the Fermi level (the last level containing electrons). The energy spectrum is
very dense for large values of the cluster size N (compare with Fig. 7.11). One can
see, to differing degrees depending on the energy range, that the levels sometimes
tend to bunch together. To bring out the non-uniformity of the distribution of quan-
tum levels (more precisely, the quantum states) in the potential well, each infinitely
thin bar with its peak at En,l is replaced by a curve of finite width, in this case,
a Lorentzian curve of width Δ = 0.01 a.u. at half height, centered on En,l, whose
integral is equal to g. (In mathematical terms, this is a convolution of the initial
discrete density, represented by the bars, with a Lorentzian function.) The resulting
spectrum D(E) is called the density of states and indicates the number of quantum
states per unit energy. Of course, it depends on the degree of smoothing, i.e., the
value of Δ. This procedure brings out the main features in the non-uniformity of
the distribution of states in the potential well. Note also that this level broadening
procedure allows one to simulate physical effects such as the removal of level degen-
eracy when spherical symmetry is broken, or the inhomogeneous effects leading to
a mean spectrum representing a set of clusters that are not strictly identical, and
so on

When the spectrum is dense, this pattern is difficult to make out, but clear
modulations are nevertheless visible in the smoothed density of states DN (E)
(see the caption to Fig. 7.17). The index N here reminds us that the density
of states depends on N . A remarkable feature of this modulation is its quasi-
harmonic (i.e., periodic) nature as a function of (E + V0)1/2, where E + V0

is the energy measured from the bottom of the potential well, which is just
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the kinetic energy Ekin. The properties of the clusters are directly correlated
with the electronic spectrum En,l in the vicinity of the Fermi level EF(N),
and hence also with DN (EF). Note that EF(N) is almost independent of the
size (see Fig. 7.13), and indeed, the variations are tiny for large sizes N � 102.
Owing to the approximate scaling law En,l ∝ 1/R2

Ne
, which squeezes the mod-

ulations together at the bottom of the well as the size Ne increases, this new
type of shell structure, described in terms of bunches of levels or oscillations
in the density of states, is expected to show up directly in experimental mass
spectra, but also in the dependence of the physical properties on cluster size.

This theoretical prediction has been confirmed by experiment. Mass spec-
tra with steadily oscillating intensity as a function of N

1/3
e , analogous to the

right-hand spectrum of Fig. 7.15, have been obtained for most elements which
have clearly identifiable magic sizes in the small size range. The observed pe-
riod ΔN

1/3
e ≈ 0.6 is often said to be universal, because it is the same for all

metals.
Another remarkable feature of the experimental spectra, and indeed the

smoothed densities of states D(E), is the electronic supershell structure, which
corresponds to a large scale periodic modulation in the amplitude of the shell
effects, analogous to the beat pattern resulting from interference between two
signals with slightly different frequencies. This beat pattern is characterised in
particular by a shift of one half period (ΔN

1/3
e ≈ 0.3) in the periodic sequence

of the maxima (or minima) of the modulated spectrum as one crosses the zone
where the shell effects are almost non-existent. This zone is called the node
(see Figs. 7.17 and 7.18). On either side of the node, the consecutive magic
sizes are separated by a distance of ΔN

1/3
e ≈ 0.6 on the N

1/3
e scale, but

between the two series, there is a further shift equal to ΔN
1/3
e ≈ 0.3. As we

shall see later, this superstructure, described in terms of oscillations in the
density of states D(E), results from a kind of interference between two energy
structures with very similar periods. All the features described here will be
interpreted using the semiclassical theory of the density of states.

The first clear experimental confirmation of this supershell structure
was obtained with sodium clusters. The sensitivity to the relative stability
was enhanced by sequential unimolecular evaporation during free flight (see
Fig. 7.18).

From the unprocessed spectrum, almost smooth to the eye above N = 500
atoms for the reasons explained at the beginning of this section, the beat
node was visualised by applying sophisticated signal processing techniques.
This beat node, observed at around 1 000 electrons, is accompanied by a shift
of one half period in the sequence of magic sizes. This phenomenon had been
anticipated theoretically for some time, particularly in the context of the
shell structure in atomic nuclei, hence the term ‘confirmation’ used above.
Of course, the small number of nucleons (< 250) makes direct experimental
demonstration impossible. It should be stressed that this superstructure is
not a property specific to a gas of delocalised conduction electrons in metallic
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Fig. 7.18. Signal obtained after processing the mass spectrum of sodium clusters to
account for temperature and size effects, revealing the electronic supershell structure
[20]. Magic sizes correspond to minima of the spectrum. The amplitude of the shell
effects goes through a minimum near N = 1 000, a zone known as the node of the
electronic supershell structure. A shift of ΔN1/3 ≈ 0.3 in the periodic sequence of
successive magic sizes is also observed at the beat node

clusters, but is in fact a property of the energy spectrum of a system of
spatially confined fermions, when the effective confining potential Veff(r) has
the form illustrated in Figs. 7.11 and 7.13.

The predictions made using the jellium model for sodium (monovalent,
Ne = N , rs = 3.93 bohr) and gallium (trivalent, Ne = 3N , rs = 2.19 bohr) are
shown in Fig. 7.19. The quantity calculated is the shell energy Eshell(Ne), the
quantum contribution to the energy, defined by the relation

E0(Ne) = Eld(Ne) + Eshell(Ne) , (7.88)

where E0(Ne) is the total energy of the cluster and Eld(Ne) is the classical
liquid-drop-type contribution (a third degree polynomial in N

1/3
e ). It should

be noted that, for large clusters, Eshell(Ne) only makes a tiny contribution
to E0(Ne). The shell effects in gallium, characterised by small rs compared
with the alkali elements, are much more significant than in sodium. This is a
consequence of the approximate scaling law

En,l ∝ 1/R2
Ne

,

obeyed by the individual levels as the size increases (larger gaps between
successive levels). In fact, gallium is the only metal with a low enough melting
temperature (Tm = 303 K) for which the supershell structure has been directly
visible in the mass spectra. Although the ΔN

1/3
e ≈ 0.6 periodicity in the

sequence of successive magic numbers appears to be a universal attribute of
the effective potentials Veff(r) with flat bottom and steep enough walls (see
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Fig. 7.19. Shell energy calculated using the jellium model for sodium clusters
(monovalent, N = Ne) and gallium clusters (trivalent, Ne = 3N), exhibiting the
electronic supershell structure. The shell energy, the quantum contribution to the
energy, is obtained by subtracting the classical contribution of liquid-drop type, ex-
pressed in the form of a power series in N

1/3
e , from the total energy of the cluster.

The smallest magic numbers are indicated (sizes given by the number of conduction
electrons). The horizontal dash bounded by two large magic numbers indicates the
region of the beat node in the electronic supershell structure, i.e., the zone in which
the amplitude of shell effects is minimal

Figs. 7.11 and 7.13), the differences observed in the magic numbers (of course,
in the present case, there is also the fact that the number of electrons is a
multiple of 3 for gallium) and the positions of the beat node (depending on
the metal, except for the magic numbers in the very small size range) can be
attributed almost exclusively to the relative influence of the profile of Veff(r)
on the quantisation of the energy levels En,l (for fixed size Ne, this influence
increases as rs decreases).

Semiclassical Interpretation
of Electronic Shell and Supershell Structures

The main features of the electronic shell and supershell structures, and in
particular the universal period ΔN

1/3
e ≈ 0.6 and the beat pattern, can be

interpreted within the more intuitive framework of the semiclassical theory
of the density of states of an electron confined by a potential well Veff(r).
Note that this theory is closely related to the semiclassical quantisation rules
derived from an action integral of Bohr–Sommerfeld type. The semiclassical
formalism is the only way of ‘explaining’ the shell structure for the large size
range, e.g., explaining why consecutive magic sizes arise periodically on the
N

1/3
e scale, with period ΔN

1/3
e ≈ 0.6, and of providing an interpretation of

the electronic supershell structure. Moreover, it provides a useful intuitive



222 A. Perez et al.

Fig. 7.20. Closed classical trajectories of an electron confined in a spherical poten-
tial well with flat bottom and vertical walls (see the left-hand diagram of Fig. 7.11).
Only the shortest trajectories with one or two revolutions are depicted. M(q, n) in-
dicates that the trajectory is characterised by q revolutions and n rebounds against
the surface

guide and predictions can be formulated without always going through labo-
rious quantum calculations. This feature, which is always appreciable when
discussing quantum effects, will be illustrated when we discuss the influence of
the profile of the potential Veff(r) on the electronic supershell structure at the
end of this section. We shall only present those results required to understand
this discussion.

In this theory, it is shown that the smoothed density of states D(E) can be
written as the sum of a slowly varying function of E (an expansion of liquid-
drop type containing bulk, surface and curvature terms) and a fluctuating
contribution expressed in terms of the action integrals of the closed classical
orbits of the electron (of energy E), viz.,

D(E) = Dsmooth(E) + Dfluc(E) , (7.89)

with

Dfluc(E) =
∑

M(q,n)

AM cos
[

1
�

∮
M

p(r)dr + ΨM

]
, (7.90)

where M(q, n) specifies a closed classical trajectory with n radial oscillations
(or n rebounds against the outer surface of the effective potential) and q
revolutions. The quantities p(r) = mv(r) and v(r) are the momentum and
velocity of the electron, respectively, which depend on its position r as it
moves around its orbit. Finally, AM and ΨM are the amplitude and phase
factors of the contribution from the closed orbit labelled by M .

Figure 7.20 illustrates the shortest trajectories for q = 1 (regular polygons)
and q = 2 (stars with 5, 7, etc., points) with a different topology, i.e., not just
polygonal trajectories covered several times, of the form M(q = 2, n′ = 2n), in
the case of a spherical well with flat bottom and vertical walls, corresponding
to the left-hand diagram of Fig. 7.11.

To simplify, we begin by considering the case of a strictly square-shaped
potential (in 3D) with radius R = rsN

1/3
e and depth V0, like the one illustrated

in Fig. 7.11. The action integral is easily calculated and can be expressed as
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Fig. 7.21. Lower : Mass spectra of gallium clusters (trivalent, Ne = 3N) obtained by
near-threshold photoionisation using a laser vaporisation source. The spectrum C′

was obtained by subtracting 80% of the highly smoothed envelope from the spectrum
C. Upper : Shell energy calculated using the jellium model, taking into account the
effects of the electron–ion interaction pseudopotentials and assuming a non-step-like
ionic surface distribution (width 3 bohr). The first two nodes (where the amplitude
of shell effects is minimal) in the electronic supershell structure are observed near
Ne = 2 500 and 7 500 electrons [21]

the product of the momentum (independent of the position on the orbit) and
the length of the trajectory:∮

p(r)dr = (2mEkin)1/2LM = (2mEkin)1/2αMrsN
1/3
e , (7.91)

where Ekin = E + V0 is the kinetic energy of the electron, so that p =
(2mEkin)1/2, and LM = αMR the length of the trajectory, with αM a number
specific to the trajectory labelled by M , e.g., αs = 4 × 21/2 for the square,
αt = 3 × 31/2 for the triangle, and so on. In the case of real effective po-
tentials like the ones in Fig. 7.11 (Woods–Saxon-type potential) and Fig. 7.13
(self-consistent potential calculated using the jellium model), the trajectories
M(q, n) are no longer made up of straight line segments traversed at constant
speed, but tend to be distinctly curved at the rebounds from the surface.

However, the calculation shows that the action integral closely follows a
scaling law of type∮

p(r)dr = (2mEkin)1/2αMrsN
1/3
e + ΩM , (7.92)

where ΩM is a correction to the simple case considered above, accounting for
fluctuations in the bottom of the well around the mean value −V0 (leading to
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slight fluctuations in the momentum about its mean value) and also effects
due to the edge of the potential [modification of the length of the trajectory
and changes in the electron speed v(r) in the rebound zones]. The remarkable
thing is that ΩM is practically independent of the cluster size. This happens
because the profile of Veff(r) is itself independent of the size, and because the
trajectory is essentially contained in the core of the cluster [Veff(r) ≈ −V0].
In the following, we set

ΦM = ΨM +
1
�
ΩM . (7.93)

Given the above equations, the semiclassical expansion of the density of states
can be considered as the Fourier decomposition of D(E1/2

kin ), with each of
the harmonic components DM (E1/2

kin ) associated with one closed orbit of the
electron.

It is now possible to interpret the regular modulations observed in the
mass spectra. From the sensitivity of the physical observables to DN (EF)
(the index N reminds us that the density of states depends on N) and the
weak dependence of EF on N (EcF fluctuates around the value corresponding
to an electron gas with charge density −n0), i.e.,

EcF =
�

2

2m

(
3π2n0

q

)2/3

, (7.94)

it follows that each of the harmonic components DM
N (E1/2

kin ) induces a modu-
lation in the properties of the clusters which is periodic in N

1/3
e . It can also

be shown that the density Dfluc
N (E) is dominated by the contributions from

the shortest trajectories, mainly the square and triangular orbits, which de-
scribe overall oscillating structures in the smoothed density of states D(E)
(see Appendix J).

Since the amplitudes AM of the triangular and square trajectories are
of the same order of magnitude, the electronic supershell phenomenon is a
consequence of the beat pattern resulting from interference between the con-
tributions from the triangular and square orbits, which have similar lengths
(with a relative difference of about 10%). This leads to the result

Dfluc
Ne

(EF) ≈ 2A cos
[
a

(
αs − αt

2

)
N1/3

e +
Φs − Φt

2

]
(7.95)

× cos
[
a

(
αs + αt

2

)
N1/3

e +
Φs + Φt

2

]
,

where a = (9π/4)1/3.
This expression leads to a simple explanation for all the experimental ob-

servations. The second oscillating factor (the ‘fast’ term) is responsible for
shell effects periodically modulating the mass spectra, with a period of the
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order of ΔN
1/3
e ≈ 0.6. The first factor, governing the amplitude of the shell

effects, which has longer period (the ‘slow’ term), is responsible for the su-
pershell structure. Nodes correspond to size ranges for which the phase of
the first oscillating factor is close to π/2, 3π/2, etc. The shift ΔN

1/3
e = 0.3

in the regular sequence of successive magic numbers, observed at the nodes
of the supershell structure, results from the fact that this first factor changes
sign at each node: the logical continuation of the maxima appear as minima
and vice versa each time a node is crossed.

The shell and supershell structures are clearly visible in the spectra of gal-
lium clusters obtained by near-threshold photoionisation (see Fig. 7.21). How-
ever, the first two nodes of the supershell structure, observed near Ne = 2500
and Ne = 7500 electrons, disagree totally with the predictions of the jellium
model, which gives Ne = 1150 and Ne = 4500 electrons. The underestimate
of the position of the nodes in the jellium model is in fact systematic, as
suggested by comparing the data for sodium clusters shown in Figs. 7.18 and
7.19.

It is easy to explain this disagreement. In the small size range, this simple
model correctly predicts the magic sizes, because the gaps between successive
levels or groups of levels are relatively large. But for large cluster sizes, the
electronic spectrum is extremely dense (see Fig. 7.17), and the level bunching
pattern, which can only be analysed via the smoothed density of states D(E),
then becomes highly sensitive to the profile of the effective potential Veff(r)
which governs the conditions for quantisation of energy levels. Hence, in order
to interpret the shell and supershell structures in the large size range, further
physical ingredients must be introduced into the jellium model, e.g., the effects
of the electron–ion interaction pseudopotential (see Chap. 18) and the effects
of a possible softness in the ionic surface density.

The main effect of these new ingredients is to soften the profile of Veff(r)
and hence to modify the position of the beat nodes. This happens because
the closed trajectories are rounded off where they rebound from the surface,
thereby lengthening them and modifying the phase shift ΦM in (7.93) and
(7.95).

7.4.3 Optical Properties. Collective Excitations

A monochromatic electromagnetic wave is a useful tool for probing the elec-
tronic structure of clusters, just as it is for atoms or molecules. In the case
of nanoscale clusters, optical properties constitute a field of investigation in
its own right. Optical properties of clusters are an extremely rich subject of
study due to their specific characteristics and their potential applications in
optoelectronics and nanooptics. In this section, we shall consider only metallic
clusters, which exhibit the most pronounced quantum finite size effects, and
we shall only discuss their absorption and polarisation properties. Before il-
lustrating these properties and interpreting the observed quantum effects, we
shall outline the optical properties predicted by the classical theory as a way
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of introducing the main ideas. Throughout the section, the complex dielec-
tric functions ε(ω) = ε1(ω) + iε2(ω) are the dimensionless quantities defined
relative to the vacuum permittivity ε0 (see Appendix K).

As the number of atoms N in the cluster increases, the transition from an
atomic- or molecular-type spectrum towards the spectrum of a small piece of
matter, described classically, happens very quickly. A small cluster neverthe-
less exhibits a very different optical response to a macroscopic solid due to
dielectric confinement, which gives rise to collective electronic excitations in
the gas of delocalised conduction electrons. Such collective excitations are also
called Mie resonances or plasmons. The term ‘dielectric confinement’ refers
to classical finite size effects in the context of optical properties. In addition
to these classical confinement effects, we shall find that quantum finite size
effects must be included, due to quantisation of the electronic levels. These
giant resonances, analogous to collective excitations in atomic nuclei, focus
practically all the oscillator strength of the interaction with the electromag-
netic field, generally in the visible to near UV region of the spectrum (energies
of the order of a few eV), which is why the term ‘giant resonance’ is used.

The gradual appearance of these collective modes and their relative im-
portance in the scattering and absorption properties are mainly governed by
the ratio of the cluster radius R to the wavelength λ of the incident light. The
classical Mie theory based on solution of Maxwell’s equations and a multi-
pole expansion of the incident and scattered fields accounts perfectly for this
size dependence. For nanoscale clusters (radius R � 20 nm), the response is
dominated by the dipole absorption term, which corresponds to the electric
dipole approximation, neglecting propagation effects. In this approximation,
the spatial dependence of the incident field on the scale of the nano-object
can be ignored. In fact, λ 
 R, and all electrons in the nano-object thus feel
the same oscillating field

E(t) = Re
(
E0e−iωt

)
in complex notation, at any instant of time. The determination of this term
thus reduces to a simple electrostatic calculation, whence the rather mislead-
ing description ‘quasi-static regime’ to qualify the electric dipole approxima-
tion.

Figure 7.22 defines the various parameters of the problem. In the presence
of an applied electric field

E(t) = E0e−iωt ,

assumed to be polarised along the Oz axis, the time dependences of the various
potentials and fields (in complex notation) arising in the problem are all of
the form e−iωt, e.g.,

V (r, t) ≡ V (r)e−iωt .

V(r) is obtained by solving the Poisson equation
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Fig. 7.22. Surface plasmon resonance (Mie resonance) of a metallic cluster [com-
plex dielectric function ε(ω)] embedded in a transparent matrix with real dielectric
function εm(ω), i.e., the matrix is assumed to be non-absorbing. For many common
matrices, such as alumina, silica, aqueous bath, etc., εm(ω) depends very weakly on
ω in the visible/near UV region of the electromagnetic spectrum (in which the sur-
face plasmon excitation is observed). This is why the angular frequency dependence
of εm(ω) is left out for simplicity. The angular frequency ωM of the Mie resonance,
which corresponds to the collective oscillation of the conduction electrons relative to
the positively charged ionic background is an approximate solution to the equation
ε1(ωM) + 2εm = 0, where ε1(ω) is the real part of the complex dielectric function of
the metal. E is the applied oscillating field and E int is the (spatially homogeneous)
internal oscillating field within the metallic cluster

ΔV (r) = 0

in spherical coordinates, with the following boundary conditions:

• V (r) = −E0r cos(θ) as r → ∞,
• the electrostatic potential V (r) is continuous at the metal/matrix inter-

face,
• the normal component of the displacement vector D(r) = ε0ε(ω)Etot(r) is

continuous at the interface, where Etot(r) is the total macroscopic electric
field, the sum of the applied field and polarisation fields.

It then follows that

V (r) =
(

ε − εm

ε + 2εm

R3

r3
− 1

)
E0r cos(θ) = −E0·r +

1
4πε0

p · r

r3
, (7.96)

for r > R, and

V (r) =
−3εm

ε + 2εm
E0r cos(θ) = −Eint·r , (7.97)

for r < R.
The electric field Eint is thus uniform inside the cluster and the external

field is the sum of the incident field E(t) and the field created by a fictitious
point dipole p(ω, t) placed at the center of the cluster such that
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p(ω, t) = 4πε0
ε − εm

ε + 2εm
R3E(t) = α(ω)E(t) . (7.98)

The dynamic polarisability α(ω) is the main quantity characterising the op-
tical properties of the cluster (R/λ 
 1). The static polarisability α(0) =
4πε0R

3 (|ε| � εm at very low frequencies) is therefore a measure of the vol-
ume of the cluster.

The mean power Pmean dissipated inside the cluster can be expressed in
terms of the imaginary part of the dynamic polarisability (component in phase
quadrature with the incident field):

Pmean =
〈∫

vol

Re
[
Eint(t)

]
· d
dt

Re[P int(t)]d3r

〉
=

E2
0ω

2
εmIm[α(ω)] . (7.99)

The absorption cross-section σ(ω), with units of length squared, is obtained
by dividing Pmean by the energy flux incident in the matrix, i.e.,

I0 =
1
2

[
E2

0c(εm)1/2ε0

]
. (7.100)

From (7.99) and (7.100), we obtain

σ(ω) =
Pmean

I0
=

ωε
1/2
m

cε0
Im[α(ω)] =

9ωε
3/2
m

c

4πR3

3
ε2

(ε1 + 2εm)2 + (ε2)2
∝ R3 .

(7.101)

Note that, apart from the multiplicative volume factor, the classical theory
predicts no finite size effect in the electric dipole approximation. In general,
ε2(ω) (the imaginary part of the dielectric function of the metal) is relatively
small and varies very little in the relevant spectral range, and a very high level
of absorption is observed in the region minimising the denominator of the last
expression. This leads to the approximate resonance condition

ε1(ωM) + 2εm(ωM) = 0 ,

which defines the collective excitation frequency ωM. This resonance, known as
the surface plasmon resonance, or Mie resonance, corresponds classically, and
indeed in quantum physics, to the collective oscillation of the conduction elec-
trons relative to the positively charged ionic background (see Fig. 7.22). Such
a collective excitation can be compared with the giant resonance observed in
atomic nuclei, associated with a relative oscillation between the proton and
neutron fluids.

Let us now make a more accurate estimate of the resonance frequency
for simple metals like the ones cited in previous sections (alkali metals, noble
metals). As a first approximation, ε(ω) can be decomposed into a contribution
εs(ω) of Drude–Sommerfeld type, describing the optical properties of the gas
of conduction electrons, and a contribution
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εd(ω) = εd
1(ω) + iεd

2(ω) ,

characterising the optical properties of electrons in the ionic cores. The so-
called ionic contribution, which corresponds to collective displacements of the
ions relative to one another, is only relevant in the far infrared, i.e., vibration
periods of the order of the picosecond, and can be neglected here. We then
obtain

ε(ω) = εs(ω) + εd(ω) − 1 = 1 + χs(ω) + χd(ω) , (7.102)

with

εs(ω) = 1 − ω2
p

ω(ω + iΓ )
, (7.103)

where ωp = [n0q/ε0m]1/2 is the angular frequency of the bulk plasma of
the metal and Γ a damping constant characterising all collision processes
affecting the conduction electrons (vibrations, defects, impurities, etc.). For
such metals, the resonance angular frequency ωM is an approximate solution
of the implicit equation

ωM =
ωp

[εd
1(ωM) + 2εm]1/2

, (7.104)

or approximately,

ωM =
ωp

[1 + 2εm]1/2
(7.105)

for the alkali metals, since εd(ω) ≈ 1. In this simple case, it is easy to show
that the absorption spectrum given by (7.101) is approximately a Lorentzian
curve centered on ωM with width Γ at half-maximum. Hence,

σ(ω) ∝ 1
[(ω − ωM)2 + (Γ/2)2]

.

A direct determination of the absorption cross-section of clusters in the gas
phase, e.g., by measuring the light transmission, would seem to be impossible
at the present time because the cluster density in beams produced by standard
sources is too low. This problem has led to the development of photoevapo-
ration spectroscopy, a technique which we shall now outline.

A first variant known as photodepletion consists in measuring the intensity
variation in a beam of clusters MN , tightly collimated using diaphragms, after
absorption of a photon. The energy hν of the photon is first transferred to
the electrons and then rapidly converted into heat (vibrations of the ions).
This causes one or more atoms to evaporate and the recoil effect then ejects
fragments MN−p from the collimated beam. This approach is based on the
assumption of perfect proportionality between the absorption cross-section
and the drop in intensity of the beam.
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A second variant consists in analysing the distribution of fragments pro-
duced by sequential evaporation following the absorption of several photons,
using a dynamic evaporation model (usually, statistical).

It should be emphasised that these two techniques are both indirect, in
the sense that they are based on the assumed validity of some dynamic evap-
oration model. This is why most experimental work in the solid phase (as
opposed to methods involving clusters dispersed in solution) uses the code-
position technique. Here, clusters are embedded in low concentrations in a
transparent dielectric matrix, vaporised and deposited simultaneously with
the clusters on a transparent substrate, in the form of a composite thin film.
The properties of the film are then determined by conventional optical tech-
niques, such as transmission or ellipsometry. In this section, we shall not dis-
cuss the methods developed in the colloid community or by chemists, where
the nano-objects are very often grown in situ. The thin films produced in
this way can be processed, e.g., by annealing, and characterised later using
complementary techniques such as microscopy, Rutherford back-scattering of
ions, X-ray diffraction and scattering, etc. This provides a full description of
the relevant nano-objects and a reliable means of correlating optical and mor-
phological properties. However, these approaches also suffer from a number of
limitations:

• The geometry and electronic structure of the free cluster may not be pre-
served when it is embedded in a matrix (the so-called memory effect).

• The measured optical properties depend on the environment via εm(ω) (see
previous formulas), and we shall see later that they are sensitive to features
of the metal/matrix interface such as defects, chemical bonds, and local
porosity. It is therefore essential to take these factors into account, from
the fundamental standpoint, if we wish to extract the intrinsic properties
of the clusters from the optical measurements.

Regarding the static polarisability α(0) (or the permanent dipole moment
of the nano-object), which provides information concerning the properties of
the ground electronic state, such as the ‘volume’ of the gas of conduction
electrons in the case of a homogeneous cluster, charge transfer within more
complex nano-objects possessing a permanent dipole moment, e.g., inhomo-
geneous mixed clusters or clusters formed by stacking several smaller entities,
the free phase technique involves measuring the deflection of clusters as they
cross an inhomogeneous electric field with a steep gradient. This is analogous
to the Stern–Gerlach experiment used to measure the magnetic moments of
atoms.

Figure 7.23 shows results obtained by various groups with alkali elements
in the gas phase (εm = 1), using photoevaporation spectroscopy (absorption
cross-sections of charged clusters K+

N and Li+N ) and deflection in an inhomoge-
neous electric field with large gradient (static polarisability of NaN clusters).
These graphs provide conclusive, and unexpected, evidence that the optical
properties are qualitatively similar to the predictions of the classical theory,
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Fig. 7.23. (a) and (b). Absorption spectra of potassium clusters K+
N and lithium

clusters Li+N obtained by photoevaporation spectroscopy, i.e., analysing the distribu-
tion of fragments. The surface plasmon resonance is clearly visible. The experimental
results are fitted to a Lorentzian curve [22, 23]. (c) Static polarisabilities of sodium
clusters NaN , normalised with respect to the classical value αcl(0) = 4πε0R

3, deter-
mined by measuring the deflection of clusters as they pass through an inhomogeneous
electric field with large gradient [24]

even for very small cluster sizes. It should be remembered that the classical
theory is only applicable a priori to macroscopic objects, e.g., the dielectric
function of a metal directly reflects its band structure.

However, quantitatively, large discrepancies are observed, and these dis-
crepancies grow smaller as the size N increases. The value of the static po-
larisability, which is a measure of the volume of the cluster, is much greater
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than the classically predicted value. A quantitative analysis of the mean size
dependence leads to a law of type

α(ω = 0, RNe) = 4πε0(RNe + δ)3 , (7.106)

where δ is a constant parameter. The observed absorption band, which cor-
responds to the collective dipole resonance, is centered on a much lower fre-
quency than the value predicted by the classical theory. (We speak then of
a redshift.) A Drude–Sommerfeld-type parametrisation of the dielectric func-
tions of potassium and lithium (rs ≈ 4.86 bohr and rs ≈ 3.25 bohr, respec-
tively) leads to the values ωM(K) = 2.54 eV and ωM(Li) = 4.64 eV. When the
experimentally measured dielectric functions are used, the discrepancies are
reduced, in particular for lithium [ωM(K) = 2.22 eV and ωM(Li) = 3.55 eV],
showing that other physical effects, not accounted for in the simple Drude–
Sommerfeld model, must be introduced to obtain a correct description of the
optical properties of metallic clusters.

A simple interpretation of the significant redshift due to finite size quantum
effects, and its mean size dependence, will be given below. But first, we must
examine the quantum theoretical predictions.

Figure 7.24 shows results obtained with the time-dependent local density
approximation (TD LDA) (discussed further in Chap. 18) for magic clusters
of sodium in vacuum (εm = 1), using the jellium model. As in the classical
theory, this approach is self-consistent insofar as the induced polarisation P (r)
at a point r depends not only on the incident field E(t), but also on the fields
created by the polarisation of the various media, i.e., the metallic cluster and
matrix. This formalism also accounts for all quantum finite size effects ignored
in the classical approach. Clearly, some effects not included in the simple
jellium model, such as effects due to the polarisation of the ionic cores, are still
not represented. The reader interested in the theoretical basis of the TD LDA
formalism is referred to the literature [12–15]. As the integral

∫
σ(ω)dω of the

absorption spectrum is proportional to the size N , an arbitrary scale has been
chosen. Moreover, only the spectral range in which the oscillator strength is
significant has been shown.

This figure confirms, at least qualitatively, the experimentally observed
redshift, and shows that the convergence towards the classical prediction is ex-
tremely slow. (For sodium, a Drude–Sommerfeld-type parametrisation of the
sodium dielectric function leads to the value ωM = 3.49 eV.) For small clus-
ters (N < 100), the absorption spectrum is broad and highly structured. This
so-called fragmentation of the plasmon band is due to a phenomenon known
as Landau damping and can be explained in a simple manner in terms of a
discrete state coupled to a continuum, a problem dealt with in any standard
textbook on quantum mechanics. The electron quantum state corresponding
to the collective excitation of the conduction electrons has the same (or simi-
lar) energy as a multitude of excitations involving a single electron, referred to
as particle–hole excitations in the language of nuclear or solid state physics.
These one-electron transitions connect the occupied levels to the unoccupied
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Fig. 7.24. Absorption cross-sections of sodium clusters NaN calculated using the
quantum TD LDA formalism within the framework of the jellium model. The
spectra, highly structured at small cluster sizes, illustrate the fragmentation phe-
nomenon, wherein the Mie resonance band, revealing collective excitation of the
conduction electrons, splits into a number of separate peaks. This is induced by
coupling with one-electron excitations. Also visible is the gradual convergence to-
wards the classical prediction as the cluster size increases. The dashed curve in the
lower right-hand graph is the classical result obtained with a Drude–Sommerfeld-
type parametrisation of the sodium dielectric function (rs = 3.93 bohr, Γ = 0.1 eV).
The quantum finite size effects are responsible for the observed redshift (displace-
ment of the resonance band towards low energies). The spectra comprising very
narrow peaks for sizes N = 58, 138, and 1284 were calculated using a smoothing
parameter ten times smaller (see Appendix L)

levels (hence above the Fermi level) in Figs. 7.11, 7.13 and 7.17, provided that
the appropriate selection rules allow it.

The coupling between the excited collective state and one-electron excited
states causes a quasi-Lorentzian broadening of the oscillator strength distrib-
ution connecting the electronic ground state and the excited collective state.
For small sizes, the (pseudo-)continuum of one-electron excitations is in fact
fundamentally discrete: the Landau damping phenomenon is reflected in this
case by the presence of separate absorption peaks. When the cluster size in-
creases, this fragmentation persists, but the oscillator strength is concentrated
in an ever narrower spectral range around the plasmon resonance frequency,
with a Lorentzian distribution. When N is very large, the calculated spectra,
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Fig. 7.25. Illustration of the quantum effect known as spillout. Conduction electrons
can appear beyond the classical radius R = RNe = rsN

1/3
e of the cluster. Sodium

clusters NaN (monovalent N = Ne, rs = 3.93 bohr, jellium model). Left : N =
440. The spillout of the electron density beyond the radius R makes a significant
contribution to the finite size effects observed in the optical properties and static
polarisation of metallic clusters. Right : Dependence of the surface plasmon angular
frequency and static polarisability [normalised with respect to the classical value
αcl(ω = 0, N) = 4πε0R

3] on the reciprocal of the radius R. Quantum finite size
effects lead to a redshift of the resonance angular frequency ωM(N) relative to the
classical prediction ωcl

M = 3.49 eV, and to an increase in the effective volume of the
gas of conduction electrons

both classical and quantum, then become qualitatively similar, up to a red-
shift, and identical in the macroscopic limit (see Appendix L).

Let us now examine the observed redshift. In the classical theory, the elec-
tron density n(r) perfectly matches the positive ionic charge density n+(r).
However, quantum calculations predict a significant overflow of electrons be-
yond the classical radius RNe = rsN

1/3
e of the cluster, an effect known as

spillout (see Fig. 7.25). This phenomenon cannot be neglected in the case of
nanoscale clusters, where the Fermi wavelength λF is not negligible compared
with the radius (the typical spatial scale of any significant variation in the
density being of the order of λF). Indeed, it has a great influence on the opti-
cal properties of metallic clusters. A simple classical argument shows that the
spillout phenomenon is responsible for the experimentally observed redshift
of the plasmon angular frequency ωM.

We use the jellium model for a cluster in vacuum. When r < RNe , the
interaction between electron and jellium (potential energy) is equal to (see
Sect. 7.4.1)
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Vjel(r) =
1

4πε0

qQ

2RNe

[(
r

RNe

)2

− 3

]
=

1
2
m(ωcl

M)2r2 − 3
8πε0

qQ

RNe

, (7.107)

where ωcl
M = ωp/(3)1/2 is the classical value of the angular frequency of the

Mie resonance. If the electron is inside the jellium (r < RNe), it thus feels a
restoring force F such that

F = −∇[Vjel(r)] = −m
(
ωcl

M

)2

r .

If the gas of conduction electrons is treated as a negatively charged rigid
sphere, entirely contained within the radius r < RNe , the overall motion of this
sphere is just that of a pure harmonic oscillator with angular eigenfrequency
ωcl

M. Due to the spillout phenomenon, a significant fraction of the electrons
feel a restoring force F with smaller amplitude. It thus follows that

F = − qQr

4πε0r3
,

reducing the overall restoring force applied to the sphere and hence reducing
the resonance frequency. As these outer electrons are less strongly bound
to the centre of force, it also follows that the polarisation (and hence the
displacement of this sphere relative to the jellium) induced by some static
field will be smaller. This heuristic classical reasoning is in fact rigorously
confirmed by the quantum analysis.

The effect of spillout can be quantified using the so-called sum rules ob-
tained in the context of the jellium model. The sum rules are exact equations
relating various moments Mk of the absorption cross-section, given by

Mk =
∫

ωkσ(ω)dω , (7.108)

to quantities characterising the electronic ground state of the cluster. For
example, M0 is equal to

M0 =
∫ ∞

0

σ(ω)dω =
πq2

2mε0c
Ne , (7.109)

where Ne is the number of electrons. This rule, known as the Thomas–Reiche–
Kuhn sum rule, is analogous to the rule applying to the hydrogen atom (one
electron) which stipulates that the sum of the oscillator strengths between the
ground state and excited states is equal to unity. We also have

M2 = − q2π

6ε2
0cm

2

∫
n+(r)n(r)d3r . (7.110)

Within the framework of the jellium model, the above integral is given by
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n+(r)n(r)d3r = −qn0Ne

(
1 − ΔNe

Ne

)
. (7.111)

This follows straightforwardly since n+(r) is either n0 for r < RNe , or 0
for r > RNe . The quantity ΔNe is the number of electrons (obviously, not
necessarily an integer) located beyond the radius of the jellium. Assuming
that all the oscillator strength, i.e., σ(ω), is concentrated around the plasmon
resonance ωM(Ne), we have approximately

M2 ≈ [ωM(Ne)]2
∫

σ(ω)dω = [ωM(Ne)]2M0 .

From (7.109), (7.110) and (7.111), we obtain the approximate relation

ωM(Ne) ≈ ωcl
M

(
1 − ΔNe

Ne

)1/2

. (7.112)

The redshift of the resonance relative to the classical value ωcl
M thus constitutes

a direct measure of the fraction of electrons overflowing from the jellium.
Furthermore, the static polarisability α(0) is proportional to M−2 [see

(7.108) for the definition]. Assuming that all the oscillator strength is concen-
trated around the plasmon resonance, and taking into account the fact that
the asymptotic value of α(0) (Ne large) must be the classical value 4πε0R

3
Ne

,
it is easy to show that

α(0) = 4πε0R
3
Ne

(
1 − ΔNe

Ne

)−1

. (7.113)

Since the profile of the electron density n(r) is almost independent of the
cluster size, we may deduce the following scaling law

ΔNe = −1
q

∫ ∞

RNe

4πr2n(r)dr ≈ aR2
Ne

+ a′RNe + s . (7.114)

Keeping only the dominating term in this expansion (the surface term aR2
Ne

),
we obtain the following approximate relations:

α(ω = 0, RNe) = 4πε0(RNe + δ)3 ≈ 4πε0R
3
Ne

(
1 +

3δ

RNe

)
(7.115)

and

ωM(RNe) ≈ ωcl
M

(
1 − 3δ

2RNe

)
. (7.116)

These mean dependencies on 1/R (see Fig. 7.25) thus directly reflect surface
effects, and more specifically, the spillout of electrons beyond the classical
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radius of the cluster, on the optical properties of clusters. Owing to the signif-
icant fragmentation of the plasmon band for small cluster sizes, the resonance
angular frequency ωM has been defined in Fig. 7.25 as the angular frequency
corresponding to the maximum of the smoothed absorption spectrum.

However, the spillout effect does not fully explain the experimentally ob-
served redshift of the resonance frequency. Other ingredients need to be taken
into account, in particular, the optical response of electrons in the ionic cores
and pseudopotential effects.

The first ingredient arises partly from polarisation of ions (displacement
of inner electron shells with respect to the nucleus) and partly from electronic
transitions between completely filled inner bands, known as valence bands in
solid state physics, and the unoccupied levels of the conduction band, situated
above the Fermi level. Such transitions are referred to as interband transitions,
as opposed to intraband transitions between occupied and unoccupied levels
of the conduction band. These polarisation and absorption effects, which are
relatively unimportant in the alkali elements, will be illustrated later when we
discuss the optical properties of the noble metals.

As we saw in the Sect. 7.4.2 when discussing electronic supershells, the
profile of the effective potential Veff(r), and hence also the electron den-
sity n(r), is softened when the electron–ion interaction pseudopotentials
vps(|r − Ri|) are taken into account. This softening increases the electron
spillout phenomenon relative to the predictions of the jellium model. In ad-
dition, the non-local character of the pseudopotentials has the consequence,
at least formally, of ‘increasing’ the mass of the electron. (We speak of the
effective electron mass meff .) This leads to a reduction in the bulk plasma an-
gular frequency ωp, and hence also a reduction in ωM. Note that this property,
which expresses the fact that the conduction electrons do not really consti-
tute a free electron gas, is not a surface effect, but is rather a characteristic
of the bulk phase, e.g., meff(Na) ≈ m and meff(Li) ≈ 1.4 m (sodium is thus
the archetypal ‘simple’ metal).

In the case of the noble metals, the optical properties are more difficult to
interpret because the closed valence bands (3d10, 4d10 and 5d10 for copper,
silver and gold, respectively) are close in energy to the Fermi level EF, the
interband thresholds �Ωib (�Ωib is the energy difference between EF and
the top of the d band) being of the order of 2 eV (Cu), 2 eV (Au) and 4 eV
(Ag), respectively. Interband excitations between levels of the d band and
the (unoccupied) levels of the conduction band are thus superposed upon
the intraband electronic excitations from the sp conduction band. Naturally,
the optical response does not reduce to a simple superposition of these two
types of transition, because the electrons are not independent, but are in
fact coupled by the Coulomb interaction, as demonstrated by the collective
Mie excitation, and also because of mutual screening effects. Equation (7.104)
which gives approximately the angular frequency of the Mie resonance, clearly
illustrates this, since this angular frequency is significantly shifted towards
low energies due to the large values of εd

1(ωM) in these metals. For example,
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a simple Drude–Sommerfeld-type parametrisation of the dielectric functions
of silver or gold [rs(Ag) ≈ rs(Au) ≈ 3 bohr, meff(Ag) ≈ meff(Au) ≈ m]
leads to the value ωM ≈ 5.2 eV for clusters in vacuum (εm = 1). Taking into
account the complex dielectric function εd(ω) associated with core electrons,
one obtains the values ωM(Ag) ≈ 3.5 eV and ωM(Au) ≈ 2.5 eV, very close to
the experimentally measured values.

Figure 7.26 shows the absorption spectra of composite thin films made
from gold or silver clusters embedded at low densities (to avoid dipole interac-
tions between clusters) in a porous alumina matrix. The interband transitions
are clearly visible in the figure. The surface plasmon band for gold is consid-
erably broadened by the fact that the resonance angular frequency is situated
above the interband threshold Ωib (�Ωib ≈ 2 eV): added to the ‘intraband’
fragmentation, there is also a broadening caused by coupling between the
discrete state corresponding to the collective excitation and the continuum
of interband excitations. It should be stressed that the broadening observed
in Fig. 7.26 is to a large extent inhomogeneous, especially for silver, due to
the broad distributions of size, shape and local environment characterising
composite films. (The term ‘inhomogeneous’ means that the broadening is
not intrinsic to an individual cluster, but results from averaging over a large
number of clusters.)

Finite size effects are much smaller than those measured on clusters of
alkali metals, although the smaller Wigner–Seitz radii rs of the noble metals
would suggest that the influence of the surface would be more pronounced for
fixed size Ne. Further analysis shows that:

• In gold clusters, the Mie resonance shifts significantly towards the blue
in a way that goes roughly as 1/R (a blueshift therefore, rather than the
redshift observed for the alkali elements). It also broadens and fades out
as the size decreases.

• Finite size effects are almost non-existent in silver clusters.

The blueshift observed for gold is barely visible in Fig. 7.26. In fact, the damp-
ing and increased broadening due to fragmentation, which are directly cor-
related to the density of the interband excitations with energy close to ωM,
are an unmistakable signature of this blueshift. As the energy increases above
the interband threshold �Ωib, more and more occupied states in the d band
and unoccupied states in the sp conduction band can become involved. Then
εd
2(ωM) increases abruptly above Ωib.

In order to interpret the experimental results, dielectric effects due to
the ionic cores and the matrix have been incorporated into a jellium-type
model (homogeneous ion distribution) and the optical response calculated
using the TD LDA formalism (internal fields and optical responses of the
various dielectric media are calculated self-consistently). A further ingredient
which has been well established by the work of many research groups in the
context of metallic surfaces and correlated with the localisation of atomic d-
orbitals relative to the orbital of the outer s electron is the existence of a
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Fig. 7.26. Absorption cross-sections of gold clusters AuN and silver clusters AgN

embedded in a porous alumina matrix with εm ≈ 2.7 in the visible, for various sam-
ples (thin composite films with thicknesses of the order of a hundred nanometers).
The mean diameters characterising the size histograms determined by transmis-
sion electron microscopy are indicated. Inhomogeneous effects (distributions in size,
shape and local environment) are largely responsible for the broadening of the plas-
mon resonance band, especially in the case of the silver clusters. Top right : Model
used to interpret results. Relative dielectric functions indicated in the diagram are
those associated with media other than the conduction electron gas. The model,
which is of jellium type, takes into account the dielectric properties of the matrix
and ionic cores in a self-consistent manner. It also includes an inner ring of reduced
ionic polarisability [χd(ω) = 0], and a ‘vacuum ring’ simulating the local porosity at
the interface. Bottom right : Comparison between the dependencies of the observed
and calculated resonance frequencies on the reciprocal of the radius [25]

thin surface layer where the polarisation of the ionic cores is ineffective. The
internal dielectric medium is thus limited to a sphere of radius RNe − d. The
influence of this surface zone can be immediately analysed using the equation
(7.104) giving the Mie angular frequency, by considering the following limiting
cases:

• d = RNe [small clusters, εd(ω) = 1],
• d/RNe ≈ 0 [large clusters, εd(ω) � 1 throughout almost the whole volume

of the cluster].

The existence of this zero polarisation layer will thus induce a blueshift in
the resonance frequency, and the blueshift will increase as the cluster size
decreases.

Another crucial factor confirmed by much experimental work is the influ-
ence of the interface, and in particular, the local porosity of the matrix at the
interface (intrinsic porosity of the matrix, contact defects between cluster and
matrix, roughness of the cluster surface). A thin vacuum layer of thickness
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dm has also been added to the model to simulate this reduced local polarisa-
tion. A similar analysis to the one above shows that this effect also leads to a
blueshift.

It should be emphasised that the thicknesses d and dm are very small, being
of the order of one atomic radius. The values of these two effective parameters,
which are difficult to estimate a priori in a non-granular model of jellium
type, have been fitted independently in a first stage, by comparison with the
experimental results obtained using silver clusters, either in free phase or in
the solid phase (spectra in Fig. 7.26). As the relevant physical quantities are
similar for gold and silver [same rs and effective masses, similar radial extent
of the 4d orbital (Ag) and 5d orbital (Au)], and since the composite films
are produced under identical conditions, the same values of d and dm should
apply to both elements. Figure 7.26 (bottom right), which shows the 1/R
dependence of the resonance energy �ωM for the two noble metals, confirms
the validity of this model.

Finite size effects in gold and silver clusters thus result from competition
between two opposing effects: on the one hand, electron spillout which in-
duces a redshift, and on the other, reduced polarisability layers which induce
a blueshift. These two effects cancel almost exactly for silver. Since the two
metals have the same value of rs (to within a few 10−3), the spillout phenom-
enon is identical for silver and gold. But since the real component εd

1(ω) is
bigger for gold than for silver [because Ωib(Au) 
 Ωib(Ag)], the blueshift will
dominate slightly in gold clusters [see (7.104)]. Another, more subtle effect
which helps to decide the outcome of this competition is the strong spectral
dependence of εd

1(ω) near the resonance frequency.
Throughout this section, we have limited the discussion to the optical

properties of an isolated homogeneous spherical metal cluster in the dipole
approximation. These properties can in fact be varied in an infinite number
of combinations by considering more complex systems. A deformation of the
cluster gives rise to several resonance bands, the restoring force of the elec-
tron gas depending on the direction of oscillation induced by the field (with
three resonance frequencies for the most general ellipsoid). Composite clusters
containing several different elements, in particular, clusters with a core–shell
configuration (one material surrounding the other) for immiscible systems
(metal–metal or metal–insulator), have specific optical properties that can be
modified by adjusting the proportions of the constituent elements.

For these systems, quantum finite size effects are also important, because
new characteristic length scales, e.g., layer thicknesses, dimensions of compo-
nent entities, must be compared with the Fermi wavelength λF. It follows that
the ‘chemical’ interfaces (the interfaces between two different materials) do
not necessarily give rise to classical interface modes, from the point of view
of optical absorption. For example, in clusters formed by alternating concen-
tric layers of two simple metals with very different densities, the quantum
spectrum calculated using the jellium model only features a single resonance
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band, similar to the one obtained with a homogeneous cluster of the same
mean density.

Finally, when there is a high density of clusters in the composite film, the
dipole interactions between clusters and large scale multipole effects must be
taken into account, i.e., the full Mie theory, not limited to the dipole term,
must be used. This will confer new optical properties upon such materials.

7.5 Preparation Methods

There are far too many methods for preparing clusters to be able to present
them all here. We shall therefore limit the discussion to the so-called bottom-
up approach, wherein clusters are assembled from their individual elements.
The two channels used are the physical channel and the chemical channel.
In the former, clusters are produced in the ‘pure’ state, whereas in the lat-
ter, clusters are surrounded by ligands formed from molecules with differing
degrees of complexity, based on carbon, nitrogen, oxygen, hydrogen, and so
on.

7.5.1 Gas Phase Physical Methods

We shall only discuss here the production of clusters via isentropic expan-
sion. However, the nucleation processes described later are perfectly universal,
whatever the preparation method.

Basic Idea

Any element of the periodic table is characterised by its phase diagram P (T ),
where P is the pressure and T the temperature. If we prepare the element
that we wish to obtain in cluster form from the vapour phase by heating it in
thermodynamic equilibrium, there will be no nucleation. In order to obtain
nucleation, the system must undergo a gas–liquid (GL) or gas–solid (GS)
transition (see Fig. 7.27).

This happens if the system moves along an isentrope (constant entropy)
which crosses the equilibrium diagram. It can be shown that, for an isen-
tropic expansion through a nozzle, the following relation holds between the
temperature T and the pressure P :

P

P0
=
(

T

T0

)γ/γ−1

, (7.117)

where P0 and T0 are constants, and γ is the ratio of specific heats, i.e., 1.66
for a perfect monatomic gas. The curve in the P (T ) diagram will thus have a
significant slope. When it crosses the GL or GS equilibrium curve, there will
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Fig. 7.27. Phase diagram (P, T ) and isentrope given by (7.117). The movement
of the system along the isentrope BC is shown by arrows. Nucleation occurs when
the isentrope crosses the gas–solid curve at point X. Depending on the element, the
isentrope may also cross the gas–liquid curve

be a phase transition and nucleation. This nucleation has to be stopped in
order to limit the final size of the clusters.

The isentropic expansion is obtained using supersonic beams. To this end
the initial gas expands in the vacuum via a nozzle with diameter much smaller
than the mean free path of the gas molecules. This requires a very high sat-
urated vapour pressure, of the order of one atmosphere or more. A quick
calculation shows that this kind of expansion is impractical for refractory ma-
terials like carbon. Such an element would require initial temperatures above
5 000 K! To solve this problem, a second gas is used as a thermostat (the
seeded beam), as we shall now describe.

Homogeneous Nucleation

Classical Model

Nucleation refers to the homogeneous appearance of germs. Suppose that
during the sudden cooling of the vapour during expansion, spherical droplets
of radius R are observed to form. The free enthalpy of formation of a droplet
comprises two terms: a term related to the volume and a term representing
the contribution of the surface (surface energy):

ΔG(R, T, P ) = ΔGvol + ΔGsurf . (7.118)

If the stable phase is the solid phase, ΔGvol is negative and energy is gained
by forming the drop. The surface contribution, on the other hand, will be
positive. If we define the free enthalpies per unit volume Δgvol and per unit
surface Δgsurf , we obtain

ΔGvol = −4π

3
R3Δgvol (7.119)
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and

ΔGsurf = 4πR2γ = 4πR2Δgsurf , (7.120)

where γ is the surface tension. Hence,

ΔG(R, T, P ) = −4π

3
R3Δgvol + 4πR2Δgsurf , (7.121)

and this energy is minimised if

δΔG(R, T, P )
δR

= 0 . (7.122)

Therefore the critical radius R∗ above which nucleation will occur is given by

R∗ =
2γ

Δgvol
. (7.123)

Δgvol is homogeneous with one pressure P = (δG/δV )T . The last equation is
just the Gibbs equation

Δgvol = ΔP =
2γ

R∗ . (7.124)

Finally, we obtain

ΔminG(R, T, P ) =
16πγ3

3Δgvol
. (7.125)

In a classical way, we may define a nucleation rate PR, the probability of
having a droplet of radius R, on the basis of an Arrhenius law

PR ∝ exp
−ΔGmin(R, T, P )

kBT
. (7.126)

Once beyond the critical radius, if the temperature is low enough, homoge-
neous nucleation is a fast process. The critical radius depends on the charac-
teristics of the element. We shall investigate its physical origin in more detail.

Statistical Model

During the expansion, there are collisions between the various constituents
of the vapour. To begin with, we shall consider just one constituent X. The
droplet contains n atoms and has concentration [X(n)]. When nucleation is
just beginning, there will be collisions between two monomers X(1). Such a
collision can form a dimer X(2), and this may collide with a monomer or
another dimer. Quite generally, the following reactions can occur:

[X(1)] + [X(1)] −→ [X(2)] , (7.127)



244 A. Perez et al.

[X(2)] + [X(1)] −→ [X(3)] , (7.128)

[X(n)] + [X(i)] −→ [X(n + i)] . (7.129)

The rate of production of [X(n+ i)] depends on two terms: the probability of
forming new complexes [X(n + i)] and the probability of destroying existing
complexes [X(n + i)]. Each reaction results from two simultaneous reactions:

[X(n)] + [X(i)] �
an,i,en,i

[X(n + i)] . (7.130)

Let us examine each reaction:

[X(n)] + [X(i)] −→
an,i

[X(n + i)] , (7.131)

where an,i expresses the probability of forming a complex X(n + i), and

[X(n + i)] −→
en,i

[X(n)] + [X(i)] , (7.132)

where en,i expresses the probability of destroying the complex. A complete
solution can be obtained from the kinetic equations, which yield N coupled
differential equations:

d[X(n)]
dt

=
∑

i

an−i,i[X(n − i)][X(i)] +
∑

i

en,i[X(n + i)]

−
∑

i

en−i,i[X(n)] −
∑

i

an,i[X(n)][X(i)] . (7.133)

The first term on the right-hand side represents the probability of forming the
complex X(n). The second such term represents the probability of destroy-
ing a complex X(n + i) with fragment X(n). The third term represents the
probability of destroying the complex X(n) (hence the minus sign), and the
fourth term represents the probability of obtaining a bigger complex X(n+i).
This system cannot be solved explicitly. We shall assume that the reaction
forming a complex takes place in two consecutive stages: first the formation
of a quasi-complex given uniquely by the collision probability, hence by the
concentration of each constituent; and second, the probability that this quasi-
complex survives long enough to take part in a further reaction. The latter
probability depends on the binding energy of the atoms making up the com-
plex and on the temperature of the complex.

With this hypothesis, (7.130) reduces to two completely independent re-
actions, while en,i and an,i are coupled:

[X(n)] + [X(i)] −→
kn,i

[X(n + i)]∗ ,

[X(n + i)]∗ −→
λn,i

[X(n + i)] .
(7.134)
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The first term expresses the probability of a collision between two species
X(n) and X(i) and can be calculated by means of the kinetic theory of gases
using only the collision frequency related to the partial pressure. The second
term depends on a sticking coefficient and expresses the probability that the
complex formed by collision between X(n) and X(i) manages to survive. The
asterisk indicates that the complex is in an excited state. Indeed, when two
species condense to form a larger complex, the latter must absorb the conden-
sation energy, mainly in the form of vibrational energy. Raising the tempera-
ture increases the probability of fission, and all the more so as the complex is
small. The term λn,i is called the sticking coefficient. Physically, it expresses
the probability of stabilising the complex [X(n+ i)] when the excited complex
[X(n + i)]∗ has been formed by collision. If the sticking coefficient is equal
to unity, the complex will always be stable and will survive. However, if the
coefficient is zero, there is no chance of obtaining a stable complex. In this
case, the complex [X(n + i)]∗ is destined to destroy itself by fragmentation if
[X(i)]i ≥ 2, or by evaporation if [X(i)]i = 1. Since the value of λn,i ranges
between zero and unity, we may define an empirical equation satisfying this
constraint:

λn+i = 1 − exp
(
−τv,n+i

τs,n+i

)
, (7.135)

where τs,n+i is the time required for the complex Xn+i to collide with an atom
or another complex. This time is entirely predetermined by the initial cluster
density.

τv,n+i is the lifetime of a quasi-complex whose temperature after the nu-
cleating collision Xn +Xi is kBT . According to the RRK model [26], this term
is given by

τv,n+i = ν−1

(
En+i

En+i − Dl

)3N−7

, (7.136)

where En+i is the total energy stored in the complex, ν is the characteristic
vibration frequency, N is the number of atoms (N = n + i), Dl is the disso-
ciation energy of a mode l representing the least strongly bound mode of the
complex. In other words, the complex will break at the point where the atoms
are least strongly bound. In the liquid-drop model, where all the bulk modes
l are identical, dissociation will tend to occur at the surface. This mechanism
corresponds to evaporation of atoms or fragments from the surface when a
crystal is heated. If we assume that Dl varies only slightly with the cluster
size (see this problem in Sect. 7.1.1), the time τv,n+i will nevertheless vary
considerably with N (power law).

This brings us to the idea of a critical germ r∗. This is the minimal size
of a complex such that the increase in temperature caused by condensation
of an atom or cluster does not lead to fission of this complex of radius r∗ and
containing N atoms. We may apply the statistical criterion
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λn+i = 1 − exp(−1) , (7.137)

whence, according to (7.135),

τv,n+i = τs,n+i . (7.138)

As an example, consider a tetramer with binding energy around 3 eV (a typical
value for a metallic cluster). We obtain τv,n+i ∼ 10−8 s. In contrast, for a
cluster with a low binding energy (∼ kBT ) of van der Waals type, this time is of
the order of 10−12 s. The time τs,n+i depends on the pressure and, in standard
pressure conditions, viz., P > 105 Pa, may reach values below 10−8 s. If the
quasi-complex has the shape of a droplet of radius R∗, we have the geometric
relation

R∗ = Nra , (7.139)

where ra is the Wigner–Seitz radius of the atom. Finally, using (7.135) and
(7.137),

R∗ = ra
1
3

{
ln[En+i/(En+i − Dl)]

ln(ντs,n+i)

}1/3

. (7.140)

For elements with strong binding energies, e.g., metals, covalent elements, it
is found that the critical germ is close to the dimer R∗ ∼ ra. This validates
the use of statistical models which more accurately describe the first stages
of nucleation, rather than the liquid-drop model which works for macroscopic
systems.

Practical Details

Using isentropic expansion of a vapour containing a single element X, it is
found that the time τs,n+i is relatively long and does not lead to a good sticking
coefficient. To solve this problem, a noble gas is introduced to function as a
heat bath. With helium, the very low value of Dl (van der Waals binding) is
indeed too low to allow nucleation of helium. However, via the van der Waals
force, the complex Xn+i can relax by collision with atoms of the noble gas. If
the pressure of the noble gas is very high compared with the partial pressure
of the species X, the time τs,n+i will be governed by the helium pressure.
One thus uses a mixture of a noble gas and the vapour of the element to be
nucleated. The vapour can be obtained in different ways: direct heating of the
element by the Joule effect, laser ablation, ion bombardment, plasma reaction,
and so on.

7.5.2 Liquid Phase Chemical Methods

Metal Colloids

Synthesis by Reduction of the Metal Salt

Any metal species with high enough standard reduction potential can be syn-
thesised by chemical reduction of the corresponding metal ion, in such a way
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Table 7.4. Standard reduction potentials in aqueous solution at 25◦C with respect
to the normal hydrogen electrode (NHE)

Couple Potential [V vs. NHE]

Ag+/Ag 0.80

Au+/Au 1.68

Au3+/Au+ 1.29

Pd2+/Pd 0.83

Pt2+/Pt 1.2

Cu2+/Cu 0.34

Cu+/Cu 0.52

Cu2+/Cu+ 0.16

Ni2+/Ni −0.23

Zn2+/Zn −0.76

Na+/Na −2.71

Li+/Li −3.04

K+/K −2.92

that the reduced species is stable and will not immediately reoxidise. This
reaction, of type

Mz+ + R → M0 + Rz+ , (7.141)

involves a metal ion Mz+ reduced to the form M0 and a reducing agent R. It
is favoured thermodynamically if

E0(Mz+/M) − E0(Rz+/R) > 0 , (7.142)

where E0(Mz+/M) and E0(Rz+/R) are the standard reduction potentials of
the pairs Mz+/M and Rz+/R. The main candidates are thus the noble metals,
such as gold, silver and platinum, whose standard reduction potentials are
given in Table 7.4 relative to the standard hydrogen electrode.

In contrast, metals like nickel, zinc or the alkali metals cannot be obtained
in colloid form by this route, because the backward reaction is often thermo-
dynamically favoured due to the species present in the solution, especially in
the aqueous phase. One may turn to organic solvents to avoid this difficulty,
or use a physical route in the gas phase, e.g., laser vaporisation.

There is a certain freedom in the choice of reducing agent. However, this
choice does determine the parameters of the reduction reaction, in particular,
the reaction rate constant and the exact reaction mechanism. Indeed, citrate
is a reducing agent commonly used to prepare gold clusters, and it leads to
a mechanism involving the formation of complexes between gold and citrate
or an intermediate species. Seeds can be introduced into the solution at this
stage, on which the clusters will proceed to grow after this induction period.

Apart from citrate, another commonly used reducing agent is sodium boro-
hydride NaBH4. This is a highly efficient reducing agent, leading to very small
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Fig. 7.28. Morphology of spherical clusters. Spherical core–shell and multilayer
core–shell Au–Ag clusters

clusters of the order of 3.5 nm in diameter. This chemical reduction is achieved
at a temperature close to 370 K, in order to obtain fast enough reaction kinet-
ics in relation to growth termination processes, such as surfactant adsorption.
For NaBH4, the reaction can simply be carried out at room temperature. It
can be introduced either at the end of the reaction or at the very beginning.
Citrate also serves to enhance stabilisation if introduced in excess. Heating
is traditionally achieved by flame or water bath, but other methods can be
used, such as heating by infrared electromagnetic radiation.

The clusters obtained in this way then serve as seeds for growing larger
clusters. This last stage is achieved using a moderate reducing agent such
as hydroxylamine or ascorbic acid in the presence of a surfactant or cap-
ping agent, i.e., an organic compound adsorbing easily onto the surface of the
metallic cluster. Surfactants such as trimethylammonium bromide or sodium
dodecylsulfate thus allow competition between the growth reaction and the
termination reaction by adsorption. The final diameter of the clusters is con-
trolled by the exact stoichiometry of the reagents and can vary between 3.5 nm
and more than 100 nm.

The synthesis of clusters of alloys involving two metals which have very
similar lattice parameters, such as silver and gold, is achieved by modifying the
composition of the initial metal salt. For these two metals, in particular, the
initial composition is recovered in the final composition of the alloyed metal
clusters. For other metals, the initial composition is not necessarily conserved
in the final composition.

Finally, by growing a metal shell on an initial core during a second stage
of the synthesis reaction, heterogeneous morphologies can be obtained. In
particular, metastable clusters can be synthesised, with non-equilibrium mor-
phology. This is the case for clusters with a gold core and a platinum shell,
for which the stable form comprises a platinum core covered by a gold shell,
or gold–silver multilayer systems (see Fig. 7.28). The thermodynamically sta-
ble morphology can then be recovered by annealing at high temperature. As
an example, the practical details for synthesis of gold clusters are given in
Appendix M.
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Fig. 7.29. Scanning electron microscope image of cubic silver clusters [27]

Chemical methods of synthesis lead to facetted clusters with several crys-
tal planes accessible to the surrounding liquid phase. By introducing organic
compounds into the reaction medium, capable of adsorbing onto the metal sur-
face, growth can be pursued in certain privileged directions. Indeed, the free
energy of adsorption differs from one crystal plane to another, and growth in
certain planes is thus blocked by adsorption of a complete layer of adsorbates,
deactivating these sites with regard to further growth.

These more sophisticated methods are important, because they give access
to shapes other than the sphere, such as cubes and prisms (see Fig. 7.29).
Such techniques are currently receiving a great deal of attention as a way of
diversifying the morphological characteristics of clusters.

Reduction of the Metal Salt by Irradiation

In the various methods using irradiation, the reducing agent is itself the prod-
uct of a reaction initiated by absorption of ionising particles, either electrons
with kinetic energies of a few MeV, or gamma, X or visible photons. In all
these cases, the reaction is carried out without an initially present chemical
reducing agent. Indeed, metal ions are reduced by reducing species which are
formed by photolysis of the water in the aqueous liquid phase or activation
of species initially present in solution. The absorption of a gamma or X pho-
ton, or simultaneous absorption of several visible photons, photodissociates
the water molecules into hydrogen or hydroxyl radicals, or produces solvated
electrons in the solution. These chemical species are highly reactive and easily
reduce the metal ions present in the solution. The extent of the reaction is no
longer controlled by the relative concentrations of the initial reactive species,
but rather by the duration, the flux and the energy of the ionising particle
bombardment. A termination reaction effected by surfactant adsorption is
also useful in this scenario, to provide better control over the size and shape
distribution of the clusters.
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Fig. 7.30. Reverse micelle reaction. (1) Preparation of two independent solutions
of reverse micelles, e.g., NaAOT and AgAOT. (2) Mixing the two solutions with
exchange of micellar media. (3) Reduction of metal ions and growth of clusters
inside the micelles

Reduction by Reverse Micelles

Reduction in the presence of reverse micelles, as illustrated in Fig. 7.30, is
identical to the reduction process in solution, except that the reaction volume
is much smaller and is defined by the micelle. This micelle is in fact formed by
phase separation of organic compounds that are insoluble in the solvent. For
this synthesis, the micelles are generally made from sodium diethyl sulfosucci-
nate, also known as NaAOT, dispersed in hexane or isooctane in the presence
of water, at a concentration above the critical concentration above which mi-
celles form. The solution is then formed by micelles containing a volume of
water defined by the various concentrations of NaAOT and the organic and
aqueous solvents.

The next step is to mix two solutions of reverse micelles, one containing
silver metal ions introduced in the form of silver diethyl sulfosuccinate in a
partial substitution for NaAOT, and the other containing a reducing agent
such as hydrazine. When the two solutions are homogenised, the micellar
media undergo exchange, thereby allowing the reducing agent to come into
contact with the metal ions. The last stage of this procedure requires the
introduction of an agent capable of terminating the reaction and flocculating
the solution. A commonly used agent for this purpose is dodecanethiol. The
solution is then filtered and redispersed in hexane several times in order to
remove the excess dodecanethiol that has not been adsorbed. Finally, the
solution must sometimes be centrifuged to separate clusters of different sizes
and free organic species. The cluster size distribution before centrifugation
may be as high as 30–40% and this last stage is often repeated several times
to reduce this to 10–15%. This is a versatile method which can be extended to
other chemical species to prepare cobalt or silver sulfide clusters, for example.
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Fig. 7.31. Gold clusters functionalised by a thiophenol layer. The OH bond can be
broken for subsequent grafting of functional groups such as acid or amine functions

Cluster Stabilisation and Derivatisation

These different methods lead to solutions of clusters and the main concern
of the user is the stability of the solution over time. Apart from problems
related to the reactivity of the clusters and the formation of a surface oxide
layer, for example, there is also the problem of the coalescence of particles as
the solution ages.

This process results from competition between the attractive van der Waals
forces between the clusters and repulsive forces of electrostatic or steric origin.
Metallic clusters in particular are highly polarisable, so that strong induced
dipole/induced dipole forces arise at short distances, leading to coalescence
of the particles into large entities that may sediment out. In order to counter
these attractive forces, the usual approach is to incorporate some stabilising
agent. For example, when clusters are synthesised by reduction with citrate, a
large excess of citrate is used, so that the resulting metallic clusters are coated
with a layer of adsorbed citrate. The clusters are thus negatively charged and
the repulsive electrostatic force between them opposes the attractive van der
Waals force. The citrate is thus a reducing agent and a stabilising agent at
the same time.

When using other methods, such as irradiation or reduction in reverse
micelles, stabilisation is achieved by a species adsorbed at the surface of the
cluster. This species may be neutral or ionised. In the latter case, stabilisation
is electrostatic. In the former, it is due to steric hindrance of the adsorbed
compounds, which prevents coalescence of particles into larger entities.

The idea of stabilising clusters is sometimes just a first step towards the
design of clusters with their own function, e.g., for biological compatibility or
for molecular recognition. In this case, the species fixed at the surface can be
a starting point for subsequent chemical syntheses, whereby precise chemical
functions are grafted onto the cluster surface, such as amine or carboxylic
acid functions, or whole molecular compounds such as fluorophores and more
recently, DNA sequences. The latter developments are currently attracting
much attention for the synthesis of metallic clusters.
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7.6 Cluster or Colloid Assemblies

Over the last few decades, thin film materials produced by physical or chemical
methods have been greatly developed due to the large number of applications
in a wide range of different fields: design of components and circuits in micro-
electronics, sensor technology, and surface coatings to protect against corro-
sion, wear, light reflection (anti-reflective layers), and so on. Depending on the
application, thin films of different types (metallic, semiconductor, transparent
insulating oxides, etc.) and different thicknesses (from a few nanometers to
a few micrometers) are used. The areas to be coated also vary, and can be
very large in certain cases, e.g., protective or optical coatings. In all these ap-
plications, specially designed atomic and molecular deposition methods have
been developed to carry out controlled production of thin film materials, and
equipment is commercially available for use both in research laboratories and
industry.

Among the most commonly used methods, we may cite physical methods
wherein gas phase atomic or molecular beams are produced to carry out de-
position onto the appropriate surfaces, and chemical methods which generally
operate in the liquid phase, such as electrodeposition or sol–gel processes.
Depending on the technique and deposition conditions, the structures of the
thin film materials thereby obtained can be extremely varied, since one may
produce amorphous, polycrystalline or crystalline phases.

In this general context, the idea of producing thin films using clusters or
colloids rather than atoms or molecules was put forward in the 1980s, when
the novel properties and structures of these nanoscale objects first came to
light. These features are direct consequences of confinement effects and the
high surface-to-volume ratio, which are in turn both related to the small
size of the objects. Hence, if it was possible to deposit clusters or colloids
on a surface without destroying them in the process, in order to grow thin
films by stacking up these basic building blocks, one could hope to obtain
a material with a nanostructured morphology, somewhere between that of
amorphous and polycrystalline materials, which would conserve in memory
the novel properties of the basic building blocks.

A new field thus opened up in the synthesis of functional nanostructured
materials, offering interesting prospects for applications in key areas such
as nanoelectronics, nanooptics, nanomagnetism, nanobiology, and so on. In
this section, we shall describe methods commonly used to prepare nanostruc-
tures and nanostructured thin film materials by assembling clusters previously
formed in the gas phase or colloidal clusters prepared in the liquid phase.
The nucleation mechanisms and growth characteristics making it possible to
explain and control the nanostructured morphologies of these systems are
discussed along with examples of these types of material.
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7.6.1 Assemblies of Metallic Clusters

The aim when metallic clusters are condensed into two- and three-dimensional
objects is to build large organised entities with novel properties. These entities
may be either pure or hybrid, i.e., containing both clusters and organic com-
pounds. In solution, 3D assemblies of metallic clusters are easily obtained by
chemical synthesis in solution. Indeed, if we take the example of gold clusters
obtained by reduction from citrate, the clusters are stabilised by electrostatic
forces due to the presence of an excess of citrate adsorbed on the cluster sur-
faces. Introducing an organic compound with high affinity for metallic gold,
e.g., pyridine, the adsorbed citrate is replaced by the electrically neutral pyri-
dine and the cluster solution thereby destabilised. A process of coalescence
is thus triggered, initially between the particles and the first small clusters,
then between the clusters themselves. This process, whose reaction rate can
be controlled via the concentration of pyridine introduced into the solution,
thus leads to the formation of large 3D assemblies with geometry described
by the theory of fractals.

Hybrid assemblies containing organic compounds with specific optical
properties, e.g., Rhodamine 6G molecules with their well known fluorescence
properties, are straightforwardly produced by replacing pyridine by the cho-
sen compound. The drawback with this method in solution is that it leads to
assemblies with no well-defined architecture, either on the level of the binding
between organic compound and cluster, or on the level of the binding be-
tween one cluster and another. This twofold lack of control nevertheless leads
to objects with novel properties, such as confinement or strong fluctuations in
the electromagnetic field at the optical frequencies of the plasmon resonance
in the cluster. This property is commonly used in surface enhanced Raman
spectroscopy (SERS) to increase the cross-section of the process, so that very
low concentrations of chemical species may be detected in solution.

In contrast, when clusters are deposited from solution onto a substrate,
the regular arrangement is directly induced by the surface coverage ratio and
the forces governing the interaction between the clusters. For example, for
gold clusters stabilised in toluene by the adsorption of bromide ions and their
quaternary ammonium counterions, the simple deposition of a droplet of the
solution onto a copper grid covered by a thin carbon film, followed by evapo-
ration of the toluene, leads to a regular close-packed hexagonal arrangement
of the clusters. The distance between the clusters is defined by the steric hin-
drance of the adsorbed organic compounds, in such a way that compounds
with longer chains yield greater intercluster separations. The rigidity of the
alkyl chain nevertheless remains a determining factor, as chains lose rigidity
when they become too long.

Other clusters have been assembled into regular arrangements, e.g., silver
or silver sulfide. The substrate plays an equally important role, since the
structure of the final array results from the balance of forces between cluster
and substrate, and between cluster and cluster. From the 2D array, one may
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Fig. 7.32. Organised 2D array formed from two size distributions of gold clusters
with mean diameters 4.5 ± 0.8 nm and 7.8 ± 0.9 nm, respectively. The gold clusters
are functionalised by a thioalkane monolayer. Parameters p and q correspond to the
principal crystal planes of the two size distributions [28]

construct 3D arrays up to micrometer scales by multilayer deposition (see
Fig. 7.32).

7.6.2 Deposition Techniques for Clusters and Colloids

It is a relatively simple matter to produce nanostructured systems by deposit-
ing small colloidal clusters previously formed in the liquid phase. The method
involves depositing several droplets of the colloidal solution on a substrate
and then allowing the solvent to evaporate. The clusters in suspension in the
solvent will thus deposit themselves on the substrate, where they will grow
into structures with different sizes and shapes depending on the nature of the
substrate and the clusters, as well as the experimental conditions, especially
the substrate temperature.

For systems prepared by deposition of clusters previously formed in the gas
phase, the technology used is more complex. In this case, a cluster source of the
kind described in Sect. 7.5.1 is placed opposite a substrate held on a mount, the
whole setup being enclosed in a vacuum chamber. The cluster beam emitted
by the source propagates in vacuum and the clusters are deposited on the
substrate to form a thin film. Depending on the speed, and hence the kinetic
energy of the clusters in the beam, which in turn depends on the type of
source and the operating conditions, several characteristic deposition regimes
are possible, as illustrated in Fig. 7.33.

• When the kinetic energy per atom of a cluster is less than the binding
energy of the atoms making up the cluster, it will not break up on im-
pact with the substrate. A nanoporous layer of low density will form on
the substrate by random stacking of incident clusters (see Fig. 7.33). This
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Fig. 7.33. Cross-sections obtained by
molecular dynamics (MD) simulations
[29] of layers of molybdenum clusters
M1 043 (diameter ∼ 3.5 nm), deposited
at different energies on the (001) face
of a molybdenum substrate. The ki-
netic energy of the incident clusters
corresponds to 0.1 eV per atom, 1 eV
per atom, and 10 eV per atom in the
three simulations, viewing from top to
bottom. For comparison, note that the
binding energy between molybdenum
atoms in the metal is of the order of
1.5 eV

is observed when clusters are deposited at supersonic speeds, produced
naturally by an inert gas condensation source as described in Sect. 7.5.1.

• When the kinetic energy per atom of a cluster is greater than the binding
energy of the atoms making up the cluster, the cluster will fragment on
impact with the substrate. The fragments, which carry away part of the
total kinetic energy of the incident cluster, may be implanted in the upper
atomic layers of the substrate, leading to the formation of a compound.
This is illustrated in the bottom picture of Fig. 7.33. Note that, from a
practical point of view, high energy cluster beams are generally obtained
by acceleration of ionised clusters in an electric field, such clusters being
naturally produced in certain types of source. The method in which neutral
clusters are ionised by electron or photon impact and then accelerated is
also commonly used.

• For cluster kinetic energies between the two extreme cases mentioned
above, one observes the formation of a relatively dense cluster layer, like
the one shown in the central picture of Fig. 7.33.
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Finally, of the three cases listed here, the one that will most concern us is the
first, corresponding to a very low energy deposition regime. Indeed, when the
incident clusters do not break up, we obtain a layer of nanostructured material,
formed by quasi-random stacking of the basic building blocks provided by
the incident clusters (see the top picture of Fig. 7.33). This material has the
property of conserving the novel properties of the incident clusters. This opens
the way to the synthesis of new nanostructures and nanostructured materials,
with specific properties predetermined in the gas phase when the elementary
building blocks, the atomic clusters, are prepared. This method, which is
currently attracting a great deal of attention in the international scientific
community, is referred to as low energy cluster beam deposition (LECBD).

7.6.3 Characteristic Mechanisms
for the Formation of Nanostructures by Cluster Assembly

Since the 1980s, many experimental and theoretical studies have been carried
out to understand the formation of nanostructures from clusters deposited
on a substrate, in contrast to those obtained by more conventional methods
based upon deposition of atoms or molecules. In the following, we shall draw
heavily upon the 1999 review article [30].

To begin with, let us list the basic phenomena which may occur when
clusters reach the substrate surface. At low energies (in the LECBD regime),
the clusters do not fragment upon impact with the substrate, and depending
on the nature of the interaction at the cluster/substrate interface, the clusters
can diffuse across the surface if the interaction is weak, or remain fixed at their
point of impact if the interaction is strong. These two cases are illustrated in
Figs. 7.34 and 7.35.

When gold clusters are deposited on highly oriented pyrolitic graphite
(HOPG) (see Fig. 7.34), the very different natures of the two materials – the
substrate is covalent and the clusters metallic – lead to a very low level of
interaction between them. In fact, the s bonds in the plane of the graphite
sheet and delocalisation of the p electrons from the pz orbitals perpendicular
to the plane of the sheet make this system distinctly unreactive and poorly
inclined to establish bonds with atoms in the deposited gold clusters. The
latter, weakly bound to the substrate, will therefore diffuse randomly over
the surface until they are trapped by the various pre-existing defects on the
surface, e.g., atomic steps, or associate with other clusters. This process leads
to the formation of islands of clusters with a branching or ramified structure,
as can be seen in Fig. 7.34.

Since the clusters are originally deposited in a quite random manner over
the surface, the subsequent observation of ramified islands, in which the
branches are composed by juxtaposing incident clusters, is a clear demon-
stration that the gold clusters diffuse over the graphite surface. The surface
density of islands formed in this way can be predicted from the deposition
parameters (flux of incident clusters and diffusion coefficient of the clusters
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on the surface) using the DDA (deposition–diffusion–aggregation) model de-
veloped by P. Jensen [30].

In contrast, when the same gold clusters are deposited under the same
conditions on a gold substrate (see Fig. 7.35), they remain isolated, distrib-
uted randomly over the surface, and this whatever the deposited thickness. In
this case, the identical nature of the clusters and substrate leads to a strong
interaction between them, with perfect matching of the atomic planes at the
cluster/substrate interface (epitaxy). It should be remembered that the atoms
on the surface of a cluster have lower coordination number than those in the
bulk. They thus have a strong tendency to form bonds of the same kind as
those in the bulk, in order to reduce the surface energy with respect to the bulk
energy of the system. In this situation, the crystal lattice matching between
cluster and substrate is a key parameter, as shown in Fig. 7.36.

Let σC/σS denote the ratio of the crystal lattice parameters in the cluster
(σC) and the substrate (σS). When the lattice matching between the two
crystal lattices is good, we have

σC ≈ σS . (7.143)

This is known as the epitaxy condition. It implies an ideal situation in which
cluster diffusion is completely inhibited, since the clusters remained fixed
at their point of impact with the substrate. In contrast, as can be seen in

Fig. 7.34. Atomic force microscope image of an LECBD gold cluster deposit on an
HOPG substrate at room temperature. Mean cluster size Au750 (diameter ∼ 2.9 nm).
The total amount of deposited clusters corresponds to 0.3 compact monolayers of
Au750 clusters. The easy diffusion of the gold clusters on the broad atomic terraces
that are a feature of this type of graphite substrate leads to the formation of the
ramified islands observed here. Inset : One island, showing the branches formed from
strings of incident gold clusters [31]
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Fig. 7.35. Atomic force microscope images of an LECBD gold cluster deposit (mean
cluster size Au750 and diameter ∼ 2.9 nm), with different equivalent thicknesses on
a gold substrate [face (111)] at room temperature. Deposited thickness (a) 0.006,
(b) 0.018, (c) 0.048, and (d) 2 compact monolayers of Au750 gold clusters. Note
that the deposited thicknesses in the first three cases are less than the thickness
corresponding to the 2D percolation threshold and we observe isolated gold clusters,
distributed randomly over the surface, due to their inability to diffuse in the context
of the strong cluster–substrate interaction. In the last case, the deposited thickness is
greater than the thickness corresponding to the 2D percolation threshold, leading to
the formation of a continuous layer by random stacking of incident gold clusters [31]

Fig. 7.36, when we move away from the epitaxy condition, cluster diffusion
very quickly increases.

Regarding the way the diffusion constant D of a cluster on the substrate
depends on the cluster size, measured by the number of atoms N in the cluster,
the same molecular dynamics simulations mentioned for Fig. 7.36 show that
D decreases when N increases, following a power law of type

D ∼ N−a . (7.144)

The exponent a, which depends sensitively on the crystal lattice mismatch
between cluster and substrate, typically varies from 0.66 for a large mismatch
(σC/σS = 1.25–1.40), to 1.4 for better matching (σC/σS = 1.1).

The last important point we should mention here in connection with the
problem of understanding and controlling the final nanostructured morphol-
ogy of a cluster deposition is the coalescence of adjacent supported clusters.
Indeed, depending on the extent of this phenomenon, cluster islands may
evolve from branching shapes toward more compact shapes. Moreover, if we
wish to conserve the memory effect with regard to the original properties of the
free clusters, intercluster coalescence must be limited. It is the minimisation
of the surface free energy of the system that underlies the coalescence of two
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Fig. 7.36. Diffusion constant D of a cluster of van der Waals type (see Sect. 7.6.3)
comprising 100 atoms, on a substrate of the same nature, as a function of the
crystal lattice mismatch. The latter is quantified by the ratio σC/σS of the lattice
parameters of the crystal lattice of the cluster (σC) and the substrate (σS). The graph
was obtained at a temperature of 0.3Tm, where Tm is the melting temperature of
the material in the cluster, by a molecular dynamics simulation using an interaction
potential of Lennard-Jones type [30]. The graph shows that diffusion is blocked when
the epitaxy condition is satisfied for the cluster on the substrate, i.e., when σC/σS

is close to unity. It also shows the high mobility of the supported cluster as soon as
one moves away from this condition [32]

clusters into a single, larger and more compact cluster. In order to quantify
this phenomenon, we may define a characteristic coalescence time tco which
will depend mainly on the nature of the clusters and the temperature.

However, it should be noted that, during the deposition of clusters on a
substrate and when two adjacent clusters are attempting to coalesce, other
deposited clusters diffusing on the substrate can attach themselves to this sys-
tem, making it evolve towards a more ramified morphology. The characteristic
time tra for this phenomenon will depend on the flux of clusters arriving at
the surface, their diffusion constant, and the number of cluster islands already
present.

Finally, competition will arise between the two kinetic phenomena men-
tioned previously, which make the system tend towards opposing morphologies
– compact on the one hand and ramified on the other. The result of this com-
petition will be determined by comparing the characteristic times of these
opposing phenomena. When tra is small compared with tco, ramification will
win out, whereas in the other case (tra � tco), coalescence between clusters
will be favoured, leading to more compact islands. The temperature is a pa-
rameter that may influence the result of this competition in a significant way.
Indeed, when the temperature is non-negligible compared with the melting
temperature Tm of the cluster material (typically T = 0.2Tm), the kinetics of
intercluster coalescence may be activated.
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7.6.4 Examples of New Nanostructured Systems
Prepared by Cluster Deposition

Magnetic Clusters

To our knowledge, no systems of practical interest are now produced using
this method. However, the technique has some potential related to the growing
need for miniaturisation of elementary components for applications in nano-
electronics, nanooptics, nanomagnetism, and nanobiology, and this has led to
a great deal of research in the area. These fields of applications are described
in detail in Chap. 4. However, this is a good point to discuss some of the spe-
cific prospects offered by cluster techniques in the design of such futuristic
systems.

In particular, one of the essential requirements in the context of these
applications concerns the preparation of a new generation of systems with
very high integration density (typically 1011–1012 nano-objects per cm2). A
standard example in this area is the problem of high density magnetic record-
ing, such as the hard disk of a computer. Recording densities have currently
reached ten to a few tens of Gbits/cm2 and are soon expected to move into the
range of 100 Gbits/cm2 to 1 Tbits/cm2. To achieve this, one must overcome
the physical limit related to superparamagnetic behaviour at room temper-
ature which is a characteristic of nanoscale magnetic systems (see Chap. 4).
This behaviour occurs when

KV < kBT . (7.145)

Indeed, recall that the anisotropy energy of a magnetic cluster (proportional
to KV , where K is the anisotropy constant of the magnetic material and
V the cluster volume) is what causes the magnetisation of the cluster to
block in one of the easy magnetisation directions. However, when V decreases,
this anisotropy energy can become small enough to suffer competition from
the thermal energy kBT . The latter tends to shift the magnetisation of the
cluster between the easy directions. A cluster of this kind cannot be used as
an elementary magnetic recording dot, because such an entity requires the
magnetisation to remain blocked in the writing direction.

One solution would be to increase the magnetic anisotropy K of the clus-
ter by a corresponding amount, to counterbalance its decreased volume V , in
such a way that KV always remains above the thermal energy kBT (∼ 25 meV
at room temperature). Among the various sources of magnetic anisotropy in
a cluster, one may try to increase the magnetocrystalline component of the
anisotropy by modifying the material making up the cluster. However, it is
no easy matter to fabricate stable magnetic nano-alloys with well controlled
composition using conventional methods, whereas such materials may be more
accessible when clusters are formed in the gas phase, in non-equilibrium con-
ditions, for example.
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Hence, for applications to magnetic nanostructures, magnetic clusters or
colloids made from transition metals such as Co, Fe or Ni were synthesised
to begin with and subjected to wide-ranging investigation. Since the mag-
netic blocking temperatures determined by the magnetic anisotropy of the
materials in these nanosystems are too low for practical applications (from
ten to a few tens of kelvins for clusters containing a few hundred to a few
thousand atoms, i.e., diameters 2–10 nm), research soon turned to bimetal-
lic clusters and colloids, e.g., Co-Pt, Co-Sm, Fe-Pt, which have much higher
magnetic anisotropies, leading to magnetic blocking temperatures higher than
room temperature in some cases. It should be noted that several mechanisms
lead to enhancement of the magnetic anisotropy in small bimetallic clusters
and they are not always very well understood. Both bulk and surface effects
may be involved. In the latter case, the segregation phenomenon whereby the
element which confers the lowest surface energy on the cluster surface tends
to concentrate there, may lead to clusters with a heterogeneous morphology,
often referred to as core–shell clusters.

Covalent Clusters

Besides the characteristic example of magnetic nanosystems described above,
which represent a major trend in technology for the present decade, one should
also mention the example of semiconductor nanostructures, which are destined
to generate key technological developments in the move from the microelec-
tronics of today to the nanoelectronics of tomorrow. In this area, novel and
interesting prospects are offered by deposition of clusters that have been pre-
formed in the gas phase, and these methods are currently under investigation.
In particular, certain covalent semiconductor materials already well known
in the world of microelectronics, such as silicon, can exhibit completely new
structures and electronic properties on the nanoscale.

This is especially true of the cage-type clusters described in Chap. 8. One
well known example, made from carbon, is provided by the fullerenes, the
best known being C60 with its familiar football appearance. In the case of
silicon, fullerene-type clusters (hollow cages) are observable at small sizes
(up to Si28), whereas stuffed fullerenes tend to form at larger sizes to allow
the silicon atoms to conserve their sp3 hybridisation. However, in all cases,
the highly specific atomic structure of these cage clusters compared with the
diamond phase of bulk solid silicon, which contains among other things a
large number of pentagonal cycles, confers electronic structures and resulting
properties upon these semiconductor nanosystems that are quite unique. In
particular, an almost direct electronic band gap, much broader than that of
bulk silicon (∼ 1.2 eV), causes a photoluminescence effect in the visible. This
should allow silicon to make its first appearance in the field of optoelectronics,
whilst bulk solid silicon with its narrow and indirect band gap is unsuited to
this type of application, generally fulfilled by semiconductors of type III–V
(GaAs, InP).
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Cluster Arrays

In the two examples of magnetic or semiconductor nanostructures discussed
above, the preformed cluster channel is the most widely used to synthesise
functional nano-objects, with a high magnetic anisotropy in one case, or a
photoluminescence property in the other, in order to satisfy the requirements
of certain applications. However, if one is to build any kind of component, then
following this first stage of functionalisation of the nanosystem, one must as-
semble the basic nanosystems in an ordered manner to implement addressing.
This can be envisaged by controlling the nucleation and growth of nano-
objects deposited on a substrate, itself suitably functionalised in a previous
step. For clusters that have been preformed in the gas phase and deposited on
a substrate in the LECBD regime as described in Sect. 7.6.2, one simply uses
a substrate patterned with a regular array of traps for the diffusing clusters.

As an example, consider the case discussed in Sect. 7.6.3 and Fig. 7.34 in
which gold clusters Au750 were deposited on an HOPG substrate. In this case,
the random deposition and diffusion of the clusters led to the formation of ran-
domly distributed islands on the surface. Using nanoetching techniques (see
Chap. 1), an ordered array of artificial defects can be inscribed on the surface
of the graphite substrate, as shown in Fig. 7.37a. Gold clusters deposited on
this substrate will be trapped by these artificial defects as they diffuse over
the surface. At the end of the deposition, an ordered 2D array of gold cluster
islands will be produced, as shown in Fig. 7.37b. Ordered nanoparticle arrays
can also be fabricated from colloidal solutions (see Sect. 7.6.1 and Fig. 7.30).

Finally, there are many other applications using clusters or colloidal par-
ticles. For example, in the field of chemical catalysis, finely divided materials
are needed, whilst in the study of biological vectors, clusters could be used
as vehicles for transporting various surface-grafted active molecules towards
some predetermined target in a living organism. It would be difficult to cat-
alogue all these applications here and it seems preferable to try to identify
the general nature of the nanostructured materials prepared by assembling
clusters or colloids.

This general character depends for the main part on the combination of
or competition between the inherent properties of the clusters and the inter-
actions between neighbouring clusters. This has been clearly demonstrated in
the case of nanostructured layers of magnetic cobalt, iron or nickel clusters,
for which a behaviour of correlated spin glass type is observed, intermediate
between the behaviour of amorphous magnetic and classic ferromagnetic ma-
terials (see Chap. 4). It should be noted that the intrinsic properties of clusters
are conditioned at the moment they are prepared in the gas or liquid phase,
whereas the interactions between clusters will depend on the deposition con-
ditions and the conditions of nucleation and growth on the substrate, which
can influence the final nanostructured morphology of the system. These two
stages, i.e., the initial synthesis of the nano-objects, followed by deposition
on a substrate, are completely independent and involve completely unrelated
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Fig. 7.37. (a) Atomic force microscope image of an ordered array of nanoscale de-
fects inscribed on an HOPG substrate by ion beam bombardment. A focussed beam
of Ga+ ions of energy 30 keV is used in this case, with a dose of 37 500Ga+/point,
producing defects with nanocrater-type morphology. This is clearly visible in the
highly magnified image shown in the insert . The period of the array, i.e., the dis-
tance between two consecutive nanocraters, is 300 nm. Note that the morphology
of the defects can be rather tightly controlled through the energy and type of ions
used, as well as the ion dose per point. (b) Atomic force microscope image of an
LECBD deposition of gold clusters with mean size Au750 and diameter ∼ 2.9 nm on
a nanoetched HOPG substrate of the type shown in (a). The amount of gold clus-
ters deposited corresponds to 10−2 compact monolayers. The substrate temperature
during deposition is held at 100◦ to facilitate diffusion of the deposited clusters.
The magnified image in the insert clearly shows the gold clusters captured at the
edges of the nanocrater-type defects. This example shows that the nucleation and
growth of cluster islands can be controlled on a functionalised substrate in order to
fabricate components with very high surface integration densities, typically in the
range 102–103 Gbits/cm2 [33]

control parameters. This introduces a high level of versatility in the choice
of parameters and experimental conditions, making these techniques ideal for
the preparation of novel nanostructures that could not be achieved by more
conventional techniques based on atomic or molecular deposition, for exam-
ple, since these do not allow one to disconnect the different stages of the
synthesising process.

Collective Properties

To a large extent, current interest in cluster assemblies rests upon the fact that
they have different properties to the isolated clusters. Hence, when metallic
clusters are deposited on an insulating substrate by the methods discussed
above, one observes a transition from an insulating film to a conducting film



264 A. Perez et al.

Fig. 7.38. 2D array of metallic clusters with variable topology: random, (100) and
(111)

by modifying the surface cluster density: this is the Mott insulator–metal
transition.

The electron density of a spherical metallic cluster extends beyond the
size of the cluster as defined by its ionic core by a distance of the order of
the Fermi wavelength λF. In a sufficiently dense assembly of clusters, elec-
tron spillout from neighbouring clusters can overlap, whereupon the electron
density is delocalised over the whole assembly. This regime is only achieved
for small intercluster separations, when the clusters are close to contact. For
larger intercluster separations, the film is insulating, because the clusters are
then isolated, without coupling to their nearest neighbours, so that the elec-
tron density is localised on the clusters. The electrical properties of these films
can thus be controlled simply be controlling the surface density of the clus-
ters. Current work aims to investigate the exact role of the organisation of
these clusters in specific patterns of the type observed in the (100) or (111)
crystallographic planes of a cubic system, for example, as shown in Fig. 7.38.

Concerning optical properties, the changes to the absorption spectrum,
for example, are very significant due to the delocalisation of conduction elec-
trons over the whole ensemble of clusters, rather than just a single cluster. In
particular, new resonances are observed in the absorption spectrum at visible
frequencies for gold or silver clusters, at energies defined by the topology of
the cluster assembly (see Fig. 7.39).

From a formal standpoint, the dielectric constant at optical frequencies
of an assembly of clusters with dielectric constant ε embedded in a matrix
with dielectric constant εm can be approximated by the Maxwell–Garnett or
Bruggeman model:

f
ε − εf

ε + 2εf
+ (1 − f)

εm − εf

εm + 2εf
= 0 , (7.146)

where f is the volume fraction of metal and εf is the dielectric constant of the
film. This expression cannot correctly account for the nanostructuring of the
film, or for its exact topology, the latter only being introduced in the form of a
homogeneous statistical distribution. When the separation between clusters is
too small, this model deviates significantly from experimental results obtained
by observing the absorption spectrum of the film. This expression can thus



7 Clusters and Colloids 265

Fig. 7.39. Extinction spectrum of nine silver clusters in assemblies with different
topologies, calculated using the generalised Mie theory [15]

only be used for volume fractions well below 0.01, although a discrepancy is
already observed for values below this limit.

The full theory of the optical response of assemblies containing a large
number of clusters is the generalised Mie theory, which specifically takes into
account the topological arrangement of the clusters in order to account for
multiple diffusion. A less sophisticated approach consists in restricting to the
electric dipole approximation, and hence to clusters with diameters well be-
low the incident wavelength. Each cluster i is replaced by the corresponding
induced dipole, treated as a point. The coupling between the different dipoles
is then modelled by an induced dipole–induced dipole interaction term. The
α component of the dipole pi of the i th cluster is then given by

piα = α0

⎡⎣E(0)
α +

N∑
j=1,j �=i

∑
β

Gij,αβpjβ

⎤⎦ , (7.147)

where α0 is the polarisability of the cluster and E(0) is the electric field of
the incident wave. The second term in the square brackets is the induced
dipole–induced dipole coupling, given by

Gij,αβ =
3rij,αrij,β − δαβr2

ij

r5
ij

(7.148)

in the quasi-static approximation, i.e., by neglecting retardation effects due to
the finite speed of the electromagnetic wave. In these equations, the vectorial
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nature of the problem has been shown by explicitly introducing the different
components α = x, y, z of the dipoles and the distance rij between the i th
and j th clusters. The symbol δαβ is the Kronecker delta. One thus obtains a
system of 3N coupled equations which can be solved quickly if the number of
clusters N is not too high.

7.7 Conclusion and Prospects

The examples given above to illustrate the size effects and intrinsic properties
arising from a finite number of atoms should convince the reader of the great
potential of nanostructured systems. Nanotechnology requires specific tools for
fabricating materials, such as LECBD deposition, laser vaporisation sources,
colloidal systems, etc., and tools for characterising and manipulating them,
such as scanning tunneling microscopy, combined with a reasoned approach to
the properties of the elementary building blocks themselves. Indeed, it would
be a mistake to consider only the scale factor, when the properties of these
elements are so different from our intuitive ‘school book’ understanding.

The reader must therefore develop a familiarity with novel ideas: a metal
becoming an insulator, or an inert material becoming explosive due to an
ultrahigh level of reactivity, for example. Nothing is obvious, everything is
possible: this is the richness of nanostructured systems. The reasoned ap-
proach consists therefore in studying the influence of the finite number of
atoms through the surface concept (1/R law) and the so-called molecular ap-
proach illustrated in this chapter. The discovery of the memory effect in films,
wherein a thin film formed by depositing elementary building blocks conserves
to some extent the properties of those building blocks, opens up a whole new
area of physics in which properties can be adapted at will by playing with the
size of the basic elements.
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Appendix

A. Polyhedra

The cube, octahedron, cubo-octahedron with hexagonal faces and cubo-
octahedron with triangular faces can be generated by changing the ratio of
the distances of the (111) and (100) facets from the centre:
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Cube
R111

R100
=

√
3

Cubo-octahedron with hexagonal faces
R111

R100
=

√
3

2

Cubo-octahedron with triangular faces
R111

R100
=

2√
3

Octahedron
R111

R100
=

1√
3

It is clear that the cube and octahedron have a high degree of anisotropy
according to the Wulff criterion.

B. Hybridisation

Hybridisation occurs by linear combination of pure s and p orbitals. The
tetravalent elements (one s electron and three p electrons) offer three possi-
bilities:

• hybridisation spx py,pz dihedral angle 180◦ (linear structure),
• hybridisation sp2

x,y,pz dihedral angle 120◦ (hexagonal structure),
• hybridisation sp3

x,y,z, dihedral angle 109◦47′ (tetrahedral structure).

C. Cohesive Energy

In the liquid-drop model (7.8):

Ecluster/N = Ecohesive(1 − 0.82N−1/3) . (7.149)

In the second moment approximation (7.16):

Ecohesive = a × C1/2
max , (7.150)

where a is a coefficient of proportionality. Hence,

Ecluster = aC1/2 , (7.151)

and consequently,

C = Cmax(1 − 0.82N−1/3)2 . (7.152)

D. Work Function

The exact calculation is tedious and difficult. The details can be found in
[34,35]. Suppose that an electron is torn from an infinite metal surface (R →
∞). At a distance x from the surface, this electron is subject to a Coulomb
interaction between itself and the hole of charge +q delocalised on the surface
(hence equivalent to a positively charged surface). It can be shown that the
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interaction energy can be written using the image force model. In this model,
there is a charge −q (the electron) at a distance d from the surface and a
fictitious charge +q at a distance −d within the surface, so that

U∞ =
q2

16πε0x
, (7.153)

where ε0 is the vacuum permittivity and x is the distance from the electron to
the surface. In the case where x = 1 Å, a characteristic interatomic distance,
U∞ = 3.6 eV is the order of magnitude of the energy required to remove an
electron from a previously neutral conducting surface. This is nothing other
than the work function Φ. Note also that U∞ is half the interaction energy
between two real charges located at a distance 2x apart. In our case, we have
only one charge.

For a sphere of finite radius R, it can be shown that the potential is

UR =
q2R3

8πε0(R + x)2
[
(R + x)2 − R2

] +
q2

4πε0(R + x)
. (7.154)

If we calculate the difference between the potential of a surface [sphere of
infinite radius (7.153)] and the potential of a droplet of radius R given by
(7.154), then setting x = Rδ, we have

ΔU = U∞ − UR =
q2

4πε0R(1 + δ)
+

q2

8πε0Rδ(1 + δ)2(2 + δ)
− q2

16πε0Rδ
.

(7.155)

There is no condition on x. We may choose a value as small as possible, such
that x 
 R, i.e., δ → 0. It then follows that, to first order in δ,

ΔU =
3q2

32πε0R
. (7.156)

We may then define the ionisation potential of the droplet by

PI(R) = ΔU + Φ , (7.157)

or

PI(R) = Φ +
3q2

32πε0R
, (7.158)

or again,

PI(R) = Φ +
5.4
R

eV , (7.159)

where R is expressed in angstrom units.
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E. Kubo Criterion

Transition Metal Clusters (d Electrons)

The same argument can be used with the transition metals, taking into ac-
count the specific form of the d orbitals, which are much more localised in
space (cigar shape) than the s electrons (sphere).

The transition metals are characterised by the presence of a d band much
narrower than the s band. This arises because of the much stronger localisation
of the d orbitals. As a consequence, the density of states at the Fermi level will
be higher, and the Kubo transition will occur at much smaller sizes. There is
no closed analytic expression to describe the transition, because the globally
rectangular d band may manifest a certain number of anomalies depending
on the crystallographic structure:

• For the centered cubic structure, which has two maxima and a reduction
in the density of states at the band center. This effect is analogous to the
forbidden band observed in semiconductors, although the two bands are
occupied.

• Fine structures made up of narrow but intense peaks in the vicinity of EF

in the face-centered cubic structure.

Clusters of Divalent Metals (s and p Electrons)

The divalent elements Hg, Zn, etc., have a closed s shell. According to the free
electron model, such elements should lead to completely filled bands and hence
to insulating structures. This is not the case, because the divalent elements
are metallic in the bulk solid phase. The electron delocalisation arises from
the increasing overlap of the broadening s and p bands as N increases, e.g.,
in mercury. The width of an s or p band is given in the second moment
approximation of the tight-binding model (TBSMA) by

Ws,p = as,pC
1/2 , (7.160)

where C is the number of nearest neighbours and a a constant function of the
type of orbital. As the p orbitals are more localised than the s orbitals, the
band width W will be narrower for the p states (ap < as). If we do not take
into account the hybridisation between the s and p states, which leads to a
covalent character, rather than a metallic one, the insulator–metal transition
will occur when (see Fig. 7.8)

a(Ws + Wp) ≈ Ep − Es , (7.161)

where Es and Ep are the positions of the atomic s and p levels and a is a
constant between 1/2 and 1.

We noted in Appendix C that the mean coordination number is related to
the cluster size by [see (7.152)]
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C = Cmax(1 − 0.82N−1/3)2 , (7.162)

where Cmax is the maximal coordination number in the solid phase. Taking
the example of mercury, the width of the sp band in the solid is essentially
fixed by the s band, which implies that

Ws,p(solid) = as,pC
1/2
max = 9.2 eV . (7.163)

Hence, for a cluster of N atoms, we have a band width

Ws,p = 9.2(1 − 0.82N−1/3) . (7.164)

Es and Ep are the positions of the atomic levels 6s and 6p with Ep−Es ∼ 5 eV.
According to (7.161) and (7.164), one thus expects a transition for sizes Ncrit

given by

Ws,p = 9.2(1 − 0.82N
−1/3
crit ) ∼ 10a . (7.165)

This model is not accurate enough to calculate Ncrit. Experimentally, it is
found that the transition occurs above 13 atoms (a = 0.6). It should be noted
that the band overlap does not depend on kBT , and the Kubo criterion is not
the right parameter for this type of transition.

Clusters of Covalent Elements (s and p Electrons)

These elements have partially occupied p states, where the configuration of the
valence electrons is s2p2. We shall only consider 3D structures. In this case,
bonding and anti-bonding states created by hybridisation of s and p states
are separated by a forbidden band or gap of width Eg. This hybridisation is
called sp3 hybridisation. In the bulk solid phase, the excitation of an electron
from the valence band to the conduction band generates a hole in the valence
band. The electron–hole interaction is called an exciton. It can be shown that
the energy of this exciton in the Bohr model is given approximately by

Eexc = − q

8πε0εaB
, (7.166)

where aB is the Bohr radius (0.527 Å) and ε the static dielectric constant of
the material. The radius a∗

B of the associated Bohr orbit is about 4.3 nm for
silicon (ε = 12). If the cluster is smaller in size than the Bohr orbit, the exciton
will be quantised. One may then apply the model of a particle confined within
a box. For a square potential well, we have the well known formula

En =
1

2m

(
n�π

L

)2

, (7.167)

where L is the length of the box. If L 
 a∗
B, the electron and hole will be

quantised separately, which leads to
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En =
1

2m∗
e

(
n�π

L

)2

+
1

2m∗
h

(
n�π

L

)2

, (7.168)

where m∗
e and m∗

h are the effective masses of the electron and hole, respec-
tively. In this case, the energy that must be supplied to the electron will be
given by

Etot = Eg + En . (7.169)

This is the well known confinement model. When L decreases (the cluster
volume is L3 here), Etot increases, indicating that the levels move apart from
one another. This is a direct consequence of the Kubo criterion. Taking n = 1,
m∗

e = m∗
h = m, it then follows that

Etot (eV) = Eg +
0.75

L2 (nm)
. (7.170)

The model fails when the cluster size becomes too small. For very small sizes,
the sp3 hybridisation is no longer the stable phase due to the presence of a
great many dangling bonds at the cluster surface. If atomic states are accessi-
ble, e.g., d states, hybridisation will occur between the s, p and d states, with
an increase in the mean coordination (dsp3 hybridisation forms a tetragonal
bipyramid). In this case, the forbidden band disappears and there is a transi-
tion towards a metallic state. This phase transition is predicted for elements in
column IVA, with the exception of carbon, where the d states are inaccessible.

F. Magnetic Susceptibility

We calculate here the logarithm and successive derivatives. Hence,

ln(Zeven) = − E0

kBT
+ ln

[
1 + 2 exp

(
− Δ

kBT

)(
1 + cosh

2μBH

kBT

)
+ exp

(
− 2Δ

kBT

)]
, (7.171)

δ ln(Zeven)
δH

=

4μB

kBT
exp

(
− Δ

kBT

)
sinh

2μBH

kBT

1 + 2 exp
(
− Δ

kBT

)(
1 + cosh

2μBH

kBT

)
+ exp

(
− 2Δ

kBT

) ,

(7.172)

and

δ2 ln(Zeven)
δH2

=
8
(

μB

kBT

)2

exp
(
− Δ

kBT

)
cosh

2μBH

kBT

1 + 2 exp
(
− Δ

kBT

)(
1 + cosh

2μBH

kBT

)
+ exp

(
− 2Δ

kBT

) .

(7.173)
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Then as H → 0,

δ2 ln(Zeven)
δH2

∣∣∣∣∣
H→0

= 8
(

μB

kBT

)2 exp(−Δ/kBT )
1 + 4 exp(−Δ/kBT ) + exp(−2Δ/kBT )

.

(7.174)

The susceptibility is obtained from (7.66) and (7.174) by integrating over all
possible states Δ, whence

χeven =
8μ2

B

kBT

∫
P0(δ) exp(−Δ/kBT )

1 + 4 exp(−Δ/kBT ) + exp(−2Δ/kBT )
dΔ . (7.175)

Using (7.63), it follows that

χeven =
8μ2

B

kBT

∫
exp(−Δ/δ) exp(−Δ/kBT )

δ
[
1 + 4 exp(−Δ/kBT ) + exp(−2Δ/kBT )

]dΔ . (7.176)

This integral has been tabulated numerically by Denton et al. and we obtain

χeven = 3.04μ2
B/δ = N(EF)3.04μ2

B . (7.177)

Now consider

δ ln(Zodd)
δH

= (μB/kBT )
sinh(μB/kBT )
cosh(μB/kBT )

, (7.178)

and hence

δ2 ln(Zodd)
δH2

=
(μB/kBT )2

cosh2(μB/kBT )
. (7.179)

Then for H → 0,

δ2 ln(Zodd)
δH2

∣∣∣∣∣
H→0

=
(

μB

kBT

)2

. (7.180)

The susceptibility is obtained from (7.66) and (7.180) by integrating over all
possible states Δ, whence

χodd =
μB

kBT

∫
Pn(Δ)dΔ . (7.181)

Integrating the energy distribution Pn(Δ) over all possible Δn gives unity.
The susceptibility χodd is then

χodd = μ2
B/kBT . (7.182)
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G. Fermions and Magic Sizes

Fermions are elementary particles with half-integer spin, e.g., electrons, pro-
tons, neutrons, the particles making up ordinary matter. Fermions obey
Fermi–Dirac statistics and the Pauli exclusion principle, which says that two
identical fermions, such as two electrons, cannot occupy the same quantum
state. Most properties of matter are consequences of this principle, including
atomic structure, molecular structure, electronic band structure in solids, and
so on.

Magic numbers (or sizes) are specific numbers of fermions (electrons in the
case of an atom or cluster, nucleons in the nucleus) at which the system has
greater stability than at adjacent sizes. The terminology comes from nuclear
physics, where certain nuclei with specific numbers of protons and neutrons
are extremely stable.

H. Time-of-Flight Spectrometer

The clusters emerging from a neutral cluster source generally have almost the
same velocity. To find the distribution of sizes N (or masses M) in the clus-
ter beam, they are ionised (photoionisation by laser, or bombardment by an
electron gun) as they enter a device known as the time-of-flight spectrometer.
This comprises a small acceleration region in which there is an intense static
electric field, followed by a long region (length L) called the free flight zone.
In the first part, the ionised clusters are accelerated by the intense electric
field and reach different speeds v depending on their mass M (v ∝ M−1/2). In
the free flight zone, the clusters propagate at constant speed, i.e., the speed
acquired at the end of the acceleration region, and their time of arrival t at a
detector placed at the end of the free flight zone will therefore be a function
of their mass (t ∝ LM1/2). A specific mass thus corresponds to each time
of arrival, and the intensity of the detected signal will reflect the number of
clusters having this mass (hence the generic name of mass spectrometer).

I. Sequence of Magic Sizes

The main electronic magic sizes Ne (20, 40, 58, 92, 138, etc.) are not regu-
larly spaced. However, their cube roots are. This result is intuitively obvious
as regards the atomic shell structure, since the transition from one perfect
polyhedron to the next corresponds to a covering of the surface (or the half
surface, as in the case of an octahedral geometry) by a further ‘layer’ of atoms.
It indicates that the transition from one electronic magic size to the next cor-
responds to a fixed increase in the cluster radius. This surprising characteristic
is explained by the semiclassical theory of the density of states, discussed in
Sect. 7.4.2.
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J. Negligible Trajectories

The almost non-existent influence of the oscillating trajectory M(1, 2) (in fact,
the shortest) arises because the quantum states En,l contributing most to a
component DM

N (E1/2
kin ) are those whose angular momentum [l(l + 1)]1/2

� is
of the order of magnitude of the angular momentum L characterising the
classical orbit. [The amplitude factor AM is in fact proportional to (L +
�/2).] The component Dfluc

N (E1/2
kin ) is thus essentially dominated by the short

orbits with high angular momentum. The ‘polygonal’ trajectories making one
round trip M(q = 1, n > 4) (pentagon, hexagon, etc.) also have little relative
influence because, for one thing, they do not exist over a large size range due
to edge effects [in the presence of an effective potential Veff(r) with edges
that are not too abrupt, the rebound against the surface requires a minimal
angular rotation], and for another thing, their lengths (parameters αM ) are
relatively close to the length of the square orbit. Calculation shows that these
trajectories can be taken into account by attributing a very low apparent
anharmonicity to the contribution of the square orbit.

K. Basic Electromagnetism of Homogeneous, Isotropic Media
in the Linear Approximation

Static Regime

In the presence of a macroscopic electric field E(r), the atoms or molecules in
the medium are polarised. In fact, each atom or molecule can be treated as a
small electric dipole moment, or a point dipole. The electric dipole density at
r, i.e., the sum of all the small dipoles in the element of volume d3r centered
on r, divided by d3r, is the polarisation vector P (r) given by

P (r) = ε0χE(r) , (7.183)

where χ is the linear electric susceptibility of the medium. The electric dis-
placement vector D(r) is defined by

D(r) = ε0E(r) + P (r) = ε0(1 + χ)E(r) = ε0εE(r) , (7.184)

where ε is the relative dielectric constant (or permittivity) of the medium. If
there are no free charges, div(D) = 0. Since the electric field and electrostatic
potential V (r) are related by

E(r) = −grad[V (r)] , (7.185)

we have the Poisson equation

ΔV (r) = 0 , (7.186)

where Δ is the Laplacian.
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Time-Varying Regime

When there is a monochromatic oscillating electric field E(r) cos(ωt), the po-
larisation vector P (r, t) oscillates with angular frequency ω in the direction
of the field. However, there is generally a phase difference with respect to the
field, i.e., it has a component in phase quadrature with the field. It is this
component which is responsible for energy absorption by the medium, e.g.,
the incident electromagnetic energy is converted into heat. The amplitudes
of the components in phase and in phase quadrature depend on the angular
frequency ω. As in electrokinetics, it is better to use a complex representation
in order to avoid tedious trigonometric calculations. The complex representa-
tions given by

E(r, t) = E(r) exp(−iωt) , P (r, t) = P (r) exp(−iωt) ,

D(r, t) = D(r) exp(−iωt) , V (r, t) = V (r) exp(−iωt) ,

are therefore used in all algebraic manipulations. The true physical quantities
are, of course, the real parts of these quantities. E(r), P (r), D(r) and V(r)
are thus complex quantities. The following complex quantities are then defined
in the complex representation:

χ(ω) = χ1(ω) + iχ2(ω) , (7.187)

ε(ω) = ε1(ω) + iε2(ω) , (7.188)

where ε(ω) is the complex dielectric function of the medium.
We have χ2(ω) = ε2(ω) = 0 when the medium is non-absorbent (zero

component in phase quadrature). The polarisation current density j is related
to P by

j(r, t) =
∂P (r, t)

∂t
. (7.189)

The power delivered to the medium by the field (heat production) in a volume
element d3r is j · Ed3r.

When propagation effects can be neglected, i.e., the speed of light is treated
as infinite, in particular, when the electric dipole approximation is valid, the
relations div(D) = 0 and ΔV (r) = 0 remain valid.

L. Comment on the Width Γ

In quantum calculations, one parameter is used to reduce the computation
time, acting rather as a spectrum is smoothed by convolution with a function
of finite width. More precisely, to a first approximation, this parameter serves
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to give a finite width to the one-electron excitations (here 0.1 eV in Fig. 7.24).
Figure 7.24 shows the spectra calculated with a parameter ten times smaller
for cluster sizes N = 58, 138 and 1284. The fragmentation of the surface
plasmon band of the cluster Na1284 is now clearly visible. Experimentally,
except for very small sizes, this fragmentation phenomenon is rarely visible
because many other effects (the same as those reducing the contrast of the
shell effects in mass spectra, as discussed in Sects. 7.4.1 and 7.4.2) contribute
to smoothing and broadening the absorption spectrum. These effects make
it very difficult to produce reliable estimates of the intrinsic width Γ (N) of
the plasmon band of a cluster at rest and the way it depends on the cluster
size. For example, the widths observed in Fig. 7.23 are essentially dominated
by temperature effects and shape fluctuations, since the technique of photoe-
vaporation spectroscopy produces hot clusters. Furthermore, the temperature
(and temperature-induced effects) are not necessarily the same for all clusters,
since the multiphoton excitation is adjusted to each size in order to induce
an appropriate evaporation sequence for analysis of the fragment distribution.
Likewise, theoretical study of the size dependence of the intrinsic width of the
plasmon band requires a significant reduction of the smoothing parameter.
The width of the resonance bands in Fig. 7.24 is largely dominated by this
artifact, despite a clearly visible average reduction, with the exception of the
band associated with the size N = 138, which is much narrower. The kind of
calculations carried out in these studies lead to a mean law of the type

Γ (N) = Γ0 + α/RN , (7.190)

where Γ0 and α are two constants. The second term, induced by spatial con-
finement of the electrons, is introduced in the classical approach by including,
in addition to the collisional mechanisms in the bulk solid phase (Drude pa-
rameter Γ ), a term corresponding to collision with the surface of the form
AvF/RNe , where vF is the Fermi speed and A an adjustable phenomenologi-
cal parameter which is very sensitive to the interface. This leads to a reduction
in the mean free path of the electrons.

M. Synthesis of Gold Clusters by Reducing with Citrate

Put 20 mg of hydrogen tetrachloroaurate trihydrate (HAuCl4–3H2O) in 190 mL
of distilled water in a 500-mL three-necked flask, and heat to 97◦C in a wa-
ter bath, or over a Bunsen burner, stirring all the time. To allow for the
reduced volume due to evaporation, a cooling column can be fitted to the
flask. When the solution begins to boil, add 10 mL of a 1% by mass aqueous
solution of sodium citrate. Continue to stir for ten or fifteen minutes. After
this time, the solution will have become ruby red, indicating the presence of
gold nanoparticles in the solution. The mean diameter of the nanoparticles is
then 20 nm with standard deviation about 15%. The exact diameter can be
determined by transmission electron imaging or granulometry. Still stirring,
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allow the solution to return to room temperature. The stability of the solution
is maintained by the citrate, which is a reducing agent, introduced in excess
into the solution. In fact, the solution will remain stable for several weeks or
even months.
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8. Sivardière, J.: La symétrie en mathématiques, physique et chimie, Grenoble Sci-

ences, Presse Universitaire de Grenoble (1995). Provides the necessary topology
9. Buffat, P., and Borel, J.P.: Phys. Rev. A 13, 2287 (1976)

10. Schumacher, E.: Chimia 42, 357 (1988)
11. Halperin, W.P.: Rev. Mod. Phys. 58, 533 (1986)
12. de Heer, W.A.: The physics of simple metal clusters: Experimental aspects and

simple models, Rev. Mod. Phys. 65, 611–675 (1993). Discusses quantum aspects
13. Brack, M.: The physics of simple metal clusters: Self-consistent jellium model

and semiclassical approaches, Rev. Mod. Phys. 65, 677–731 (1993). Discusses
quantum aspects

14. Kresin, V.V.: Collective resonances and response properties of electrons in metal
clusters, Phys. Rep. 220, 1–52 (1992). Discusses quantum aspects

15. Kreibig, U., and Vollmer, M.: Optical Properties of Metal Clusters, Springer-
Verlag, Berlin, Heidelberg (1995). Discusses classical and quantum aspects, as
well as the collective optical properties of a particle ensemble

16. Bohren, C.F., and Huffman, D.R.: Absorption and Scattering of Light by Small
Particles, Wiley Science Paperback Series, John Wiley, New York (1983). Dis-
cusses classical aspects for an isolated particle and an ensemble of particles

17. Knight, W.D., et al.: Phys. Rev. Lett. 52, 2141 (1984)
18. Knight, W.D., Clemenger, K., de Heer, W.A., Saunders, W.A., Chou, M.Y.,

Cohen, M.L.: Electronic shell structure and abundances of sodium clusters,
Phys. Rev. Lett. 52, 2141–2143 (1984)

19. Baguenard, B., et al.: J. Chem. Phys. 100, 754 (1994)
20. Pedersen, J., et al.: Nature 353, 733 (1991)
21. Pellarin, M., et al.: Phys. Rev. B 52, 16807 (1995)
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of preformed gold clusters on HOPG and gold substrates: Influence of the sub-
strate on the thin film morphology, Appl. Surf. Sci. 164, 52–59 (2000)

32. Deltour, P., Barrat, J.L., and Jensen, P.: Fast diffusion of a Lennard-Jones
cluster on a crystalline surface, Phys. Rev. Lett. 78, 24, 4597–4600 (1997)
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Fullerenes and Carbon Nanotubes

J.-P. Bourgoin, A. Loiseau, and J.-F. Nierengarten

This chapter is a general introduction to fullerenes, carbon nanotubes, and
related subjects, giving a snapshot of the state of the art ten years after their
discovery. We show how these structures relate to other crystallised carbon
structures and describe their specific distinguishing features, with a discussion
of the various methods developed for observing and investigating them. We
then review the main ways of synthesising these entities, and our current
understanding of their formation mechanisms and properties.

8.1 Introduction

Fullerenes and carbon nanotubes still represent a new field of study, since
they were only identified in 1985 [1] and they have only been studied since
1990 in the case of fullerenes [2] and 1991 in the case of carbon nanotubes [3].
These two discoveries cast a completely new light on carbon as an element,
and the international scientific community reacted immediately, with such
vigour that two associated fields of research were born, which soon established
their importance in the world of science, both from a fundamental standpoint
and in terms of applications.

To give an idea of the magnitude of the phenomenon, the subject is ex-
panding exponentially if gauged by the number of publications: 2000 per year
at present, having doubled between 1999 and 2002. This deep and long-lasting
development is to a large extent due to the very special geometric character-
istics of carbon nanotubes, with dimensions that are both nanometric and
micrometric, leading to novel and versatile properties. For this reason, the
related fields of research and applications are vast and ever more relevant to
other branches of physics, chemistry and even biology. Nanotubes are thus
particularly appropriate for scientific developments at the interface of these
three disciplines.

The aim in this chapter is to attempt to explain what fullerenes and nan-
otubes are, how they are synthesised and studied, what properties they have,
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Fig. 8.1. Stuctures of graphite, diamond, the C60 molecule and a carbon nanotube.
Carbon atoms are represented by grey balls and chemical bonds between neighbour-
ing atoms by lines. Adapted from [4]

and what the future prospects are, both in fundamental research and in ap-
plications.

8.2 Nanotubes and the Crystalline Forms of Carbon

8.2.1 Diamond and Graphite

In its natural state, carbon exists as a solid with two possible crystal forms fa-
miliar to everyone: graphite and diamond (see Fig. 8.1). Graphite is a crumbly
black mineral, used for centuries as a writing material (Indian ink, pencil lead).
In fact, previously called plumbago or black lead, its present name was only
introduced in the eighteenth century from the Greek verb graphein, meaning
‘to write’.

In contrast, diamond is a transparent mineral, and extremely hard. It was
only at the end of the eighteenth century that is was identified as a crystal
form of carbon by Lavoisier and Tennant. In the diamond structure, each
atom is connected to four neighbouring atoms arranged at the vertices of a
regular tetrahedron by hybrid bonds of type sp3. The tetrahedral symmetry
signals a dense and isotropic solid. The distance between neighbouring atoms
is 0.136 nm.

Graphite is layered or lamellar in structure, made up of parallel planes,
each of which is a regular tiling of hexagons or honeycomb pattern. The carbon
atoms are arranged at the vertices of the hexagons. Each atom is connected
to three neighbouring atoms in the plane of hexagons by hybrid bonds of
type sp2, making an angle of 120◦ between them. The bonds in the plane are
strong and characterised by an interatomic distance of 0.142 nm. However, an
atom is only weakly connected to atoms in neighbouring planes. Indeed, the
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distance between planes is 0.34 nm. This structure has a density equal to just
one third of the density of diamond. Graphite is thus a highly anisotropic,
quasi-2D solid, since the weakly connected planes slide very easily relative to
one another. (For more details concerning graphite and diamond, and solid
carbon in general, the reader is referred to [5].)

8.2.2 Discovery of Fullerenes

Observations of interstellar space by radioastronomers revealed the existence
of chains of carbon atoms in certain stars, the red giants. While seeking to
produce conditions similar to those obtaining in such stars, in order to produce
the same molecules in the laboratory, H.W. Kroto, R.F. Curl and R.E. Smalley
had no idea that they were about to make a discovery that would revolutionise
our understanding of carbon.1 Indeed, when examining the carbon clusters
formed within a very hot plasma, obtained by vaporising graphite using a
laser, they found molecules with a cage structure, exclusively made up of
carbon atoms: the fullerenes [1].

After graphite and diamond, a third form of pure carbon was thus discov-
ered. Whereas the two other forms are solids made up of an infinite atomic
lattice, the fullerenes are well defined molecules. As can be seen from Fig. 8.1,
the C60 molecule and carbon nanotubes manifest a clear family likeness with
graphite. Indeed, the hexagons in the C60 molecule are the same as those in
graphite. However, it would be several years before it became possible to study
these compounds, by virtue of a method for synthesising them in macroscopic
quantities using an electric arc between two graphite electrodes [2].

In this chapter we shall present this new family of molecules, and in par-
ticular, buckminsterfullerene, or C60, which is the most commonly produced
and studied.2

8.2.3 Discovery of Carbon Nanotubes

In 1991, S. Iijima [3] had the idea of examining under the electron microscope
a byproduct of C60 synthesis using the electric arc method mentioned above.
This byproduct occurred in the form of a hard, black, filamentary deposit. He
discovered the nanotubes in this deposit, identifying them as tubular objects
with nanometric diameter and micrometric length, closed at the ends and
made of perfectly graphitic carbon (see Fig. 8.1).

In fact, the production of these nanotubes was not without precedent, as
the discovery of the fullerenes had been in 1985. Back in 1960, R. Bacon [6]
had already developed the electric arc technique for producing the carbon
filaments, or whiskers, and there is a stong likelihood that nanotubes as we
1 The discovery of fullerenes earned them the Nobel Prize for Chemistry in 1996.
2 The name comes from the similarity between the structure of the C60 molecule

and the domes created by the architect Buckminster Fuller.
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understand them today had already been produced in those early experiments.
However, the means of observation of the day would not have been adequate
to their identification.

More recently, in the 1970s, methods were developed for fabricating carbon
fibres using chemical vapour deposition, with or without the help of a metallic
catalyst (CCVD or CVD, respectively). Although these fibres are generally a
thousand times bigger than nanotubes and the level of graphitic structure far
inferior, various electron microscope observations carried out by M. Endo and
S. Oberlin [7] revealed that, in certain conditions, nanotubules or nanofibres
would turn up, similar in many ways to the structures observed by S. Iijima.
Although S. Iijima may not have actually discovered the nanotubes, he never-
theless realised the importance of these extraordinary nano-objects and drew
attention to the remarkable significance of their dimensions.

8.3 Fullerenes

8.3.1 Structure of Fullerenes

Fullerenes are molecules with a cage structure containing 2(10 + n) carbon
atoms which form 12 pentagons and n hexagons. A hexagonal lattice forms a
plane surface. Geometrically, the introduction of a pentagon into this lattice
transforms the plane into an open cone with apex angle 112◦. Introducing
further pentagons, the plane can be closed off, transforming it into a shell.
Euler’s theorem tells us that 12 pentagons suffice to close the shell and arrive
at a closed polyhedron. The smallest fullerene that can be imagined theoret-
ically is C20. Above C20, any cluster made up of an even number of carbon
atoms can form at least one fullerene-type structure. Increasing n, the number
of fullerene isomers increases rapidly, from one for n = 0 to more than 20 000
for n = 29.

Buckminsterfullerene C60 is the smallest stable fullerene. This compound
has the shape of a truncated icosahedron, with a regular structure that corre-
sponds to an Archimedean solid that can be inscribed in a sphere. It is in fact
the exact replica of a football (see Fig. 8.2). Formed from 12 pentagons and
20 hexagons, with each pentagon surrounded by 5 hexagons, C60 is a highly
symmetrical molecule in which all the carbon atoms are equivalent. It should
be noted that there are two types of carbon–carbon bond in this molecule.
Bonds at the join of two hexagons are 6–6 bonds, while those at the join of a
hexagon and a pentagon are 5–6 bonds. Now the 6–6 bonds are shorter than
the 5–6 bonds. Hence, the 6–6 bonds have the character of a double bond,
whereas the 5–6 bonds have the character of a single bond. This localisation
of the π electrons arises due to the pyramidalisation of the sp2 carbon atoms,
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1.45 Å

1.38 Å

Fig. 8.2. Structure of C60

Fig. 8.3. Structure of C70

which in turn results from the fact that the spherical structure prevents full
orbital overlap.3 C60 is not therefore an aromatic molecule.

Buckminsterfullerene is the only isomer of C60, and it is also the smallest
fullerene obeying the isolated pentagon rule. This predicts that the fullerene-
type structures in which all pentagons are separated from one another by
hexagons are more stable than those in which there are two adjacent pen-
tagons. The destabilisation arising from the presence of two such adjacent
pentagons results essentially from a large tension in the carbon ring due to
the presence of bond angles that are far removed from the standard value of
120◦.

The second stable fullerene is C70. Its structure also respects the isolated
pentagon rule and it has an oval profile, rather like a rugby ball. At its poles,
C70 has a structure similar to C60, but it has an equatorial belt made up of a
chain of hexagons (see Fig. 8.3).

Bearing in mind that only the fullerenes Cx respecting the isolated pen-
tagon rule are stable, the magic numbers x are 60, 70, 72, 76, 78, 84, and so
on. The number of theoretically possible isomers is one for C60, one for C70,
3 In benzene, the molecule is planar and the six carbon–carbon bonds have the

same length due to the perfect delocalisation of the π electrons. This confers an
even greater stability and specific properties on this aromatic molecule.
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Fig. 8.4. Experimental setup for fullerene production [8]

one for C72, one for C76, five for C78, 24 for C84, and 46 for C90. All these
fullerenes, with the exception of C72, are in fact obtained when graphite is
evaporated in a helium atmosphere. A good proportion of these products have
been isolated and characterised at the present time.

8.3.2 Production of Fullerenes

A technique for producing fullerenes in macroscopic quantities was developed
in 1990 by Krätschmer and Huffman in 1990 [2]. It is based on the vapori-
sation of carbon in a helium atmosphere. The experimental setup comprises
two graphite rods connected to copper electrodes (see Fig. 8.4). One of the
rods is sharpened to a point and held in contact with the other by means
of a spring. The whole thing is enclosed in a glass bell jar equipped with
a pump to evacuate the air and a helium inlet. When an electric current
passes through the graphite rods, heat produced by ohmic heating is dissi-
pated mainly through the small point of contact between the two rods. The
temperature there reaches 2 500–3 000◦C and the graphite is vaporised as a
plasma which cools on contact with the helium atmosphere to form a soot.
This raw material comprises a mixture of soluble fullerenes Cn (n < 100),
so-called giant fullerenes Cn (n > 100), nanotubes and amorphous carbon.
Using suitable extraction techniques, the soluble fullerenes can be isolated
from the soot.4 Chromatographic methods are then used to separate the var-
ious fullerenes.
4 This extract contains mainly C60 (roughly 60%) and C70 (roughly 20%), whilst

the other fullerenes C76, C78, C82, C84 C90, C94, and C96 are distinctly less
abundant.
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8.3.3 Physicochemical Properties of Buckminsterfullerene

The rest of the section will be devoted to C60. Indeed, it is the most abundant
of the fullerenes and certainly the one which has been most actively investi-
gated. We should just note that most of the physicochemical characteristics
of C60 carry over to its larger counterparts.

Solubility

Systematic studies have been carried out to determine the solubility of C60

in a wide range of organic solvents. It turns out to be insoluble in polar sol-
vents such as acetone, the alcohols, tetrahydrofuran, diethyl ether, or dimethyl
sulfoxide, and weakly soluble in hydrocarbons such as pentane, hexane or cy-
clohexane. The best solvents for C60 are the aromatic solvents, such as ben-
zene (1.7 mg/mL), toluene (2.8 mg/mL), or 1-chloronaphthalene (51 mg/mL).
It should be noted that solutions of C60 have a characteristic purple–magenta
colour.

Photophysical Properties

Among the remarkable physicochemical properties of C60, we note its optical
nonlinearity and in particular a useful optical limitation effect due to its ab-
sorption characteristics [9]. Indeed, C60 absorbs visible light only weakly if the
molecule is illuminated by low intensity light. However, when the light inten-
sity increases, the level of absorption increases significantly. In other words,
the absorption effect is nonlinear. This phenomenon can be used to protect an
optical sensor, e.g., a camera or the human eye, against laser damage, without
in any way impeding its use in low light conditions such as ordinary daylight.

The C60 molecule exhibits a high degree of symmetry. A theoretical de-
scription of the optical properties of an isolated molecule is possible as a result

Singlet Triplet

S0

S1

Sn

T1

Tn

Fig. 8.5. Five-level model explaining the photophysical properties of C60
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of this symmetry, thereby explaining the experimentally observed nonlinear
absorption. Theory predicts that the molecule will absorb much more effi-
ciently when in an excited state, as compared to the ground state. Since the
number of excited molecules in a sample depends directly on the incident light
intensity, this leads to higher absorption for greater incident intensity. This
phenomenon is known as inverse saturable absorption (ISA).

Several studies have been made of the nonlinear absorption by C60, gen-
erally in a toluene solution. The results can be interpreted using a five-level
model in the ISA framework (see Fig. 8.5). A large number of vibronic states
of the molecule are associated with each electronic level and this considerably
broadens the range of frequencies absorbed by the molecule. The vibronic
states associated with electronic states are close in energy and partially over-
lapping. In this way, a simplified representation can be used to describe the
optical properties. In this picture, the ground state of the molecule and its
vibronic levels are associated with a level S0. All the first group of excited
singlet states are grouped together in a level S1. Note that the transition
S0 → S1 is forbidden for symmetry reasons and the associated absorption
is thus low. The other excited singlet states of higher energy at the origin
of allowed transitions from the ground state are associated with a level Sn.
(The first allowed transition is in the blue–near UV range and a high level
of absorption is observed in this part of the linear absorption spectrum.) The
triplet states can also be distributed in groups T1 and Tn. In terms of nonlin-
ear absorption, it turns out that certain transitions from the state S1 to the
states Sn are allowed in the visible range of the spectrum. The same is true
for transitions between the states making up the levels T1 and Tn. For this
reason, a population in an excited state, either singlet or triplet, will absorb
much more efficiently in the visible than a population in the ground state. If
the C60 is illuminated with low light intensity, the population of molecules in
the ground state is much bigger than the population in excited states, for the
low intensity generates few transitions which could populate the excited level.
At higher light intensities, the population in the first excited state becomes
non-negligible and absorption increases with the population in this excited
state, and hence with the incident intensity.

The absorption induced by a laser pulse can last for several microseconds.
To limit long pulses, the existence of triplet states is of great importance, for
an effective limitation requires an excited population with a lifetime that is at
least comparable with the pulse width. Otherwise, an equilibrium is reached
between S0–S1 absorption and S1–S0 relaxation during a long pulse. Then
the mean excited population during the pulse will be small and hence the
limitation too. A key parameter in the case of long pulses is the proportion of
molecules undergoing intersystem crossing and accumulating in the level T1,
rather than decaying directly. The higher the proportion, the more effective
the limitation for long pulses which require the presence of a triplet population
with long enough lifetime. From this point of view, C60 is a good candidate
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Table 8.1. Reduction potentials obtained at −10◦C in a CH3/toluene mixture.
Values are obtained in volts (vs. Fc+/Fc) for a scan rate of 100 mV s−1

Single-electron pair Reduction potential [V]

C60/C−
60 −0.98

C−
60/C2−

60 −1.37

C2−
60 /C3−

60 −1.87

C3−
60 /C4−

60 −2.35

C4−
60 /C5−

60 −2.85

C5−
60 /C6−

60 −3.26

because, in a toluene solution, intersystem crossing occurs with efficiency close
to unity.

Electrochemical Properties

Theoretical calculations predicted that the C60 molecule would have a rather
low energy, triply degenerate unoccupied molecular orbital. Put more simply,
this molecule was expected to behave as an electron acceptor and could in
principle accept up to 6 electrons to form a hexa-anion C6−

60 . As soon as
pure samples of C60 had been obtained, the electrochemical properties were
studied and the theoretical predictions checked experimentally. It was indeed
shown that C60 could accept up to 6 electrons by six successive single-electron
reductions (see Table 8.1) [10]. It should be noted that these reductions are
reversible processes, and also that the anions thus obtained remain stable for
several days at low temperatures. It should also be stressed that, although
C60 is relatively easy to reduce (at least for the first reduction leading to the
anion C−

60), it is rather difficult to oxidise.
These are important results, offering a first clue as to the chemical reac-

tivity of C60. Indeed, the electronegativity of C60 suggests that this molecule
will have an electrophilic tendency, hosting addition reactions in the presence
of nucleophilic reagents.

Chemical Properties

Ever since a process was perfected for synthesising macroscopic quantities of
C60 in 1990, its chemical reactivity has been the subject of a great many
studies. Reactions were found which could graft groups of molecules onto
the surface of C60 and a large number of derivatives of C60 have now been
produced. The chemical modification of C60 has one aim in particular, namely
to increase its solubility, whereupon the corresponding derivatives become
much easier to manipulate. Furthermore, many molecular groups with specific
functions have been successfully grafted onto C60 to yield molecules with
novel properties. This is not the place to summarise all the work done in this
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1) RLi or RMgBr

2) HC1

R = Me, Et, i–Pr, t–Bu, Ph

H R

Fig. 8.6. Nucleophilic addition of an organolithic or organomagnesium compound
to C60 followed by acid hydrolysis

O
O

O

O

O O

EtO EtO
B

Toluene

NaH

Fig. 8.7. Cyclopropanation of C60

area and the reader interested in obtaining further detail is referred to the
literature [8, 11]. We shall limit ourselves here to giving a few examples of
chemical reactions wherein a molecular group is grafted onto C60.

C60 has a similar chemical reactivity to an electron-deficient olefin. Hence,
C60 is a good electrophilic reagent and can host nucleophilic addition re-
actions. For example, C60 reacts with various nucleophilic derivatives such
as organolithic or organomagnesium compounds. The corresponding salts
C60RM generated rapidly by addition of the organometallic compound to
C60 can then be protonated in an acid medium to yield the corresponding
hydroalkylated or hydroarylated derivatives (see Fig. 8.6).

It has been possible to carry out a cyclopropanation reaction of C60 by
means of an addition/elimination mechanism (see Fig. 8.7). This involves the
reaction of a stabilised α-halocarbanion with C60. The mechanism here can
be divided into two steps. First the C60 reacts with the nucleophilic reagent
α-halocarbanion, itself generated by a reaction between the base NaH and
α-bromo-malonate. Then in the second step the cyclopropanation product is
generated by an intramolecular nucleophilic substitution.

C60 can also play the role of dienophile or 1,3-dipolarophile (see Fig. 8.8).
Hence, cycloadditions of all types leading to the synthesis of cyclic derivatives
are possible, i.e., carbene- or nitrene-insertion [2 + 1] cycloadditions, Diels–
Alder-type [4+2] cycloadditions, thermally or photochemically induced [2+2]
cycloadditions, or 1,3-dipolar [3 + 2] cycloadditions.
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Fig. 8.8. Different cycloaddition reactions involving C60

8.4 Carbon Nanotubes

8.4.1 Crystal Structure of Nanotubes

The most striking feature of these objects, as mentioned earlier, is their di-
mensions, which give them their name. They can be several microns long, but
their diameter is of nanometric order, typically in the range 1–10 nm. A di-
ameter of 1 nm is of the same order as the double helix in the DNA molecule,
indicating the molecular nature of these nanotubes.

The second striking feature of nanotubes is the crystal structure of the car-
bon making them up, compared with graphite and diamond, shown schemat-
ically in Fig. 8.1.

As can be seen from Fig. 8.1, carbon nanotubes are clearly related to
graphite by their crystal structure. The atomic structure of the nanotube
is in fact obtained by taking a sheet of hexagons from the graphite struc-
ture, known as graphene, and rolling it up to form a cylinder. This cylinder
is open at the ends and cannot be closed without considerably distorting the
hexagons and hence the sp2 bonds. Closing the tubes requires the introduction
of topological defects into the plane hexagonal lattice, thereby curving this
plane. As we have seen for the fullerenes, curvature is achieved by introducing
pentagons. Each end of a nanotube corresponds to the closure of a half-space
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Fig. 8.9. Construction of a nanotube by rolling up a graphene sheet. The three
tubes in the lower part of the figure result from rolling the sheet up at different
angles θ. (a) θ = 30◦, armchair configuration. (b) θ = 0◦, zigzag configuration. (c)
θ �= 0◦ or 30◦, chiral configuration

which is achieved by introducing 6 pentagons into the hexagonal lattice. The
topology of the end depends on the distribution of these pentagons. A regu-
lar distribution defines a hemispherical end (the case illustrated in Fig. 8.1),
whilst in the general case, one obtains a conically-shaped tip, as we shall see
below.

To give a complete description of the nanotube structure, we must examine
the way the graphene sheet is rolled up. As shown in Fig. 8.9, this operation
amounts to superposing two hexagons A and B of the lattice and the result
depends entirely and uniquely on the choice of these two hexagons. This choice
fixes the diameter of the nanotube and an angle known as the chiral angle
or helicity, which specifies the direction in which the sheet is rolled up. By



8 Fullerenes and Carbon Nanotubes 291

choosing a reference direction as determined by one side of a hexagon, we
define the chiral angle θ as the angle between the axis of the cylinder and this
reference direction. This angle varies between 0 and 30◦C, given the symme-
try of the hexagonal lattice, and allows a complete classification of all possible
configurations into three categories called the armchair, zigzag and chiral con-
figurations. Zigzag and armchair tubes have chiral angle equal to 0◦ and 30◦,
respectively. Their names refer to the arrangement of carbon atoms on the
rim of an open tube (see Fig. 8.9). In these two types of tube, the hexagons in
the upper part of the tube have the same orientation with respect to the axis
as those in the lower part. Such tubes are said to be achiral. This property
is not satisfied in tubes with chiral angle θ different from 0◦ or 30◦, which
belong to the third category. The rows of hexagons in the upper region make
an angle 2θ with the rows of hexagons in the lower region and they define an
Archimedean screw when rolled up.

This can be stated formally by reiterating that the structure of carbon
nanotubes is deduced from the structure of a graphene sheet which has been
rolled up to form a cylinder and formulating as follows. The chiral vector or
roll-up vector C = na1 + ma2, with n,m ∈ N, characterises the nanotube
as shown in Fig. 8.9. The figure illustrates the three types of nanotube: the
armchair tube with indices (n, n), the zigzag tube with indices (n, 0), and the
chiral tube with indices (n,m). As we shall see below, the electronic properties
of nanotubes are directly dependent on the chiral vector.

The diameter d of the tube, the chiral angle θ, and the vector T defining
the unit cell are given by

dNT =
1
π
‖C‖ =

√
3

π
a0

√
(m2 + nm + n2) ,

θ = arctan
√

3m

m + 2n
,

T =
(2m + n)a1 − (2n + m)a2

dr
,

where

dr =

{
GCD(m,n) if (m − n) not multiple of 3 × GCD(m,n) ,

3 × GCD(m,n) if (m − n) multiple of 3 × GCD(m,n) ,

and GCD denotes the greatest common divisor. The full set of ingredients
defining a nanotube can be stated as follows: the nanotube has a structure
derived from graphite in which a simple curvature has been introduced along
with several topological defects, and to which a one-dimensional aspect and
molecular size have been attributed. These ingredients make the nanotube a
quite unique object, with an equally unique cocktail of extraordinary proper-
ties, as we shall see below.
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Fig. 8.10. Graphene lattice. The vectors a1 and a2 are the basis vectors of the
lattice, while i and j form an orthonormal basis for the plane. a0 represents the
distance between two nearest-neighbour carbon atoms (a0 = 0.136 nm)

8.4.2 Electronic Structure of Carbon Nanotubes

As we have just seen, the crystal structure of carbon nanotubes follows from
the crystal structure of a single sheet of graphite, known as graphene. We
shall begin by calculating the electronic band structure of graphene, and then
deduce the same for the nanotubes. The reader will find a summary of the
structural and electronic characteristics of nanotubes in Table 8.2 at the end
of the chapter.

Graphene Structure

Graphene is made up of carbon atoms arranged in a hexagonal lattice as
shown schematically in Fig. 8.10. This lattice is described by the two basis
vectors

a1 = −
√

3
2

a0i +
3
2
a0j and a2 =

√
3

2
a0i +

3
2
a0j .

The unit cell contains two carbon atoms corresponding to the positions marked
1 and 2 in Fig. 8.10.

Each carbon atom has chemical bonds with three neighbouring atoms.
There are two types of bond: σ bonds involving electrons in the 2s, 2px and
2py orbitals of carbon, and π bonds involving electrons in the 2pz orbitals.

The electronic band structure of graphene can be calculated using the
tight-binding approximation, also known as the LCAO method (linear combi-
nation of atomic orbitals).5 We consider only the electrons in the 2pz orbitals

5 The reader is referred to the book by C. Kittel [49] for the general theory of band
structures. Note also the Bloch theorem: the stationary wave functions (solutions
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which give rise to the π band and account for the transport properties of
graphene.

To calculate the electronic band structure of graphene, we consider the
Bloch functions corresponding to the sublattices of carbon atoms 1 and 2:

χ1 =
1√
N

∑
n

eik·R1nϕ1(r − R1n) ,

χ2 =
1√
N

∑
n

eik·R2nϕ2(r − R2n) ,

where k is the wave vector, N is the arbitrarily large number of unit cells
considered, ϕ1(r) and ϕ2(r) represent the pz orbitals of carbon atoms 1 and
2, respectively, n denotes the unit cell n found from the cell shown in Fig. 8.9
by translating by a lattice vector, and R1n and R2n correspond to the posi-
tions of carbon atoms 1 and 2, respectively, in cell n. We seek a solution to
the Schrödinger equation in the form of a linear combination of these Bloch
functions, i.e., χ = aχ1 + bχ2.

Let H be the Hamiltonian for an electron in the atomic potential given
by the atoms in the graphene lattice. In order to calculate the terms 〈χ|H|χ〉,
one must first find the terms Hij = 〈χi|H|χj〉. In the tight-binding formalism,
only the following terms are considered:

• 〈ϕa|h|ϕa〉 = α, where h is the mean field Hamiltonian and ϕa is the 2pz

atomic orbital of a carbon atom a,
• 〈ϕa|h|ϕb〉 = β, if the carbon atoms a and b are nearest neighbours,
• 〈ϕa|ϕb〉 = δab.

Without loss of generality, we shall set α = 0, since this corresponds to a
simple shift in the zero energy.

It follows that

H11 = H22 = 〈χ1|H|χ1〉 = α = 0 ,

H12 = H∗
21 = 〈χ1|H|χ2〉 .

The integral can be calculated by observing that each atom is surrounded by
three neighbours. For an atom of type 1, neighbours are of type 2 and their
relative coordinates are (1/3, 1/3), (1/3,−2/3), (−2/3, 1/3). Hence,

H12 = β

{
exp

[
ik·

(a1

3
+

a2

3

)]
+ exp

[
ik·

(
a1

3
− 2a2

3

)]
+ exp

[
ik·

(−2a1

3
+

a2

3

)]}
.

of the Schrödinger equation) of an electron in a periodic crystal can be written as
a product of a plane wave exp(ik · r) and a function uk(r) with the periodicity
of the lattice.
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Fig. 8.11. Electronic band structure of graphene

Projecting H|χ〉 = e(k)|χ〉 onto 〈χ1|, we obtain aH11 + bH12 = ae(k). Like-
wise, the projection onto 〈χ2| yields aH21 + bH22 = be(k). The only nonzero
solution for the coefficients a and b is given by the secular determinant, viz.,∣∣∣∣−e(k) H12

H21 −e(k)

∣∣∣∣ = 0 .

The solution of this equation gives the dispersion relation

e(k) = ±β
√

3 + 2 cos k·(a1 − a2) + 2 cos k · a1 + 2 cos k · a2 ,

which can be rewritten in the form

e(kx, ky) = ±β

√√√√1 + 4 cos

(√
3a

2
ky

)
cos

(a

2
kx

)
+ 4 cos2

(a

2
kx

)
,

where a = a0

√
3. The corresponding electronic band structure is shown in

Fig. 8.11. The valence band corresponding to negative energies (since we took
α = 0) is totally filled because the number of electrons is equal to the number
of orbitals. The Fermi level corresponds to zero energy.

Note that, at six points, the valence band and the conduction band touch
one another. These points K are also indicated in Fig. 8.12, which shows the
first Brillouin zone of graphene in the reciprocal lattice.6

6 The first Brillouin zone is the smallest volume entirely enclosed between the
mediating planes of the reciprocal lattice vectors drawn from the origin marked
Γ in Fig. 8.12 [49].
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Fig. 8.12. Reciprocal lattice and first Brillouin zone of graphene (shaded). The
vectors b1 and b2 are the basis vectors of the lattice

The basis vectors b1 and b2 of the reciprocal lattice are defined by bi·aj =
2πδij , or

b1 =
4π

3a0

(
−
√

3
2

i +
1
2
j

)
, b2 =

4π

3a0

(√
3

2
i +

1
2
j

)
.

It is due to the existence of these points K where the valence and conduction
bands meet that graphite is a semi-metal.

Electronic Structure of Carbon Nanotubes

The electronic structure of carbon nanotubes is determined from that of
graphene by noting that the periodic boundary condition imposes the fol-
lowing quantisation rule:

C · k = 2πq , where q ∈ Z .

Armchair Nanotubes

Let us apply this to the armchair nanotubes, for which C = n(a1 + a2) and
T = a2 − a1. The repeat unit of the armchair nanotube contains 2n unit
cells of the graphene lattice and thus involves 2×2×n valence electrons. The
vector T =

√
3a0i = ai leads us to define the Brillouin zone of the armchair

nanotube by

−π/a < kx < π/a .

For armchair nanotubes, expanding C in terms of the basis (i, j), the quanti-
sation relation implies that the wave vector is quantised along y and equal to

ky =
q2π

3na0
, q ∈ Z ,

whence
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Fig. 8.13. Quantisation conditions for a (9,9) armchair nanotube on the first Bril-
louin zone of graphene
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Fig. 8.14. Electronic band structure of a (9,9) armchair nanotube

e(kx, ky) = ±β

√
1 + 4 cos

(qπ

n

)
cos

(a

2
kx

)
+ 4 cos2

(a

2
kx

)
.

This relation shows that the electronic band structure of the armchair nan-
otube can be deduced from that of graphene by cutting the latter by planes
defined by the quantised values of ky. These planes are represented in Fig. 8.13.
The electronic band structure of the armchair nanotube is deduced for
1 ≤ q ≤ n (see Fig. 8.14).

The n values of q give rise to n corresponding subbands. The fold over the
first Brillouin zone gives rise to an (n+1)th dispersion relation corresponding
to q = 0. (This is the fold in the band q = n of the zone −3π/a < kx <
−π/a.) This electronic band structure thus includes 10 subbands with positive
energies (the Fermi energy being zero, as mentioned above) and ten subbands
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Fig. 8.15. Close-up view of the Fermi region showing the band structure of the
armchair nanotube, plotted in reduced units E/E0, where E0 = βπ/n with β the
interaction term between nearest neighbours and n the index defining the (n, n)
armchair nanotubes and associated density of states

with negative energies. Apart from the bands corresponding to q = 0 and n,
each of these bands is doubly degenerate. This is a consequence of the fact
that there are 2n graphite unit cells in the repeat unit of the nanotube.

The fact that there are two bands at the Fermi level (for kx = ±2π/3a)
shows that the armchair nanotube is metallic. This shows up clearly in the
density of states g(k) = (a/2π)∂k/∂e(k) plotted in Fig. 8.15, which is nonzero
at the Fermi level.

Zigzag Nanotubes

The zigzag nanotubes are defined by C = na1 and T = a1 − 2a2. We can
understand them by the same kind of analysis as for the armchair nanotubes.
The quantisation condition leads to

−1
2
kx +

√
3

2
ky = q

2π√
3na0

, q ∈ Z .

Relative to the frames of reference in Figs. 8.9 and 8.10, an equivalent condi-
tion given the symmetry of the problem is

kx =
q2π√
3na0

, q ∈ Z .

The Brillouin zone of the zigzag nanotube is sketched in Fig. 8.16 for the
two zigzag nanotubes specified by indices (9,0) and (10,0). It is defined by
−π/

√
3a < ky < π/

√
3a. Using the quantisation condition, the dispersion

relation is

e(kx, ky) = ±β

√√√√1 + 4 cos

(√
3a

2
ky

)
cos

(qπ

n

)
+ 4 cos2

(qπ

n

)
,
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Fig. 8.16. Planes defining the allowed values of k for (9,0) and (10,0) zigzag nan-
otubes. The shaded regions are the extended Brillouin zones of the nanotubes

and the band structures for the (9,0) and (10,0) nanotubes have been drawn
in Fig. 8.17.

As for the armchair nanotubes, the electronic band structure folded over
the first Brillouin zone gives rise to an (n+1)th subband corresponding to q =
0. (This is the fold in the band q = n of the zone −3π/

√
3a < ky < −π/

√
3a.)

This electronic band structure thus contains n + 1 subbands with positive
energies (the Fermi level being zero, as mentioned above), and n+1 subbands
with negative energies. Apart from the bands corresponding to q = 0 and n,
each of these bands is doubly degenerate.

It can be seen from Figs. 8.16 and 8.17 that the (9,0) zigzag nanotubes
are metallic, one of the subbands containing a graphene K point, whereas
the (10,0) nanotubes are semiconductors, with a forbidden energy gap, which
corresponds to the fact that none of the subbands contains any K point. This
result can be generalised as follows: the (n, 0) zigzag nanotubes are metallic
if and only if n is an integer multiple of 3.

General Case

The general case of a nanotube with chiral vector C = na1 + ma2 can be
treated in the same way as the two others. The quantisation condition C · k =
2πq, with q ∈ Z, is used to define the planes (in the space of the vectors k or the
reciprocal space7) perpendicular to the vector C corresponding to the allowed
wave vectors k. The dispersion relations corresponding to the subbands are
then deduced from the general dispersion relation for graphene:

e(kx, ky) = ±β

√√√√1 + 4 cos

(√
3a

2
ky

)
cos

(a

2
kx

)
+ 4 cos2

(a

2
kx

)
,

with kx and ky the components of the vector k obeying the quantisation con-
dition. As for the armchair and zigzag nanotubes, this amounts to segmenting
7 The reciprocal lattice defined above is located in the reciprocal space.
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Fig. 8.17. Electronic band structure of the (9,0) and (10,0) zigzag nanotubes on
the first Brillouin zone
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Fig. 8.18. Left : Metallic chiral nanotube. Right : Semiconducting chiral nanotube

the Brillouin zone of graphene by straight lines perpendicular to C and with
spacing 2π/|C|.

Figure 8.18 shows two examples which differ by the fact that the electronic
band structure of the nanotube contains or does not contain a graphene K
point. It can be shown that this happens when the condition n−m = 3q, q ∈ Z,
is satisfied. In this case the nanotube will be metallic, since this corresponds
to the existence of two bands at the Fermi level, as in the case of the armchair
nanotube. The electronic band structure and the density of states correspond
in this case to those depicted in Fig. 8.15.

In the case n − m �= 3q, q ∈ Z, the nanotube will be a semiconductor and
will have a forbidden energy gap Eg which is inversely proportional to the
diameter dNT of the nanotube, viz., Eg = 2βa0/dNT. Figure 8.19 shows the
density of states expected for semiconducting nanotubes. Experimentally, this
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Fig. 8.19. Density of states and electronic band structure of a semiconducting nano-
tube near the Fermi level, plotted in reduced units E/E0, where E0 = 3a0β/dNT.
From the webpage of C. Schönenberger

Fig. 8.20. Dependence of the energy gap Eg on the diameter of the nanotube [48]

dependence has been observed in measurements made by tunnel spectroscopy,
as can be seen from Fig. 8.20. This is an indication, along with other spectro-
scopic studies carried out on metallic nanotubes which lead to estimates of
the density of states, that the calculations of the electronic band structure of
nanotubes made by the rather simplistic tight-binding method do in fact pro-
duce realistic approximations. However, it should be noted that, especially for
nanotubes with small diameters, there are significant discrepancies between
the electronic band structures calculated as above and the actual structures.
These discrepancies result mainly from the curvature of the nanotube.

8.4.3 Self-Organisation of Nanotubes

Depending on the conditions under which the nanotubes are synthesised (see
Sect. 8.4.5), they can self-organise themselves during the synthesis according
to two possible self-assembly modes. In the first mode, shown schematically in
Fig. 8.21a, the tubes are nested inside one another rather like Chinese boxes,
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Fig. 8.21. The two modes of self-assembly for carbon nanotubes. (a) Structure of
a multiwalled nanotube (MWNT). (b) Crystallised bundle of single-walled tubes

to form what are known as multiwalled nanotubes (MWNT) [3]. The number
of walls and their diameter can vary greatly. In the second mode, illustrated
in Fig. 8.21b, the nanotubes are single-walled (SWNT) with very similar di-
ameters, in such a way that they may assemble to form bundles, sometimes
called ropes [12]. In each bundle, the tubes pack together compactly to form
a periodic arrangement with triangular symmetry. There may be as many as
a few dozen in one bundle, with diameters in the range 0.6–1.5 nm, depending
on the conditions of synthesis.

In the two types of self-assembly, the distance between neigbouring tubes
is roughly equal to the distance between two sheets in graphite. This suggests
that such an assembly of nanotubes does not modify the type of chemical
bonds, these remaining the same as in graphite.

8.4.4 Chemical Varieties of Nanotubes

Nanotubes can form from elements other than carbon. In fact, it may be possi-
ble to synthesise any element or chemical compound with layered (or lamellar)
structure in a tubular form, provided that suitable conditions are established
for the synthesis. For example, it is known that, under certain physicochemical
conditions, the lamellar structure of minerals becomes unstable, whereupon
they may transform into a close-packing of nanotubules. Likewise, the lamel-
lar structure of certain liquid crystals can encounter instabilities which lead
to the formation of nested vesicles, reminiscent of an onion.

Returning to nanotubes, the substance with structure closest to graphite
is hexagonal boron nitride. To describe this structure, boron and nitrogen
atoms alternate at the vertices of the hexagons in the graphene planes. It has
in fact been possible to synthesise nanotubes of boron nitride by adapting
methods used to synthesise carbon nanotubes [13,14]. These nanotubes have
the same structure as their carbon counterparts, except at their ends. Indeed,
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the introduction of a pentagon into the hexagonal lattice of BN induces the
formation of B–B or N–N bonds which are energetically unfavourable. This
difficulty is overcome by introducing squares instead of pentagons. Each end
of a nanotube is closed by introducing three squares. The most favourable
configuration from the energy standpoint is obtained when the squares are
distributed at the vertices of a triangle which defines a plane facet perpen-
dicular to the tube axis [13]. Boron nitride nanotubes thus have extremely
flattened ends, distinguishing them rather characteristically from their car-
bon counterparts. Finally, these BN nanotubes self-assemble into multiwalled
structures during synthesis [13] or bundles of single-walled tubes [14].

The possibility of producing these nanotubes has opened the way to the
synthesis of different types of heteroatomic nanotubes based on carbon, ni-
trogen and boron. Finally, nanotubes have also been synthesised from the
lamellar compounds WS2 and MoS2 [15].

8.4.5 Synthesis of Nanotubes

Carbon nanotubes may exist in the natural state, but at the present time
only synthetic nanotubes have been observed. Since the original discovery
by S. Iijima [3], various devices have been tested for this synthesis, with the
twofold aim of producing new objects and of finding methods which will even-
tually make it possible to produce nanotubes on a large scale and in a con-
trolled way. Two types of device can be distinguished here, differing principally
in the temperatures required in each case.

High Temperature Synthesis

The first method involves high temperatures as a matter of principle, since
it consists in vaporising graphitic carbon (graphite sublimes at 3 200◦C) and
then condensing it in a vessel where there is a strong temperature gradient
and an inert gas such as helium or argon at a partial pressure that is typ-
ically around 600 mbar. The various methods using this basic idea can be
distinguished from one another by the process used to vaporise the graphite.

In the Krätschmer–Huffmann process [2], used historically by S. Iijima [3],
an electric arc (30–40 V, 100 A) is set up between two graphite electrodes. One
electrode, the anode, is consumed to form a plasma at a temperature of up
to 6 000◦C. This plasma condenses on the other electrode, the cathode, in a
deposit containing the nanotubes [3]. Not only is the electric arc process very
simple and cheap, but it is easy to carry out and modify to obtain different
types of nanotube. One simply adapts the composition of the electrodes and
the gas in the vessel. All the original syntheses of carbon and boron nitride
nanotubes, either multiwalled or single-walled, were achieved in this way.

In the case of carbon, multiwalled nanotubes and bundles of single-walled
nanotubes are obtained under radically different conditions. If the cathode is
made from pure graphite, the nanotubes are exclusively multiwalled and form
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directly in the vapour phase in the hottest region of the arc, at a temperature
of at least 3 000◦C. The deposit thereby obtained is localised on the front face
of the cathode at the point of impact of the arc.

In order to obtain single-walled nanotubes, a metallic catalyst must be
used. This catalyst is introduced into the graphite powder to a level of a few
percent [16]. It can be a transition metal such as Ni, Co, Pd or Pt, or a metal
belong to the rare earth series, such as Y or La, or else it can be a mixture of
these. Adding a rare earth to nickel, for example, considerably increases the
production yield and facilitates the growth of long bundles of single-walled
tubes which may contain up to a few dozen tubes [17]. These nanotubes form
in a colder region of the arc, on the periphery of the cathode, where they
build up a fringe with a rubbery and filamentary appearance, not unlike a
very dense spider’s web.

The synthesis of boron nitride nanotubes requires slightly more delicate
conditions. They cannot be obtained from boron nitride electrodes owing to
the insulating nature of this material. This obstacle has been overcome by
using hafnium boride electrodes, a metal compound with high melting point
which is known to decompose in the presence of nitrogen to give boron nitride
[13]. The nanotubes synthesised in this way are either multiwalled or single-
walled.

The second vaporisation process, originally developed by R.E. Smalley and
coworkers at the University of Houston (Texas) [4,12], consists in bombarding
a target by high energy laser radiation. The conditions of synthesis and the
nature of the nanotubes thereby produced depends on whether the laser is
pulsed (Nd:Yag-type laser) [12] or continuous wave (1–5 kW CO2 laser) [18].
Under the impact of a pulsed laser (the frequency of the pulses generally varies
between 8 ns and 10 ms), the target undergoes ablation to form small clusters
which can only recombine into a crystal structure if the reactor is placed
in an oven heated to at least 800◦C. These temperatures are not sufficient
to produce multiwalled nanotubes and this method is therefore only used
to synthesise bundles of single-walled tubes by ablation of a graphite target
containing a metal catalyst based on Ni, Co and Fe.

When a CW laser is used, the target is heated by the laser to temperatures
above 3 000 K and gradually vaporises. The gas circulating in the vessel is
overheated in the vicinity of the target surface and plays the role of a local
oven. An external oven is not necessary in this case and the pressure and flow of
carrier gas can be adjusted in order to control the temperature gradients. As in
the case of the electric arc, MWNTs are obtained by vaporising pure graphite
and SWNTs by vaporising graphite doped with a metal catalyst. This setup
has a decisive advantage for the synthesis of insulating nanotubes, since it
can be used to synthesise exclusively single-walled boron nitride nanotubes by
using a boron nitride target or a pure boron target in a nitrogen environment
[14].

Finally, a novel way of vaporising graphite consists in using solar energy.
To do so, the solar radiation must be concentrated on a target in such a way
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as to reach the vaporisation temperature of graphite. The feasibility of this
process for synthesising both MWNTs and SWNTs has been demonstrated
by D. Flamant and coworkers at the Odeilho solar oven in cooperation with
the University of Montpellier II (France) [19].

All these processes are able to produce in one experiment and on the
laboratory scale anything between a few hundred milligrams and one gram of
unpurified nanotubes. The ease of implementation of the electric arc method
contributed greatly to the initial development of nanotube research. But this
flexibility has to be balanced against the complexity of the processes occurring
during the synthesis, which make them difficult to control and study in situ
[20]. In contrast, the laser processes are costly but involve a relatively limited
number of control parameters, making it possible to study and model the
conditions of synthesis. Several studies have been carried out for pulsed laser
[21] and CW laser [22] systems. The operating mode of the solar oven is very
similar to vaporisation by CW laser and is similarly well suited to in situ
studies [19].

Finally, although it is difficult to envisage large scale production of nan-
otubes using these high temperature methods, production units on scales be-
yond the laboratory scale are currently under investigation: in Odeilho via the
solar approach, and in Montpellier since 2001 via the electric arc approach.8

Moderate Temperature Synthesis

The second approach to nanotube synthesis operates at moderate tempera-
tures. It is an adaptation of catalytic or pyrolytic methods (CCVD) tradi-
tionally used to synthesise carbon fibres, as mentioned earlier [7]. The idea
behind CCVD methods is to decompose a carbon-bearing gas at the surface
of particles of a metal catalyst in an oven heated to between 500 and 1 100◦C,
depending on the gas used. The carbon released by the decomposition of the
gas then precipitates onto the surface of the particle and this condensation
results in the growth of graphitic tubular structures. The carbon-bearing gas
can be carbon monoxide (CO) or a hydrocarbon such as acetylene, methane,
etc. The metal catalyst is a transition metal like iron, nickel, or cobalt. One
delicate aspect of these techniques is the preparation and control of the size of
the catalyst particles. They must be of the order of a few nanometers for the
synthesis of nanotubes. In order to obtain single-walled nanotubes, the parti-
cles are obtained by reducing organometallic compounds such as ferrocene [23]
or specific metal oxides [24]. They are then deposited on a ceramic support-
ing material (silica or aluminium oxide) [24, 25] or blown into the reaction
chamber where the reaction with the carbon-bearing gas takes place [23].

Depending on the operating conditions (oven temperature, pressure and
flow rate of the gases, size of particles), the synthesis results in either MWNTs
or SWNTs. Generally, despite the diversity of the parameters, SWNTs are
8 See the webpage www.nanoledge.com of the company Nanoledge.
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synthesised at higher temperatures than MWNTs and using smaller catalyst
particles. The MWNTs obtained by these methods often exhibit a distinctly
inferior quality of graphitisation than those obtained by high temperature
techniques. On the other hand, they have much more uniform geometric char-
acteristics, i.e., length and diameter, and this is an advantage. In addition,
tube growth can be oriented and localised by synthesising the tubes on dots
of catalyst arranged with some definite geometry on a substrate [26,27]. This
possibility provides very interesting prospects for certain applications, as we
shall see later. Moreover, medium-temperature processes can be scaled up to
the production levels of carbon fibres, something that is much more difficult
to achieve using high temperature channels. To this end, the University of
Houston (Texas) has developed a device using carbon monoxide which cur-
rently produces 10 g of unpurified SWNTs per day and which is in the process
of being industrialised by Carbon Nanotechnologies Inc. (CNI).9

8.4.6 Growth Mechanism for Carbon Nanotubes

The two self-assembly modes for nanotubes are mutually exclusive and oc-
cur under radically different conditions of synthesis. In the high temperature
channels, bundles of single-walled tubes can only be obtained by mixing a
few percent of a metal catalyst into the graphite powder. This catalyst is a
transition metal such as Ni, Co, Pd, or Pt, or a metal belonging to the rare
earth series, such as Y or La, or a mixture of these metals. In the medium-
temperature approaches, the type of nanotube assembly seems to be controlled
by the temperature and the size of the catalyst particles [23–25]. Numerical
simulations using ab initio molecular dynamics (MD) methods allow one to
analyse the growth mechanisms on the microscopic scale and to understand
why the growth of single-walled nanotubes requires different conditions of
synthesis to the growth of multiwalled nanotubes [28].

In a highly schematic way, one may say that an open SWNT will close
spontaneously by establishing bonds between atoms located on the rim of the
nanotube. This evolution is too fast to allow incorporation of new carbon
atoms into the nanotube lattice, whereupon this instability makes it impossi-
ble for an isolated tube to grow in the vapour phase. However, such growth is
possible for MWNTs, because dynamic bonds form between the rims of adja-
cent tubes, thereby stabilising the open tubes and allowing the incorporation
of new carbon atoms from the vapour. This analysis allows one to understand
why it is possible to synthesise MWNTs in the vapour phase at very high
temperatures. For SWNTs, ab initio calculations show that the presence of
metal atoms such as cobalt at the end of the tube tend to stabilise it, allowing
once again the incorporation of further carbon atoms.

This analysis does not provide a mechanism for the formation and growth
of SWNTs, but it does provide some explanation as to why the catalyst is
9 This is the HipCo process, for which CNI has the exclusive licence. The webpage

is carbonnanotech.com.
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Fig. 8.22. (a) Formation and growth of carbon whiskers by CVD techniques [6,7,30].
(b) Adaptation to the formation of an SWNT using CVD techniques [25]

essential here. Detailed electron microscope analysis of the morphology of
SWNT ropes obtained using different methods of synthesis have recently al-
lowed a more precise assessment of the role played by the catalyst [29]. It
has been established that, in all cases, the nanotubes form from small cata-
lyst particles and that two situations must be distinguished, as illustrated in
Fig. 8.22, depending on whether the tubes have grown parallel or perpendicu-
larly to the particle surface. In the first case, the diameter of the nanotube is
conditioned by the diameter of the particle, which is generally encapsulated
at the end of the tube, whilst in the second case, there is no such correlation,
since several tubes my grow from the same particle.

The first case, observed for tubes synthesised by CVD, corresponds to the
well known situation of carbon whiskers, and the growth mechanisms shown
schematically in Fig. 8.22 must apply considering the SWNT as the smallest
possible filament. These mechanisms proceed by chemisorption and decompo-
sition of the carbon-bearing gas at the surface of the catalyst, diffusion of the
released carbon in the particle, and segregation and graphitisation parallel to
the particle surface [6, 7, 30]. The carbon concentration gradient between the
surface and the bulk of the particle ensures continuity of the process for as
long as the carbon supply lasts and the catalyst remains effective. The cata-
lyst is thus an element which favours chemisorption of the carbon-bearing gas
and which segregates the carbon in the solid state so as to allow formation
of graphitic structures at low temperatures. Metals like Fe, Ni, or Co fulfill
these criteria.

This mechanism, which explains the correlation between the diameter of
the tube and the diameter of the particle, does not apply to perpendicular
growth observed mainly in high temperature techniques. In this case, elec-
tron microscope observations strongly suggest a formation mechanism of type
vapour–liquid–solid [31, 32], illustrated in Fig. 8.23. This phenomenological
model, supported by ab initio calculations and consistent with in situ studies of
the vapour phase made for the laser and solar vaporisation techniques [19–22],
rests upon the thermodynamic properties of systems such as Ni–C and Co–C.

According to this model, nanotube formation follows a specific kinetic
pathway wherein carbon is segregated at the surface of small liquid particles
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Fig. 8.23. (a) Transmission electron microscope image of a nanotube bundle ob-
tained by a CW laser reactor [29]. The bundle emanates from a catalyst particle. All
the nanotubes emerge from the same particle and growth has occurred perpendicu-
larly to the surface of this particle. (b) Formation and growth of carbon nanotubes
according to the vapour–liquid–solid model [32]

of catalyst (10–20 nm in size) that are saturated with carbon. The first step is
condensation of the carbon and metal vapours. Given the difference in vapor-
isation temperatures of carbon and metals such as Ni or Co, it is the carbon
that condenses first to form low density clusters, followed by the metal, which
forms small liquid metal particles with sizes that can be controlled by local
cooling conditions. In the liquid state, these particles can dissolve large quan-
tities of carbon. During cooling, the solubility threshold falls off to become
practically zero at the solidification point (around 1 200◦C). The supersatu-
rated carbon segregates out by diffusing to the surface of the particle and
forming a graphitic structure. Depending on the local segregation conditions,
it can either form continuous layers of graphite encapsulating the particle in
a kind of shell, or it can form islands which become the seeds for nanotubes.
This nucleation hypothesis is strongly supported by direct observations of
these seeds at the surface of the particles [32]. It implies that the formation
of nanotubes is correlated with the solidification temperature of the metal,
which does seem to be borne out experimentally. Finally, this mode of forma-
tion involves nanotube growth from one end. According to this assumption,
the length of the tubes should be directly related to the stability of local
conditions, in particular, the temperature and carbon supply, and it would
explain the need for an oven in the pulsed laser setup.

Although this mechanism seems at present to be fairly well established
from a qualitative standpoint, much remains to be done in this field before
we are able to conduct the synthesis of a tube of given configuration.
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Fig. 8.24. TEM observation of a multiwalled nanotube. (a) Micrographs of two nan-
otubes containing 5 and 7 walls. Each wall is visualised by two black lines arranged
symmetrically on either side of the nanotube axis. Adapted from [1]. (b) Image of
the end of a nanotube. Arrows show the positions of pentagons which allow the
walls to close [3]

8.4.7 Observation of Nanotubes

The main instrument for observing and identifying nanotube structures is
the transmission electron microscope (TEM). As we saw in the introduction,
it was this device that first allowed the discovery of nanotubes. There are
many different interactions between electrons and matter, and each can pro-
vide a different type of information via the electron microscope. The imaging
and diffraction modes provide information concerning morphology and mi-
crostructure from the micron scale to the nanoscale, as well as information
about atomic arrangements (crystal structure, defects), whilst the spectro-
scopic modes (EDX, EELS) allow one to identify the chemical nature of the
atoms and their spatial distribution within the sample (elemental profiles and
chemical mapping). These different modes have been used together in a com-
plementary way to study the structure and chemistry of nanotubes.10 Two
examples are discussed here by way of illustration.

The structural and chemical analysis of multiwalled nanotubes is illus-
trated in Fig. 8.24. The image in Fig. 8.24a shows a nanotube projected per-
pendicularly to its axis. A tube projected in this way is visualised by lines
parallel to and symmetrically arranged on either side of the tube axis, these
being the projection of the parts of the tube tangential to the bundle, shaded
in the diagram of Fig. 8.21a. The image thus shows that the object is made
up of equidistant concentric layers and it immediately reveals their number
and spacing. However, it does not allow us to conclude that the walls have
axial symmetry. The cylindrical geometry of the layers has been checked by
various methods, in particular by chemical analyses using EELS, scanning
a subnanometric electronic probe along a cross-section of a nanotube. This
10 For a review of the use of diffraction and imaging in the study of nanotubes, see

the very detailed report by S. Amelinckx et al. [33]. These aspects and the use of
energy loss spectroscopy are also discussed in detail in [54].
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yields a chemical profile which is an image of the atomic density of the object
projected perpendicularly to its axis. This profile has a butterfly shape typical
of a tubular structure, the two maxima being due to the part of the tubes tan-
gential to the electron beam and the minimum occurring in line with the axis
due to the part of the tubes perpendicular to the beam. Figure 8.24 shows
an example of the end of a multiwalled tube. The black lines imaging the
walls show variations in the curvature which reveal the presence of pentagons
required to close the walls at the tube end.

Figure 8.25 examines the structure of bundles or ropes of single-walled
tubes. Unlike the MWNTs which are straight, SWNT ropes are flexible and
bend very easily to form a tangled mass which looks at low magnifications like
a plate of spaghetti or a tangle of hair (see Fig. 8.25a). The fact that these
ropes are able to bend means that they can be observed either in perpendicular
projection (Fig. 8.25b) or in parallel projection (Fig. 8.25c) with respect to
their axis. The latter projection is particularly interesting, because it provides
a direct image of the cross-section of the bundle and the tubes making it up,
revealing in this way their intimate organisation. In Fig. 8.25c, each black circle
is the image of a single-walled tube. One can immediately see the homogeneity
of the diameters, the periodicity of the packing, and the number of tubes in
the bundle. When the tubes are viewed perpendicularly to their axis, the
image shows a set of equidistant fringes corresponding to the projected rows
of tubes. This mode allows a detailed study of the architecture of the tangled
ropes.

Although the observations in Figs. 8.24 and 8.25 reveal the tubular struc-
ture of the nanotubes and the way they assemble, they give no clues as to
their helicity. To investigate this question, the positions of the carbon atoms
in each tube must be imaged directly, a task that encounters two difficulties.
Firstly, the microscope must have resolution better than 0.2 nm, and secondly
the projected view makes it difficult to establish the positions of atoms in
a stack of tubes. The solution is to obtain the diffraction pattern in a plane
parallel to the tube axes, which can be achieved using electron diffraction [33].
Not only is it possible to determine the helicity distribution of a set of tubes in
this way, but in certain specific situations, such as the observation of double-
walled tubes, it is even possible to determine the indices (n,m) of the various
tubes [34]. It can be concluded from a careful examination of a large number
of tubes that tubes obtained by high temperature synthesis have no partic-
ular helicity, whatever assembly mode they adopt, whereas CVD tubes may
exhibit a uniquely defined helicity within a given bundle [35].

An alternative and elegant solution to the helicity problem consists in
imaging the surface of the nanotubes on the atomic scale using a scanning
tunneling microscope (STM). The idea of this microscope, developed in 1987
by G. Binnig and H. Rohrer, is to use a very fine metal tip as a probe. A bias
potential of a few volts is applied between the sample surface and the tip, and
the latter is brought to within a few tenths of a nanometer from the surface
in order to scan across it. When the tip passes near a surface atom, electrons
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Fig. 8.25. Observation of SWNT ropes. (a) Scanning electron microscope image of
SWNT ropes. Courtesy of L. Vaccarini, University of Montpellier, France. (b) TEM
micrograph of ropes observed perpendicularly to their axis. Black lines correspond
to projected rows of tubes. Courtesy of J. Gavillet, Onera-CNRS, France. (c) TEM
micrograph of a rope looking along its axis. Each black circle corresponds to one
nanotube. Adapted from [4]

can cross between this atom and an atom in the tip, overcoming the potential
barrier by the quantum tunneling effect and setting up the so-called tunnel
current. The current mapping obtained by scanning the tip across the sample
produces an image of the surface atoms. An image of a nanotube obtained
by C. Dekker and coworkers at the University of Delft using this technique
is shown in Fig. 8.26 [36, 37]. The intensity maxima correspond to the atoms
and their distribution reveals the hexagonal carbon lattice. This lattice has
no particular orientation with respect to the tube axis, thereby indicating its
chirality in complete agreement with electron diffraction analyses.

Finally, note that Raman spectroscopy can provide a global analysis of
the nanotube structure which perfectly complements local electron micro-
scope analysis. Schematically, the tubes exhibit low frequency radial breathing
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Fig. 8.26. STM image of a chiral nanotube showing the hexagonal arrangement of
the carbon atoms. Adapted from [27]

modes which provide the diameter distribution of the tube samples, and
medium frequency modes sensitive to the tube helicities, with a resonance
that depends on the laser wavelength used. This kind of spectral analysis is
used routinely to assess the quality of samples and compare one sample with
another.

8.4.8 Properties of Nanotubes

The properties of nanotubes are a direct result of their structural inheritance
from graphite. The planar and directed chemical bonding in graphite makes
it a chemically very stable and highly anisotropic solid. Most of its properties
arise from its plane honeycomb structure which is precisely what provides the
basic skeleton of the nanotube [5]. Properties specific to the nanotube stem
from the perturbations to this plane due to curvature and the reduction in
dimensionality. The properties of the nanotube thus arise by adapting the
properties of graphite to the conditions imposed by rolling up the graphene
sheets. They may be classified into electrical conduction properties, mechan-
ical properties, thermal properties, and chemical properties.11

The electrical properties of nanotubes follow from their electronic band
structure. As we saw earlier, nanotubes can be semiconducting or metallic
depending on their structure and in particular, the roll-up vector. Measure-
ments carried out on nanotubes do in fact reveal a variety of resistive behav-
iour which confirms the theoretical conclusions drawn previously, predicting
the existence of semiconducting and metallic nanotubes. In particular, at low
temperatures, single-walled metallic nanotubes, either individually or in small
bundles, behave as quantum wires, i.e., conduction occurs via well separated,
discrete electronic levels that are quantum-mechanically coherent over lengths
of a few hundred nanometers. At low enough temperatures, such wires con-
stitute an extended quantum dot.
11 The references [5, 51–53] deal in some detail with the properties of nanotubes.



312 J.-P. Bourgoin, A. Loiseau, and J.-F. Nierengarten

More precisely, in the case of metallic nanotubes that are weakly coupled
to electrodes at a temperature of a few kelvins, the conductance at low volt-
ages is suppressed below a few millivolts. Moreover, peaks appear clearly when
the variation of the conductance is plotted against the electrostatic potential
applied to an electrode near the nanotube. These results have been interpreted
in terms of the one-electron charge transfer and resonant transport via the
quantised energy levels of the nanotubes. Apart from the quantisation aris-
ing through the structure of the nanotube itself, its limited lengthwise spatial
extension imposes a further quantisation condition corresponding to observed
confinement effects. As a matter of fact, the structural simplicity and chem-
ical stability of metallic nanotubes makes them a model form of molecular
quantum wire.12

It should be stressed that an excellent correlation has been established
between the electronic and structural properties of carbon nanotubes using
near-field microscopy, especially STM [53].

Let us return briefly to the case of metallic single-walled nanotubes in or-
der to give some orders of magnitude as far as their conductance is concerned.
If no precautions are taken, a resistance measurement made (in two-point
configuration) on a nanotube connected between two metal electrodes gives
a value of the order of 1MΩ, which is essentially fixed by the contacts. It
has been shown [45] that ohmic contacts can be made by suitable evapora-
tion of a metal on the nanotube, in such a way that one may approach the
theoretical value h/4e2 of the conductance, i.e., 6.5 kΩ, due to the existence
of two subbands at the Fermi level. The possibility of establishing good elec-
trical contacts has also led to the demonstration that multiwalled nanotubes
can become superconducting at very low temperatures and in certain condi-
tions [46].

Naturally, the semiconducting properties of nanotubes have been used
to develop electronic components presented below and discussed further in
Chap. 13. We end this discussion of electrical properties by mentioning that
nanotubes can carry quite remarkable current densities, of the order of
1010 A/cm2, at least two orders of magnitude greater than metals.

The second class of properties we mentioned above were mechanical
properties. Due to its structural anisotropy, graphite has a very high elas-
tic modulus (measuring its resistance to deformation) in the hexagonal plane,
reaching values of 1012 Pa or 1 TPa, but much lower values out of the plane, at
4× 109 Pa. The nanotube inherits the mechanical capacities of graphene, and
even enhances them, since elastic moduli of 1 TPa have been calculated and
measured [38]. It combines this resistance to deformation with a high level
of flexibility, due to the partial sp2–sp3 hybridisation of the C–C bond. Var-
ious experiments have shown that the nanotube has an incredible ability to
bend to considerable angles, and also to deform and twist about its axis [38].

12 The reader is referred to Chaps. 9 and 13 on nanowires and molecular electronics,
respectively, and also to [52–55] for a more extensive bibliography.
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Fig. 8.27. TEM micrographs of filled tubes. (a) Single-walled nanotube filled with
C60 molecules. Adapted from [39]. The tube has been opened by oxidation and
exposed to a gas of C60 molecules at 400◦C. The molecules enter the tubes by
capillary forces. (b) Multiwalled tube filled with chromium sulfide crystals, magnified
in (c) (Photos A. Loiseau.) The tube and filling were obtained by direct synthesis
using the electric arc method with an anode made from C, S, and Cr [40]

However, these elastic properties, which have indeed been confirmed exper-
imentally for individual SWNTs, are considerably downgraded in MWNTs,
and all the more so as the number of walls increases, as well as in SWNT
ropes.

Finally, nanotubes also have very attractive chemical properties. As shown
in Fig. 8.27, they can be filled by capillary effect with fullerene molecules [39],
or with crystal compounds to produce encapsulated nanowires [40]. These
compounds can be metals, sulfides or metallic chlorides. It is also possible to
tether molecules to the nanotube surface in order to functionalise it and use it
as a support for synthesis. Protein crystals have also been produced. Finally,
nanotubes can even be intercalated and doped electronically like graphite by
inserting electron donor or acceptor elements between the walls of MWNTs
or in the channels between the tubes in a bundle. This intercalation serves
to control the Fermi level of the nanotubes and modulate their electronic
properties.

8.4.9 From Science to Applications

Going beyond fundamental research on nanotube physics and chemistry, we
may ask what the future holds in store as far as applications are concerned.
When we ask how their properties may be exploited, we may distinguish
those applications using the nanotube as a nano-object and those using it
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as a component of a composite material whose functionalities are thereby
reinforced or modified.13

Electronics

At the top of the list, in the field of electronics, nanotubes may be consid-
ered as a model for conducting wires or functional components in the years
2010–2015. Indeed, the trend towards miniaturisation of electronic devices14

will require nanoscale components within 10 to 15 years from now. Although
such components will certainly be made from silicon and standard semicon-
ductors, certain physical or technological limitations require the development
of complementary solutions. One possibility is the emergence of molecular
electronics, the subject of Chap. 13. It would be risky to claim today that
the nanotube will play a part in such electronics, or to try to guess at what
level it might be involved. We may be fairly certain that the materials to be
used in future devices have yet to be discovered. However, the nanotube is
a molecular object that is already available as a training ground for working
with nanoscale components, with which we may gain practice in manipu-
lating them, studying their physical and chemical behaviour, and designing
functional devices.

The nanotube thus serves as an ideal model tool in this apprenticeship,
because it is chemically simple and stable, and it is endowed with astonishing
electronic properties. It has allowed very rapid progress to be made in this
field. Within barely 5 years, the various functional and logical components of
integrated circuits such as the field-effect transistor, the Schottky barrier, the
Schottky diode, the p–n junction, not to mention memory cells, have already
been fabricated using semiconducting nanotubes. What is more, they perform
as well as or even better than their standard semiconducting counterparts for
comparable geometries. In addition, conducting nanotubes could provide an
alternative to today’s metal wires, which will be difficult to miniaturise beyond
a certain point. By virtue of the chemical stability of its C–C bond and its
thermal properties, a nanotube can sustain currents that would melt a copper
wire of the same dimensions. The idea of replacing copper interconnects in
today’s integrated circuits with interconnects based on carbon nanotubes is
currently being investigated.

However, we are still a long way from understanding the physical behaviour
of these devices, one problem being to establish the role played by the con-
tacts between nanotubes and circuit elements such as electrodes which have
dimensions so much bigger than the nanotubes. Quite generally, the extent to
13 The reader is referred to [41] for an account of their properties and corresponding

prospects for applications.
14 This process of miniaturisation concerns in particular all portable devices, such

as portable phones and pocket computers, but also memories for next-generation
computers. Miniaturisation not only gains space, but also increases transmission
efficiency and energy saving.
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Fig. 8.28. Scanning electron microscope
image of suspended nanotubes synthe-
sised by hot filament CVD on Si dots
coated with Co particles. Photo courtesy
of LEPES+CRTBT [43]

Fig. 8.29. AFM image of crossed nan-
otubes. The nanotubes are self-assembled
on tracks which serve to localise the de-
posit. The tracks (150 nm × 0.7 nm), grey
in the figure, consist of monomolecular lay-
ers of silane molecules terminated by amine
functions, formed through a mask made
by electron beam lithography. Photo cour-
tesy of E. Valentin, S. Auvray LEM CEA-
Motorola [47]

which nanotubes can be exploited in future electronic devices will depend in
part on our ability to control the helicity of the tubes during synthesis and
our ability to integrate nanotubes into devices and circuits, i.e., to develop
two- and three-dimensional architectures involving these entities.

The experiments discussed above are extremely sophisticated, using the
most advanced laboratory equipment and techniques, such as nanolithogra-
phy, atomic force and scanning tunneling microscopy, to mention but a few.
There is a long way to go from this experimental level of fabrication to mass
production in millions of components! Concerning the question of integration,
one approach that appears very promising at the present time involves using
the CVD technique to synthesise nanotubes locally on Si dots in a circuit, on
which catalyst particles have been deposited as shown in Fig. 8.28 [27,43]. An-
other approach consists in implementing nanotube self-assembly techniques
driven by chemical recognition (see Fig. 8.29) [47]. The various points con-
cerning the use of nanotubes for electronics are discussed in more detail in
Chap. 13.

The problem of controlling the helicity, which determines the conducting or
semiconducting nature of the tubes, remains formidable. At the present time,
synthesis methods are totally unselective and our current understanding of the
formation mechanisms does not yet provide any information that could help
us to control this aspect during synthesis. Current efforts are based rather
on chemical manipulation of the tubes, which means functionalising them
selectively depending on their conduction behaviour and then separating the
different phases.
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Fig. 8.30. (a) Photograph of a prototype
flat screen using multiwalled nanotubes,
with 576 × 242 pixels, made by Samsung.
(b) Scanning electron microscope images
of an array of oriented multiwalled nan-
otubes, synthesised by a plasma CVD tech-
nique using as a starting point an array
of Ni catalyst dots. Insert : Magnified view
showing that each dot gives rise to a single
nanotube. The distance between the dots
has been determined to avoid screening of
the emission current arising from the dif-
ferent tubes. Photo courtesy of Thales

Electron Emission in an Electric Field

A nanotube emits electrons through its tip by the tunnel effect15 when placed
in an electric field with field lines parallel to the nanotube axis [44]. Owing to
their aspect ratio, thermal stability and mechanical qualities, nanotubes are
extremely effective emitters: aspect ratios greater than 1 000, an extremely
low emission threshold bias, the ability to supply large currents that remain
stable over long periods. It is no surprise therefore that several applications of
this feature have already reached the industrialisation stage for cold cathode
devices and flat television screens (see Fig. 8.30a) and that these applications
are the ones attracting most interest from the industrial sector at the present
time. Here again, CVD synthesis techniques offer decisive advantages because
it is possible to synthesise custom-built oriented arrays of tubes starting from
an array of catalyst dots obtained by lithographic methods, as illustrated in
Fig. 8.30b.

Probes for Nanoscale Systems

The ends of nanotubes are extremely finely tapered. Combined with their
electrical and mechanical properties, this makes them ideal tips for probing
15 Electrons in levels close to the Fermi level are extracted by the tunnel effect. This

extraction occurs beyond a threshold voltage bias applied between the emitter
and a counterelectrode. The value of the bias depends on the electronic structure
of the material. The emitted current grows as the aspect ratio increases, according
to the classical Fowler–Nordheim law [45].
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Fig. 8.31. Tip of an atomic force micro-
scope with a multiwalled nanotube stuck
onto it. Insert : TEM image of the nan-
otube. Adapted from [4]

the physical and physicochemical properties of systems with nanoscale dimen-
sions, such as nanopatterned surfaces or molecules, or for studying chemical
reactions. They are already used in near-field microscopy. These tips consider-
ably enhance the resolving power of such instruments compared with standard
tips, because their very small radius of curvature allows one to overcome the
problem of convolution of the tip with the imaged object. As can be seen from
Fig. 8.31, these tips are obtained by fixing a multiwalled nanotube at the end
of a standard tip. The nanotube is fixed either by sticking it on or by growing
it directly on the standard tip by CCVD. Such tips are already commercially
available.

Nano-Objects for Detection, Energy Storage, Chemical Synthesis

As mentioned above, the geometric characteristics of nanotubes (surface, in-
terior cavity, interwall space) make them ideal candidates for chemical manip-
ulation such as gas adsorption, tethering of molecules or clusters, confinement
of molecules within the cavity, and intercalation. Some of these manipulations
can be carried out with other carbon-bearing structures, such as graphite for
intercalation, or carbon black for adsorption, whilst others are specific to the
tubular geometry.

Applications based on the chemical use of these nano-objects concern
hydrogen storage, energy storage, chemical sensors and actuators, and pos-
sibilities for functionalisation chemistry. Despite the widely publicised an-
nouncement of revolutionary possibilities a few years ago, investigations into
the storage of hydrogen for fuel cells now seem to converge upon a very limited
value of 1–3%, below the threshold fixed by the car industry in particular. As
far as energy storage is concerned, the most promising system seems to be the
supercapacitor, which is in fact a composite system with a conducting poly-
mer. Finally, nanotube chemistry, i.e., the possibility of tethering molecules
to the surface, functionalising, filling, and so on, is still in its early stages.
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However, it represents an extremely important research direction in the short
and mid-term, because it represents a training ground for the general prob-
lem of controlled manipulation of nanotubes which will be vital for many
applications, e.g., sorting helicities for molecular electronics.

Materials for Every Purpose

The word ‘material’ here refers to bulk materials, with macroscopic dimen-
sions, in which nanotubes have been incorporated. These are therefore com-
posite materials, developed for a very wide range of applications depending
on the property or properties of nanotubes that one wishes to exploit: struc-
tural materials in which the nanotube serves as a mechanical strengthener,
electrically conducting materials, thermal materials, absorbent materials, or
optically limiting materials for use in the bulk or as a surface coating. A
good example of the potential of such materials has been developed by the
automotive industry. Nanotubes are added to paints to make them slightly
conducting and hence easier to apply to composite surfaces without the need
for polar solvents, which are so bad for the environment.

In a general way, the fabrication of the material, the arrangement of the
nanotubes within the material, and the nature of the nanotube–matrix inter-
faces are key problems revealed by studies carried out so far on conducting and
structural composites. They will only be solved by a long-term effort. Once
again, chemical manipulation for preparation and chemical functionalisation
to adapt the nanotube to its environment should play a decisive role.

8.5 Conclusion

This review of applications is obviously not exhaustive, but it should be
enough to show that nanotubes have a truly diverse potential for applications.
The most remarkable attribute of these developments is that that they often
lie at the crossroads of several different disciplines. Better still, as our under-
standing of these objects moves forward, they continue to amaze us, with new
experiments revealing yet more aspects that theory has failed to predict. This
is a remarkable point because it is quite often the opposite situation which
prevails after a discovery. Nanotubes are clearly more than just a fashionable
subject in the wake of the nanoscience bandwagon. Indeed, they represent
a very important subject of research which concerns extremely varied fields
and problems in nanoscientific research and applications. This is because the
nanotube unites an unparalleled assemblage of properties. It combines three
structural characteristics – chemical simplicity (it is just carbon!), chemical
and thermal stability (graphite chemical bond), and molecular dimensions –
which mean that it can be simultaneously an excellent conductor or a semi-
conductor characterised by a gap equivalent to that of Si or Ge, as well as
exhibiting considerable mechanical strength.
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Great changes are currently underway in the development of nanotube re-
search. The first stage of acquiring a basic understanding has almost come to
a close. Little by little, it is giving way to a phase of much more fundamental
research into complex phenomena such as transport and emission, together
with a concerted effort to develop applications. It should be noted, however,
that applications in the pipeline today often require the fulfillment of a certain
number of conditions which may or may not be difficult to achieve. Generally
speaking, these conditions include controlling the synthesis of given tube con-
figurations with production capacities adapted to the application; controlling
purity and crystal quality; and developing suitable means of preparation for
use in specific devices and for functionalising materials.

Further Reading

The reader is referred to the general works [50,51] for the fullerenes and car-
bon, and [52–56] for nanotubes. Reference [52] is a basic book on the physical
properties of nanotubes, while [54] (still in press) is based on a CNRS summer
school held in France in 2003.
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Nanowires

J.-C. Labrune and F. Palmino

A nanowire is generally defined as an object with a one-dimensional aspect in
which the ratio of the length to the width is greater than 10 and the width does
not exceed a few tens of nanometers. Today, this definition has been extended
to atomic and molecular wires, which have proved to exhibit very interesting
physical properties without necessarily having the geometrical characteristics
defined earlier.

There are many potential applications for nanowires. However, nanowires
can be divided into two categories:

• nanowires with direct applications determined by their physical properties,
• nanowires used as basic building blocks in more complex devices.

The direct applications mainly concern information storage, electronics and
optronics. Examples are magnetic nanowires, light-emitting nanowires, or
nanowires behaving as diodes. As elementary building blocks, nanowires are
mainly used as electrical contacts, or as integral parts of components when
they have semiconducting properties.

But whatever the application, nanowires are not yet an industrial product.
Although there exist many ways of making them, the available methods do
not yet combine mass production with very small dimensions. The subject
of the day is not yet nanotechnology, but rather nanoscience. The observed
physical phenomena, e.g., electrical conduction, heat conduction, mechanical
properties, optical properties, magnetic properties, etc., have not all been
explained or perfectly understood. But the stakes are high and it is essential
to develop a complete mastery of nano-objects in general and nanowires in
particular.

The aim in this chapter is to present the various techniques for making
nanowires and to discuss transport phenomena within these quantum objects,
at least in the case of electrical conduction.
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9.1 Fabrication of Nanowires

There are two distinct approaches to the fabrication of nanostructures: the
top-down approach and the bottom-up approach, one arising in the world
of microelectronics and the other in the world of nanophysics. Although the
overall aim may be the same, i.e., to produce nanostructures in the broad
sense of the term, the way of going about it is totally different in the two
cases. Huge resources are invested in developing techniques that can combine
mass production and extremely high levels of resolution in the fabrication
process, in order to achieve what is known as nanotechnology. Unfortunately,
at the present time, no technique can really achieve this, and some prefer to
stay with the term nanoscience.

In the top-down approach, one attempts to reduce the size of a complex
object to the point where this scale reduction begins to alter the very prin-
ciples it is based upon. The idea is seductive at first glance, but this method
encounters major physical and technological difficulties when one attempts
to go down to length scales of a few tens of nanometers using conventional
lithographic methods. When these targets are reached, using emerging litho-
graphic techniques, one has to face the problem of speed: the slow production
rate is quite incompatible with the requirements of mass production.

The bottom-up approach is radically different, since it involves using
atomic scale and nanoscale physicochemical phenomena to fabricate simple
nanostructures in a spontaneous manner and in large quantities. The resources
required in this case are considerably reduced since growth and assembly can
be controlled in a single step, and in a natural and self-regulating manner.
This control over crystal growth can be used to fabricate identical objects with
the same properties, and at an incomparably lower cost. The disadvantage of
this approach is that transistors, memory cells, and other components do not
a priori form in a spontaneous way. The bottom-up approach thus requires the
invention and study of new components compatible with this means of fab-
rication. This is why many specialists say that, if there is to be a revolution
one day, it will necessarily be here.

Whatever approach is adopted, there are many methods for elaborating
nanostructures and nanowires in particular. The choice of fabrication tech-
nique depends on several parameters, depending not only on the nano-object
as such, but also on its function. Indeed, it is not enough to specify parameters
like size, shape and character which define the nano-object. Other parameters
are also essential when choosing the technique:

• the quantity of nano-objects to be fabricated,
• the spacing between the objects,
• their orientation in (2D or 3D) space,
• the nature of the substrate on which they are to be used,
• the manipulations required after fabrication.
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Apart from lithographic techniques used in the microelectronics industry
which we shall not be concerned with here, the work currently being carried
out in the field of nanowire fabrication can be classified as follows:

1. Using a top-down approach:
a) conventional high resolution lithographic techniques (electron beam,

extreme UV, and X ray),
b) alternative lithographic techniques:

• nanoimprinting,
• nanomoulding,
• lithography by near-field microscopy,

2. Using a bottom-up approach:
a) self-assembly techniques,
b) VLS synthesis,
c) use of porous matrices.

9.2 The Top-Down Approach

Two serious problems face the top-down approach. These are raised by the
limits of photolithographic techniques, which are the only ones able to mass
produce submicron components. These processes provide an extremely effec-
tive way of fabricating structures with dimensions around a hundred nanome-
ters, but they are faced with almost insoluble problems when one attempts
to increase their resolution beyond this point. UV and X-ray lithography are
currently being investigated with the aim of going well below the critical
100-nm threshold that marks the gateway to nanotechnology. However, the
prohibitive costs involved leave little hope for rapid application of these new
forms of technology. As far as electron beam lithography is concerned, it is at
present the only way of etching nanostructures on the scale of a few nanome-
ters. Unfortunately this technique is still incompatible with mass production.
It should be noted that this problem, the confrontation between nanometric
resolution and mass production, recurs throughout the field of nanotechnol-
ogy. This is why emerging forms of lithography known as soft lithography
have appeared on the scene since the 1990s.

9.2.1 Soft Lithography

The basic idea is to make low cost replicas of nanostructures that have been
fabricated using complex and costly techniques, such as electron beam litho-
graphy, for example. To this end, one deposits substances with extremely
faithful replication properties, which harden and copy the patterns in reverse
relief. The best known are polydimethysiloxane or PDMS and to a lesser
extent polymethyl methacrylate or PMMA (thermoplastic). This produces
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a stamp that can be used several times over and hence reproduce nanos-
tructures on a large scale and at low cost [1, 2]. It is worth noting that the
nanostructures produced as yet have not been able to achieve the complexity
of structures obtained using standard lithographic techniques. The two main
techniques available today which use this type of stamp are nanoimprinting
and nanomoulding.

Nanoimprinting

Nanoimprinting really does use the replica as a stamp. PDMS is an elastomer
which combines several interesting properties: it has a suitable Young’s modu-
lus for moulding, it is non-toxic, it is available for industrial use, it is optically
transparent around 300 nm, it is chemically inert, and its interface free energy
can be considerably modified. PDMS is extremely hydrophobic, but it can
be rendered hydrophilic by plasma treatment. The possibility of considerably
modifying its surface free energy means that it can be coated with a monolayer
of molecules which can then, under certain conditions, be retransferred to a
surface. The best known example is the transfer of a monolayer of thiols onto
a gold surface, although deposits onto Ag or Cu are also possible [3–5]. To
do this, the PDMS patterns are inked up using a solution containing thiols.
When the stamp is pressed against the gold surface, there is a strong reaction
between the thiols and the surface, whereupon the thiols detach themselves
from the stamp to form a self-assembled layer which constitutes a faithful copy
of the stamp. This kind of technique can produce patterns with an accuracy
down to a few tens of nanometers.

Nanomoulding

The two main variants of nanomoulding are nanoembossing and capillary
moulding [6–11]. In the first case, the idea is to impress the stamp upon a
liquid polymer, or a polymer that has been softened by heating. When it
cools, the polymer solidifies and adopts the shape of the mould. In the second
case, the liquid polymer is deposited at the entrance to cavities that have
been left open between the ‘stamp’ and the plane surface on which it has been
deposited. The liquid polymer then flows by the capillary effect between the
surface and the ‘stamp’ to reproduce the required patterns when it solidifies.
Patterns smaller than 30 nm wide have already been obtained by this method.
Once the pattern has been transferred to the surface, metallic nanowires of
very small dimensions can be created by traditional techniques for making
openings, metallic deposit and lift-off.

9.2.2 Near-Field Lithography

Near-field lithography uses the tip–sample interaction of a near-field micro-
scope to etch, deposit, move atoms, control chemical reactions, and so on.
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SIM tip

Fig. 9.1. Upper : Diagrammatic representation
of the decomposition of a gas under the tip
and adsorption of the element on the surface.
The decomposition voltage can be pulsed or
continuous. Lower : STM image obtained by
decomposition of germane on Si(111), form-
ing nanoletters in germanium. Courtesy of
F. Thibaudau (unpublished)

It can thus modify surfaces on the atomic scale. This use of near-field mi-
croscopy provides the best resolutions available today in the field of nanowire
fabrication. However, it is also very difficult to implement and cannot be used
for large scale production. The most developed techniques in this field are
described here.

STM-Assisted CVD

This is the method used to fabricate silicon or metal nanowires for nanocom-
ponents [20–22]. It involves using the energy of electrons moving between the
tip and the sample during an STM experiment in ultrahigh vacuum to decom-
pose a precursor gas, e.g., Ni(Co), Fe(CO)5, SiH2Cl2, AuCl(PF3), and adsorb
one of the constitutive elements of this gas onto the surface. The tunnel cur-
rent is one-way and decomposition can be very accurately localised under the
tip. The tip is then moved along preprogrammed directions to lay down struc-
tures a few nanometers across by nanolithography (see Fig. 9.1). Apart from
its resolution, the advantage with this technique is that one can use different
gas compositions in order to choose (at least to some extent) the composition
of the nanowire.
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Fig. 9.2. Left : Transferring thiols onto a surface. Right : AFM image of thiol
nanowires. Taken from [13]

Chemical Reactions Induced by the Tip

Another interesting illustration of near-field microscopy is provided by the
work of Legrand et al. [23] at IEMN (Lille, France), who fabricated silicon
nanowires using a biased AFM tip. A potential is applied between the tip and
sample, causing local oxidation of a hydrogenated silicon surface under the
tip. A wet etch by KOH then destroys the unoxidised regions, creating the
silicon nanowires.

Matter Transfer Using the Tip

The idea here is to transfer the atoms or molecules coating the tip of a near-
field microscope onto the surface. The control one has over this transfer of
matter depends on the tip–sample interaction and on the type of matter to
be moved. Today, knowhow acquired in this field is sufficient to carry out this
kind of operation with great precision, using not only the STM technique,
but also the AFM technique. The best known example is certainly the thiol
film adsorbed onto an AFM tip and transferred to a gold surface (see Fig. 9.2)
[12–14].

The transfer is achieved via a nanodroplet of water which plays the role of
a bridge between the tip and the sample surface. The driving forces come from
surface tension generated by the droplet. The thiols, insoluble in water, fix
themselves very locally on the surface in a self-organised layer. There are other
examples which use an STM tip for local transfer of silver, gold, platinum,
etc. (see Fig. 9.3) [15–19]. By applying a voltage pulse between the tip and
sample, the electric field increases significantly and this leads to diffusion
of silver atoms from the tip to the surface. There again, a very high level
of accuracy is achieved (about 20 nm), but the quantities produced are well
below the mark.



9 Nanowires 331

Si (111) – (7x7)Si (111) – (7x7)

Si (111) – (7x7)Si (111) – (7x7)

a. b.

c. d.

Electric field

Beginning
of pulse

during the
pulse

End of
pulse

Tip
retraction Formation

of Ag dot

AgW AgW

AgW AgW

Fig. 9.3. Left : The various stages in a transfer of matter between the tip and sample.
Right : STM image of platinum nanowires made by field emission STM. Courtesy of
Houel et al. [15]

Fig. 9.4. Geometric figures obtained using iron atoms displaced by an STM tip on
a copper surface at low temperature [26]

Manipulation of Atoms and Molecules

The fabrication of atomic scale 1D structures is now well established [24,25].
Made by lining up atoms along a crystal axis, these structures constitute the
smallest ‘nanowires’ ever fabricated. Indeed, one may ask whether the appel-
lation is still appropriate. Figure 9.4 shows an atom-by-atom organisation of
iron atoms on a copper surface at very low temperature.

On this length scale, stability (or lifetime) problems arise for the nanowire,
given the very small number of atoms involved and the very low temperatures
required for such structures. The techniques used to make them are also ex-
tremely complex and costly. The atoms are displaced and positioned on the
surface by means of the attractive and repulsive forces between the tip and
sample. By adjusting the current/voltage parameters, the tip can be used to
push, drag, catch or release atoms adsorbed on the surface. The result is a
kind of atomic scale construction game which can be implemented on either
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semiconducting or metallic surfaces. Here again, surface effects dominate the
position and stability of the atoms. Hence, an atom can only remain on a given
site if it corresponds to a state of lowest energy. Otherwise, if the tempera-
ture is high enough, it will wander from site to site in search of this energy
minimum, thereby destroying the nanowire. The most favourable conditions
for stabilising the system involve working at very low temperatures. The first
experiments were carried out by Eigler et al. [26], who displaced Xe atoms on
Ni(100) at 4 K. The technical aspects and fabrication time are well removed
from the requirements of industry.

9.3 The Bottom-Up Approach

9.3.1 Self-Assembly on a Surface

Research into the possibility of building nanowires by self-assembly began
only recently. It was triggered by the discovery and development of near-field
microscopy techniques (STM and AFM) in the 1990s. Using these two new
instruments, considerable progress has been made in understanding surfaces
and interfaces, to the point where extremely selective and tightly controlled
growth becomes feasible. These experiments are usually carried out in ultra-
high vacuum conditions, even if the electrochemical channel can also lead to
very good results. Self-assembly (also known as self-organisation) is a very
interesting phenomenon indeed for those who seek to create on a surface a
large number of perfectly ordered objects, with simple shape and the same
size. The basic idea is to use a surface which exhibits a selective and strong
adsorption in a highly localised and periodic manner. Sites of preferential ad-
sorption serve as anchoring points for growing nanostructures. Periodicity can
be obtained in different ways, over a region from 1 to 100 nm across. At the
present time, three self-assembly techniques have been devised for nanowire
fabrication:

• use of periodic surface reconstructions of 1D type,
• use of a stress field induced by lattice mismatch during epitaxial growth,
• use of step edges on a vicinal surface.

Prepatterned Surfaces

The use of surfaces with a crystal reconstruction of 1D type (reconstructed
surfaces) is one of the most delicate techniques to implement. One of the
reasons for this is that it is extremely difficult to predict the crystal organ-
isation of a surface because only the structures with the lowest energy can
occur. It is generally accepted today that what determines the most stable
structure results from the competition between minimisation of the electron
binding energy and minimisation of the elastic stress energy. The solution to
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Fig. 9.5. STM image (7 nm×7 nm) of lead
nanowires self-organised on an SmSi(111)
interface. Courtesy of Palmino et al. (un-
published)

the problem is clearly not trivial, and all the more so in that any further
adsorption for the purpose of creating the nanowire will induced a change in
its energy and possibly a change in its crystal structure, which may destroy
its 1D character. The problem here is thus twofold: to create 1D surface re-
constructions [27–30] and to maintain this one-dimensionality [31, 32] during
adsorption and growth. One can then speak of prepatterned surfaces where
deposited atoms must replicate the pattern on the surface. Given these con-
straints, very few systems exhibit this functionality (see Fig. 9.5).

Vicinal Surfaces

As we have seen, it is not easy to obtain 1D prepatterned surfaces. One way
around this problem is to use natural defects which are in principle easier
to obtain. The best known is the step edge. It has the advantage of being
highly reactive and one-dimensional, and extending over large distances. Fur-
thermore, it occurs on every type of surface. The number and distribution of
steps on the sample surface are mainly determined by the crystal orientation,
the heat treatment undergone by the crystal during preparation, and the in-
teractions between steps (lamellar materials such as graphite are not included
in this category). As the first two parameters are generally well controlled,
the distance between steps can be relatively easily adjusted.

There are many examples of the use of step edges to create nanowires.
We may cite the decoration of step edges by electrodeposition of MoO2 on
HOPG (highly oriented pyrolytic graphite) to obtain molybdenum nanowires
[33]. Other studies have produced nanowires by selective electrodeposition of
metals on vicinal H–Si(111) surfaces. In ultrahigh vacuum, we may cite the
fabrication of Ag and Au wires on vicinal surfaces of platinum and silicon
[34–37]. The great interest of silicon surfaces is the excellent level of control
of the surface structure on large scales and on the atomic scale.
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Fig. 9.6. STM image of dysprosium sili-
cide nanowires on Si(100) induced by pa-
rameter mismatch. From J. Nogami

Parameter Mismatch

The lattice parameter mismatch between two solid phases is often used dur-
ing crystal growth to generate nanostructures by the effects of elastic stress
relaxation during Stranski–Krastanov-type growth. When this parameter mis-
match is greater than 2%, the stress energy of the deposited film is released
by island formation. The shape of the islands formed in this way depends on
the crystal symmetry of the substrate, but also on the parameter mismatch
occurring in certain directions. For example, in the case of Ge/Si(001) and
InAs/Ga(001) interfaces, 2D or 3D islands appear on the surface (not always
uniformly as far as shape is concerned). In order to make nanowires, the epi-
taxied layer must exihibit a large parameter mismatch in one direction and a
low one in a perpendicular direction. Among the few systems which do exhibit
such characteristics, we may cite certain silicon/rare earth interfaces such as
Ho/Si(100), Gd/Si(1000) or Dy/Si(100) (see Fig. 9.6) [38,39].

9.3.2 VLS Synthesis

The VLS (vapour–liquid–solid) technique consists in growing nanowires from a
molten droplet [40, 41]. This droplet is created in a high temperature reactor
(around 900◦C) and fed either by a vapour phase produced from a target
bombarded by a laser, or by CVD, or both at once. The method is particularly
well suited to the growth of semiconductors and metal alloys for which the
phase diagrams can be perfectly controlled. Nanowires of diameter 10 nm and
length several microns can be fabricated in this way. With this technique, it
is also possible to vary the composition of the interior of the nanowire by
controlling the composition of the vapour phase arriving on the droplet. It is
then possible to make doped or undoped semiconducting nanowires (Si, GaAs,
InP, GaN, etc.) or multilayer metallic nanowires with magnetic properties, and
even to control to a certain extent the composition of the outer part of the
wire. The growth of the wire is directly linked to the Gibbs–Thomson effect
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Fig. 9.7. VLS fabrication method. Image of a multilayer InAs/InP nanowire with
diameter 30 nm. Courtesy of Karaguchi et al. [41]

which shows that the smaller the diameter, the slower the growth will be (see
Fig. 9.7).

9.3.3 Use of Porous Matrices

In this method, a porous lattice or matrix, known as the template is filled
with matter. In general, this 3D aluminium oxide matrix, fabricated on a sil-
icon substrate, is composed of perfectly calibrated vertical nanopores, which
may be as much as a few tens of microns long. Due to the geometry of the
system, a high concentration of nanowires is obtained with orientation per-
pendicular to the surface at the end of the fabrication process, i.e., after the
matrix has been dissolved. This feature of the orientation contrasts with the
results of self-assembly techniques. The pores can be filled in different ways:
electrochemical, high-pressure injection, or evaporation. However, the elec-
trochemical approach seems to be the best suited, because particularly long,
continuous nanowires can be obtained with either metallic or semiconducting
materials (see Fig. 9.8) [42–44].

9.4 Electrical Conduction in Nanowires

The electrical conductance is a fundamental quantity encountered in every
study of electrical transport phenomena in macroscopic systems, mesoscopic
systems, and nanowires.

A macroscopic conductor with cross-sectional area S and length L, sub-
jected to a potential difference V , carries a current I. Ohm’s law says that
I = G/V and the conductance G is given by σS/L, where σ is the conductivity
of the conducting material.

On the mesoscopic scale, this law no longer applies. A quantum descrip-
tion is required. The system is assumed to be coherent and its electrons are
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Fig. 9.8. Left and center : Diagram and MEB image of an Al2O3 porous matrix.
Courtesy of Sands et al. [43]. Right : ZnO nanowires. Courtesy of Park et al. [44]

described by wave functions with well defined phase. On this scale, there
are different electron transport regimes. One must compare the geometrical
dimensions of the conductor with the mean free path Lm and the phase coher-
ence length Lϕ of the electrons. The latter is defined as the average distance
separating two inelastic collisions and during which the electron retains its
phase memory. For example, for gold at 1 K, Lϕ is close to one micron. One
thus speaks of the ballistic regime when Lm > L and the diffusive regime when
Lm 
 L. Any mesoscopic system will have Lϕ < L and its Fermi wavelength
λF will be very small compared with its geometrical characteristics.

9.4.1 Electrical Contacts

In order to carry out electrical measurements on a mesoscopic sample or a
nanowire, connections have to be made. In the case of a nanowire, the con-
tacts impose specific constraints. Indeed, there are several orders of magnitude
between the size of the wire and the size of the link with the measuring appara-
tus. Moreover, techniques for fabricating contacts and nanowires are generally
very different.

At the end of the 1980s, the first conductance measurements were made
on atomic scale contacts using near-field microscopy (STM) [45]. The quan-
tisation of the conductance G was observed in semiconducting heterojunc-
tions [46,47], and confirmed a little later in experiments using break junctions
[48]. These experimental results heralded a great deal of theoretical activ-
ity with regard to such a quantisation and concerted attempts at numerical
simulation. For this purpose, one requires theories and models for electrical
transport in mesoscopic conductors [49,50].
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Basic Model

The basic model for theoretical study in this context considers the mesoscopic
sample joined to two reservoirs by two conducting connections, assumed per-
fectly conducting, through which electrons can be injected into the sample.
The reservoirs are at temperatures T1 and T2 and have chemical potentials
μ1 and μ2, whose difference is in our case proportional to the potential dif-
ference set up between the two reservoirs, which play the role of electrodes.
It is assumed that all inelastic scattering is limited to the electrons in the
reservoirs and that phase coherence is maintained within the sample. Along
the perfect conductors, plane waves are associated with electrons propagating
in the longitudinal direction. Due to confinement, the transverse moment is
quantised. Let N1 and N2 denote the numbers of transverse electronic modes
of electrons in the two connections, which behave as waveguides. The energy
distribution of these electrons depends on μ1 and μ2 and obeys the Fermi dis-
tribution f(ε). The outgoing electrons are transmitted to the reservoirs with
probability equal to unity.

Single-Mode Sample

In the simple case of a perfect ballistic sample, with only one occupied mode,
there is a current due to the population difference of the mode propagating
to the left and to the right. Taking spin degeneracy into account, the current
is given by

I =
2e

h

∫ [
f1(ε) − f2(ε)

]
dε . (9.1)

At 0 K, the Fermi distributions f1(ε) and f2(ε) reach their asymptotic values
(1 then 0) on either side of the energies ε1 = εF + eV/2 and ε2 = εF − eV/2,
respectively. Finally, we obtain the conductance G = I/V which has the
universal value

G = G0 = 2e2/h = 0.77 μS , (9.2)

where S is the siemens, SI unit of electrical conductance.

Landauer Theory and Linear Response

The Landauer theory [51–53], further developed by Büttiker [54, 55], relates
the conductance to the transmission and reflection probabilities of the electron
waves arriving at the quantum coherent conducting sample. The theory is
based on the scattering matrix

Ŝ =
(

ŝ11 ŝ12

ŝ21 ŝ22

)
=
(

r̂ t̂′

t̂ r̂′

)
. (9.3)
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Fig. 9.9. A quantum coherent conductor (QCC) is joined to two reservoirs (elec-
trodes), with chemical potentials μ1 and μ2 and temperatures T1 and T2, by two
connections assumed to be perfectly conducting. The operators corresponding to
the i th propagation mode can be decomposed into eight creation and annihilation
operators, incoming and outgoing with respect to the conductor

Each entry ŝαβ is a matrix whose components (ŝαβ)ij express the transmis-
sion (α �= β) or reflection (α = β) of the waves. The theory also introduces
operators â associated with electrons coming into the sample and operators b̂
for those leaving the sample (see Fig. 9.9).

Different operators correspond to creation and annihilation of an electron
in the i th mode coming from reservoir α (α = 1 or 2) and entering the sample,
denoted by â†

α,i and âα,i, respectively. For an electron leaving the sample and
returning to the reservoir α, these operators are denoted by b̂†α,i and b̂α,i. The
scattering matrix relates these operators by

bi,α =
∑
jβ

(ŝαβ)ijaj,β .

We may also write 〈
a†

i,α(ε)aj,β(ε)
〉

= δijδαβfα(ε) ,

where fα(ε) is the Fermi function of the reservoir joined to the connection α.
Assuming an ideal coupling between reservoirs and connections, the cur-

rent of the i th mode in the connection α can be written

Ii,α =
2e

h

∫ +∞

−∞

[ 〈
â†

i,α(ε)ai,α(ε)
〉
−
〈
b̂†i,α(ε)bi,α(ε)

〉 ]
dε . (9.4)

Summing over all modes i, we obtain the total current I1 in the left-hand
connection:

I1 =
2e

h

∫ +∞

−∞

[
(N1 − R11)f1 − T12f2

]
dε . (9.5)

The reflection and transmission coefficients, R11 and T12, respectively, are
given by the traces Tr(r̂†r̂) and Tr(t̂†t̂) of the elements of the matrices Ŝ† and
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Ŝ, respectively. Conservation of the total current requires the matrix Ŝ to be
unitary, i.e., r̂†r̂ + t̂†t̂ = 1̂ or R11 + T12 = 1. The current I1 then reduces to

I1 =
2e

h

∫ +∞

−∞
T12(f1 − f2)dε . (9.6)

The linear response of the nanowire is defined in the vicinity of the equilibrium
state I1 = 0 obtained when μ1 = μ2. For small variations in the applied
voltage V the variation δI1 of the current is proportional to V = (μ1 − μ2)/e
and hence,

G =
δI1

(μ1 − μ2)/e
=

2e

h

∫ +∞

−∞
T12

(
−∂f

∂ε

)
dε . (9.7)

For T = 0 K, we obtain

G =
2e2

h
T12 . (9.8)

As the trace of a Hermitian matrix, T12 has real eigenvalues τi (i ∈ {1, N1})
with τi ≤ 1 for all i. In the basis of eigenvectors (also called eigenchannels) of
r̂†r̂ and t̂†t̂, the multimode transport problem may be treated as a superposi-
tion of independent single-mode problems leading to a conductance expressed
in the form of a sum:

G =
2e2

h

∑
i

τi = G0

∑
i

τi . (9.9)

The modes to be taken into account, i.e., those with nonzero coefficient τi, are
determined by the sample itself, and not by the connections to the reservoirs.
How many there are depends on the nature of the sample material. For most
metals, it is limited to a number between 1 and 3.

Experimental Corroboration

The Landauer linear response theory was confirmed in 1988 in an experiment
using GaAs–AlGaAs heterojunctions [46] with a thin conducting film. The
conductance was observed to vary by steps of height G0 when the dimensions
of the narrow constriction formed at the level of the conducting film were
varied by applying a variable negative bias at the gate. The experiment was
carried out at a temperature very close to 0 K (see Fig. 9.10).

At the beginning of the 1990s much experimental and theoretical work
was carried out on atomic scale metallic contacts. Two techniques made these
studies possible: break junctions [48] and near-field electron microscopy [45].

The break junction approach illustrated in Fig. 9.11 consists in stretching
a wire (or a film deposited on a substrate) and breaking it by steadily twisting
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Fig. 9.10. Conductance G as a function of the bias applied at the gate of a GaAs–
AlGaAs junction at 0.6 K. Note that, after subtracting the resistance of the connect-
ing wires, plateaus are located at multiples of G0. Taken from van Wees et al. [46]

Fig. 9.11. Break junction made by lithography, constituted by a gold film of thick-
ness 20 nm in contact with an aluminium film of thickness 400 nm. Taken from Scheer
et al. [56]

it. The contact is then reestablished by very carefully bringing together the
two pieces of wire.

Something similar can be done with the tip of an STM when it is brought
into contact with a surface, thereby moving from the tunneling regime to a
metallic contact. This contact, which only involves a very small number of
atoms, is reflected by a sudden change in the conductance. When the tip is
withdrawn, one observes plateaus in G, located at multiples of the universal
value G0.

For many monatomic metals (Au, Ag, Cu, Li, Na, K, etc.), a last plateau
is indeed observed at the value G0. However, for other elements, this is not the
case. Various simulation techniques have been used, based upon simplifying
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hypotheses concerning the forces acting on the electrons, the number of atoms
included in the calculations, dynamical and energy considerations, and so on.
We have seen that the transmission probabilities τi for the channels i appear
in the expression for the conductance. For a single-atom contact, the number
of eigenchannels is fixed by the number of valence orbitals of the atoms. For
example, for a metal of type sd, 5 or 6 channels can be partially opened
(τi < 1). We may conclude that quantisation of the conductance in multiples
of 2e2/h is related to the size of the contact and is only relevant for monovalent
atoms.

Other Formalisms

Some theoretical studies and numerical simulations use Green functions, a
more powerful tool than the scattering matrix Ŝ. Indeed, they yield the re-
sponse A(x) at any point x inside or outside a system following an excitation
A′(x′) at some other point x′. These functions are useful for studying trans-
port phenomena when electron–electron or electron–phonon interactions are
taken into account.

In a crystal, the current density j is related to the electric field vector E by
the local Ohm’s law: j = σE, where σ is the conductivity which depends on
the angular frequency ω of the applied electric field. The Kubo formalism [57]
can be used to express the conductivity for a mesoscopic conductor, relating it
to the conductance using retarded and advanced Green functions Gr,a(r, r′, E)
whose main features are described in [49]. The transmission coefficient T12 in
the Landauer relation (9.8) can then be identified with the quantity

T12 = �
2
∑
ij

vivj

∣∣∣Ga
ij(x, x′, E)

∣∣∣2 , (9.10)

where vi is the speed in channel i, equal to �ki/me, and me is the mass of the
electron. Such a relation can be exploited in numerical simulations using the
tight-binding model [58].

Numerical Simulations

Some simulations have been able to explain the mechanisms governing the
formation, evolution, and conduction of atomic scale contacts. For certain
materials, perturbations to the quantisation of the conductance have also been
explained. Several mechanisms have been elucidated using molecular dynamics
techniques, sometimes coupled with the tight-binding or free-electron models
[58]. It has thus been possible to show the following:

• when a tip is brought towards a surface to establish a contact, the atoms
situated at the interface will make an irreversible jump of several tenths
of a nanometer in a time of about a picosecond,
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• when the tip is retracted, there is a plastic deformation of the contact re-
sulting in a non-adiabatic constriction involving various atomic rearrange-
ments,

• this constriction, although totally crystalline, contains a number of defects
(gaps, local disorder, surface roughness) which perturb the quantisation of
the conductance,

• for contacts involving more than two atoms, the conductance plateaus are
no longer situated at integer multiples of G0.

Mechanisms for partial opening or total closure of conduction channels built
into certain studies have been able to support the experimental observations.
Recent ab initio methods [59, 60] include a detailed atomic-level description
of the electrodes and the influence they have on the contact conductance.
For example, they show that, in the case of aluminium, one must take into
account the geometry of the whole system in order to interpret conductance
measurements, something which has not been observed for the metal most
widely used by research scientists, i.e., gold.

9.4.2 Incoherent Transport

Despite its many successes, the diffusive approach to conduction is not be-
yond criticism. This theory is only valid if one neglects the inelastic scattering
processes affecting the electrons in the mesoscopic wire or nanowire, which is
effectively what happens when one assumes that propagation is coherent. It is
thus only strictly valid when T = 0 K, although it remains applicable at very
low temperatures, and for electrons with energies close to the Fermi energy.
Although the expression (9.6) giving the current I1 in the perfect connection
is a priori independent of the applied bias, there is no reason for thinking
that the transmission coefficients τi will also be independent of this bias and
the energy. A great deal of work has been carried out to determine the pro-
file of the potential along the wire, using self-consistent theories and Green
functions [61]. There are cases where transport is completely dominated by
electrical effects leading for example to Coulomb blockade [62]. Other exam-
ples of incoherent transport are encountered in molecular nanowires.

9.4.3 Atomic Chains and Molecules

Current methods of nanofabrication can be used to obtain truly 1D systems
via self-assembly [63], near-field lithography [64], the break junction technique
[65], or conjugated organic molecules [66].

Over the last five years, many theoretical studies have been brought to
bear on electrical conduction in atomic chains and in individual molecules.
The first used 1D models [67–70], or 2D models [71, 72], and sometimes 3D
models [73]. The latter take into account the reservoirs to which the molecules
are joined. Through these studies, certain points have been brought out, such
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as the importance of the electronic and chemical interaction at the level of
the contact with the reservoirs, the importance of the relative position of the
Fermi level of the electrode and the energy levels at the end of the wire, and
the importance of the gap between the levels of the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO). It is
in the latter energy interval that transport can occur by the tunnel effect, for
low biases and before Coulomb blockade.

The above theories assume elastic scattering of the electron in a rigid
atomic lattice. However, in many situations, classical inelastic interactions of
type electron–electron or electron–phonon cannot be neglected in such wires.
These interactions can have important consequences such as the formation of
a Luttinger liquid [74] in the case of electron–electron interactions [75] or a
Peierls transition [76] in the case of electron–phonon interactions, in which an
initially metallic system becomes semiconducting.

The latest research appeals to new ideas. One such theory suggests that
an electron loses its identity when injected into such a system because, like
all other such electrons, it must follow the same path in the wire or mole-
cule. It divides into two quasi-particles: the spinon which carries the spin,
without the charge, and the holon which carries the positive charge of a hole,
without its spin [77]. Another theory [78] suggests that the electron–phonon
interaction creates a virtual polaron which is a quasi-particle corresponding
to a lattice distortion around the injected charge. At low temperatures and
for molecular chains built with alternating single and double bonds (we speak
of dimerisation), transport is governed by polaron propagation alone. For cer-
tain boundary conditions, the chain may contain a topological defect known
as a soliton. At room temperature, transport is then a mixture of coherent
processes (electron–phonon coupling) and incoherent processes (lattice fluc-
tuations).

Other very recent work has concerned incoherent charge transport through
molecular wires [79,80] or charge blocking states [81,82]. Electrical conduction
measurements have been made on gold atomic wires of variable length, where
only a few atoms are involved [83], obtained in an STM at low temperature,
and on individual molecules [84]. In the first case, the STM is used to carry
out conductance measurements on the atomic wire. A conductance of G0 is
observed when the interelectrode potential difference V is zero, corresponding
to a ballistic regime. It decreases as soon as the voltage reaches a threshold
value Vt leading to emission of a phonon. The frequency of this phonon de-
pends on the stress in the wire. The energy exchange between electrons and
phonons is accompanied by heating of the atomic chain when phonons are
emitted (V > Vt) and cooling when phonons are absorbed (V < Vt).
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9.5 Conclusion

The high level of activity in the study of nanowires and nanotubes reflects
the promise they hold for fields like optronics, electronics, and computing.
This kind of research requires interdisciplinary skills borrowing from materials
science, solid state physics, chemistry, optics, biology, and others. The many
and varied fabrication processes available today can create insulating, metallic,
and doped or undoped semiconducting nanowires. There are already a wide
range of applications including luminescent diodes, logic inverters, field effect
transistors, gas sensors, and detectors of biological compounds obtained by
binding sensor molecules onto the surface of a nanowire [85]. Memory cells
have also been built using nanowires assembled into a crisscross array [86]. At
the present time, the main challenge lies in fitting together large numbers of
these wires, and in improving reliablity.

From the theoretical standpoint, a lot of work is in progress to understand
the different phenomena encountered experimentally. Although the study of
electrical conduction discussed in this chapter is of prime importance, other
investigations are equally relevant, e.g., those concerning nanomagnetism, spin
electronics, thermal transport, superconductivity, and so on. The interested
reader is encouraged to read other chapters in the present book and the review
[58].
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10

Nano-Objects

J.-F. Nierengarten, J.-L. Gallani, and N. Solladié

For the physicist, nanoscience is the business of making things ever smaller
(the top-down approach), whereas the chemist adopts the opposite attitude,
starting with atoms or molecules and building up to objects of nanometric
size, designing in specific properties on the way (the bottom-up approach).
This chapter discusses the various strategies that chemists have devised to
build giant molecular objects. To begin with, we shall describe a family of
molecules with branched or tree-like structure, known as dendrimers [1, 2].
These compounds, which are sometimes as big as natural proteins, are fab-
ricated using the ideas of ‘standard’ molecular chemistry, i.e., the chemistry
of covalent bonding. A considerable effort is often required to synthesise such
objects, and an alternative approach consists in associating several simple
chemical species that are easier to synthesise, by exploiting intermolecular
forces. This is supramolecular chemistry [3]. These non-covalent interactions
can be used to form nano-objects with characteristics as well defined as those
of standard molecular compounds. They can also provide several examples of
organised molecular assemblies, thus opening up prospects for the design of
molecular machines. Non-covalent interactions can also lead to polymolecu-
lar assemblies resulting from the spontaneous association of an undetermined
number of components into a phase exhibiting different degrees of nanoscopic
organisation, such as layers, membranes, vesicles and micelles. We shall end
the chapter with a description of these objects.

10.1 Dendrimers

A dendrimer is a macromolecule made up of basic units called monomers,
which aggregrate into a branched structure around a multifunctional core (see
Fig. 10.1). This structure builds up by iteration of a sequence of reactions.
At the end of each reaction cycle, a new generation is obtained, and there
is an increasing number of identical branches at each stage. In contrast with
polymers, whose synthesis leads to a distribution of structures, dendrimers are
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Fig. 10.1. Schematic representation of a second generation dendrimer
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Fig. 10.2. Synthesis of dendrimers by the divergent method

synthesised using methods which in principle control their structure at each
stage in the construction. Due to their novel branched structure, dendrimers
have special properties. It would be impossible to summarise here all the
work done on these objects and the reader is referred to [1, 2]. We shall limit
the discussion to describing the two main strategies for synthesising these
compounds.

10.1.1 Divergent Synthesis

The divergent approach was used by Vögtle, Tomalia and Newkome to prepare
the first dendrimers [1, 2]. Dendrimer growth is achieved from a central unit
by implementing a cycle of addition reactions followed by activation. This
cycle begins when functional groups placed on the periphery of the central
unit couple with the focal group of the monomer unit (see the coupling step
in Fig. 10.2). This leads to the formation of a first generation dendrimer. The
new periphery is inactive with respect to the monomer.

The formation of a second generation thus requires the activation of all
the functional groups situated on the periphery (see the activation step in
Fig. 10.2). This means converting them into active species capable of react-
ing with a further monomer unit. A new coupling step then leads to the
formation of a second generation dendrimer. Repeating these activation and
coupling steps leads to rapid growth of a dendritic structure. Although this
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approach may appear to be direct and easy to use from a conceptual view-
point, difficulties sometimes arise in the synthesis. One obstacle lies in the
increasing number of functional groups on the surface as the dendrimer grows
bigger. Consequently, to obtain high generation compounds, a large number
of reactions has to occur on the same molecule and this number rises expo-
nentially with the generation. Hence, a total functionalisation of the surface
is sometimes difficult to achieve for high generation dendrimers. Another dif-
ficulty arising from this situation lies in the problem of purification. It is often
a delicate matter to separate the required dendrimer from others with func-
tional groups on the surface that have not reacted, especially if the masses,
sizes or properties of these products are very similar.

To illustrate this strategy, Fig. 10.3 gives a schematic view of the prepara-
tion of dendrimers of poly(propylene imine) type. The coupling step consists
in getting each primary amine function of the core to react with two equiv-
alents of acrylonitrile. The reduction of the nitrile functions located on the
periphery is then used to generate amine functions, whereupon a new cou-
pling step can occur, leading to a higher generation dendrimer. By repeating
these successive coupling and reduction steps, it is thus possible to prepare the
fifth generation dendrimer with 64 peripheral nitrile functions. This molecular
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object has a more or less spherical shape with diameter of the order of 2.6–
3.1 nm and volume about 17.5 nm3.

10.1.2 Convergent Synthesis

The second approach, known as convergent synthesis, was developed by
Hawker and Fréchet [1,2]. The first step is to construct the dendritic branches,
called dendrons (see Fig. 10.4). These branches are made by an iterative se-
quence of coupling and activation reactions. A first dendron is prepared from
a monomer and a basic unit (activation step in Fig. 10.4). The next generation
dendron is built by coupling this first activated dendron to each of the func-
tional groups of a further monomer unit (coupling step in Fig. 10.4). Hence,
by iterating this activation/coupling process, higher generation dendrons can
be made. In the final stage, the dendrons are attached to a central core to
produce the dendrimer.

One of the advantages of this method is that not many reactions are re-
quired per molecule at each stage (2 or 3 suffice). The number of secondary
products is therefore limited. Moreover, defective products have very differ-
ent masses from the final dendrimer and it becomes much easier to purify
the result. However, it should be noted that one of the difficulties with this
synthesis arises due to the central position of the reactive groups. Indeed, for
high generations, the focal point is more and more isolated by the presence
of the branches, which tend to reduce its reactivity. A reduction and slowing
down of the reactivity of the branches are thus commonly observed during
their growth.

The convergent method would appear to be the best for synthesising
monodispersed dendrimers, but the problems of steric hindrance still prohibit
the preparation of high generation products. On the other hand, divergent
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synthesis is the most appropriate for synthesising high generation dendrimers,
even though it is difficult to avoid the appearance of defects in these struc-
tures. In this sense, the convergent and divergent methods can be said to be
complementary.

To illustrate the convergent strategy, Fig. 10.5 shows the preparation of
dendrons of type poly(benzyl ether). The transition from one generation to
another is made in two steps: first, there is an activation step in which a benzyl
alcohol function is transformed into a benzyl bromide function; then there fol-
lows a coupling stage in which this bromide couples with 3,5-dihydroxybenzyl
alcohol. The dendrons formed in this way can subsequently be attached to a
central core to form the dendrimer.

10.2 Supramolecules

Today the importance of weak non-covalent interactions in biology is widely
accepted. One may think, for example, of the human gene pool, made up of
deoxyribose nucleic acids (DNA). These exist in our cells in the form of a
double helix that is stabilised by non-covalent interactions called hydrogen
bonds. Two strands of DNA join together in an antiparallel manner to form a
double helix with the help of weak bonds which can be broken temporarily to
allow transcription of the DNA into an RNA (ribose nucleic acid) messenger,
thereby allowing the synthesis of specific proteins. We may thus conclude that
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the perpetuation of our gene pool rests upon the possibility of breaking and
rebuilding a whole series of weak non-covalent bonds.

What is striking about natural phenomena is the complexity of the sys-
tems involved, devoted to highly specific tasks. Supramolecular chemistry is
concerned with assemblies of several molecules into non-covalent construc-
tions, in the way illustrated by biological systems. The problem here is one
of molecular recognition, i.e., a complementarity of shape, size and chemical
functions which exploits the weak intermolecular interactions that may exist
over short distances between several molecules. In decreasing order of inter-
action energy, the non-covalent forces are: complexation forces due to metal
cations, hydrogen bonds, hydrophobic interactions, π interactions, and charge
transfer interactions.

10.2.1 Self-Assembly by 3D Template Effect
Induced by a Metal Cation

Metal–ligand bonds are strong enough and varied enough from a structural
point of view to allow the construction of molecular architectures containing
several subunits. Although this form of recognition bears little resemblance
to the kind of self-assembly observed in biological systems, the study of mole-
cular architectures self-assembled by metal–ligand bonds is well developed.
The reason is that this type of non-covalent bond is strong enough for some
such constructions to survive in an aqueous medium. Hence, by exploiting
the template effect, it has been possible to consider building more sophisti-
cated molecular architectures than those that could be designed using only
the chemistry of molecular synthesis.

Let us consider some examples which illustrate the potential of these
metal–ligand bonds and the template effect. A special tribute should be made
in this context to J.-M. Lehn who was awarded the Nobel Prize in 1987 for his
work on supramolecular chemistry. As an example, in one of his publications,
he describes the self-assembly of several double helices using the template ef-
fect induced by different metals accepting different coordination geometries on
‘tritopic’ molecular strands, i.e., capable of recognising and complexing three
metal cations, carrying different bi- or tridentate motifs (see Fig. 10.6) [4].

This technique allows the choice of assembling a single type of strand,
or several. One can also choose the way in which the molecular strands are
matched, simply by changing the metal cations involved in the recognition
process. The 3D template effect induced by Cu(I) cations can also be used
to assemble several precursors so as to establish directed covalent bonds for
subsequent synthesis of molecules exhibiting new types of isomerism and with
non-trivial topology (see Fig. 10.7).

For example, the formation of a Cu(I) bis-phenanthroline complex can be
used to assemble a pre-catenate type of structure which is stable enough to
allow a double cyclisation reaction and to obtain a catenate, i.e., a complex of
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Fig. 10.6. Schematic representation of the self-assembly of linear tritopic ligands
(left) containing a given sequence of complexing units destined for certain well de-
fined metal cations (center) to yield, in the expected and predicted way, double helix
complexes called helicates (right) [4]

Catenane Trefoil knot

Fig. 10.7. Example of two molecules with non-trivial topology. Catenane is an
isomer with two macrocycles, while the trefoil knot comprises a single macrocycle

Cu(I) with two interlocked macrocycles. The molecule obtained after decom-
plexation is called catenane (see Fig. 10.7) [5]. Such a molecule is said to have
non-trivial topology because it cannot be drawn on a sheet of paper without
crossing itself, i.e., without lifting the pencil. Indeed, the two macrocycles
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Doubly interlocked [2]-catenane

Singly interlocked [2]-catenane

Trefoil knot

Porphyrin-stoppered [3]-rotaxane

Fig. 10.8. Examples of two catenates, a trefoil knot and a rotaxane, synthesised by
J.P. Sauvage and coworkers [5–7]

remain bound together after decomplexation and can only be separated by
cutting one of them.

The 3D template effect induced by Cu(I) is also used to synthesise rotax-
anes (see Fig. 10.8) [6]. The template effect is used here to thread one or more
macrocycles onto a molecular string. The presence of blocking groups at each
end of the strand after demetalation of the complexes prevents the macrocy-
cles from dethreading. Finally, the formation of a double helix between two
multi-phenanthroline strands self-assembled around several Cu(I) cations was
used to synthesise the first molecular knots and doubly interlocked catenanes
(see Fig. 10.8) [7].
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Fig. 10.9. Self-assembly between ligand 1 and metal cations (a) and representations
of the resulting polyhedral architecture (b). Courtesy of M. Fujita et al. [8]

Nanoscale capsules can also be synthesised with the help of the template
effect, using coordination chemistry. These are formed by self-assembly of
24 components, including 18 metal cations and 6 triangular hexadentate lig-
ands (see Fig. 10.9) [8]. The nanocages made in this way comprise 6 triangles
arranged into a hexahedron and enclosing a volume of 900 Å3.

The ability of metalated porphyrins to accept axial coordinations has also
been used in supramolecular chemistry to synthesise a self-assembled macro-
cycle by axial complexation of two Zn(II) porphyrins of one strand by the two
pyridine groups substituting the free base porphyrin of the other strand. This
macrocycle comprises two strands that are complementary both in function
and in geometry, in such a way as to allow the self-association of the pyridines
on the Zn(II) porphyrin by axial complexation (see Fig. 10.10) [9].

By exploiting the axial coordination of porphyrins, it has also been possible
to carry out self-assembly between a macrocycle composed of three Zn(II)
porphyrins and a tris-pyridine with size and shape complementary to its cyclic
host (see Fig. 10.11) [10].
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Apart from the purely structural interest of this kind of construction,
recognition by axial coordination can be exploited to modify the physico-
chemical properties of a molecule. Figure 10.12 shows the synthesis of a co-
facial bis-porphyrin tweezer and the formation of a guest/host complex with
a bidentate base, namely, pyrazine [11]. By inserting this base in a suitably
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dimensioned bis-porphyrin cavity, the physicochemical properties of this mole-
cular tweezer are modified by generating an electronic coupling between the
porphyrins.

10.2.2 Self-Assembly by Hydrogen Bonding

Hydrogen bonds provide perhaps the most convenient intermolecular self-
assembly force by virtue of their specificity and directionality. They represent
an energy of 5–10 kcal/mol. Among those systems bound by hydrogen bonds,
two-dimensional structures are by far the most widespread in supramolecular
chemistry [12]. For the main part, these systems use rigid, plane heterocycles
as assemblers. For example, consider the dimer shown in Fig. 10.13, which
comprises a guanosine entity substituted by a porphyrin and a derivative
of cytidine functionalised by a quinone [13]. The nucleic base guanine is a
heterocycle that can establish three hydrogen bonds with its complementary
partner, viz., the nucleic base cytosine. Guanine carries only two of the three
hydrogen atoms involved in the assembly and is said to be the donor of two
hydrogen bonds and the acceptor of one. Conversely, cytosine is the acceptor
of two hydrogen bonds and donor of one.
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It is interesting to note that what we have here is not just a self-assembly
phenomenon, but also a molecular recognition process. Indeed the guanine
motif is perfectly matched to the cytosine motif, both by the complementarity
of the atoms capable of donating or accepting hydrogen bonds in the two
partners, and also by the spatial orientation of the atoms involved in the
assembly. The rigidity of the heterocycles imposes an angle of 120◦ between
the three atoms involved in each hydrogen bond. Supramolecular chemistry
makes use of these hydrogen bonds to build ever more sophisticated systems
with regard to the design of acceptors or extended two- and three-dimensional
networks.

In particular, hydrogen bonds are used to synthesise potential models for
natural systems. One aim is to obtain a better understanding of electron trans-
fer processes taking place in the reaction center of photosynthesising systems,
key phenomena in the conversion of solar energy into chemical energy that
can be used by the cells of photosynthesising organisms and plants. For this
purpose, meso-α, α, α, α-tetra(2-hydroxy-1-naphthyl)-porphyrin has been pro-
duced as a molecular host able to accept a guest tetramethoxy-p-benzoquinone
by virtue of the six hydrogen bonds that can be established between the two
partners (see Fig. 10.14) [14]. The molecular recognition described here is nec-
essary for the observation of electron transfer from the porphyrin to its guest
benzoquinone. It thus plays a key role in conditioning the physicochemical
properties of the self-assembled dimer.
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Like the metal–ligand bonds described earlier, hydrogen bonds have also
been used to create more complex molecular architectures than can be ob-
tained by conventional molecular chemistry. Among the most striking ex-
amples, it is worth mentioning the case of calix[4]arene, self-assembled by a
network of hydrogen bonds and capable of encaging small molecules by inclu-
sion. Another example is the spectacular self-assembly of molecular nanocages
via recognition of six molecules, each of which incorporates four carboxylic
acid functions (see Fig. 10.15) [15].

This assembly of hexameric cyclic compounds or cages is favoured over
the formation of linear oligomers by exploiting the steric hindrance generated
by the dendritic branches located on each tetra-acid entity. An even greater
challenge for supramolecular synthesis is illustrated by the assembly of non-
covalent hosts via 36 hydrogen bonds of three calix[4]arenes, diametrically
functionalised by two melamine groups (labelled 1 in Fig. 10.16) and six N-
substituted cyanuric acid molecules (CYA) [16]. These cages are made from
two cyclic platforms which are themselves made from a network of hydrogen
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bonds and which form the bottom and top of the molecular box, with three
calixarenes for walls.

Hydrogen bonds can also be used for self-assembly of molecules into 2D
networks which may one day constitute new materials with interesting prop-
erties. The subject of molecular tectonics is based on recognition between
different molecules known as tectons, programmed or designed to be comple-
mentary. The idea is to produce molecular networks with preordained struc-
tures by self-assembly. As an example, Fig. 10.17 illustrates the formation of
solid state 2D networks by co-crystallising different amidinium dications (la-
belled 1 in the figure) with the trianionic complex M(CN)3−6 , where M = Pd,
Pt, Mn, Cd) [17].

Finally, we should also mention research on synthesis of organic nanotubes,
a subject attracting a great deal of interest these days. Non-covalent inter-
actions find an ideal application here. As an example, Fig. 10.18 shows the
production of ionic channels by self-assembly of cyclic β-tetrapeptides [18].
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10.2.3 Self-Assembly by Hydrophobic Interactions, π-Interactions
and Charge Transfer Interactions

Hydrophobic interactions are often used for the assembly of supramolecules.
For example, the natural concavity of the cyclodextrins and cyclophanes can
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Fig. 10.19. Structures proposed for the formation of a 2:1 complex between a
carborane (top left) and two α-cyclodextrins (left) and the infinite structure of a 1:1
complex between this same carborane and α-cyclodextrins (right). Variations in the
structure are conditioned by the imposed stoicheiometry. Courtesy of A. Harada,
S. Takahashi et al. [19]

be exploited to form inclusion complexes. Indeed, the hydrophobic nature of
their inner cavities can isolate apolar guest molecules from the surrounding
aqueous medium. The inclusion complexes formed in the crystal state between
the α-, β- and γ-cyclodextrins and 1,2-dicarbadodecaborane provide a specific
example (see Fig. 10.19) [19].

1:1 or 1:2 complexes are obtained depending on the stoicheiometry and
the size of the cyclodextrin involved in the assembly process. In more direct
relation to attempts to obtain new materials, Fig. 10.20 illustrates the con-
struction in the solid state of 2D networks in which calixarenes and acety-
lene derivatives self-organise to form inclusion complexes [20]. This work
shows that the structure of the crystal lattice can be modified by varying the
length or shape of the assembling molecules. Another example is illustrated in
Fig. 10.21 by the formation of a novel inclusion complex with the properties
of a liquid crystal, involving two cyclotriveratrylenes and a C60 molecule [21].
The two cyclotriveratrylenes encapsulate a C60 to form an inclusion complex
with 2:1 stoicheiometry. The liquid crystal properties are due to the presence
of aliphatic chains on the cyclotriveratrylene.

The last few years have witnessed a great deal of work in the field of
branched molecules or dendrimers. These adopt a similar globular conforma-
tion to proteins and, in the same way as for proteins, molecular recognition
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Fig. 10.20. Assembly of two calix[4]arenes (a) via two silicon atoms to form a
koiland (b). These koilands are then assembled with the help of hexadiyne molecules
(black) to form linear strings (c). Courtesy of W. Hosseini et al. [20]
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Fig. 10.21. Formation of an inclusion complex with liquid crystal properties, in-
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garten et al. [21]

phenomena may occur, either on the periphery or in the core of the dendrimer.
One thus makes the distinction here between exoreceptors and endoreceptors.
As an example, it is interesting to note the synthesis of a dendrimer with
32 carboxylic acid functions on the surface, which is therefore soluble in an
aqueous medium, because this shows that various apolar molecules can be
solubilised in an aqueous medium by using this dendrimer [22].

Interactions between species rich in π electrons and electron-deficient mole-
cules have also been exploited in supramolecular chemistry. These interac-
tions are called charge transfer interactions, because compounds involving
this type of interaction are characterised by an absorption band that can
be observed by UV/visible spectroscopy and which is attributed to charge
transfer from the species rich in π electrons to the electron-deficient species.
This type of interaction, observed between π-donating entities such as 1,4-
dialkoxybenzene or 1,5-dialkoxynaphthalene and π-deficient species such as
N,N ′-dimethylpyridinium, can be exploited to assemble a whole series of
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interlocking molecules. Figure 10.22 shows a [2]-catenane composed of three
macrocycles, two of which are interlocked. The synthesis exploits this type of
weak interaction [23].

10.2.4 Molecular Machines

The idea of a machine can be extended to the molecular level. A molecular
machine can be defined as an assembly of a certain number of molecules
which are intended to carry out mechanical movements (output) when an
external stimulus (input) is applied. The term ‘molecular machine’ is only used
for systems whose components undergo relatively large amplitude motions.
Molecules exhibiting a simple cis/trans isomerism are not considered to be
molecular machines. Likewise, systems manifesting molecular motions that are
not controlled by well identified external stimuli do not fall into the category of
molecular machines either. It seems crucial to extend the notion of a machine
to the molecular level at a time when nanoscience and nanotechnology are
developing so rapidly. J.F. Stoddart and V. Balzani have devoted a review
article to this area of supramolecular chemistry [24]. A notable example is the
molecular rotor, an example of which is shown diagramatically in Fig. 10.23.
It is made from a macrobicycle in which the central phenyl group is able to
rotate about its axis. This movement is controlled by the size of the R groups
substituting it [25].

Another type of molecular machine is the molecular shuttle. Figure 10.24
shows a [2]-rotaxane comprising an electrodeficient macrocycle and a molecu-
lar string. The latter has two different sites, both rich in π electrons (benzidine
and biphenol) [26]. The macrocycle may locate itself around the benzidine or



10 Nano-Objects 367

R

R

Bu

Bu

Bu

Bu

Fig. 10.23. Example of a molecular rotor made from a macrobicycle whose central
phenyl group is able to rotate about its axis. The motion is controlled by the size of
the R groups substituting it. Courtesy of J. Moore et al. [25]

CF3CO2D

C5D5N

+
D* D*

D* D*

+

+

+
+

+
+

+
+

Si O O O O O O OO O ON
H

N
H

Si

N N

N N

+ +

+ +

Fig. 10.24. Example of a molecular shuttle. A [2]-rotaxane is made from an elec-
trodeficient macrocycle and a molecular string with two different sites, both rich in π
electrons (benzidine in grey and biphenol in black) [24]. The macrocycle may locate
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the biphenol. In solution, the two conformations are stabilised by π interac-
tions or charge transfer between species rich in electrons on the strand and
those poor in electrons on the macrocycle, but also by hydrogen bonds set
up between the Hα of the bipyridinium on the macrocycle and oxygen atoms
on the polyether chains of the strand. The shuttle motion of the macrocycle
from one site to the other along the strand can be controlled by chemical
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or electrochemical intervention by protonating/deprotonating or oxidising/
reducing the benzidine entity on the molecular string.

A third example of a molecular machine is depicted in Fig. 10.25 [27]. The
subject here is an artificial muscle where a molecular string is made from
two strands, one sliding within the other. This string is able to contract or
distend by controlling the oxidation state of a Cu(I) or Cu(II) cation. The
relative sliding motion of the two strands is permitted by the coordination
geometry accepted by these two metallic cations, i.e., tetracoordination for
Cu(I) and pentacoordination for Cu(II). Depending on the oxidation state
of the copper, the two strands slide one inside the other to form either a
tetracoordinated complex of Cu(I) with two phenanthroline ligands (32+), or a
pentacoordinated complex of Cu(II) with two different ligands, phenanthroline
and terpyridine (54+).

10.3 Polymolecular Assemblies

The invention of the scanning tunneling microscope (STM) has opened un-
believable prospects in the field of imaging, but it has also made it possible
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and improves the flexibility of biological membranes

to manipulate individual atoms and molecules [28]. The only problem when
manipulating atoms or molecules by STM is that it is extremely slow. It would
be quite unrealistic today to hope that it could lead to an industrial or even
semi-industrial production of any kind of functional structure whatever. The
most promising alternative approach is self-assembly, either spontaneous or
directed. One then has the benefit of a massively parallel technique, with no
obvious limiting size, the main obstacle being defects or gaps. However, one
may envisage the production of highly redundant structures, since their size
will never become problematic.

10.3.1 Self-Assembly in the Bulk

Historically, the first molecular assemblies appeared with the advent of life
on Earth. The lipid membrane which surrounds cells (and the organelles
in cells) is shared universally by all living beings, except of course for the
viruses which have a protein capsid, also self-assembled. As it evolved, this
membrane became more complex in order to fulfill highly elaborate functions
which go far beyond the original simple role of protecting the contents of the
cell from the outside world. These lipid membranes are just one special case
of supramolecular architectures formed spontaneously by certain molecules
called amphiphiles. Such molecules have the particular feature that one part
of them, known as the polar head, is polar and hydrophilic, whilst the other
is hydrophobic, often called the hydrophobic tail. The molecule in Fig. 10.26
serves as an example.

In solution, these molecules spontaneously form supramolecular assemblies
with structures that depend on a great many parameters, such as the relative
size of the hydrophilic and hydrophobic parts, the nature and temperature
of the solvent, the possible presence of dissolved salts, and the pH. Several
typical structures are illustrated in Fig. 10.27. Micelles and membranes have
dimensions of the order of one or two molecular lengths, i.e., a few nanometers.
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Fig. 10.27. Typical structures obtained by
self-assembly of amphiphilic molecules

Fig. 10.28. Schematic view of a bilayer vesicle
based on pentaphenyl fullerene. The outer layer
is made up of 6 693 molecules and the inner
layer of 5 973 molecules. The outer radius of the
vesicle is 17.6 nm. Part of the vesicle has been
removed to make the picture easier to interpret

Vesicles are much bigger objects, even ‘giant’, measuring up to 200 μm in
diameter for certain assembly processes. Naturally, the phospholipids are not
the only compounds which lend themselves to this kind of shaping procedure.
For example, vesicles have recently been fabricated with the sodium salt of
pentaphenyl fullerene (see Fig. 10.28) [29]. The formation of micelles or vesi-
cles may thus allow a specific molecule, in this case the fullerene, to be placed
in solution. Such supramolecular objects can then serve as biocompatible vec-
tors for administering medicines (liposomes) or for carrying out genetic engi-
neering, or as microreactors for specific chemical syntheses. Cell membranes
incorporate proteins in their structure. In the same way, molecules carrying
various functional groups can be incorporated into vesicles, e.g., groups es-
tablishing lock-and-key recognition mechanisms. Intervesicle interactions are
then induced which can be used to create higher-level assemblies.

Mesophases constitute another example of elementary supramolecular self-
organisation, well known to us through its widespread use as the active element
in liquid crystal displays. These mesophases can be used as hosts for other
molecules to which they then transfer their organisation. In certain types of
display, these may be dichroic dye molecules, for example, but it has also
been possible to orient endohedral fullerenes N@C60 and N@C70 [30]. This
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Fig. 10.29. Cross-section showing the structure of
H3Sb3P2O14. Crystal layers of thickness δ are regularly
spaced and separated by water layers of thickness dw.
The dark tetrahedra are the PO4 groups and the shaded
octahedra are the SbO6 groups

interesting observation suggests that one may be able to carry out self-
organisation of molecular magnets.

In another field, a recent study [31] has shown that it is possible to
grow crystal monolayers of phosphoantimonate in a lyotropic mesophase (see
Fig. 10.29). This has several interesting consequences. First, in the crystal
layers the atoms are covalently bound and the interlayer spacing can be ad-
justed over the considerable range 1.5–225 nm. Furthermore, the material can
be mechanically or magnetically oriented.

Amphiphilic molecules self-organise under the effects of attractive and re-
pulsive forces due to the hydrophilic and hydrophobic parts. Other types of
molecule known as diblock copolymers react to the similar effect of microsegre-
gation to form ordered structures. These macromolecules are formed from the
association of two immiscible polymer chains, such as polystyrene (PS) and
poly(methylmethacrylate) (PMMA). When such a polymer is cooled slowly
from its melt state, a micro-phase separation occurs, leading to the formation
of domains containing only PMMA or only PS. Depending on the type of
blocks, their size, and the experimental conditions, a wide variety of ordered
solid phases can be obtained. This self-organisation ability persists when thin
films are fabricated with these materials. They can thus be used as templates
for organising other molecules or atoms (see Sect. 10.3.2).

When solid particles are dispersed in a liquid, the result is an unstable
suspension which rapidly sediments out. However, if the particles are coated
with a surfactant layer, a stable colloidal suspension is obtained. This property
is used in a whole range of fields from pharmaceutics to paint manufacture, not
to mention the food industry. Another example is provided by the ferrofluids:
when coated with surfactant, magnetic microparticles lose their tendency to
cluster under the effects of magnetic forces and form a stable (magnetic) liquid.
This can be used in rotary seals, for example. Using this same property, IBM
research scientists have been able to fabricate colloidal suspensions of cobalt
or iron–platinum nanoparticles (a few nanometers in diameter) which self-
organise on surfaces or in the bulk simply by evaporating the solvent [32]. The
final result is a 3D superlattice of nanomagnets (see Figs. 10.30 and 10.31).
The ultimate aim here is of course to be able to use each of these nanoparticles
as a storage element in a magnetic RAM.
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a)

b)

c)

d)

Fig. 10.30. Self-organisation of metallic
nanoparticles. (a) Synthesis in solution. (b)
Choosing the particle size by selective precip-
itation. (c) Deposition from a suspension. (d)
Spontaneous formation of a 3D architecture by
evaporating the solvent. A final high temper-
ature annealing stage pyrolyses the surfactant
molecules and coats the metal particles with a
protective carbon layer. Courtesy of IBM [32]

10.3.2 Self-Assembly on Surfaces

All molecules have a natural tendency to prefer the company of identical
molecules. This is in fact a first step towards self-assembly, which can be
exploited rather easily to make organised monolayers on surfaces. The basic
idea is used with molecules like alkanethiols, which spontaneously form dense
organised layers on gold or silver surfaces, or silanes, which react with glass or
silica surfaces. For example, an alkanethiol solution is prepared in an organic
solvent and the metal surface is simply dipped into it. The thiol group fixes on
the surface covalently and the alkyl chains form a dense brush (see Fig. 10.32).
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Fig. 10.31. TEM images of cobalt nanoparticles with different magnifications. Cour-
tesy of IBM [32]

Dodecanethiol molecule
SH

SiCI3
Silane molecule

Fig. 10.32. Schematic representation of an alkanethiol monolayer on a gold surface

This type of layer has recently been used to demonstrate that the phenyl-
ene–ethynylene oligomer can be used as an electrical switch (see Fig. 10.33)
[33]. The oligomer, surrounded by insulating dodecanethiol molecules, is itself
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Fig. 10.33. Lower : Phenylene–ethynylene oligomer isolated in a layer of dode-
canethiol. One can act on the conductance of the molecule in such a way that it
then retains its conducting or insulating state for several hours, depending on the ex-
perimental parameters, and especially the density of the dodecanethiol layer. Upper :
STM images of an isolated molecule in its conducting state (top) and insulating state
(bottom). The increase in the tunneling current in the first case makes the molecule
appear higher. Courtesy of Penn State University [33]

tethered onto the surface by a thiol group. A topographic image of the surface
is then obtained using a scanning tunneling microscope. When the molecule is
in its conducting state, it appears as a bright point on the STM images. Ap-
plying electrical pulses to the STM tip, the experimenters were able to switch
the molecule. The stability of the conducting or insulating state depends on
the density of the dodecanethiol layer, which seems to suggest that switching
is related to the molecular conformation.

As mentioned above, the diblock copolymers spontaneously form organised
structures by micro-phase separation. Nanoscale structures can be ‘drawn’ by
depositing such materials on a surface (see Fig. 10.34) [34]. The authors of
this work had the idea of using these structures as a kind of scaffolding for
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Fig. 10.34. TEM image of the nanoarray formed by deposition of a PS–PMMA
diblock copolymer on a surface

Fig. 10.35. Metal nanochains and nanowires formed on PS–PMMA structures.
(a) Gold after deposition. (b) Gold after annealing. (c) After iterating the deposi-
tion/annealing process. Note the formation of wires by selective migration. (d) and
(e) Wide-angle and detailed view of silver wires

building other structures. By playing on the selective wetting properties of
these two sorts of polymers (PS and PMMA), they were able to force metal
atoms to reproduce the patterns drawn on the surface. Hence, gold or sil-
ver atoms prefer the polystyrene lines, whereas lead, indium or tin prefer the
PMMA domains (see Fig. 10.35). In this way, one can obtain nanoscale arrays
of conducting metal wires. Such wires could be used to connect arrays of func-
tional nanostructures such as transistors, memory cells, or electroluminescent
diodes.

The Langmuir–Blodgett technique is a well-tried method for shaping mole-
cular compounds, but always spectacular. Once again the underlying phenom-
enon is amphiphilicity, although molecules with no amphiphilic tendency have
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Fig. 10.36. Formation of a flat 2D square array using coordination bonds
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Fig. 10.37. Structures formed by self-assembly on a gold surface by molecules (b),
(c) and (d). The molecules (d) spontaneously form strings

also been shaped using this process. Amphiphilic molecules are dissolved in
an organic solvent, then deposited on a clean water surface. When the solvent
is evaporated, the molecules self-organise with their polar head in the water
and their hydrophobic tail in the air. It is easy to manipulate this so-called
Langmuir film using a scraper to transfer it to a solid supporting surface. This
therefore provides a simple means of fabricating ordered molecular assemblies
on surfaces.

Using this technique, it has been possible to form a flat 2D square array
with the molecule shown in Fig. 10.36 associated with nickel nitrate Ni(NO3)2.
In the resulting films, the iron and nickel atoms are connected by a ligand.
These films are easily transferred onto solid supporting surfaces. The im-
portant point is that the molecular organisation thereby obtained cannot be
‘naturally’ achieved by conventional chemistry. The square array made here
resembles the cyanoferrate Prussian blue. It has similar magnetic properties,
but lower dimensionality.
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Fig. 10.38. Example of a supramolecular
grid obtained by self-assembly of four ligands
around four metal cations

Generally speaking, in self-assembly processes occurring on surfaces, only
substrate–molecule interaction forces are used to form structures. This leads
to an array whose density depends on purely steric interactions between neigh-
bouring molecules. Naturally, it is tempting to try to control growth in the
plane. By careful molecular design, it is possible to organise the induced struc-
tures via anisotropic steric interactions. However, it seems more interesting
to exploit forces such as dipolar interactions to impose preferred growth axes.
Using this idea, it has been shown that molecules with a strong dipole mo-
ment spontaneously form structures whose symmetry depends on the position
of the dipole moment (see Fig. 10.37). Moreover, the molecules are preferen-
tially deposited at certain points on the gold 〈111〉 surface, whereupon one
may attempt the directed formation of structures such as conducting wires
connecting specific points on the surface.

J.M. Lehn and coworkers regularly produce magnificent examples of self-
assembled molecules [4]. Using ligands related to the terpyridine family, it has
been possible to fabricate supramolecular grids with metal ions (e.g., iron,
cobalt, etc.) at the intersections (see Fig. 10.38). Spin transition complexes
can be made if iron atoms are used. These compounds possess two stable
spin states, called high spin and low spin, and transitions can be induced
between the two states by adjusting an external parameter. In the present
case, the material has three spin states and can switch from one to another
under the effects of light, pressure or temperature. By suitably functionalising
the end of the ligands, the formation of hydrogen bonds can be favoured and
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Fig. 10.39. Grid of grids

one may then achieve a second level of self-assembly, viz., a grid of grids (see
Fig. 10.39). Complexes can be made which incorporate two different metals,
thereby producing a chessboard structure. Such assemblies may then exhibit
remarkable magnetic or electrochemical properties.
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2. Fréchet, J.M.J., Tomalia, D.A.: Dendrimers and Other Dendritic Polymers,
Wiley Series in Polymer Science, Sussex (UK) (2001)

3. Lehn, J.M.: Supramolecular Chemistry, Concepts and Perspectives, Wiley-
VCH, Weinheim (Germany) (1995)

4. Lehn, J.M.: Chem. Eur. J. 6, 2097–2102 (2000)
5. Dietrich-Buchecker, C.O., Sauvage, J.P., Kintzinger, J.P.: Tetrahedron Lett.

24, 5095-5098 (1983)
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Properties and Applications
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Ultimate Electronics

S. Galdin-Retailleau, A. Bournel, and P. Dollfus

The trend in microelectronics is a reduction in the characteristic dimensions
of components, with the aim of improving both the integration density and
the speed of circuits. The gate length LG of MOSFET devices (metal oxide
semiconductor field effect transistors) like the one illustrated in Fig. 11.1 has
thus been whittled down by progress in lithography from 350 nm ten years
ago to about 80 nm today. It is predicted to reach 50 nm in one or two years,
and 25 nm in seven or eight years. In integrated circuits based on MOSFETs,
the number of transistors per circuit can be greatly increased, in fact, by a
factor of about 1.4 each year, close to the famous prediction of Gordon Moore
in 1965 [1]. They can thus carry out more and more complex tasks, whilst
increasing the operating frequency. However, this trend towards what one
might call the ultimate electronics, or nanoelectronics since we shall see that
all the characteristic MOSFET dimensions tend towards ten nanometers or
less, is going to raise new problems, both technological and physical.

In Sect. 11.1, we outline the main operating principles of CMOS (com-
plementary metal oxide semiconductor) integrated circuits, the aim being to
identify the principal design parameters. We shall then review the main scaling
rules used up to now to reduce LG, without impairing the effective operation
of the MOSFET (Sect. 11.2). Indeed, as LG is reduced, certain undesirable
side-effects show up, which one attempts to counter by adjusting the other
geometrical parameters defining the MOSFET structure, in particular, the
thickness eox of the gate oxide layer, the doping profile of the active region,
and the depth Xj of the source and drain regions. Section 11.3 then deals with
alternative MOSFET architectures likely to provide viable industrial solutions
to problems that are difficult or even impossible to solve with the conventional
architecture shown schematically in Fig. 11.1 for values of LG below 50 nm.

Normally-off MOSFET

The aim of the MOSFET is to control the passage of charge carriers from a source
electrode to a drain electrode. To this end, one must:
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Oxide

Fig. 11.1. Schematic representation of a normally-off electron channel (n-channel)
MOSFET transistor, i.e., in the off state when no bias is applied between the gate
and the source. An oxide layer and metallic gate are stacked on a p-doped substrate
with concentration NA of acceptors (boron atoms). The thickness of the SiO2 layer
between the gate and substrate is denoted by eox and the length of the gate by
LG. Two electron reservoirs, the source and drain regions, highly doped with donors
(phosphorous or arsenic, with concentration N+

D ), are embedded on either side of
the gate. Two electrodes are used to bias the source and drain regions, which are
characterised by their depth Xj in the substrate. A substrate electrode also intro-
duces a bias in the device. The operating principles of this structure are described
in the text

1. form a conduction channel between source and drain,
2. set the charge carriers in motion between these two electrodes.

For the n-channel transistor architecture shown in Fig. 11.1, condition (1) can only
be fulfilled by imposing a gate voltage that is strictly positive with respect to the
other electrodes. This is why it is referred to as a normally-off transistor. In fact,
there is no permanently existing channel. It has to be created electrically via the
MOS capacitance. However, when the drain–source bias VDS and the substrate–
source bias VBS are both zero, and when a bias VGS > 0 V is first applied, the holes
initially present under the gate are repelled towards the bottom of the substrate,
thereby creating a space charge region (SCR) at the Si/SiO2 interface, as shown in
Fig. 11.2a. It is only for a certain minimum bias VGS = VT, the threshold voltage
of the transistor, that an inversion layer appears under the Si gate. This is a layer
several nanometers thick, filled with electrons provided by the source and drain
regions (see Fig. 11.2b). The theoretical value of VT usually considered is that of
VGS corresponding to an electron concentration in the inversion channel at least
equal to the concentration NA of acceptor dopants in the p-type substrate. It can
be adjusted by suitably modifying NA and the type of gate material.

For VGS > VT, the MOSFET is in the electrically on state, but it remains to see
whether condition (2) is fulfilled before a current ID can circulate between drain and
source. In other words, a bias VDS > 0V must be applied to impose an accelerating
electric field E‖ in the channel, parallel to the Si/SiO2 interface.

When the voltage VDS remains small, i.e., as long as there is an electron channel
connecting the source to the drain and the speed vn of the electrons increases linearly
with the value of E‖, i.e., vn = μnE‖, where μn is the electron mobility, the induced
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Fig. 11.2. Creation of a conduction channel in a normally-off n-channel MOSFET
device. (a) Hole repulsion under the gate. (b) Formation of a conduction channel
between the source and drain electron reservoirs

channel behaves like a simple resistor. This is the ohmic regime. For small values of
VDS, the current ID can be written to a first approximation in the form

ID = μnCox
Wn

LG
VDS(VGS − VT) ,

where Cox = ε0εrox/eox is the surface capacitance of the MOS structure, ε0 is the
dielectric permittivity of the vacuum, εrox is the relative dielectric permittivity of
SiO2, and Wn is the width of the channel. In the last relation, μnVDS/LG corresponds
to vn and Cox(VGS − VT) to the surface charge density in the channel. The ratio
LG/

[
μnCox(VGS − VT)Wn

]
represents the resistance of the channel. The mobility

μn is limited by vibrations in the crystal lattice and by collisions between electrons
and ionised doping impurities. Note also that, in MOSFET devices, the mobility
is significantly hampered in the channel due to the unavoidable roughness of the
interface between the monocrystalline material Si and the amorphous material SiO2.

When VDS goes above the limiting value VDSsat, known as the pinch-off voltage,
the current ID no longer increases, or only slightly, with VDS. This is the saturation
region, where the channel depth is reduced to zero and the electron speed saturates
[2]. The current ID can still be controlled through VGS. In today’s MOSFET devices,
the saturation current IDsat varies linearly with VGS. The level of saturation of ID

is evaluated with respect to VDS by measuring the drain conductance gD, i.e., the
slope of ID with respect to VDS at given VGS for VDS > VDSsat. Figure 11.3 shows
the typical appearance of the characteristic ID(VDS) for an MOSFET operating
according to the principles described above.

In Sect. 11.1, we shall see that, in CMOS technology, a p-channel normally-off
transistor or PMOS is always associated with an n-channel normally-off transistor
or NMOS. To do this, the type of doping is changed in the different regions: the
substrate is doped with donors, whereas the source and drain regions are doped
with acceptors. p-channel transistors operate by the same principles as n-channel
transistors, but changing the sign of the biases. In order to satisfy the previously
defined conditions (1) and (2), one must apply VGS < VTp < 0, where VTp is the
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VGS < VT
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Fig. 11.3. Typical current–voltage characteristic of a normally-off n-channel MOS-
FET
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Fig. 11.4. Circuit diagram of a CMOS inverter, with VGSn = Vin, VGSP = VDD−Vin,
VDSn = Vout and VDSp = VDD − Vout

PMOS threshold voltage, and VDS < 0. The NMOS and PMOS can also be made
complementary:

• by adjusting VTp so that VTp = −VT,
• by making the PMOS device with width Wp greater than the width Wn of the

NMOS, so that the currents delivered by these two types of transistor are the
same under the same bias conditions. This adjustment is made necessary by
the low mobility μp of holes compared with the mobility μn of electrons (see
Fig. 11.6j).

11.1 CMOS Technology

Microelectronics has been dominated for years now by the technology of
CMOS digital integrated circuits based on silicon MOSFET devices. This
technology associates two types of MOSFET: the electron channel NMOS
and the hole channel PMOS, which have complementary operating regimes
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Fig. 11.5. Transmission electron microscope view of a MOS transistor with gate
length 80 nm (taken from [4]). The various types of doping cannot be distinguished
on such an image

with regard to the control bias levels. Logical operations can be carried out
on two discrete states, where the 0 logic level corresponds to a voltage close to
0 V and the 1 logic level corresponds to a voltage close to the supply voltage
VDD of the circuit (see p. 390 for a more precise definition).

In the case of the basic unit or inverter of the CMOS logic, a PMOS and
an NMOS are connected in series between VDD and the earth, as shown in
Fig. 11.4. (The process for making these inverters is summarised below.) The
two transistors are controlled by the same gate voltage Vin. When Vin is equal
to VDD, the NMOS is on and the PMOS off. The capacitance CL associated
with the output node of the inverter (input capacitances of the following logic
stages, capacitances associated with the metallic interconnects connecting the
inverters to each other or to the outside of the circuit) discharge through
the NMOS and the voltage Vout goes to zero. On the other hand, when the
voltage Vin is equal to 0 V, the NMOS is off and the PMOS on, whereupon the
capacitor CL charges up through the PMOS. The output voltage Vout then
becomes equal to VDD. Therefore, this does indeed swap the high and low
logic levels between Vin and Vout.

Fabrication of CMOS Inverters

Figure 11.6 is a schematic representation of the technological processes used to fabri-
cate a CMOS inverter. Details of the various methods can be found in a pedagogical
introduction to microelectronics at the website [3].

In order to make this description more concrete, Fig. 11.5 is an electron mi-
croscope image of a MOSFET made by STMicroelectronics. It shows the oxide or
nitride spacers which serve as a mask at the silicidisation stage (see Fig. 11.6j) and
procure self-alignment of the silicide contacts established for the source and drain
with the silicide contact of the gate.
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(a) Basic material: p-doped Si sub-
strate

(b) Insulating trenches cut by reactive
ion etching around the NMOS/PMOS
blocks (after defining a resist mask by
photolithography)

(c) Vapour phase chemical deposition
of an oxide in the trenches, then level-
ling by mechanochemical polishing

(d) Implantation of donor ions (P−,
etc.) through a mask to create an
n-type pseudo-substrate in which the
PMOS will be defined. (Implantation
also of donors or acceptors to dope the
channel: retrograde doping)

(e) Post-implantation anneal to remove
defects induced by ion bombardment
in the crystal structure and electrically
activate the dopants by placing them
at substitutional sites. During the an-
neal, impurities diffuse throughout the
substrate

(f) Thermal oxidation of Si to obtain
the gate insulator SiO2

Fig. 11.6. Steps in the fabrication of a CMOS inverter. Continued overleaf

Note that, for a given input logic level, one or two transistors are always in the
off state. Apart from the leakage current of these transistors, due to diffusion
of the few carriers present under the gate when the channel is not fully formed,
no current can circulate in the unit once the voltage Vout has reached one of
the two equilibrium output logic levels. To a first approximation, the CMOS
inverter does not therefore consume any static power, and this is indeed its
main advantage over other technologies for digital integrated circuits.

This brief description of the working of the CMOS inverter is enough to
deduce the main parameters characterising the performance of a MOSFET
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(g) Deposition and reactive ion etching
of polysilicon to define gates and their
connections

(h) Implantation of donor ions (As−,
etc.) to create the highly n-doped re-
gions (source and drain of the NMOS,
bias of the n-type pseudo-substrate).
The gate is used as a mask for im-
planting the source and drain regions,
which are then automatically aligned
with respect to the gate. One may
subsequently use angled ion implanta-
tion to fabricate pockets and halos (see
Sect. 11.2.3)

(i) Implantation of acceptor ions (B+,
etc.) to create the highly p-doped re-
gions (source and drain of the PMOS,
bias of the p-type substrate)

(j) Post-implantation anneal. The gate
material must be able to sustain this
heat treatment. Polysilicon is chosen
for this reason, being refractory and
compatible with silicon processing

(k) Deposition of passivation oxide,
etching of the oxide layer and silicidis-
ation of the Si in the openings in order
to fabricate the source and drain con-
tacts, and also of the gate polysilicon

(l) Passivation and fabrication of the
various metal interconnection levels.
The passivation oxide between the first
and second interconnection levels is not
shown

Fig. 11.6. (cont). Steps in the fabrication of a CMOS inverter
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device for the CMOS technology. In CMOS logic, information is transmitted
by the charging or discharging of the capacitances CL through one or several
transistors, i.e., those in the on state in a logic cell. Of course, the aim is
to minimise the charging or discharging time τD of the capacitors in order
to increase the operating frequency of the circuit. In the case of the CMOS
inverter, the time τD typically varies as CLVDD/Ion, where Ion is the current
delivered by the transistor in the on state at the beginning of the change in
the charge state of CL, i.e., for the voltages VGS and VDS equal to VDD (resp.
−VDD) for the NMOS (resp. PMOS). The current Ion is thus a determining
factor for the speed of the circuit. It must have a value as large as possible.
From this point of view, there is every reason to reduce the threshold voltage
VT in order to increase ID at given bias values (see p. 383).

For battery-driven systems, a very low static consumption is clearly essen-
tial. For ‘fixed’ systems, it is also essential to maintain circuit heating within
reasonable limits. The leakage current Ioff crossing an off transistor in equi-
librium with the inverter, so that VGS = 0 V and VDS = VDD (resp. −VDD) for
the NMOS (resp. PMOS), must therefore be minimised, which a priori means
increasing VT. This problem is exacerbated as the number of transistors per
circuit increases.

Another issue is to avoid a situation in which a perturbation to the input
voltage Vin can alter the output state of the inverter. In order to guarantee
that the tolerable noise level does not put too stringent a limit on possible
perturbations (see below and esp. Fig. 11.8), the (magnitude of) the threshold
voltage VT of the transistors must be large enough and the drain conductance
gD in the saturation region must be as small as possible.

The choice of VT thus has to obey conflicting criteria, depending whether
one favours dynamic or static performance. A good compromise generally
consists in adjusting the value of VT in such a way that it is roughly one third
the value of VDD.

Input/Output Static Characteristic of a CMOS Inverter

The transfer characteristic Vout(Vin) of the CMOS inverter is obtained by varying
the voltage Vin slowly enough to obtain a quasi-static equilibrium at the output
Vout. This therefore corresponds to electrical states in which the currents IDn and
IDp delivered by the NMOS and the PMOS, respectively, are equal. Vout(Vin) may
thus be deduced from the intersections of the characteristics ID(VDS) of the two
transistors in the (Vout, ID) plane (see Figs. 11.7 and 11.8).

The characteristic Vout(Vin) shown in Fig. 11.8 reveals 4 zones. For Vin less than
VT, the NMOS is off, and the PMOS is on and in the ohmic regime (see Fig. 11.7).
The output capacitance cannot discharge and Vout remains fixed at VDD. Then, when
Vin varies between VT and a limiting value VeT, the NMOS transistor is unblocked.
It operates in the saturation regime, whereas the PMOS tends to move gradually
from the ohmic regime to the saturation regime. The voltage Vout decreases as Vin

increases. For Vin = VeT, the characteristics of the two transistors cross in the
saturation regime. When Vin lies between VeT and VDD − VT, the NMOS goes into
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Fig. 11.7. Characteristics ID(VDS) of the NMOS (continuous curves) and the PMOS
(dashed curves) in a CMOS inverter, represented in the (Vout, ID) plane
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Fig. 11.8. Transfer characteristic Vout(Vin) of a CMOS inverter

the ohmic regime and the PMOS remains in the saturation regime, whereupon Vout

continues to fall. Finally, the PMOS goes off for Vin greater than VDD −VT and Vout

reaches 0 V.
The input voltage VeT made equal to VDD/2 by matching the NMOS and PMOS

devices, i.e., adjusting the threshold voltages and widths of the transistors, is the
switching threshold of the inverter. The variation of Vout near VeT becomes all the
more abrupt as the drain conductance gD in the saturation regime is low. For gD = 0,
a vertical transition occurs in Vout when Vin = VeT, the characteristics ID(VDS) of
the two transistors scanning in saturation regime, with an infinite number of possible
values of Vout for this single value of Vin. There is every reason to move towards this
ideal limit, which enhances regeneration of the logic levels.
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11.2 MOSFET Scaling

11.2.1 Basic Principles

In the last section, it was explained that, in order to improve CMOS circuit
speeds, the current Ion delivered by a MOSFET in its on state needs to be
increased. The strategy adopted up to now to achieve this end has always
been to gradually reduce the gate length LG. Indeed, the resistance due to
the channel itself when it is formed then decreases as LG decreases, which
induces an increase in the drain current for a given bias. Moreover, reducing
the size of the device is advantageous as far as packing density is concerned
within an integrated circuit.

If LG is reduced to increase Ion, care must be taken to make sure that
the current Ioff in the off state and the drain conductance gD in the satu-
ration regime are maintained at acceptable levels. The ratio VT/VDD must
also be carefully controlled. However, these goals can only be achieved if well
specified scaling rules are respected for MOSFET devices. Reducing LG in-
volves altering the other parameters specifying the transistor geometry (eox,
Xj, substrate doping, etc.). As we shall now see, these rules consist for the
main part in maintaining capacitive control by the gate of the formation of
the conduction channel between source and drain.

11.2.2 Short Channel Effects

When LG is reduced, electrostatic interference effects begin to appear, known
as short channel effects, which perturb the precise control via VGS of the
conductivity between source and drain.

• When the drain is brought near the source, the drain–substrate and
source–substrate space charge regions (SCR) are also brought closer to-
gether. Normally, these SCRs represent an obstacle to the current moving
towards the substrate. The majority carriers of the source and drain re-
gions see a potential barrier which prevents them from diffusing towards
the substrate (and conversely for the majority carriers in the substrate
which might otherwise move towards the source and drain regions). When
the voltage VDS increases, the drain–substrate SCR extends and can, for
small LG, join up with the source–substrate SCR. The potential barrier
at the source–substrate boundary then falls off, as illustrated in Fig. 11.9.
The majority carriers in the source can under these conditions diffuse into
the substrate and then drift towards the drain in the oppositely polarised
drain–substrate SCR. A leakage current between source and drain, which
is a diffusion current not controlled by the gate, thus transits via the sub-
strate. This phenomenon is known as bulk punch-through.

• Furthermore, the advance of the source–substrate and drain–substrate
SCRs under the gate increases in relative value compared with LG when
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Fig. 11.9. Illustration of the bulk punch-through phenomenon in the case of an
NMOS in the off state

the value of the gate length decreases. This leads to a lowering of the po-
tential barrier at the channel entrance and perturbs the control via VGS

of fixed charges in the depletion zone under the gate. As a consequence, a
surface punch-through phenomenon occurs, analogous to the bulk punch-
through effect described previously, the drain conductance gD increases in
the saturation regime, and finally, the (magnitude of the) threshold volt-
age VT falls (threshold voltage roll-off). These phenomena are exacerbated
as (the magnitude of) VDS increases.

The short channel effects discussed here thus tend to impair control by the
gate and significantly increase the current Ioff and drain conductance gD in
the saturation regime, as well as inducing a dependence of VT on VDS. These
consequences can be catastrophic for the effective operation of a CMOS cir-
cuit. In Sect. 11.2.3, we shall examine the various scaling rules which allow the
MOSFET devices to continue to operate correctly when their gate lengths are
reduced. In Sect. 11.2.4, we shall see how these rules turn out from a quanti-
tative point of view.

11.2.3 Scaling Rules

A relatively simple solution for reducing the consequences of short channel ef-
fects is to make a global increase in the substrate doping when LG decreases,
in order to limit extension of the source–substrate and drain–substrate SCRs.
However, this solution soon reaches its limits because it has a significant in-
fluence on the value of VT and, even more importantly, it has harmful conse-
quences for the mobility of charge carriers in the channel due to the increase in
the number of collisions between carriers and ionised impurities. Retrograde
doping architectures are preferred, as illustrated in Fig. 11.10. The doping
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Fig. 11.10. Typical retrograde doping profile for the substrate in the x direction
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Fig. 11.11. Architecture of an NMOS with retrograde doping and halos

level at the oxide/Si interface is chosen to obtain the desired value of VT and
remains at a reasonable level, so as not to seriously impair mobility in the
channel, and a buried layer is introduced by implantation or epitaxy over
the whole length of the channel with a concentration of dopant (of the same
type as in the substrate) that is much higher, designed to limit short channel
effects. In order to introduce a further degree of freedom into the transistor
design, one may also implant so-called pockets or halos with very high doping
levels in the vicinity of the source and drain regions (see Fig. 11.11) [5].

The depth Xj of the source and drain regions is another important pa-
rameter for controlling short channel effects. Indeed, Xj must be reduced at
the same time as LG so as to limit the increase in the leakage current due to
bulk punch-through. A low value of Xj also helps to check VT roll-off due to
the short channel effect. However, apart from the technological difficulties in
realising this solution, it may also have a detrimental effect on the on-state
electrical performance of the MOSFET. Reducing Xj increases the resistances
Racc affecting access to the channel through the source and drain regions. For
large LG, the channel resistance Rchan is much bigger than Racc and in this
case a reduction in Xj has no effect on Ion. However, when LG is reduced,
Rchan falls off until it becomes of the same order of magnitude as Racc. The
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potential then drops off in the source and drain regions, reducing the effec-
tive voltage applied across the channel, whereupon Ion falls off significantly.
To avoid this scenario, a solution is to increase the doping levels in the source
and drain regions when LG is reduced. One can also improve the ohmic
nature of the metal/Si contacts by introducing silicides of Ti or Co at this
interface. Another answer is to raise the source and drain regions with respect
to the level of the oxide/channel interface.

Finally, the thickness eox of the gate oxide is perhaps the most important
parameter to be controlled in MOSFET scaling theory. Since gate control
of the channel conductivity becomes more and more seriously affected by
parasitic effects due to the drain as LG is reduced, it is useful to improve
capacitive control in order to counter short channel effects. The solution used
up to now to increase the oxide capacitance Cox = ε0εrox/eox has been to
reduce the thickness eox of SiO2 in proportion to LG. The ratio LG/eox thus
varies between 40 and 50 in today’s CMOS circuits [6]. However, reducing eox

means that the supply voltage VDD of the circuits must also be reduced, to
avoid the risk of breakdown in the oxide. (The electric field in the oxide is at
most VDD/eox.) This reduction of VDD also allows one to control the dynamic
power dissipation, which tends to increase with the operating frequency of the
circuit and the number of transistors in the circuit, hence with the reduction
of LG. (For a CMOS inverter, the power dissipated per charge/discharge cycle
of the output capacitance, of length T , varies as CLV 2

DD/2T .)

11.2.4 State of the Art: ITRS Roadmap

In order to summarise the scaling rules that we have been discussing and to
indicate the corresponding orders of magnitude, Fig. 11.12 shows graphs of
(a) the SiO2 thickness eox, (b) the depth Xj of the source and drain regions,
(c) the depth Xpeak of the concentration peak Npeak of retrograde doping (see
Fig. 11.10), and (d) Npeak itself, as functions of the technological nodes char-
acterising the development of CMOS circuits (here, the nodes between 250 nm
and 22 nm). These values result from predictions made periodically in the well
known roadmap as a guideline for the coming 10–15 years in order to continue
to design faster circuits obeying Moore’s law. This roadmap was originally de-
fined on a purely North American basis by the US Semiconductor Industry
Association (SIA). Since 1999, it has been drawn up on a worldwide basis and
it is now known as the ITRS roadmap (International Technology Roadmap
for Semiconductors) [7]. A quantity called the half pitch is associated with
each technological node. This is equal to half the minimal separation between
two polysilicon or metal lines on the circuit. The corresponding metallurgical
(printed) gate length LG is typically 1.3–1.5 times smaller than the half pitch
for technological nodes greater than or equal to 100 nm (this node was reached
in 2003 with LG of the order of 65 nm), and 1.7–1.8 times smaller for nodes
less than or equal to 90 nm (node reached in 2004 with LG of the order of
50 nm).



396 S. Galdin-Retailleau, A. Bournel, and P. Dollfus

As explained in the last section, eox follows a roughly linear trend as a
function of the technological node (see Fig. 11.12), but with different slopes
for the 1997 SIA roadmap (grey circles) and the 2002 ITRS roadmap (black
diamonds). Note also that, for the technological nodes between 130 nm and
65 nm, the values of eox indicated by ITRS 2002 are systematically lower
than those predicted by SIA 1997. These changes are symptomatic of the
industrial acceleration in the reduction of eox, an aggressive trend caused
by the stiff competition between integrated circuit manufacturers [8]. This
tendency seems to have reached an end with the 50 nm node, at which point
the SIA 1997 and ITRS 2002 predictions roughly coincide. The recommended
values of eox are then less than 1 nm, i.e., less than 4 atomic layers of SiO2. We
shall see in Sect. 11.3.1 that these ultrathin thicknesses of SiO2 may constitute
a physical limit beyond which it will be difficult to proceed with the reduction
of MOSFET dimensions, unless some technological leap is conceived in the
fabrication of MOS capacitance or global transistor architecture.

According to the 1997 SIA roadmap, the depth Xj of the source and drain
regions should decrease, like eox, in a roughly linear manner with the techno-
logical node, at least down to the 100-nm node, and then for smaller nodes,
the value of Xj tends to saturate at values of the order of 20 nm. At these
sizes, given that one seeks to obtain ever more highly doped source and drain
regions bounded by highly vertical sidewalls, one does indeed reach the lim-
its of the classical process for doping by implantation followed by annealing
described on p. 387. The 2001 ITRS roadmap is for its part more optimistic.
Using the new doping methods currently under development, and to which we
shall return in Sect. 11.3.1, ever smaller source and drain thicknesses become
feasible, with values of Xj below 10 nm for nodes smaller than 50 nm.

The linear reduction of Xj with the decrease in the technological node
naturally leads to the same effect in the depth Xpeak of the retrograde channel
peak, as can be seen from Fig. 11.12c. In the case of the reduction of Xpeak

with the technological node, note that, as for eox, the 2002 ITRS roadmap is
more aggressive than the 1997 SIA roadmap, and that the reduction of Xpeak

would appear to continue without limit.
Figure 11.12d shows the increase in the retrograde doping peak Npeak

when the technological node decreases, an increase that is needed to counter
the more and more sensitive short channel effects. This data, provided by the
1997 SIA roadmap, shows that the Npeak should exceed 1019 cm−3 for nodes
below 100 nm. For the same range of technological nodes, Xpeak should be
less than 20 nm. This retrograde doping must also be bounded by extremely
vertical sidewalls in order to be effective. These remarks are also valid for
the fabrication of pockets and halos. Given the difficulties discussed above in
carrying out source and drain doping, one may ask whether it will be possible
to pursue such methods as a way of countering short channel effects.

Roadmap predictions are not only concerned with the geometry and doping
levels characterising MOSFET architecture, but also with certain electrical pa-
rameters. Figure 11.13a shows how the supply voltage VDD of CMOS circuits
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Fig. 11.12. MOSFET scaling trends as a function of technological node according to
the 1997 SIA roadmap (grey circles) and the 2002 ITRS roadmap (black diamonds).
(a) Thickness eox of the gate insulator SiO2. (b) Depth Xj of the junction at the
interface between the channel and the source and drain regions. (c) Depth Xpeak

of the retrograde doping peak Npeak. (d) Retrograde doping peak Npeak. Values for
Npeak are no longer available in roadmaps after 1997

is expected to evolve as a function of the technological node. Although it is
possible to make out steps corresponding to successive standards, the voltage
VDD decreases roughly linearly with the node value. Note also that the 2002
ITRS roadmap is not more aggressive than the 1997 SIA roadmap. Indeed,
variations in VDD are not only related to MOSFET scaling, but also to more
or less external factors related to the use of the MOSFET in a CMOS circuit.
Furthermore, it can be seen that, for the 100-nm node, the value of the supply
voltage VDD is equal to 1 V, which increases the sensitivity of the technology
to fluctuations in the threshold voltage, whose maximal values are indicated
in Fig. 11.13b.
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Fig. 11.13. MOSFET scaling trends as a function of technological node according to
the 1997 SIA roadmap (grey circles) and the 2002 ITRS roadmap (black diamonds).
(a) Supply voltage VDD and (b) tolerable variations ΔVT in the threshold voltage

11.2.5 Interconnects

By virtue of the panoply of technological solutions discussed above, it has
up to now been possible to continuously reduce the gate length LG and in-
crease the current Ion without degrading the overall electrical performance of
MOSFET devices. However, it should be said that this improvement in the
intrinsic performance of elementary components in the CMOS circuit does not
necessarily imply a gain in switching speed such as one might expect from the
analysis of the CMOS inverter carried out in Sect. 11.1.

Indeed, the reduction in transistor dimensions requires an appropriate re-
duction in the cross-section of metallic interconnects joining them together
or to their surroundings. These interconnects, separated from one another by
insulators, are also closer and closer together as LG is reduced. The step from
one technological node to a smaller one is thus accompanied by an increase in
the resistance Ri and also the parasitic capacitances Ci of the interconnects.
This in turn implies an increase in the data transmission delay RiCi between
logic gates within the integrated circuit, or towards the outside of the circuit.
If RiCi grows bigger than the switching time τD of a gate, the interconnects
will become a bottleneck for data transfer.

This problem is illustrated in Fig. 11.14, which compares the dependence of
the propagation time τD on the technological node. The curve plotted through
bullets shows the propagation time due to a single logic gate, whilst the curves
plotted through diamonds or squares show the propagation time due to a logic
gate and its associated interconnects. When the interconnects are made from
Al and insulated from one another by SiO2 (diamonds), it is observed that,
despite the linear decrease in τD which accompanies the decrease in techno-
logical node, the overall propagation time tends to rise significantly with the
reduction of the node for nodes smaller than 250 nm. In order to continue to
enhance the frequency performance of CMOS circuits, one requires a better
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Fig. 11.15. Images of Cu interconnects in Intel integrated circuits. (a) Cross-
sectional view. (b) Top view. www.Intel.com/research/silicon/

conductor than Al and a low-k insulator with lower dielectric permittivity
than SiO2, such as fluorine- or carbon-doped silicon oxide. This is why inte-
grated circuit manufacturers have started to introduce Cu interconnects since
1997–8. These copper interconnects have resistivity ρCu = 1.7 μΩ cm as com-
pared with the previously used aluminium interconnects which had resistivity
ρAl = 3 μΩ cm. Copper had been avoided until then due to the problems of
electromigration posed by this metal. Its use in CMOS processes was made
possible by the recent development of barriers of type WxN, TaN, etc., which
serve to limit diffusion.

In order to be able to cope more easily with the interconnect problem,
microelectronics manufacturers also tend to increase the number of metallic
levels, which may be as many as 6 or 7 today (see Fig. 11.15). Note, however,
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that all the solutions discussed here serve only to postpone the time when
interconnects will become a serious obstacle to the move towards faster inte-
grated circuits.

11.3 NanoMOS Devices

11.3.1 Specific Problems

We saw in the last section that, for nodes below 50 nm, all geometric quantities
defining the architecture of elementary components in the CMOS technology
are brought down to around 10 nm or less. This justifies the term nanoMOS,
since a few atoms more or less in one, two or three directions can make a
difference. These nanoMOS devices, which already exist in several public and
private research establishments (see Fig. 11.16), raise new problems due to
their small dimensions, or rehabilitate former difficulties previously overcome
or concealed.

Apart from problems of lithography, not considered in this chapter, one
of the main technological challenges to be taken up in order to carry this
generation of components to the industrial level is to control the growth of a
gate insulator that can be used in nanoMOS devices. As discussed above, the
ITRS roadmap recommends SiO2 thicknesses eox of the order of a few atomic
layers, i.e., less than 1 nm. Although MOSFET devices with gate lengths LG

Fig. 11.16. Transmission electron microscope images of different nanoMOS devices.
(a) NanoMOS produced by LETI (CEA, Grenoble, France), LG = 20 nm [9]. (b)
NanoMOS produced by STMicroelectronics, LG = 16 nm [10]
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Fig. 11.17. High resolution transmission electron microscope view of a poly-
silicon/SiO2/Si stack with SiO2 thickness equal to 0.8 nm [11]. Dots on the image
correspond to electron clouds around atoms

equal to 30 nm and SiO2 thicknesses equal to 0.8 nm have already been re-
ported (see Fig. 11.17), such thin layers of insulator raise serious problems for
the operation of CMOS units.

The main difficulty with such small values of eox resides quite simply in
controlling the gate insulator layer to within one atomic layer, in as uniform
a manner as possible over the whole surface of the channel, not only for a
transistor, but also, and perhaps especially, for the tens to hundreds of millions
of transistors currently assembled into a typical integrated circuit. There are
several reasons why such tight control is essential:

• To obtain reasonably homogeneous electrical characteristics for all tran-
sistors in a given chip, and in particular, a low statistical scatter in the
threshold voltages VT.

• To avoid the appearance of weak points in places where the insulator is
thinnest.

• To limit the detrimental effects caused by the roughness of the oxide layer
on carrier mobility in the channel.

None of these problems due to technological fluctuations of the SiO2 are spe-
cific to ultrathin layers, but they become increasingly relevant as the mean
thickness eox is reduced.

The small thickness of SiO2 also makes it possible for dopants implanted
in the gate polysilicon to penetrate into the gate insulator or even into the
Si substrate. This phenomenon, due to ion diffusion during post-implantation
anneals, is particularly important with boron, a small atom in P+ doped gates
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Fig. 11.18. Gate current density JG as a function of the voltage VG applied
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of PMOS devices [12]. It can have extremely harmful effects on the reliability of
the oxide layer and on electrical characteristics of transistors such as mobility,
threshold voltage, etc.

Finally, a nanometric thickness of SiO2 makes it possible for carriers to
pass between the gate and channel by the direct tunnel effect. The gate current
of the MOSFET is then nonzero, and this constitutes a fundamental modifica-
tion of the electrical characteristics of this type of device. Figure 11.18 shows
measured variations in the gate current density JG as a function of the gate
voltage for two MOS capacitances with oxide thicknesses eox equal to 2 nm
and 1.4 nm [13]. It can be seen that JG increases by one or two factors of ten
when eox falls by a mere factor of 1.4. This exponential dependence of JG on
eox is typical of the tunnel current.

The gate tunnel current can have several harmful consequences for the
operation of a MOSFET, or more generally, for a CMOS logic cell. To begin
with, it can perturb the current Ion, since channel electrons can escape via the
gate before reaching the drain. It can also cause an increase in the current Ioff

and hence in the static power dissipated. Finally, it can induce a degradation
of the gate oxide by charge injection. During the 1990s, a Japanese group
made detailed studies of the operating characteristics of MOSFET devices
with gate length LG = 0.1 μm and oxide thickness eox = 1.5 nm (see [14]
and references therein concerning previous work by this group). Their results
show that, despite a tunnel current density of a few A/cm2, such devices
perform extremely well in terms of both speed and static power consumption.
This can be explained partly by a very good value of the factor LG/eox, and
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Fig. 11.19. Effect of non-uniformity of the gate oxide thickness on the tunnel cur-
rent [15]. (a) Map of the tunnel current density JG for fluctuations in the thickness
eox with standard deviation σeff = 0.18 nm. (b) Dependence of the total current
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Fluctuations in eox are assumed to follow a Gaussian distribution. The bias on the
transistor is such that VGS = VDD = 1 V and VDS = 0 V, the state of the transistor
for which the gate current is maximal

partly by the fact that, although Ion increases when LG falls, the reduction
in gate length tends to have the opposite effect on the tunnel current IG

since the area crossed by JG becomes smaller. In addition, the reliability of
the gate oxide seems to be enhanced, according to these studies, when the
thickness of this layer becomes nanometric. Apparently, the breakdown field
of the oxide layer would increase by 50% if eox were reduced from 5 nm to
1.5 nm. This improvement is probably due to the predominance of the direct
tunnel effect, rather than other forms of tunneling effect, e.g., assisted by traps
in the insulator, for oxide thicknesses below 2–3 nm and under low voltages
(< 1.5 V).

The increase in the gate leakage current is not only caused by the reduction
in the oxide thickness, but at least as much by the inevitable fluctuations in
this thickness which, poorly controlled, can give rise to ‘hot spots’ through
which tunnel leakage is likely to be very high. This phenomenon is illustrated
in Fig. 11.19, which shows the calculation results for the gate current, taking
into account random fluctuations in the thickness according to a Gaussian
distribution. For a nominal thickness of 1.5 nm and standard deviation of
0.2 nm for the fluctuations, it transpires that 80% goes through only 10% of the
oxide surface area (see Fig. 11.19a). This kind of non-uniformity, comparable
to the mean distance between atoms in Si (0.3 nm), increases the leakage
current by a factor of 8 compared with an oxide layer with uniform nominal
thickness (see Fig. 11.19b).
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The encouraging results obtained for thicknesses in the vicinity of eox =
1.5 nm, a value that was long considered to be unrealistic, illustrate the dif-
ficulty in defining an ultimate physical limit. This is exacerbated by the fact
that such a limit may depend on the type of application envisaged. Today, it
is considered that a thickness eox of the order of 1 nm may be feasible with an
acceptable bound on the leakage current of 1–10 A/cm2 for high performance
technologies [16]. However, much lower leakage currents are required for low
consumption applications. The results displayed in Figs. 11.18 and 11.19 show
that this represents a genuine challenge.

In order to take up this challenge, it would seem necessary, by around
2006–7, to replace the gate oxide by more electrostatically effective insulators,
i.e., insulators with high relative dielectric permittivity εr, known as high-k
insulators. It would then be possible to increase the physical thickness in order
to cut down the tunnel current, without reducing the control over the channel
provided by the gate. Among the most promising high-k insulators, we may
mention ZrO2 and HfO2, with relative permittivities of the order of 25 in both
cases, as compared with 3.8 for SiO2. Despite the intense research currently
underway [8, 16, 17], the dielectric which will eventually replace SiO2 is far
from having been identified. One of the main difficulties is to obtain a high
quality insulator/Si interface which does not degrade transport properties.
There are also technological problems, such as thermodynamic stability on
Si, film morphology, compatibility with the gate material and with a CMOS
process in general, reliability, etc., and electrical problems due to the fact
that the potential barrier at the high-k/Si interface is sometimes lower than
that between SiO2 and Si, a situation which favours the tunnel effect. Before
moving on to genuine high-k insulators, nitrides (εr = 7.9) and oxynitrides
are possible short term candidates [8]. These dielectrics have the advantage
of limiting boron diffusion.

Another serious difficulty in the development of nanoMOS devices ful-
filling the specifications is concerned with the problem of implementing the
various doping requirements (channel and source/drain regions) designed to
counter short channel effects. In the channel, highly retrograde profiles are
needed, with low surface doping and ever higher buried doping in order to
control punch-through. A highly 2D profile must also be obtained (halo or
superhalo) (see Fig. 11.20), and this is very difficult to achieve in a repeatable
manner [18]. Moreover, with the reduction in size of the active regions, the
number (at most a few tens) and distribution of dopants become very difficult
to control, whereas these very same parameters play a determining role in
adjusting the electrical characteristics (threshold voltages) and performance
of transistors. Their fluctuations from one transistor to another can make cir-
cuit operation highly problematic [19]. The only reasonable solution to this
problem is probably to invent transistor architectures in which the channel is
not doped, i.e., where doping is not used to shore up electrical characteristics
and counter short channel effects. We shall return to this point in Sect. 11.3.2.
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A similar problem is raised when doping the source and drain regions. As
we saw in Sects. 11.2.3 and 11.2.4, the problem is to obtain junctions that are
very shallow, once again to limit short channel effects, but also highly doped,
and hence very abrupt, so that the contact resistance remains low compared
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with the channel resistance, which for its part tends to fall off when the tran-
sistor is made smaller. In this context, Fig. 11.21 clearly shows the limits of
conventional doping techniques (implantation and annealing) for reconciling
these aims. An alternative that is receiving more and more interest is based
on the use of laser processes. One approach is laser thermal processing (LTP)
after implantation, and another is gas immersion laser doping (GILD), a re-
cently developed process which basically involves incorporating doping atoms
contained in a gas, e.g., BCl3, into the Si by means of a laser pulse which
makes the semiconductor surface amorphous [21,22]. Indeed, LTP and GILD
can produce high doping concentrations in small thicknesses (less than 20 nm),
with very sharp profiles, as shown in Fig. 11.22. There is also a lesser pene-
tration of the dopants under the oxide layer, whence a better control of the
effective gate length. Recent progress obtained with excimer laser technology,
especially in terms of energy, area and uniformity of the beam, should make
it possible to process large areas and hence to use these techniques on the
production line.

As we have already seen for the gate insulator with the tunnel current,
the reduction in size down to nanometric values brings about new effects
explicable only by quantum mechanics, which tend to modify the electrical
characteristics of MOSFET devices. With the increase in channel doping in
conventional CMOS technologies, the confining potential well in which the
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inversion layer forms (see Fig. 11.23) becomes ever narrower. The quantisa-
tion of energy levels then becomes more significant. In particular, the gaps
between levels become larger, as shown in Fig. 11.23a. This phenomenon must
be taken into account when scaling down nanoMOS devices. Indeed, due to
the boundary conditions imposed on wave functions at the SiO2/Si interface,
the maximum carrier density is shifted by about 1 nm from the boundary
with the oxide in the semiconductor (see Fig. 11.23b), a distance compara-
ble with the thickness eox. If, moreover, we consider the surface depletion
of the polysilicon layer forming the gate (also illustrated in Fig. 11.23b), we
obtain an effective gate capacitance that is significantly lower than the theo-
retical value which does not take these effects into account. Overall, neglecting
quantisation effects leads to an underestimate of the threshold voltage VT (a
typical shift would be of the order of 0.1 V) and an overestimate of the level
of control by the gate [24]. Moreover, the depletion phenomenon in the gate
polysilicon could be countered by using purely metal gates, which would also
improved the frequency performance of MOS transistors due to the lower gate
resistance.

Finally, the development of interconnect technologies to suit nanoMOS de-
vices will probably be one of the most demanding tasks in the relatively short
term. According to the 2001 ITRS roadmap, the total length of interconnects
in a chip should be 5 km/cm2 in 2002, 9 km/cm2 in 2005, and 11 km/cm2 in
2007. As far as the last two figures are concerned, industrial solutions are
known but have not yet been optimised. However, to achieve the value of
16 km/cm2 recommended for 2010 and 22 km/cm2 for 2013, industrial solu-
tions are not yet known and remain to be developed if we hope to increase cir-
cuit operating frequencies as predicted (see Sect. 11.2.5). The development and
integration of low-k materials with ever smaller dielectric permittivities [25]
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InP substrate. n.i.d. means not intentionally doped

may not be able to meet the requirements, and it has been proposed to re-
place metal connections by electromagnetic or optical ones, which are much
faster, at least for transmission between units and the distribution of the clock
signal. In both cases, a great deal of design and technological work will be re-
quired to demonstrate that this is viable on a large scale whilst maintaining
compatibility with front-end technologies used on the transistor level [26].

11.3.2 Alternatives to Conventional MOSFET Devices

The conventional MOSFET architecture illustrated schematically in Fig. 11.1
thus reaches its limits when the gate length goes below 50 nm, despite all the
scaling rules and channel doping tricks (retrograde channel, pockets, halos)
discussed in Sect. 11.2.3. To make nanoMOS devices that go beyond these
limits, new transistor architectures must be devised.

The first new concept in this respect arose from band gap engineering
techniques developed in the context of high speed components based on III–V
semiconductors such as gallium arsenide GaAs. Band gap engineering is the
practice of combining in the same device semiconductors with different values
of the forbidden energy gap EG. The difference in the value of EG leads to
discontinuities in the conduction band and or the valence band at the interface
of these heterostructures. These discontinuities make it easier to juggle with
the compromises required by scaling in the case of bipolar heterojunction
transistors [27], but they are also used to produce high electron mobility
transistors (HEMT) used in very high frequency units for telecommunications
systems (see below).
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III–V HEMT Devices

Figure 11.24 shows an HEMT transistor architecture based on III–V semiconductors.
It uses a double InAlAs/InGaAs heterostructure controlled by a Schottky-type gate
electrode and fabricated on a semi-insulating InP substrate. The upper InAlAs layer,
with large band gap, is highly n doped over a thickness of 1–2 nm. This is known as
δ-doping. This region is fully depleted in terms of free carriers under the influence
of the Schottky gate and carriers are transferred towards the InGaAs layer, the
semiconductor of the heterostructure with small band gap. Depending on the value
of the applied gate potential, a certain number of electrons will thus accumulate in a
confinement well formed at the hetero-interface. In this way, the channel conduction
can be modulated by the field effect as in a MOSFET.

The InAlAs layer separating the δ-doping from the channel is not intentionally
doped (n.i.d.), as is the InGaAs layer. This spacer serves to keep ionised impurities
out of the conduction channel. The interface between the two semiconductors is
generally very high quality. Finally, the mobility in InGaAs is intrinsically 10 times
higher than in Si. All these factors mean that carrier mobility in the channel is
much higher in HEMT devices than in Si MOSFET devices (see p. 383). However,
the former are only used in very high frequency applications, and ones which do
not require a high integration density. This is explained by the higher cost of the
basic materials and difficulties raised by the relevant technology. The development
of III–V devices has also been slowed down by the fact that it is difficult to produce
reliable insulators, and hence to build MOSFET-type architectures, with this type
of semiconductor.

A form of band gap engineering can also be developed with Si, by using IV–IV
alloys. For example, replacing a fraction x of the Si atoms in a monocrystalline
structure by Ge atoms, one obtains an Si1−xGex type semiconductor with a
smaller band gap than Si, but a larger crystal lattice parameter. Growing an
SiGe layer on Si thus induces compressive mechanical stresses in the SiGe al-
loy. Conversely, a layer of Si deposited on an SiGe pseudo-substrate undergoes
tensile stress. Heterostructures obtained in this way give rise to discontinuities
in the conduction band and/or the valence band which can be exploited to
confine electrons or holes [28]. Quite generally, the deformation of the elec-
tronic band structure caused by a compressive stress (SiGe on Si, or better
still, Ge on SiGe) tends to enhance hole transport properties, whereas that
caused by tensile stress (Si on SiGe) favours both hole and electron transport.

Si/SiGe heterostructures have already found an industrial application
with the use of bipolar heterojunction transistors [27] in BiCMOS inte-
grated circuits for telecommunications, such as GPS (Global Positioning Sys-
tem) receivers [29]. Thinking a little further ahead, HEMT devices based on
SiGe/Si/SiGe heterostructures, therefore compatible with CMOS technology,
have been under investigation now for several years. Very good performances
have recently been reported at high frequencies for devices with gate length
100 nm [30]. Apart from the advantages for transport with the HEMT archi-
tecture (non-doped channel and good interface, see above), these results can
be explained by the high mobility of electrons in the tensile-stressed Si channel
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Fig. 11.25. Electron speed as a function of the electric field in the stationary
transport regime at room temperature. Carriers are in the Si bulk or in an Si layer
sandwiched between two SiGe layers. The mobility is given by the slope of the
speed–field characteristic at the origin

between two SiGe layers, about twice as high as in bulk Si [31], as shown in
Fig. 11.25. Likewise, compressive stress improves transport properties of holes
confined in an SiGe layer sandwiched between two Si layers.

For CMOS technology, the beneficial effects of stresses on mobility can
be exploited to increase the current Ion. The increased mobility of holes
in a PMOS is also of great interest for the integration density (see p. 383).
NMOS and PMOS transistors could then be based on double heterostructures
SiGe/Si/SiGe and Si/SiGe/Si, respectively, with buried stressed channel. This
configuration is also a solution for reducing the gate leakage current by the
tunnel effect [32]. Furthermore, a simple Si/SiGe heterostructure might be
envisaged for making the NMOS and PMOS with the same stack of layers in
a surface channel architecture. Promising results have already been published
with regard to the increase in mobility and in Ion, for both NMOS devices [33]
and PMOS devices [34]. But the need to grow an SiGe pseudo-substrate a few
microns thick on the Si substrate nevertheless makes integration of these de-
vices somewhat problematic. Moreover, the fabrication of an oxide on SiGe,
essential for the buried channel NMOS, has not yet been perfected.

Other possibilities are envisaged to avoid the use of a thick SiGe pseudo-
substrate. For example, it is possible to transfer a thin layer of SiGe onto an
oxide substrate and then deposit a tensile-stressed Si layer. Carbon can also
be incorporated into the silicon to make an Si1−yCy or Si1−x−yGexCy type
stressed film (with y of the order of 1–2%) on an Si substrate, which could
provide an alternative for NMOS fabrication. However, the incorporation of C
in Si or SiGe is difficult [35] and the expected mobility enhancement in such
carbon-bearing films has not yet been clearly demonstrated [36].

Although the use of mechanical stresses seems today to be a key line of
inquiry for nanoMOS devices, to overcome the limitations of conventional
structures as far as transport is concerned [37], it still does not really solve
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Fig. 11.26. CMOS circuit using SOI technology [40]

the difficulties discussed earlier arising from short channel effects in such small
devices. Now that the reduction in the thickness of the gate insulator is reach-
ing its limits and channel doping techniques are becoming unrealistic, a major
change in MOSFET architecture must be envisaged for the 2006–7 horizon.
The very clear improvements brought by silicon-on-insulator (SOI) technology,
in terms of both quality and cost, make it a very interesting prospect [38], and
all the more so in that it remains compatible with current CMOS technologies
and even with Si/SiGe heterostructures [39]. As can be seen from Fig. 11.26,
SOI technology produces transistors on a thin layer of Si, with a thickness of a
few tens of nanometers or less, separated from the substrate by a buried SiO2

layer, the buried oxide, often abbreviated to BOX. This architecture has an
obvious advantage when it comes to limiting the bulk leakage current via the
substrate (see the discussion of bulk punch-through in Sect. 11.2.2). If, more-
over, the Si film is only slightly, or not at all doped, it may be wholly depleted
of free carriers at zero applied gate voltage. This is also an advantage with
regard to limiting the surface punch-through current. However, in this kind of
architecture, the drain voltage can induce significant short channel effects due
to electrostatic influences through the buried oxide, especially when the BOX
is thick. The gate control of the Si film, and in particular at the interface with
the buried oxide, will thus require some improvement.

In fact, the great contribution of SOI in improving the performance of
nanoMOS devices can be put down to the possibility of building architectures
(by transfer to other substrates, 3D structuring, etc.) in which the active
zone of the transistor is commanded by the same gate voltage on two, three,
or even four sides, as shown schematically in Fig.11.27. The idea is that, if
the thickness of the active Si film between the various gates is small enough,
i.e., typically less than half the channel length in the case of a double gate
structure (this criterion can be less restrictive with triple or quadruple gates),
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Fig. 11.27. MOSFET on SOI with different gate architectures: (1) single gate, (2)
double gate, (3) triple gate, (4) quadruple gate, and (5) proposed pi-shaped gate for
better screening of the electrostatic influence of the drain through the buried oxide
layer [41]

the gate voltage can command the whole volume of Si between the highly
doped source and drain regions. For VGS greater than the threshold voltage
VT (in absolute value), one then has a bulk rather than a surface inversion
channel, for conducting the drain current. This is particularly favourable for
the value of Ion. Moreover, the perturbing influence of VDS on carrier injection
from the source is then seriously limited, without the need to drastically reduce
the gate insulator thickness or significantly increase channel doping levels. The
active Si film can thus be unintentionally doped, which favours transport,
although this means that a parameter other than the doping level must be
found to adjust the value of VT. The solution preferred at the moment to solve
the latter problem consists in using a metal alloy for the gate. The composition
of this alloy could then be adjusted to obtain a suitable threshold voltage. A
metal gate would also provide a solution to problems raised by the polysilicon,
as discussed earlier.

Transistors with multiple gate architecture are currently attracting much
interest, in terms of both modelling and technology. Indeed, since the size
of the active zone is reduced to a few tens of nanometers in all directions,
the physics of transport in these devices raises a fair number of questions:
the relevance of ballistic transport [42] or transport by the tunnel effect [43]
between source and drain to name but two. Furthermore, nanoMOS fabrica-
tion involves rather delicate, almost acrobatic, processes. Figure 11.28 shows
two views of the so-called FinFET architecture, where the word ‘fin’ refers
to the shape of the active Si film. This structure exhibits very good electrical
characteristics but requires a rather aggressive form of lithography [44].

11.4 Conclusion

The size reduction of MOSFET devices has led to a steady improvement
in the performance of CMOS digital circuits, whilst controlling the relevant
energy balances. However, this evolution cannot be pursued without observing
a certain number of scaling rules which would appear to be approaching their
limits as far as nanoMOS devices are concerned. The reduction in the gate
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Fig. 11.28. FinFET architecture observed by electron microscopy [44]. (a) Top
view. (b) Cross-sectional view perpendicular to the carrier flux between source and
drain. The inserts are transmission electron microscopy (TEM) images of the fin
and the gate oxide

oxide thickness down to about 1 nm thus raises serious difficulties of both a
physical and an electrical order. In this context, it seems absolutely necessary
to discover alternative architectures to those used in the ‘bulk’ MOSFET up to
the present time. Multiple gate SOI devices, in which the size of the active zone
decreases to a few tens of nanometers in all directions, and the use of stressed
nanometric Si films should make it possible to improve the performance of
CMOS circuits still further, at least as far as the 2012 horizon. In parallel with
this evolution of standard microelectronics towards the ultimate electronics,
preparatory studies must lay the foundations for alternatives to the CMOS
logic.
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ou à hétérojonctions intégrés en environnement CMOS. In: Physique des dis-
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12

Alternative Electronics

J.-N. Patillon and D. Mailly

As discussed in previous chapters, the introduction of new technologies has
made it possible, and will continue to make it possible, to extend CMOS
electronic components down towards nanoscale MOSFET structures. A cau-
tious optimist might expect these technologies to perpetuate the reign of the
MOSFET as far ahead as 2016.

Beyond the CMOS, completely new approaches are beginning to emerge,
for both data processing and storage. The aim of the present chapter is to
review the physical ideas underlying these novel families of components, born
from the current and future requirements of nanoscience.

In this chapter, three categories of components will be discussed, defined
by the type of physical properties they exploit:

• The first category comprises single-electron devices (SED), based on the
controllable transfer of individual electrons between conducting islands.
Recent research in this area has already generated several ideas for com-
ponents which could revolutionise the field of memory cells and digital
data storage.

• The second category collects together mesoscopic components, based on
the prospects offered by nanotechnology for fabricating small structures.
Indeed, such structures open the way to a new regime of mesoscopic de-
vices. In this regime, the phase coherence of the electron wave function
and quantum interference modify ordinary Boltzmann transport, whilst
electron correlations can alter the behaviour of bulk materials in confined
structures.

• The last category is based on the use of superconducting materials rather
than semiconductors. These new components are very different from those
developed in the USA at the beginning of the 1980s. The new approach,
known as rapid single-flux quantum (RSFQ) logic, is based on the storage
and transmission of magnetic flux quanta.

All these components share one common factor: they exploit physical prop-
erties due to the size of the materials used. It is the use of these properties
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which has allowed research scientists to create novel functions with the help
of such components.

12.1 Characteristic Length Scales
for Nanoscopic Components

In the ohmic regime, the conductance G of a 3D rectangular conductor is
directly proportional to the cross-sectional area S and inversely proportional
to its length L, i.e.,

G = σ
S

L
, (12.1)

where the conductivity σ is constant throughout the conductor. The relentless
quest to reduce the size of integrated circuits observed in microelectronics
raises the question as to how far the size can be reduced before this ohmic
behaviour will disappear. Beyond this point, a new category of systems comes
into being: nanoscopic systems, which are bigger than the atomic scale but
not big enough to be ohmic (see Chap. 11).

There are three characteristic lengths [1]:

1. The Fermi wavelength,

λF =
2π

kF
, (12.2)

related to the electron Fermi energy

εF =
�

2k2
F

2m∗ . (12.3)

In fact, λF ≈ 10 nm for semiconductors and λF ≈ 1 nm for metals.
2. The mean free path l, which is the distance travelled by an electron before

its initial momentum is destroyed. For a high quality semiconductor, l ≈
1 μm.

3. The phase relaxation length or coherence length Lϕ, which is the distance
travelled by an electron before the initial phase of its wave function is
destroyed (Lϕ ≈ 1 μm), longer than the mean free path.

These quantities vary from one material to another and are significantly af-
fected by temperature, magnetic field, etc. A conductor will have ohmic be-
haviour if its dimensions are much bigger than each of these characteristic
lengths.

When one seeks to describe transport properties in structures with di-
mensions of the same order of magnitude as the de Broglie wavelength, the
nonlocality of particles rules out the simplifying approximation whereby col-
lisions are treated as instantaneous and independent of the phase. It is this
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approximation that allows one to decouple the higher orders of the distribu-
tion functions in the Boltzmann equation.

For structures with characteristic lengths L smaller than the mean free
path, i.e., L 
 l, it may be assumed that particles move through the active
region without scattering, giving rise to what is known as ballistic transport.
If the total length of the system is smaller than the coherence length, i.e.,
L 
 Lϕ, phase coherence can be maintained over a long enough distance to
justify describing electrons with a wave function that extends over the whole
system.

In conclusion, nanoscopic components of type SED, MC or RFSQ are
components for which the characteristic lengths of the active region are
of the same order of magnitude as or smaller than the Fermi wavelength.
Charge carriers can then be described using a quantum formalism and we
shall see in the following how the ensuing quantum effects can be exploited
to create novel functions.

12.2 Single-Electron Devices (SED)

12.2.1 Basic Ideas

Electrons were first manipulated on an individual basis in Millikan’s experi-
ments at the beginning of the twentieth century. However, their use in compo-
nents only became possible in the last decade or so, for this requires nanoscopic
structures which could not be fabricated until recently. These new nanofabri-
cation tools, like the novel structures (e.g., single-molecule structures) which
have appeared over the last ten years, have opened the way to single-electron
electronics. The underlying idea is the phenomenon of Coulomb blockade.
Before outlining this phenomenon, let us discuss the physical principles that
govern it.

Consider a small conductor, referred to conventionally as an island, which
starts with zero charge, i.e., it contains exactly the same number m of electrons
and protons (see Fig. 12.1). In this state, the island generates no electric field
outside of itself. A weak force F is therefore sufficient to bring an electron

Q = 0 Q = – e

F
– e

F
– e

– e E

Fig. 12.1. Neutral island acquiring an electron
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to the island from elsewhere in the crystal. The net charge on the island
is then −e and the resulting electric field E repels other electrons in the
neighbourhood. Although the electron charge is very small, e ≈ 1.6×10−19 C,
the electric field E at the surface of the island is inversely proportional to the
square of the size of the island and it soon becomes very large in the case of
nanostructures, e.g., 140 kV/cm at the surface of a sphere of diameter 10 nm.

In fact, the electric field no longer provides an adequate measure of these
effects. A better measure is the electrostatic energy arising from the fact that
each additional charge dq brought to the island must dissipate an energy

EC =
q2

2C
(12.4)

against the field due to the charges already present in the island. When the size
of the island is comparable with the de Broglie wavelength, the quantisation
energy of the electron

Ea =
1

2m∗

(
�πN

d

)2

, (12.5)

where m∗ is the effective mass, d the island diameter, and N the electron
density, becomes non-negligible and has to be added in. For islands with very
small sizes, of the order of the nanometer, the last formula is no longer valid
because the notion of effective mass is based on the period of the crystal
lattice. However, it provides an acceptable approximation for studying the
related physical effects.

12.2.2 Transport by Coulomb Blockade

Tunnel Effect and Tunnel Junction

The tunnel effect is a phenomenon predicted by quantum mechanics, which
attributes to particles, and in particular to electrons, a nonzero probability
of crossing a potential barrier with a behaviour described by a wave function
obeying the Schrödinger equation (see Chap. 3). It is thus possible to cross
a potential barrier even when the particle has lower energy than the barrier
height. The transparency of the barrier can be calculated from the Schrödinger
equation and it is characterised by the transmission coefficient T expressed
by

T =
(2kκ)2

(k2 + κ2)2 sinh2(2aκ) + (2kκ)2
, (12.6)

where

k =

√
2mE

�2
, κ =

√
2m(V0 − E)

�2
,
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I

Fig. 12.2. Tunnel junction

and 2a is the width of the potential barrier.
The basic configuration of any single-electron device is a potential barrier

whose geometric shape allows an electron to transfer by the tunnel effect
between two conductors. Such a setup is usually called a tunnel junction.

This junction can be characterised by elements from conventional circuit
theory, as shown in Fig. 12.2: capacitance C and resistance R. The resistance
R is related to the opacity of the barrier, whilst C represents the capaci-
tance of the insulator (the barrier) between two (semi-) conducting elements.
This capacitance represents the fact that charges can accumulate against the
barrier.

Coulomb Oscillations

If the electron current in a conductor is interrupted by a tunnel junction, it is
discretised since the electrons accumulate behind the barrier until an electron
acquires an energy allowing its transfer through this barrier. If the junction
is supplied with a current of intensity I, this current will then oscillate in
time. Such oscillations, known as Coulomb oscillations, can be explained by
the basic principles of thermodynamics, i.e., by the minimisation of the free
energy defined by the difference between the total energy stored in the system
and the work done by the voltage supply:

ΔF = ΔEΣ − ΔW , (12.7)

where EΣ = EC +ΔEF +EN , and ΔEF represents the variation in the Fermi
level. To a first approximation, the last two terms (Fermi energy and quantum
energy) can be neglected.

Characteristic Energies

The electrostatic energy of the charge obtained when a condenser is charged up
between two conductors is

ΔEC =
Q2

2C
.

The work done by voltage sources is
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ΔW =
∑

sources

∫
V (t)I(t)dt .

For transfer by the tunnel effect, this implies a contribution eV due to the transferred
electron and a contribution due to polarisation charges created in response to the
change in potential of the island. For constant voltage sources Vi, the total work is
given by

ΔV = ±eV +
∑

sources

V Δq .

The quantum confinement energy is

EN =
�

2

2m∗

(
πN

d

)2

,

where m∗ is the effective electron mass and d the depth of the potential well.

Orthodox Theory

Returning to the island discussed above to introduce the basic principle of
single-electron devices and defining it as the connection in series of two tunnel
junctions as shown in Fig. 12.3, we shall now show how the Coulomb blockade
effect can be explained in a simple manner by the orthodox theory proposed by
D. Averin and K. Likharev. This theory is based upon the following simplifying
hypotheses:

• The quantisation energy of the electrons is neglected, i.e., the energy spec-
trum of the electrons is treated as continuous. This assumption is only valid
if Ek 
 kBT , but it provides an adequate description whenever Ek 
 EC.

• The transfer of an electron across the barrier by the tunnel effect is in-
stantaneous.

• Coherent quantum processes involving simultaneous tunnel events are ig-
nored. This assumption is valid if the resistance R of all tunnel barriers
is much greater than the quantum resistance RQ, i.e., R � RQ, where
RQ = h/4e2 ≈ 6.5 kΩ.

The rate of tunnel events between an initial state labelled i and a final state
labelled f is given by the Fermi golden rule as

Γi→f (ΔF ) =
2π

�

∣∣∣Tki,kf

∣∣∣2δ(Ei − Ef − ΔF ) , ΔF = Ff − Fi . (12.8)

The difference between the initial and final energies of the tunnel electron, Ei

and Ef , respectively, includes the free energy variation it generates. The total
rate of tunnel events from occupied states on one side to unoccupied states
on the other is given by the overall expression

Γ (ΔF ) =
2π

�

∑
i

∑
f

∣∣Tki,kf

∣∣2 f(Ei)
[
1 − f(Ef )

]
δ (Ei − Ef − ΔF ) , (12.9)
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where f(E) is the Fermi–Dirac distribution giving the occupation probability
of the levels:

f(E) =
1

1 + exp
E − EF

kBT

.

Fermi Golden Rule

The time-dependent Schrödinger equation can be written in the form

(H0 + H1)ψ = i�
∂ψ

∂t
,

where H1 is a small perturbation of the Hamiltonian H0. The solution in the un-
perturbed case is given by H0ψn = �ωnψn, where

∫ |ψn|2 d3r = 1, for n = 1, 2, . . . .
Assuming that the perturbation remains small, the wave function in a standard
treatment can be expanded in a series of orthonormal eigenfunctions of the unper-
turbed Hamiltonian:

ψ =
∑

n

cn(t)ψne−iωnt .

Inserting this in the time-dependent Schrödinger equation and multiplying by
ψ∗

meiωmt, we obtain

i�
dcm(t)

dt
=
∑

n

cn(t)

∫
ψ∗

mH1ψneit(ωm−ωn) .

Setting ωmn = ωm − ωn and Hmn =
∫

ψ∗
mH1ψnd3r, the last equation becomes

i�
dcm(t)

dt
=
∑

n

cn(t)Hmneiωmnt .

We now make the following assumptions:

1. The perturbation begins at time t = 0 and hence cm(0) = 1 and cn(0) = 0 for
all the other states.

2. Scattering out of the initial state is low, so that cm(t) = 1, an assumption which
neglects the principle of conservation of particle number.

We then deduce that

cn(t) = − i

�

∫ t

0

Hmneiωmnt =
Hmn

�ωnm

(
1 − eiωnmt

)
.

The occupation probability of state n can thus be written

|cn(t)|2 =
4 |Hmn|2 t2

�2

sin
(

ωmnt

2

)
(

ωmnt

2

)2
.
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When t is large enough to be sure that the scattering process has ended, the function

sin2
(

ωmnt

2

)
(

ωmnt

2

)2

tends to a Dirac δ-function.
The transition probability per unit time or transmission rate is then given by

the Fermi golden rule

Γ =
d |cn(t)|2

dt
=

2π

�
|Hnm|2 δ (Em − En) ,

which indicates that, in our case of tunnel processes, scattering only occurs if the
particle energy is conserved.

A reasonable approximation can be made by neglecting the variation of the
tunnel transmission coefficient with the energy. The transmission probability
|T |2 can then be treated as a constant and taken outside the sum to give

Γ (ΔF ) =
2π

�
|T |2

∑
i

∑
j

f(Ei)
[
1 − f(Ef )

]
δ(Ei − Ef − ΔF ) . (12.10)

The number of electrons in an energy interval dE is given by D(E)dE, where
D(E) is the density of states. We may then convert the sums into integrals,
whence

Γ (ΔF ) =
2π

�
|T |2

∫ ∞

Ec,i

dEi

∫ ∞

Ec,f

dEfD(Ei)D(Ef )f(Ei)
[
1−f(Ef )

]
δ(Ei−Ef−ΔF ) ,

(12.11)

where Ec,{i,f} is the conduction band edge from which the electrons tunnel
(i) and towards which they tunnel (f). Likewise D{i,f}

(
E{i,f}

)
is the density

of states of the initial and final barriers. The product f(Ei)
[
1 − f(Ef )

]
de-

fines a quasi-rectangular function between the energies Ei and Ef . Since the
contribution of the integral comes from this rectangular function, the density
of states can be considered as constant and brought outside the integral. The
delta function can be used to carry out one of the integrations in (12.11),
which yields

Γ (ΔF ) =
2π

�
|T |2DiDf

∫
f(E)

[
1 − f(E − ΔF )

]
dE , (12.12)

where Ec = max (Ec,i, Ec,f ).
Introducing the tunnel resistance, which incorporates the transmission

probability and the densities of states,

RT =
�

2πe2|T |2DiDf
, (12.13)
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Vb

V1

C1

Rt1 Rt2

C2

V2q

q1 –q1 q2 – q2

Fig. 12.3. Equivalent circuit for a double tunnel junction

and carrying out the integration, we obtain the main result of the orthodox
theory of the single-electron tunnel effect:

Γ (ΔF ) = − ΔF

e2RT

(
1 − eΔF/kBT

) . (12.14)

This shows that the probability of an electron transfer entailing an increase
in the Helmholtz energy (energetically unfavourable) is very low. At absolute
zero temperature, it reduces to

Γ (ΔF ) =

⎧⎨⎩
0 , ΔF ≥ 0 ,

−ΔF

e2RT
, ΔF < 0 .

(12.15)

As mentioned at the beginning of the chapter, the Coulomb blockade model
is only valid under certain conditions, in particular, if the electron states are
localised in the island.

If we consider the characteristic fluctuation time Δt ≈ RTC of the charge
and the energy jump ΔE = e2/C for an electron, then the uncertainty rela-
tion ΔEΔt > h implies the following condition for the existence of a tunnel
resistance:

RT >
h

e2
= RQ = 25 813Ω .

Owing to the restrictive hypotheses formulated above, the orthodox theory
does not take into account a certain number of physical effects such as, for
non-superconducting systems, cotunneling (the simultaneous occurrence of
several tunnel events) or effects due to the discretisation of energy levels [2].

12.2.3 Double Tunnel Junction

Let us return to the island comprising two tunnel junctions connected in
series, associating the values C1, R1 and C2, R2 in the obvious way. If the
initial charge in the island is q0, the charges in junctions 1 and 2 and the
total charge can be written q1 = C1V1 = n1e, q2 = C2V2 = n2e and q =
q2 − q1 + q0 = −ne + q0, where n1 and n2 are the numbers of electrons
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tunneling through junctions 1 and 2, respectively, and n = n1−n2 is the total
number of electrons in the island.

The charge q0 is generally a non-integer charge shift, being due to parasitic
capacitances or impurities located near the island, always present in practice.
If Vb is the sum of the voltages across each of the junctions, i.e., Vb = V1 +V2,
we soon find that

V1 =
C2Vb + ne

CΣ
, V2 =

C1Vb − ne

CΣ
, CΣ = C1 + C2 . (12.16)

We thus obtain the electrostatic energy stored in the double junction as

EC =
q2
1

2C1
+

q2
2

2C2
=

C1C2V
2
b + (ne)2

2CΣ
. (12.17)

Finally, we may calculate the free energy by considering the work supplied
by the voltage supply. If an electron tunnels through the first junction, the
voltage supply must replace this electron (−e) plus the change in voltage
induced by the tunnel event. The voltage V1 changes by the amount −e/CΣ

and the charge changes by −eC1/CΣ . The charge q1 is reduced, indicating
that the voltage supply ‘receives’ this charge. The total charge that must be
replaced by the source is then −eC2/CΣ and the work done by the source in
the case of tunnel events through both junctions 1 and 2 is

W1 = −n1eC2

CΣ
Vb , W2 = −n2EC1

CΣ
. (12.18)

The complete free energy for the circuit is then given by

F (n1, n2) = EC − W =
1

CΣ

1
2

[
C1C2V

2
b + (ne)2 + eVb(C1n2 + C2n1)

]
.

(12.19)

The changes in free energy for an electron which tunnels through junction 1
and junction 2 are given respectively by

ΔF±
1 = F (n1 ± 1, n2) − F (n1, n2) =

e

CΣ

[e

2
± (VbC2 + ne)

]
(12.20)

and

ΔF±
2 = F (n1, n2 ± 1) − F (n1, n2) =

E

CΣ

[e

2
± (VbC1 − ne)

]
. (12.21)

The probability of a tunnel event will only be large if the change in free energy
is negative, indicating a transition to a state of lower energy. This is a direct
consequence of the orthodox theory. It follows that ΔF will be positive as long
as the bias Vb is greater than a threshold which is a function of the smaller
of the two capacitances. For a symmetric junction, i.e., C1 = C2 = Cσ/2, this
condition becomes |Vb| > e/CΣ .
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Thermodynamics thus provides a way of understanding this suppression
of the tunnel effect, which causes the charge blockage known as Coulomb
blockade. We also see from (12.20) and (12.21) that this phenomenon results
from the electrostatic energy expended to allow an electron to enter or leave
the island.

When the tunnel transition condition is fulfilled and an electron has been
transferred to the island, in junction 1 for example, the island will possess n =
1 excess electrons. According to what was said above, it is then energetically
favourable for an electron to leave the island via the other junction and no
other electron will be able to cross the first junction until this event has
occurred. We thus observe a correlated set of electron transfers which gives
rise to a resistive current of resistance Rt = Rt1 = Rt2 in the case of a
symmetric junction.

On the other hand, it is clear that an asymmetric junction, e.g., Rt2 � Rt1

will favour the accumulation of electrons in the island since, for an electron to
leave it, a high bias will be needed to allow the immediate transfer of another
electron through the first junction. The island will thus remain populated.
The number of electrons in the island will increase for higher voltages, thereby
creating a stair-shaped charge–voltage characteristic.

12.2.4 Single-Electron Transistor

Finally, adjoining a gate electrode to this double tunnel junction, the current
flow through the island can be controlled by capacitive coupling. We have then
created a single-electron transistor (SET) with structure given schematically
by the equivalent circuit diagram in Fig. 12.4.

The effect of the gate electrode, represented by the capacitance Cg, is to
modify the charge in the island, because the gate polarises the island. The
total charge then becomes

q = −ne + Cg(Vg − V2) . (12.22)

This induces a change in the voltages V1 and V2 by addition of the charge
Cg(Vg − V2). The voltages across the two junctions then become

Vb

V1
C1

Cg

Vg

Rt1 Rt2

C2

V2q

q1 –q1 q2 –q2

Fig. 12.4. Single-electron transistor
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V1 =
(C2 + Cg)Vb − CgVg + ne

CΣ
, V2 =

C1Vb + CgVg − ne

CΣ
, (12.23)

where CΣ = C1 + C2 + Cg.
As a consequence, the electrostatic energy also includes the energy stored

in the gate capacitance and the work done by the gate changes the free energy.
This induces a change in the free energies of the two junctions after a tunnel
event:

ΔF±
1 =

e

CΣ

{e

2
±
[
(C2 + Cg)Vb − CgVg + ne

]}
(12.24)

and

ΔF±
2 =

e

2

[e

2
± (C1Vb + CgVg − ne)

]
. (12.25)

Stability Diagram

We shall now discuss an intuitive representation of the physical behaviour
involved here. The first step is the construction of a stability diagram. In
order to construct this, we first consider the case where the change in free
energy is zero:

ΔF±
1 = 0

ΔF±
2 = 0

}
=⇒

⎧⎨⎩
e

2
±
[
(C2 + Cg) Vb − CgVg + ne

]
= 0 ,

e

2
± (C1Vb + CgVg − ne) = 0 .

(12.26)

This situation can be depicted graphically by expressing Vb as a function of
Vg for fixed values of the capacitances and resistances. Since the two relations
depend on the number n of electrons in the island, the graph takes the form
of a series of parallel straight lines for each of the two expressions. In these
expressions, the slopes of Vb as a function of Vg have opposite signs, so that
the two groups of straight lines intersect as shown in Fig. 12.5.

The shaded areas correspond to stable regions with a whole number of ex-
cess electrons in the island. The blockade zones then appear as parallelograms.
If the gate bias is increased, the drain–source bias Vb remains fixed below the
Coulomb blockade voltage. This is equivalent to cutting the stability region
parallel to the horizontal axis with a period e/Cg. This induces a current with
Coulomb oscillations whose period is a function of the applied bias, where
regions without tunneling alternate with regions of correlated tunnel events.
The bigger the value of Vb and the more closely it approaches the Coulomb
blockade voltage, the greater the width of the oscillations.

12.3 Quantum Interference in Nanostructures

12.3.1 Introduction

The wave nature of electrons is a crucial feature of atomic physics. In solid
state physics, it is the Bragg diffraction of electron wave functions on crystal
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planes which leads to the appearance of energy bands. However, the electron
transport properties of solids are well described by theories that make no men-
tion of quantum interference. For example, the Drude transport theory, which
provides good predictions concerning the conductivity of a great many metals
and allows a deduction of the Wiedemann–Franz relation, treats electrons in
a metal as a gas of classical particles. Naturally, a more precise description
requires an application of the Pauli principle (the Bohr–Sommerfeld theory),
and interactions between particles must be taken into account (Hartree and
Hartree–Fock theories). But none of these theories involve the wave nature of
electron wave functions.

However, with the advent of nanotechnology, it has become possible re-
cently to carry out measurements on very small samples which have shown
clear deviations from the usual results obtained with macroscopic samples.
Ideas as firmly established as the additivity of series resistances are no longer
respected in such samples. Such discrepancies are caused by interference be-
tween the different electron paths during propagation through the sample.
For this interference to occur, phase coherence must be preserved through-
out the sample. One thus introduces the notion of phase coherence length,
the distance over which the phase of the electron wave function is conserved.
The electron may undergo a great many elastic collisions which modify the
phase of the wave function but in a perfectly well defined manner. However,
any inelastic collision, exchanging energy with the external medium, tends to
scramble this phase coherence, destroying the interference pattern and restor-
ing the ‘classical’ behaviour of a macroscopic solid. In pure metals, the phase

2

1

0

–1

–2

–3 30 Vg

V
b

Fig. 12.5. Stability diagram
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Perfectly conducting wires

Reservoir
Reservoir

1

R
T

Fig. 12.6. Model for a sample disordered by a barrier with transmission T

coherence length Lϕ may be as long as a few microns at very low tempera-
tures. A mesoscopic system, i.e., of intermediate size, is a sample that is much
bigger than a microscopic system, but which nevertheless requires a quantum
description.

12.3.2 Conductance and Transmission. The Landauer Formula

Resistance is naturally associated with a notion of dissipation. In mesoscopic
systems, only elastic scattering can occur. One must therefore reassess the
idea of resistance in these samples without dissipation. It was Landauer who
first carried out this reformulation of the idea of resistance. He modelled a
sample by a barrier with transmission T and reflection R (see Fig. 12.6). To
carry out measurements on the sample, reservoirs are attached via perfect
conductors. The role of these reservoirs is to inject electrons in a state de-
fined by their electrochemical potential μ and to absorb electrons which reach
them. It is thus in the reservoirs that energy dissipation occurs. The perfectly
conducting wires transmit electrons adiabatically into the sample. In order to
impose a current through the system, a potential difference is applied across
the reservoir terminals. It must be small enough to ensure that neither the
transmission nor the density of states varies over this energy range.

Consider first the 1D case, where there is only one channel. By the con-
duction channel, we understand the mode of propagation characterised for
example by the quantisation of the transverse wave vector. Typically, for a
sample with cross-sectional area A, there are N = A/λ2

F conduction channels,
where λF is the Fermi wavelength.

Refer now to Fig. 12.6. Since below μ2 all states are occupied on either
side of the reservoirs, there are as many electrons going from right to left as
there are going from left to right. The overall current is therefore zero for these
energies. We shall thus be concerned with the band between μ2 and μ1. There
are a total of 2(μ1 − μ2)∂n/∂E states available in this band, where ∂n/∂E is
the density of states for just one direction. The chemical potentials μA and
μB in the wires are determined by the equilibrium between the number of
electrons above and the number of free states (holes) below.

The total current between the reservoirs is then given by
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ev(μ1 − μ2)T
∂n

∂E
,

where v is the speed of particles at the Fermi level. Since in 1D,

∂n

∂k
=

∂n

∂E

∂E

∂k
=

1
π

,

it follows that

∂n

∂E
=

2
hv

,

and the current is then given by

I =
2e

h
T (μ1 − μ2) . (12.27)

When we measure the voltage in a two-wire configuration, i.e., directly at
the terminals of the reservoirs injecting the current, eV = μ1 − μ2 and the
conductance is given by

G =
I

V
=

2e2

h
T . (12.28)

A first observation concerning this relation is that, if we take a sample with
perfect transmission, the conductance is not infinite, or the resistance is not
zero. There is always a contact resistance h/2e2 in this configuration.

If the measurement is now made by the four-wire technique, which means
the drop in voltage is measured directly at the level of the perfectly conducting
wires, the charge balance between the left-hand and right-hand wires gives
eV = R(μA − μB). We then obtain the Landauer four-wire formula:

G =
I

V
=

2e2

h

T

R
. (12.29)

The perfect sample (T = 1 and R = 0) now has zero resistance.
We see here that the value of the conductance depends on the geometry

used in the experiment. The Landauer formula is generalised to the multi-
channel case in the following way. We consider the scattering matrix, which
is a 2N × 2N matrix, where N is the number of channels. Its entries are the
probability amplitudes Tij for a left-hand channel i to be transmitted into the
right-hand channel j. The generalisation of the Landauer formula is then

G =
I

V
=

2e2

h

∑
i

Ti , (12.30)

where Ti are the total transmission coefficients for the various channels, i.e.,
Ti =

∑
j Tij , along the different possible paths from a channel i to a channel j.



432 J.-N. Patillon and D. Mailly

Gate voltage (V)
–2.0 –1.8 –1.6 –1.4 –1.2 –1.0

10

8

6

4

2

0

C
on

du
ct

an
ce

 (
2e

2 /h
)

X

Y

w=250 nm

Gate

Fig. 12.7. Conductance of an electron gas as a function of the gate voltage which
modulates the opening between the two contacts. Steps are observed which corre-
spond to the gradual opening of further channels

For a perfect sample, i.e., one in which the transmission is equal to unity in
all channels, it turns out that the conductance is simply given by G = Ne2/h.
This quantisation of the conductance as a function of the number of channels
has been observed experimentally in quantum contact points (see Fig. 12.7).
Two gases of electrons with very high mobility are separated by a very narrow
opening whose width can be controlled by an electrostatic voltage.

Weak Localisation

The first quantum interference effect observed experimentally was called weak
localisation. The Landauer formula shows that the conductance is related to
the transmission Ti of the various conduction channels. One must sum over
all possible paths Aα to know the total probability of transmission in each of
these channels:

Ti =
∣∣∣∑

α

Aα

∣∣∣2 =
∑
α

|Aα|2 +
∑
α�=β

AαA∗
β , (12.31)

where Aα is the probability amplitude of transmitting channel i by the path α.
The first term in this sum is the classical term giving the Drude conductance.
The second is the interference term. One might think that this cross term is
the sum of very different terms which therefore oscillate rapidly and give a
negligible contribution to the mean conductance. We shall see that this is not
so.

The weak localisation correction concerns rather specific trajectories in the
form of loops, i.e., for which the points of departure and arrival coincide. Such
a trajectory can be travelled in either direction. If there is time-reversal sym-
metry, there is no phase difference between these two paths and interference
between the two options is constructive. The cross term is the same as the
classical term. In other words, the probability of looping the loop is twice as
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big if interference effects are taken into account. Since there is a larger prob-
ability of going around a loop, the electron propagates less and the resistance
therefore increases. All loops with size less than Lϕ contribute additively to
the correction because the interference effects here are always constructive for
each loop.

12.3.3 Calculating the Correction

We shall use a semiclassical method due to Khmel’nitskii. We treat classical
diffusion as a random walk. The probability of covering a distance r in time
t is given by

P (r, t) =
1

(2πDt)d/2
exp

(
− r2

2Dt

)
, (12.32)

where D is the diffusion coefficient. In a space with d dimensions, a prop-
agating electron occupies a tube of cross-section λ2

F, where λF is the Fermi
wavelength. The mean distance travelled during time t is � =

√
Dt, and the

volume accessible to the electron during this lapse of time is V = (Dt)d/2.
The volume element occupied by an electron is λ2

FvFdt, so the probability of
travelling round a loop between times t and t+dt is given by the volume ratio

P (t)dt =
vFλ2

Fdt

(Dt)d/2
. (12.33)

The total probability is calculated by integrating this expression between t =
τ , the elastic collision time, and t = tϕ, the time required to travel a distance
Lϕ, given by Lϕ = (Dτϕ)1/2.

Using the Einstein relation σ = e2νD and ν = k2
F/vFh, we obtain

Δσ =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

2e2

h
(Lϕ − �) in one dimension ,

2e2

h
log

Lϕ

�
in two dimensions ,

Δσ =
2e2

h

(
1

Lϕ
− 1

�

)
in three dimensions .

(12.34)

The weak localisation correction is typically of the same order of magnitude
as the conductance of a channel. It will thus become more noticeable as the
sample size decreases. Hence, if we measure the sample resistance as a function
of temperature, we observe an increase in the resistance at low temperatures
which corresponds to the increase in the coherence length and hence to the
greater number of loops contributing to interference effects.
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Fig. 12.8. (a) Experiment of Sharvin and Sharvin. (b) Quartz fibre

12.3.4 Effect of Magnetic Fields

The weak localisation correction depends critically on time-reversal symmetry.
Now a relatively weak magnetic field will break this symmetry. The magnetic
field modifies the the electron action by the introduction of a vector potential.
(This amounts to replacing p by p + eA.) The phase of the electron wave
function is thus modified:

Δϕ =
e

h

∫
C

A·d� ,

where C is the path travelled. For a closed path,

Δϕ =
e

h

∮
C

A·d� =
e

h

∫∫
S

B·dS =
2πΦ

Φ0
, (12.35)

where Φ is the flux through the loop and Φ0 = h/e is the flux quantum. We
thus obtain a phase change of 2π when one flux quantum passes between two
trajectories.

In the context of weak localisation, if we only consider a single loop, two
trips are required around the loop. We therefore expect the conductance to os-
cillate as a function of the flux, with a period of h/2e. This is indeed what was
observed by Sharvin and Sharvin in 1988, when they measured the conduc-
tance of a cylinder of diameter 1 μm composed of quartz coated with lithium
(see Fig. 12.8).

For a sample of arbitrary shape, the magnetic flux modifies the interference
between all loops of different sizes and hence mixes up the various periods.
The effect of the field is therefore to destroy weak localisation, typically for a
value of the field producing a flux of φ0 in a loop of size Lϕ. Figure 12.9 shows
how the conductance of GaAs wires of diameter 0.7 μm varies as a function
of the magnetic field at different temperatures. Points indicate experimental
data and curves correspond to a fitting with theory, where the parameter is
Lϕ. This is therefore a very good way of measuring the coherence length.
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12.3.5 Universal Conductance Fluctuations

Consider now a sample with linear dimension smaller than Lϕ. The Landauer
theory tells us that we must sum over all possible trajectories which trans-
mit a channel i in order to find the conductance, taking interference terms
into account. All pairs of trajectories, like the example shown in Fig. 12.10,
will give an interference term whose amplitude depends on the microscopic
configuration of the sample, e.g., impurities, grain boundaries, etc.

Surprisingly, the contribution of the interference terms from all pairs of
paths does not vanish, but tends to a value which depends on the microscopic
configuration. Macroscopically identical samples can thus have a range of dif-
ferent conductances. These fluctuations can be observed in a single sample by
using a magnetic field. Indeed, through the vector potential, a magnetic field
modifies the phases in a path-dependent way. It is important to note that no
mention of time-reversal symmetry is made here. These fluctuations persist
even in the presence of very high fields.

Figure 12.11 shows a set of 50 conductance curves measured on a GaAs
wire. Each curve is obtained after applying current pulses to the sample in
order to modify the population of ionised impurities responsible for scatter-
ing. Following a particular curve as a function of the magnetic field (star), we
observe a chaotic variation of the conductance which corresponds to a mod-
ification of the interference terms by the magnetic field for a given impurity
configuration. Note that each curve is perfectly reproducible and is in fact the
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Fig. 12.9. Magnetoconductance of GaAs wires at different temperatures, showing
the destruction of weak localisation by the magnetic field

Fig. 12.10. Example of two trajectories transmitting a channel i
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Fig. 12.11. Magnetoconductance curves obtained for a GaAs wire after applying
electrical pulses to modify the population of ionised impurities

signature of the microscopic configuration of the impurities. This signature is
referred to as a magnetic fingerprint.

The average of all these curves would give a signal exactly like the one
in Fig. 12.9, i.e., we would retrieve the weak localisation signal. However, if
the field is fixed and we follow the variations in the conductance for each
curve, we observe the fluctuations due to modifications of the impurities. It is
interesting to note that the amplitude of the fluctuations measured for each
of these cases – fixed magnetic field or fixed configuration – is the same. This
is an instance of the ergodic theorem.

It has been shown that the amplitude of these fluctuations has an aston-
ishing property: it is in fact universal, in the sense that it depends neither on
the material, nor on the mean conductance, nor on the number of channels.
Indeed, ΔG = e2/h. This is surprising because, if we consider that each con-
duction channel makes a contribution to the fluctuation, the total fluctuation
varies as

√
N (fluctuation of N independent variables). This implies that the

channels are correlated. This is in fact a well known result in nuclear physics
which follows from the theory of stochastic matrices. It can be summed up
rather schematically as follows. The eigenvalues of a matrix whose entries are
independent random variables are correlated. In particular, the eigenvalues
tend to repel one another. The probability of two eigenvalues being equal is
zero. Hence, fluctuations in the conductance are related to fluctuations in the
matrix Ti, which is precisely a stochastic matrix, just as the positions of the
impurities are random variables. It is this correlation between the eigenval-
ues of the transmission matrix which is responsible for the universality of the
fluctuations in G.
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12.3.6 Cutoffs

What happens when the sample size increases and eventually exceeds Lϕ? We
then divide the sample into pieces of linear dimension Lϕ. Each piece will give
a fluctuation of amplitude e2/h, but these fluctuations will not be correlated.
The total fluctuation will then be the sum of these independent variables and
will vary as (Lϕ/L)3/2, because the resistances are summed. It will therefore
tend to zero as the sample length increases. We retrieve the classical result.

The temperature is also responsible for a reduction in the amplitude of
fluctuations. Consider the thermal length LT = (hD/kT )1/2, i.e., the distance
that two electrons separated by energy kT can travel before their phase begins
to differ significantly. When L grows bigger than LT , we can apply the same
process as above, dividing the sample into L/LT independent segments to
obtain a variation in the amplitude of fluctuations going as T−1/2. Increasing
temperature also has the effect of reducing the coherence length by favouring
collisions with phonons.

12.4 An Example of Interference:
Aharonov–Bohm Effect

The Aharonov–Bohm effect is an interference phenomenon which arises when
an electron trajectory divides into two parts and then joins up again in some
region where there is a nonzero vector potential. If phase coherence is pre-
served, the interference term is proportional to cosϕ, where ϕ is the phase
difference between the two beams, expressed in terms of the vector potential
as follows:

ϕ = ϕ2 − ϕ1 = 2π
e

h

∫
c1

A·d� − 2π
e

h

∫
c2

A·d�

= 2π
e

h

∮
A·d�

= 2π
e

h

∫∫
S

B·dS = 2π
φ

φ0
.

The intensity of the reconstructed beam thus oscillates as a function of the
magnetic flux between the two trajectories. The Aharonov–Bohm effect shows
that the vector potential is not a mere mathematical artefact, but a physical
reality. Indeed, the electrons need not actually encounter the magnetic flux. It
suffices to introduce the flux by means of a very long solenoid placed between
the two paths and perpendicular to the plane. Originally observed for electrons
in vacuum, the Aharonov–Bohm effect was first demonstrated in a metal in
1985. In this case, due to the size of the system, it is very difficult not to have
a magnetic field in the space where the electrons are moving, and an extra
signal thus appears.
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Fig. 12.12. Gold loop
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Fig. 12.13. Magnetoconductance of the gold ring and its Fourier transform

Figure 12.12 shows a gold loop of cross-section 30 nm × 30 nm and length
1 μm, connected to measuring wires. Such objects can be made by electron
lithography (see Chap. 1). If we measure the conductance as a function of the
magnetic field for such an object at very low temperatures, so that Lϕ is larger
than the size of the loop, we observe the signal shown in Fig. 12.13a.
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Fig. 12.14. The loop can be crossed either by two paths lying in the same branch,
or two paths such that one is in each branch

The conductance exhibits periodic oscillations superimposed on slower
variations. These two components can be separated by filtering. The fast com-
ponent shown in Fig. 12.13c is periodic with period corresponding to a flux
quantum in the loop. This is the Aharonov–Bohm effect which corresponds
to interference between two paths passing through different branches of the
loop. The other component, shown in Fig. 12.13b, without a well defined pe-
riod, corresponds to trajectories which go through the same branch of the
loop, which is also penetrated by the magnetic field (see Fig. 12.14). The en-
closed area is much smaller and hence corresponds to much bigger variations
in the magnetic field. There is no well defined period for this component. It is
in fact the expected signal for a wire, revealing the universal fluctuations in
the conductance discussed earlier. The Fourier transform of the total signal
with the abscissa converted into area does indeed show a signal at 0.3 μm2,
which corresponds to the area of the loop. The nonzero width of the peak
reflects the nonzero width of the ring. Indeed, the possible periods lie between
the inner and outer areas of the ring. A harmonic of the signal with smaller
amplitude can also be made out, corresponding to paths which go twice round
the ring. Note that this is not the Sharvin–Sharvin oscillation, which would
also give a signal of period h/2e, because the magnetic field is rather strong
here (several tesla) and time-reversal symmetry is not established.

Conclusions

We have attempted to give an introductory discussion of interference effects
in nanostructures, together with several relevant examples of observed effects.
This is a research theme that has attracted much interest since the 1980s, when
the first experiments were carried out. New discoveries are being made on a
regular basis. For example, we have not mentioned the effect of interference
on thermodynamic properties, an area where quite remarkable results have
been found. More recently, noise in nanostructures has begun to emerge as a
novel theme in this new branch of physics.
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12.5 Superconducting Nanoelectronics: RSFQ Logic

12.5.1 Introduction

Ever since the 1960s, superconducting nanoelectronics [3,4] has been presented
as a possible alternative to semiconductors for making logic components. In-
deed, this technology has undeniable advantages for realising ultra-fast com-
ponents:

• Superconducting transmission lines are non-dispersive, so that ultra-short
electrical pulses (of the order of 1 ps) can be transmitted without distor-
tion.

• The switching time of superconducting junctions (Josephson junctions) is
of the order of 1 ps.

• The dissipated power in an basic cell is very low.

However, despite considerable effort and several large-scale projects, e.g., the
IBM superconducting calculator (1969–83) and the MITI project in Japan
(1981–90), no practical realisations have been able to compete with traditional
approaches to electronics until recently. There are several reasons for this.
To begin with, it took a long time to conceive of a superconductor logic
able to do anything interesting. Up until the end of the 1980s, operating
frequencies were limited to the GHz region, frequencies only just one order
of magnitude higher than those in semiconductor circuits. Apart from this, it
was difficult to develop a reliable technology for fabricating components, and
to make matters worse, during these two decades, semiconductor performance
was being improved all the time, so that objectives could always be reached
at any given time.

Superconductor electronics based on a new principle – rapid single-flux
quantum (RSFQ) logic [6] – has nevertheless come back into the limelight, as a
consequence of exceptional performance levels, going well beyond the achieve-
ments of mainstream electronics (see Fig. 12.15), which is now approaching
its limiting speed. Hence, at the end of the next decade, these circuits may
usefully replace circuits based on semiconductors as predicted by the Interna-
tional Technology Roadmap for Semiconductors [5].

12.5.2 Superconducting Logic Components

Before the advent of the Josephson junction, core element of all supercon-
ducting logic components today, logic devices (e.g., the cryotron) exploited
the normal/superconducting phase change to switch between a low resistance
(normal) state and a zero resistance (superconducting) state. Such compo-
nents never led to practical applications due to the intrinsic thermal principles
they involved which limited switching speeds.

At the beginning of the 1980s, a family of logic components appeared
that were known as latching logic components. These involved switching a
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Fig. 12.15. Comparison between the semiconductor and superconductor sectors
as gauged by the operating frequency of a complex system like a processor. The
semiconductor data is taken from the International Technology Roadmap [5] and
superconductor data from Table 12.1. (a) High- and (b) low-temperature supercon-
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Josephson junction which exhibited a hysteresis effect (see Fig. 12.16). This
hysteresis, used to maintain the logic states, nevertheless required the periodic
resetting of the bias current of the junction to zero (for a certain time), im-
posing an intrinsic limit on the clock frequency of the components in the GHz
range. This technology never caught on and the technical choice of imitating
semiconductor components, encoding logic states by voltages, was brought
into question and then rejected.

Rapid single-flux quantum (RSFQ) logic then came onto the scene. It uses
shunted, hence non-hysteretic Josephson junctions and exploits their dynam-
ical and quantum behaviour, as the name suggests (see Fig. 12.17). It is not
a static voltage level which encodes information in RSFQ components, but
rather the presence or absence of a magnetic flux quantum, or fluxon, i.e.,
Φ0 = h/2e = 2.07×10−15 Wb. The basic RSFQ consists of a superconducting
loop closed by a junction and shunted by a resistance. Each change by one flux
quantum in the loop (where a fluxon either enters or leaves the loop) induces
a voltage pulse across the junction terminals. The time integral of this pulse
is Φ0, i.e, 2.07 mV ps. The duration and amplitude of the pulse depend on
the geometry of the junction and the material used to make it. For a 1 μm2

niobium (Nb) junction, the pulse lasts for about 1 ps and has amplitude 2 mV.
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Data processing thus involves manipulating voltage pulses resulting from the
transfer of flux quanta, with the great advantage that the energy dissipated
during the transfer of a flux quantum is independent of the amplitude of the
pulse, being equal to IJΦ0. For a critical Josephson current of 100 μA, this is
an energy of 2 × 10−19 J, which is five orders of magnitude lower than in a
semiconductor.

12.5.3 Structure and Performance of RSFQ Components

Any RSFQ circuit is made up of three basic cells, as shown in Fig. 12.18 [4].
The first, comprising an inductance and a junction, plays the role of buffer,
dealing with the transmission of the picosecond pulses. The second cell, also
made up of an inductance and a junction, stores the information (pulse) in
the form of a persistent loop current. Finally, the third cell, comprising an
inductance and two different junctions controlled by a clock signal, carries
out two functions. To begin with, it serves as a buffer cell, preventing a signal
arriving at the output from reacting with the input. In addition, it deals
with decision-making, in the sense of deciding whether or not to transmit
the information (pulse). The inductances associated with the junctions play
an integral part in the operation and serve either to couple the various cells
together (cell 1), or to store energy (cell 2). Operation is optimised when
LIJ = Φ0/2, for IJ ∼ 100 μA and L ∼ 10 pH. For its part, the clock signal
serves as a reference for the voltage pulse, to define the logic levels 0 and 1.
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Fig. 12.16. Underlying principle of latching logic, based on a Josephson junction
with hysteretic I–V characteristic. The bias current Ib of the junction is fixed at a
value slightly below the critical Josephson current IJ. The junction switches from
the superconducting state 0 to a resistive state 1 when the applied bias current
momentarily exceeds IJ. To revert to state 0, the bias current must return to zero
for a certain time
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the critical Josephson value IJ for the junction, a flux quantum passes through the
loop, inducing a voltage pulse at the junction terminals. By convention, the logic
state 1 is defined by the presence of a pulse during the period of the clock signal,
while state 0 is defined by the absence of such a pulse

Is = Persistent current

Is

Bias
(continuous)

Bias
(continuous)

Bias
(continuous)

Clock
signal

Buffer

Inductance

Information storage

Transmission of
information

Double junction

Decision-making

Fig. 12.18. Basic structure of an RSFQ gate made up of three cells: buffer, infor-
mation storage, and decision-making

By convention, the logic level 1 is defined by the presence of a pulse during
the period of the clock signal, whilst level 0 is defined by the absence of a
pulse during this same period.

The performance of RSFQ components is intrinsically higher than the per-
formance of semiconductor components, both for speed and energy dissipation,
for a given integration density.



444 J.-N. Patillon and D. Mailly

Table 12.1. Frequency performance and characteristics of Josephson junctions as
a function of their size [7]

JJ D CA Operating frequency for a circuit [GHz]

[μA/μm2] [μm] [FF/μm2] Unit Standard Complex

10 3.54 50 124 52–78 13–31

20 2.50 54 169 71–106 18–42

40 1.77 58 230 97–145 24–58

100 1.12 64 346 145–217 36–87

200 0.79 70 468 196–294 49–118

500 0.50 80 693 290–435 73–174

1 000 0.35 90 927 388–582 97–330

The uppermost limit for the operating frequency of an RSFQ component
carrying out a basic logic function, e.g., a flip-flop, is determined by the width
of the pulse created by the fluxon and can be expressed using an RSJ-type
(resistively-shunted junction) model [7]:

FJ =
ωJ

2π
=
(

βcJJ

2πΦ0CA

)1/2

, (12.36)

where βc is the McCumber parameter, usually close to unity, determined by
the shunt resistance, JJ is the critical Josephson current density, and CA is
the specific capacitance of the device with area A. The thickness of the tunnel
barrier is one of the key parameters, like the junction size, because it deter-
mines the critical Josephson current density JJ. As it is reduced, CA increases
linearly and JJ increases exponentially, so that the operating frequency FJ

increases as
√

JJ. This is why junctions with high values of JJ are required
to make fast components. For asynchronous circuits of medium complexity,
operating frequencies lie between ωJ/15 and ωJ/10 (empirically), but can be
bounded by ωJ/60 and ωJ/25 for very complex circuits, such as processors [7].
The frequency ranges given in Table 12.1 and shown graphically in Fig. 12.15
depend only on the design and implantation of the RSFQ components and in
no way reflect theoretical physical limits.

The power consumed in an RSFQ logic gate is less than μW. It is essen-
tially due to the bias current of several hundred μA which goes through the
neighbouring resistances (bias resistance, shunt resistance). In today’s com-
ponents, the contribution due to energy dissipated in the Josephson junction
remains negligible (see above, of the order of 2×10−19 J). Note that the power
cannot be minimised by reducing the bias current, because the product Φ0IJ

must always be much greater than the product kT , otherwise the noise con-
tribution due to thermal fluctuations is not negligible, and this leads to a
prohibitive error/bit ratio for most applications.
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Table 12.2. Estimated numbers of Josephson junctions for the main digital com-
ponents. DSP = digital signal processing, SDR = software defined radio

Type of component Number of junctions [103] Applications

Processor, DSP 100–300 Peta-flop computers, SDR

Switching matrix 10–300 Telecommunications

Correlator 10–300 Astronomy, radar

A/D , D/A converter 1–10 Radar, SDR, metrology

Sampler 0.1–1

The best integration density of (Nb) Josephson junctions achieved so far
is 60 × 103 JJ/cm2 [8]. It is not limited by the ultimate dimensions of the
junctions, but rather by the shunt resistance which considerably increases the
surface area of the basic cell. Indeed, this resistance requires an area of be-
tween 50 and 100 times D2, where D is the linear dimension of the junction [9].
Recent work with Nb has shown that junctions measuring less than 300 nm
can be made which no longer require the shunt resistance (intrinsic βc approx-
imately unity) [10]. Moreover, by using planar multilayers, with 8 layers of Nb
instead of 3 today, it should be possible to limit the area of an RSFQ gate
to 25D2, giving an integration density comparable with semiconductor com-
ponents. With a 0.3-μm technology, a theoretical density of 40 × 106 JJ/cm2

could be reached, although in practice it will not exceed 15 × 106 JJ/cm2 if
thermal aspects are taken into account.

Conclusion

The most mature technology available today is based on Nb trilayer junc-
tions. However, this material requires operating temperatures in the range
4–5 K and it is intrinsically limited to a response time of 0.7 ps. Note that
the fastest circuit to date (frequency of the order of 800 GHz) is a flip-flop
device made with 0.25-μm niobium technology [11]. Moreover, the most junc-
tions implemented so far was 90 × 103 JJ using 1.75-μm technology, to make
a microprocessor to operate at 20 GHz [8]. An alternative would be to use
NbN technology with the advantage of operating at 50% higher speed and at
a temperature of the order of 10 K. However, at the present time, it could not
be used for applications with more than 2×103 JJ. Finally, YBaCuO technol-
ogy, which is still a long way from being operational, has the advantage that
non-hysteretic junctions can be made with response time 0.1 ps and operating
at temperatures as high as 40–50 K. On the other hand, these high operating
temperatures generate extra thermal noise, which must be compensated by
a bias current that is ten times as big (since TYBCO = 10TNb). This in turn
means using inductances that are ten times as small, on the frontier of our
technological capabilities at the present time.
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Many electronic functions have already been achieved, e.g., phase-locked
loops, D/A and A/D converters, memory cells, auto-correlators, filters, proces-
sors, etc. The numbers of junctions required for a given application are evalu-
ated in Table 12.2 [12], but a great deal of technological progress (and financial
investment!) remains to be made before RSFQ electronics can go into mass
production.
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Molecular Electronics

J.P. Bourgoin, D. Vuillaume, M. Goffman, and A. Filoramo

The term ‘molecular electronics’ could be understood in two ways. Firstly,
it might be taken as referring to electronics carried out with molecular ma-
terials, i.e., organic materials, such as the fabrication of electroluminescent
diodes. On the other hand, it could be taken to mean the realisation of de-
vices comprising one or several molecules, or extending the idea slightly, one
or several objects of size comparable to a small molecule, i.e., typically about
5 nm. These nano-objects may be organic molecules, metal or semiconductor
nanoparticles, carbon nanotubes, nanowires, or biomolecules.

In the present chapter, we shall be concerned primarily with the second
interpretation of the term ‘molecular electronics’, which involves synthesising
nano-objects endowed with specific functions and connecting them to external
electrodes. The aim of molecular electronics is to design and realise electronic
circuits using nano-objects as components.

From a fundamental standpoint, the problem is to reach a new transport
regime by connecting nano-objects directly to conducting electrodes. By do-
ing this, one may hope to understand and control the relationship between
molecular structure and transport properties, in such a way that it will one
day be possible to exploit it.

From an applications standpoint, molecular electronics is an idea that has
stimulated the efforts and the dreams of a good many scientists, not to men-
tion the commitment of several major industrial partners. But to what do we
owe the present enthusiasm for this kind of research? Could it be its profile
as a possible alternative to the all-silicon approach to information process-
ing, whose ultimate limits have been announced for a 10 to 15 year horizon?
Could it be by reference to the ever-present model of the way our own brain
functions? Or is it just an opportunity to shake up an over-conservative mi-
croelectronics industry and introduce low cost fabrication methods based on
self-assembly of components? Or again, the possibility of developing better
control over complexity and reducing the energy cost of computation? What-
ever the driving force may be, this recent area of scientific endeavour, by its
very nature multidisciplinary, has firmly established itself at the crossroads
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Fig. 13.1. Basic building blocks of molecular electronics and their position with
regard to certain key characteristics

between chemistry, which makes the nano-objects, physics, which studies their
properties, and engineering, which fits them together into a working device.

This variety of attributes implies a certain level of complexity that we shall
attempt to decode here, starting with the basic building blocks (molecules, but
also nanoparticles and nanowires), then describing how they can be connected
up to make components, and finally, presenting the methods used to assemble
these components into circuits and discussing various possible architectures
available at this stage.

13.1 Basic Building Blocks: Choice, Wealth, Complexity

The nano-objects providing the basic building blocks of molecular electronics
are of four types. Their specific characteristics will be outlined here, insofar
as they are relevant to the field of molecular electronics as we have defined
it above. For further detail, the reader is referred to other chapters in the
present book.

Chemically Synthesised Molecules

These molecules, made by chemists, can be adapted to some use for which
they have been specifically designed. They can be exactly reproduced and in
large quantities, they exhibit quantised electronic levels (allowing observation
of quantum effects), they can be bistable or multistable (essential for making
components, and especially memory cells), and they are particularly apt for
self-assembly. On the other hand, they are very sensitive to their surround-
ings and generally exhibit a poor thermal behaviour and limited electronic
conduction.

Biomolecules

Extracted from a biological medium, these molecules are generally rather large
(1–100 nm). They often exhibit a strong tendency for self-assembly, and in
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particular, can be used as a template for directing the assembly of other
objects. Their electronic properties, and in particular those of DNA strands,
are still a subject of some controversy today.

Metal or Semiconductor Nanoparticles

Generally protected by an organic matrix, these tiny grains of matter nev-
ertheless conserve their special electronic properties which result from the
quantisation of energy levels due to spatial confinement (core size 1–10 nm).
More robust and less sensitive to the environment than molecules, their abil-
ity to self-assemble is relatively limited and wholly determined by the nature
of the organic matrix that contains them. Single-nanoparticle devices such as
single-electron transistors have been made recently.

Carbon Nanotubes and Nanowires

These objects, with nanometric diameters and micrometric lengths, may have
semiconducting or metallic properties, depending on their structure. They
are robust and can withstand heat treatment. On the down side, their purity
leaves something to be desired and they have limited ability with regard to
self-assembly, essentially determined by the molecules that can be adsorbed
onto their outer surface.

In the rest of the chapter, we shall focus more specifically on chemically
synthesised molecules and carbon nanotubes.

13.2 A Little History

The use of organic molecules for electronic applications was first suggested in
the 1970s. In 1974, A. Aviram and M.A. Ratner [1] published a theoretical
study extolling the virtues of electronic components based on molecules com-
prising electron donor and acceptor systems separated by a saturated organic
bridge. It was claimed that such molecules would give rise in an intrinsic man-
ner to a diode-type behaviour, i.e., that electrons would only transfer from
the acceptor group towards the donor group (forward direction, as opposed
to reverse direction). These molecules, called molecular diodes or molecular
rectifiers, would thus exhibit asymmetrical current–voltage characteristics if
the donor and acceptor groups could be connected to an anode and a cathode,
respectively, to carry out electrical measurements.

Towards the end of the 1970s, F. Carter then suggested other examples of
single-molecule components, to be used as triodes, for instance [2].

The first experimental results concerning the molecular diode idea did
not materialise for another twenty years after Aviram and Ratner’s original
suggestion, due to the extraordinary technical difficulties involved [3,4]. Dur-
ing this lapse of time, a whole new field of research had developed around the
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theme of chemical synthesis and the characterisation of novel molecular mate-
rials with properties that could be applied in the world of industry. Molecules
of type donor–ligand–acceptor, and especially mixed valence compounds, were
the subject of intense study. These are organometallic complexes containing
two metallic centers with two different oxidation levels which constitute the
donor and acceptor sites of the molecule. These compounds, usually based
upon ruthenium II and III for reasons of stability, are the simplest available
molecules for observing intramolecular electron transfer in solution [5]. On the
experimental front, transmission [6] and switching [7] phenomena obtained by
chemical [8] or photochemical [9] stimuli were observed, and other functions
were achieved, such as memory [10], etc. These isolated organic systems, ca-
pable of fulfilling basic functions, formed the starting point for what became
known as molecular electronics.

However, a major step still had to be taken to make an electrical contact
with a single molecule. It was not until the beginning of the 1990s that a
solution turned up as a direct consequence of the invention in 1981 of the
scanning tunneling microscope by H. Rohrer and G. Binnig (see Chap. 3).
Indeed, this invention made it possible to establish an electrical contact with
a molecule on a solid substrate, opening the way to experimental progress in
molecular electronics, with the first measurements on individual molecules in
1995 [11]. Later in the chapter, we shall return to the experimental aspects of
the field and their subsequent development, made possible by the introduction
of lithographic techniques with resolution suited to molecular dimensions.

Finally, at the beginning of the 1990s, carbon nanotubes were discovered
by Iijima at NEC (Japan), a discovery whose impact on the field of molecular
electronics can be clearly measured today.

13.3 Molecular Components

This section is concerned with molecular devices, i.e., devices based on the
use of one or several electrically-contacted molecules. As mentioned above,
the experimental difficulty in contacting one or a small number of molecules
is formidable, largely because of the scale reduction by a factor of 107 to 108

between the size of the molecule (of nanometric order) and the macroscopic
world.

13.3.1 Electrodes and Contacts

Much progress has been made over the past few years in the investigation of
electron transport properties in molecules connected to two metal electrodes.
This is due to the development of various techniques able to make electrical
contacts with one or more molecules. Figure 13.2 shows five experimental
arrangements in this context.
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Fig. 13.2. Experimental arrangements for observation on the molecular scale. (a)
The tip of the scanning tunneling microscope is positioned just above the molecule.
(b) The molecule is inserted in the gap of a break junction. (c) Molecules serve
as bridges between metal nanoparticles in a lattice arrangement. (d) The molecule
is in a transistor configuration in a planar nanogap formed on an insulator, with
the transistor gate located under the insulator. (e) Molecules are contacted by two
metal electrodes in a nanopore arrangement

Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) lies at the heart of this development.
Indeed, it solves the problem of connecting a molecule by positioning a metal
tip above the relevant molecule (see Fig. 13.2a). This technique has made it
possible to study the electronic properties of a variety of molecules adsorbed
onto various conducting substrates (the reader is referred to reviews in [12,
13]). Four types of experiment can be carried out with this setup:

• The STM tip is positioned just above a molecular monolayer. The number
of molecules involved in the measurement is then proportional to the radius
of curvature of the tip.

• The molecule under investigation, a conjugated molecule, is inserted into
a matrix of molecules that are less transparent to tunnel electrons, e.g.,
alkylthiols. The result is that the tip, located just above the relevant mole-
cule, seems to ‘stick out’ of the monolayer. Small numbers, or even indi-
vidual molecules have been successfully observed in this manner [14–17].

• The STM tip is positioned above individual molecules adsorbed onto a
substrate coated with an insulating layer. One can then make full use of
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the imaging capabilities of the STM and the molecule under measurement
can be exactly identified [13].

• A specifically created molecule is adsorbed onto the top of a (double)
atomic step of a metal substrate and the STM tip is used to measure the
transport along the axis of the molecule. This provides another way of
exactly identifying the molecule under measurement [18].

The main conclusion from all these experiments and the theoretical inter-
pretations made of them is that a molecule can have nonzero conductance,
determined for the main part by its molecular orbital structure, a point to
which we shall return later [19,20].

The use of an STM to connect up a single molecule does have its lim-
itations, however. Among the various problems are the asymmetry of the
junction, a lack of mechanical stability which makes it difficult, at least at
room temperature, to maintain a stable chemical bond between the tip and
the molecule, and the impossibility of working with long molecules (with sizes
greater than one nanometer). Moreover, these setups do not permit the in-
troduction of a third electrode which could be used to apply a gate potential.
These limitations, combined with technical progress in electron lithography,
have led to the development of complementary techniques.

Complementary Solutions

We shall now describe four of these techniques, all developed over the last few
years.

• The first used a mechanical break junction (see Fig. 13.2b). The idea is
to break, by bending, a very thin metal wire fabricated on the surface
of an elastic substrate, thereby creating two electrodes. Molecules with
tethering functions at each end are then introduced between these two
electrodes. The interelectrode distance, or gap, is then adjusted to a dis-
tance comparable with the size of the molecules in order to establish the
contact [15, 21–24]. This technique greatly improves mechanical stability
in comparison with STM experiments [23,25]. It also makes it possible to
measure room temperature transport properties of a very small number
of molecules chemically bonded to the two electrodes. It is impossible to
determine the number of connected molecules precisely, but it can be eval-
uated as being at most 300 molecules by geometrical considerations and
it is reasonable to suppose on the basis of experimental results that only
a single molecule comes into play. It is still difficult to build in a third
electrode (gate potential) for control purposes.

• A second method consists in using metal nanoparticles connected together
by the molecules under investigation (see Fig. 13.2c). The whole thing is
then deposited between two metal electrodes whose size, and in partic-
ular the radius of curvature, must be compatible with the size of a few
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nanoparticles. Measurement of transport properties only yields values av-
eraged over a large number of molecules and it remains difficult to extract
the conductance of an individual molecule because the usual laws con-
cerning the conductance are no longer valid on the nanoscale. One thus
obtains only an order of magnitude for the conductance of a single mole-
cule [26–30].

• The two last alternatives involve producing a host structure for one or
more molecules. Two geometries are possible here:
– A vertical geometry (see Fig. 13.2e) can be obtained by making a

nanopore with diameter 30–50 nm in a thin insulating film deposited on
the surface of a metal substrate which constitutes the lower electrode,
by self-assembling molecules at the bottom of this nanopore and sub-
sequently evaporating the upper electrode [31–34]. This technique does
not allow the electrical connection of a single molecule. The number of
molecules present in the nanopore is estimated to be several thousand.
Neither does it allow the introduction of a control electrode which could
influence transport electrostatically. On the other hand, it is easy to re-
alise and produces interesting results concerning, among other things,
the link between transport properties and molecular structure.

– A horizontal structure (see Fig. 13.2d) can also be obtained, using
electron lithography to prepare two metal electrodes, separated by a
distance equal to the size of the relevant molecule, on a substrate sur-
face. This setup seems to be the most promising found so far. Indeed,
measurements can be made at any temperature and with a control
electrode, with possibilities for industrial applications. However, such
planar host structures were nevertheless long restricted to the study
of molecules with dimensions greater than 5 nm owing to the technical
limitations of nanolithography, and in particular the size of the elec-
tron beam, the grain size of the electrosensitive resist and the grain
size of the metal. Over the last few years, several techniques have been
devised to go below the 5-nm limit.

The first of these techniques rests upon the following principle. To begin with,
two electrodes 20 nm apart are prepared in an SiN film by electron lithography
and reactive etching. The two electrodes are then suspended by means of a
hydrofluoric acid etch of the lower insulating layer. Finally, the interelectrode
spacing is reduced by successive rounds of platinum sputtering, until a gap
of 4 nm is obtained [35]. Although this technique does not allow a control
electrode to be placed in the immediate vicinity of the relevant molecule,
it has nevertheless made it possible to measure the transport properties of
palladium clusters [35] and a DNA strand [36], for example.

The second technique was developed by C. Marcus and coworkers at Stan-
ford [37, 38]. The starting point is once again to fabricate two electrodes,
but this time 50–400 nm apart. The interelectrode spacing is then reduced
down to about 1 nm by gradual electrodeposition of a metal onto the two
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electrodes. One advantage with this process is to be able to obtain two elec-
trodes made from different metals, by carrying out two successive rounds of
deposition with different electrolytes. Moreover, the metal deposits can be
controlled by adjusting the current passing between the two electrodes. As a
consequence, the distance between the two electrodes can be controlled to an
accuracy of atomic order. This technique has not yet been able to measure the
transport properties of conjugated molecules, but it has been used to reveal
dynamical Coulomb blockade effects with an alkyldithiol layer inserted in the
junction [38].

The third process was devised by McEuen and coworkers [39,40]. The idea
is to use a bilayer of electrosensitive resist to make a PMMA bridge suspended
over the substrate, then to evaporate gold from two opposing angles calculated
in such a way that the two half wires created under the mask overlap to yield a
continuous gold wire. The next step is to generate an electromigration process,
wherein the gold atoms making up the wire are set in motion by applying
a bias across the terminals, until the wire eventually ruptures. This forms
two electrodes separated by 1–3 nm. The technique has been used recently to
measure the transport properties of C60 molecules [40], among other things.

This last process has no major drawbacks, except for the possibility of
creating metal clusters at the instant when the wire ruptures, the high tem-
perature of the wire at this same moment [41], and the uncertainty regarding
the number of molecules adsorbed within the gap. Indeed, the interelectrode
separation cannot be observed by high resolution transmission electron mi-
croscopy (HRTEM) and the organic molecules are not visible with such a
technique.

Molecule–Metal Coupling

Molecule–metal coupling plays a predominant role in transport within metal–
molecule–metal junctions. The example of C60 will serve to illustrate.

C60 molecules, discovered in 1985, are spherical molecules of diameter 7 Å.
They have been the subject of many studies, in particular by STM after
adsorption onto a substrate. It transpires that the transport mechanism can
vary greatly with the strength of the electron coupling between molecule and
substrate.

Porath et al. used a gold substrate coated with a thin insulating layer
[42,43]. The I(V ) characteristic and tunnel spectroscopy results were obtained
for an isolated C60 molecule at room temperatue and at 4.2 K. It was observed
that the current was suppressed at low values of the potential, indicating the
presence of the Coulomb blockade phenomenon. Steps were also observed in
the current (Coulomb stairs). Figure 13.3 shows examples of these features to-
gether with the corresponding theoretical curves, calculated using a classical
single-electron transport model modified to take into account the discrete en-
ergy spectrum of the molecule. The interpretation of the experimental results
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leads to the conclusion that the C60 molecule is in a double tunnel junction
configuration, i.e., with weak metal–molecule coupling.

The situation is very different if the C60 molecule is deposited directly on
the metal substrate and there is no insulating layer. Joachim et al. [19, 44]
have investigated this configuration: an STM tip is positioned just above a
single C60 molecule adsorbed onto a gold (110) surface. Figure 13.4 shows
that the I(V ) characteristics are linear for low biases. The resistance of the
tip–C60–Au(110) junction is then equal to 54.8 MΩ. The authors concluded
from these observations that the direct adsorption of the C60 molecule onto
the surface gives rise to a situation in which the coupling is strong enough
for the tunneling current to cross the junction coherently, but weak enough
for the molecule to be able to maintain its electronic identity. The linearity
of I(V ) thus results from a broadening of the molecular energy levels due to
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interaction with the metal surface (see Sect. 13.3.2) and also from the absence
of any resonance between the various levels in the considered energy range.
The authors also showed that an electromechanical component could be made
on the basis of this transport mechanism.

It would be a mistake to conclude that C60 molecules can simply be ad-
sorbed onto a gold surface in order to obtain a strong enough coupling to
give rise to a tunnel transport regime in the junction. A recent experiment by
McEuen and coworkers [39,40] shows that this is not the case. This work was
the first experimental realisation of a single-molecule transistor. It comprised
a nanoscale gap, prepared by controlled electromigration (see p. 454), into
which a C60 molecule was introduced. The I(V ) characteristics reveal non-
linear behaviour with suppressed current at weak bias (see Fig. 13.5). These
results seem to indicate that single-electron transport takes place in the junc-
tion, as would characterise a weak coupling between the C60 molecule and the
electrodes.

These examples show that the coupling between C60 molecules and a sub-
strate is a delicate problem that we are far from being able to control. A
priori, a better way to control this coupling is to use molecules with func-
tions at their extremities that have been specifically chosen to react with the
electrode metal, and indeed, this line of research has been widely investigated.

13.3.2 Relationship Between Molecular Structure and Properties

The relationship between molecular structure and transport properties clearly
depends heavily on the type of coupling between the molecule and the elec-
trode metal. There are two limiting cases:

• The strong coupling limit, in which the metal–molecule–metal structure
forms a sort of electronic wave guide (coherent transport).
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• The weak coupling limit, in which the passage of an electron from one
electrode to the other occurs sequentially, passing through a charged state
of the molecule, viz.,

M0 −→ M−1 or M0 −→ M+1 .

In the following, we shall present a simple model for each limiting case in
order to obtain a qualitative understanding of molecular conduction.

To understand the current–voltage (I–V ) characteristic of a molecular
conductor, the first step is to construct the energy level diagram which allows
one to distinguish the weak and strong coupling cases.

The electronic properties of an isolated molecule can be described in terms
of the molecular orbitals (MO) [45]. In general, the energy spectrum can be
obtained by two different approaches: an ab initio method or a semi-empirical
method. In both cases, we obtain a spectrum like the one shown schemati-
cally in Fig. 13.6a. The highest occupied molecular orbital is referred to as the
HOMO and the lowest unoccupied molecular orbital as the LUMO. This spec-
trum is modified when the molecule is directly chemisorbed onto the metal
electrodes. We shall assume here that the molecule retains its identity during
adsorption, in the sense that it does not dissociate, for example. The energy
levels of its MO are broadened due to hybridisation with the delocalised wave
functions of the metal electrodes (see Fig. 13.6b). These energy levels can also
be shifted energywise by the interaction with the electrodes under the effects
of fractional charge transfer.

It is the degree of broadening of the levels which will allow us to distinguish
between weak and strong coupling. To do this, we compare this broadening Γ
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with the energy U required to add or subtract an electron from the molecule
adsorbed on the electrodes:1

• If U ≤ Γ , transport will be described by the strong coupling case.
• If on the other hand U � Γ , we find ourselves in the weak coupling

limit, where the passage of an electron from electrode 1 to electrode 2
occurs sequentially via a charged state of the molecule (M0 → M−1 or
M0 → M+1). This regime, known as the Coulomb regime, is characterised
by integer charge transfer. It is important to note that, in order for the
structure to be in the Coulomb regime, both electrodes must be weakly
coupled to the molecule, because Γ is the sum of the individual broadening
due to each electrode.

Transport in the Strong Coupling Regime

Intuitively, one expects the coupling force to be an important factor in deter-
mining the current through these structures. Indeed, the stronger the coupling,
the greater one expects the current flow to be.

The broadening Γ of a molecular orbital which reflects the coupling force
can also be associated with the escape time τ of an electron placed in this
molecular orbital: Γ = �/τ . One can also interpret Γ/� as the injection rate
into the molecular orbital once contact has been made. In general, the broad-
ening Γ can be different for different molecular orbitals. Two quantities Γ1

and Γ2 are usually defined, one for each contact, with a total broadening given
by Γ = Γ1 + Γ2.

To understand the way the current passes through a molecule in the strong
coupling regime, two things are required:

• The energy diagram of the molecular orbitals must be adjusted with re-
spect to the Fermi level of the electrodes.

• The spatial profile of the applied potential must be established.

Energy Diagram

The position of the Fermi level with respect to the HOMO and LUMO of
the molecule is probably the single most important factor in determining the
I(V ) characteristic of a molecular conductor. In general, it is located between
the HOMO and LUMO of the molecule.2 The position fo the Fermi level can
be determined by photoemission spectroscopy [46].
1 The energy term U for an isolated molecule is easy to determine using standard

methods of quantum chemistry. For a molecule adsorbed onto the metal elec-
trodes, it is more difficult to determine and indeed, this question is the subject
of current research.

2 The Fermi energy EF is determined by the condition which establishes that the
number of states below the Fermi level is equal to the number of electrons of
the molecules (multiplied by 2 to account for spin degeneracy). This quantity is
not necessarily a whole number when the molecule is in contact with the metal
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Potential Profile

An important factor in the determination of the I(V ) characteristic is the
potential profile across the molecular conductor. At equilibrium, the metal–
molecule–metal system has a common Fermi energy, equal to the electrochem-
ical potential μ1 and μ2 of the two electrodes. When a potential difference V
is applied across the structure, μ1 − μ2 = eV . We now ask how the electro-
chemical potentials μ1 and μ2 will evolve with respect to the molecular levels
in this case.

Of course, we are free to choose an arbitrary zero level for the applied
potential. For example, if electrode 1 is taken as reference,

μ1 = EF , μ2 = EF + eV .

However, we must also account for the shift in the energy of the molecular
orbitals, which depends in detail on the shape of the electrostatic potential
profile in the molecule. To a first approximation, the molecular levels can be
considered to shift in a rigid manner by a change in the average potential
〈δVmol(r)〉 in the molecule in the presence of an applied bias V [47].

In this approximation, we may write the average potential as

〈δVmol(r)〉 = ηeV ,

where the factor η multiplying the voltage is a number between 0 and 1. For
convenience, let us now take the HOMO energy as reference. The electrochem-
ical potentials are then shifted as follows:

μ1 = EF − ηeV , μ2 = EF + (1 − η)eV .

It is important to note that this fractional voltage factor η can have a pro-
found effect on the I(V ) characteristic. If η = 0, the energy diagram under
an applied voltage looks like the one shown schematically in Fig. 13.7a. For a
positive potential applied at electrode 1, the current begins to circulate when
μ2 reaches the LUMO level, whereas for a negative potential, it begins to cir-
culate when μ2 reaches the HOMO. As a consequence, the positive branch of
I(V ) can be completely different from the negative branch, because different
molecular orbitals contribute to transport. On the other hand, if η = 0.5, the
energy diagram is like the one shown in Fig. 13.7b and I(V ) will be symmet-
rical. Indeed, independently of the polarity of the applied bias, when the bias
is increased, conduction will first take a contribution corresponding to the
HOMO (resp. LUMO) and the LUMO (resp. HOMO) will only contribute at
high voltages, if the equilibrium Fermi energy EF is close to the HOMO (resp.
LUMO).

electrodes. The molecule may give or take a fractional charge δn depending on the
work function of the metal electrons. For most metal–molecule bonds, δn < 1.
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Fig. 13.7. Energy diagram for a metal–molecule–metal structure. (i) Electrode 1
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trode 2. (a) η = 0 and molecular levels remain fixed with respect to electrode 1. (b)
η = 0.5 and molecular levels are shifted by eV/2 with respect to electrode 1
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Fig. 13.8. Schematic representation of the of the model with one molecular energy
level. Γ1 and Γ2 are the couplings of the level with electrodes 1 and 2, respectively

Simple Model

We shall describe here a simple model with a single molecular orbital of energy
ε. This level represents the level closest to the Fermi energy FF at equilibrium.
This single-level model incorporates the main ingredients outlined in the last
section and illustrates the roles played by each of these factors:

• the position of the Fermi level EF relative to ε,
• the broadening Γ1 and Γ2 due to the electrodes,
• the charge energy U which produces the energy level shift under applied

bias V .

For the moment, we shall neglect the broadening of the level ε and treat
it as being discrete. The current through this level can be calculated using
a straightforward approach (see Fig. 13.8). Let Γ1 and Γ2 be the coupling

If δn = 1, the Fermi energy would be located at the LUMO of the molecule,
whereas if δn = −1, the Fermi energy would be located at the HOMO. Clearly,
for intermediate values, the Fermi level is located between the HOMO and LUMO
of the molecule.
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between the molecular level and electrodes 1 and 2, respectively. As mentioned
earlier, the escape rates of electrons in the level to electrodes 1 and 2 are given
by Γ1/� and Γ2/�, respectively.

If the level were in equilibrium with electrode 1, the number of electrons
N1 occupying it would be

N1 = 2f(ε, μ1) ,

where

f(ε, μ) =
[
1 + exp

(
ε − μ

kBT

)]−1

is the Fermi–Dirac function. In the same way, if the level were in equilibrium
with electrode 2, this number would be

N2 = 2f(ε, μ2) .

Out of equilibrium, the number of electrons N will lie between N1 and N2

and we can write the net current through electrode 1 as

I1 =
eΓ1

�
(N1 − N) ,

whilst for electrode 2,

I2 =
eΓ2

�
(N − N2) .

In the stationary state, I1 = I2 and hence

N = 2
Γ1f(ε, μ1) + Γ2f(ε, μ2)

Γ1 + Γ2
,

I = I1 = I2 =
2e

�

Γ1Γ2

Γ1 + Γ2

[
f(ε, μ1) − f(ε, μ2)

]
.

Given the energy ε of the molecular level, the couplings Γ1 and Γ2 with the
electrodes, and the electrochemical potentials μ1 and μ2 of the electrodes,
we can obtain the current from the last equation. However, we would like to
include charge effects in our calculation. To do so we shall introduce a potential
similar to the one used in the Hubbard model, viz., USC = 〈δVmol(r)〉, due to
the change in the number of electrons from the equilibrium value of 2f(ε0, EF):

USC = U
[
N − 2f(ε0, EF)

]
.

We shall allow the level ε to float, so to speak, with this potential:

ε = ε0 + USC .
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Fig. 13.9. Principle of self-consistent calculation
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Fig. 13.10. Current–voltage characteristic I(V ) calculated from the model with
EF = −5.3 eV, ε0 = −5.7 eV, Γ1 = 0.1 eV, Γ2 = 0.2 eV

As the potential depends on the number N of electrons, the calculation must
be carried out self-consistently, as shown schematically in Fig. 13.9.

Once convergence has been obtained, the current is calculated using the
corresponding expression. For example, the result obtained for EF = −5.3 eV,
ε0 = −5.7 eV, Γ1 = 0.1 eV, Γ2 = 0.2 eV is shown in Fig. 13.10 with
(U = 0.2 eV) and without (U = 0 eV) charge effects. The width of the ob-
served step (with U = 0 eV) is due to the temperature used in the calculation
(kBT = 0.025 eV), because the level is considered to be discrete in this model.
Note that including charge effects broadens the steps, even if the broadening
effects due to Γ1 and Γ2 are not included in this calculation. The size of the
zero current region is directly related to the energy difference between the
molecular level and the Fermi level. The current increases significantly when
the voltage reaches 0.8 V, i.e., exactly 2|EF−ε0|, as one might expect if η = 0.5
(see Fig. 13.7b).

One remarkable effect is the asymmetry observed in I(V ) when Γ1 �= Γ2

(see the curve corresponding to U = 0.2 eV in Fig. 13.10). This can explain
several experimental results which show an I(V ) asymmetry [23,48], discussed
in more detail on p. 473. In the example shown in Fig. 13.10, the current is
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transported by the HOMO level (EF > ε0) and it is greater when a positive
bias is applied to the better coupled electrode.

Model Including Level Broadening

In the last section, we treated the level ε as discrete, ignoring the broadening
Γ = Γ1 + Γ2 caused by coupling to the electrodes. In order to take this into
account, we replace the discrete level by a Lorentzian density of states

D(E) =
1
2π

Γ

(E − ε)2 + (Γ/2)2

and modify the equations for N and I to include an integration over the
energy:

N = 2
∫ ∞

−∞
dE D(E)

Γ1f(E,μ1) + Γ2f(E,μ2)
Γ

,

I =
2e

�

∫ ∞

−∞
dE D(E)

Γ1Γ2

Γ

[
f(E,μ1) − f(E,μ2)

]
.

The charge effect is introduced as before, allowing the centre ε of the density
of states to float:

ε = ε0 + USC , USC = U
[
N − 2f(ε0, EF)

]
.

The results are shown in Fig. 13.11, where we have used the same parameters
as in Fig. 13.10. The only observed effect is that the steps in I(V ) are now
rounded off.

The model just presented includes the three factors which influence mole-
cular conduction, viz., EF − ε0, Γ1,2, and U . However, real molecules have
several molecular orbitals which broaden and may overlap. One of the most
widely used formalisms for dealing with several levels manifesting arbitrary
broadening and overlap is the non-equilibrium Green function approach. The
interested reader is referred to [49].

Transport in the Weak Coupling Regime

Phenomenological Description

Consider the case of a molecule placed between metal electrodes, to which it is
weakly coupled. We shall assume that, in this limit, the number N of electrons
in the molecules is a good quantum number. The coupling is then treated as
a perturbation and electron transfer between electrode 1, the molecule and
electrode 2 takes place via the tunneling effect.
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Fig. 13.11. Current–voltage characteristic I(V ) calculated with EF = −5.3 eV,
ε0 = −5.7 eV, Γ1 = 0.1 eV, Γ2 = 0.2 eV. Continuous curve: Broadening included in
the calculation. Dashed curve: Broadening not included (identical to the continuous
curve in Fig. 13.10)

In this framework, the energy diagram is as shown in Fig. 13.12, where we
have aligned the energy levels using the work function WF of the electrons,
the electron affinity A, and the ionisation potential I of the molecules. For
example, the electron work function for a gold electrode is typically about
5.3 eV, whilst the electron affinity and ionisation potential for an isolated
C60 molecule are A0 = 2.65 eV and I0 = 7.58 eV, respectively. These values
corresponding to emission from and injection into the vacuum are certainly
modified by the presence of the metal electrodes. For example, the true values
A and I differ from A0 and I0 by the image potential Wim associated with
the metal electrodes [50]:

A = A0 + Wim , I = I0 + Wim .

The key point in this description of the transport is as follows. When trans-
ferred from electrode 1 to electrode 2, the electron must:

• either begin by charging up the molecule (M0 → M−1, dashed curve in
Fig. 13.12) from electrode 1, which requires an energy A − WF, and sub-
sequently move to electrode 2, which corresponds to an energy gain;

• or begin by ionising the molecule towards electrode 2 (M0 → M+1, con-
tinuous curve in Fig. 13.12), which involves an energy of WF − I, then
compensate for this charge transfer from electrode 1, which is energeti-
cally favourable.

If the sum of the thermal energy kBT and the energy from the voltage supply
V is not enough to overcome A−WF or WF − I, the current will be blocked,
a phenomenon known by the name of Coulomb blockade (see Chap. 11).
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Fig. 13.12. Energy level diagram of the metal–molecule–metal structure for a
weakly coupled molecule

Transport through this metal–molecule–metal device is completely analo-
gous to the problem of a quantum dot connected to electrodes through tunnel
barriers (see Chap. 11). The electrochemical potential of the molecule in its
neutral state (with N electrons) is defined as

μmol(N) ≡ E(N) − E(N − 1) ,

where E(N) is the total energy of the molecule modified by the presence of
the electrodes. This is precisely the definition of the ionisation potential:

−I = E(N) − E(N − 1) .

In the same way, the electrochemical potential of the negatively charged mole-
cule (with N + 1 electrons) is equal to

μmol(N + 1) ≡ E(N + 1) − E(N) = −A .

As for a quantum dot (see Fig. 13.13), the electrons will be able to go through
electrode 1 towards electrode 2 when μmol is located between the potentials
μ1 and μ2 of the electrodes (with eV = μ1 − μ2), i.e., μ1 > μmol > μ2.

Calculating the I(V ) Characteristic in the Coulomb Regime

This analogy can be taken further. The same formalism can in fact be used
to calculate the I(V ) characteristic of this metal–molecule–metal structure.
To do this, we have represented the equivalent circuit diagram for this struc-
ture in Fig. 13.14a. For this equivalent circuit, the total energy of the system
can be written as the sum of two contributions: an electrostatic energy term
in which the Coulomb interaction between electrons is characterised by the
capacitance Ci between the electrode i and the molecule, and a second term
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Fig. 13.13. Analogy between the energy level diagram of a metal–molecule–metal
structure for a weakly coupled molecule and a quantum dot (see Chap. 11). The
applied voltage V opens an energy gap μ1 − μ2 between occupied states in elec-
trode 1 and unoccupied states in electrode 2. The electrons in this range are those
contributing to the current. At low voltage only the ground state will contribute
to the current [μmol(N) for the molecule, μQD(N) for the quantum dot]. At higher
voltages, there will also be a contribution from excited states

which characterises the total energy of the molecule. In this approximation,
the total energy of the system can be written

E(N) =
e2

2C
(N − N0)2 +

N∑
i=1

εi ,

where C = C1 + C2 is the total capacitance between the molecule and the
electrodes, which characterises the Coulomb interaction, and N0 represents a
shift charge associated with the environment of the molecule. The last term
of the equation is the sum over occupied states of the discrete spectrum εi of
the isolated molecule, calculated using the single-electron approximation.3

The electrochemical potential of the molecule with N electrons is given by

μmol(N) ≡ E(N) − E(N − 1) =
e2

C

(
N − N0 − 1

2

)
+ εN .

The electrochemical potential of the electrodes can be written (strong coupling
as discussed above)

μ1 = (1 − η)eV , μ2 = −ηeV ,

where η = C1/C is the coupling asymmetry factor.
3 Here we neglect the correlation and exchange term which does not usually signifi-

cantly modify the energy associated with addition of one electron to the molecule.
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Fig. 13.14. Equivalent circuit diagram. The molecule is placed between the two
electrodes and connected to them via capacitances C1 and C2. Electrons can pass
between 1 and the molecule and between 2 and the molecule by the tunnel effect

In the following, the I(V ) characteristic is calculated in the very simple
case of a molecule which has only two quantum states: the neutral state (with
N electrons) and a state in which it is charged by an extra electron (hence,
with N + 1 electrons).

The transition rate with which electrons pass through the two metal–
molecule tunnel barriers in the two directions are calculated to first order in
perturbation theory using the Fermi golden rule. This transfer is assumed to
be elastic, i.e., the energy of the electron is assumed to be the same before
and after the transfer.

Let us calculate the transition rate γ+
1 for one electron from electrode 1

the molecule. The molecule begins in the state N and goes into the state
N + 1 after the transfer. Assuming a constant density of states ρ1 for the
electrode,4 about its electrochemical potential μ1, and denoting the element
of the coupling matrix between the two states of the molecule by T , we obtain

γ+
1 = t1f

(
μmol(N + 1), μ1

)
, t1 =

2π

�
|T |2ρ1 .

In the same way, the transition rates γ−
1 from the molecule towards electrode 1,

and γ+
2 (resp. γ−

2 ) from electrode 2 (resp. the molecule) towards the molecule
(resp. electrode 2) are given by

γ−
1 = t1

[
1 − f

(
μmol(N + 1), μ1

)]
,

γ+
2 = t2f

(
μmol(N + 1), μ2

)
, γ−

2 = t2

[
1 − f

(
μmol(N + 1), μ2

)]
,

where
4 This is a good approximation for gold, the metal generally used for connections.
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Fig. 13.15. I(V ) characteristics calculated in the weak coupling model with μ1 =
μ2 = 3.3× 10−6. Electron affinity A = 0.5 eV. The broadening of the steps is due to
the temperature kBT = 0.025 eV. The observed asymmetry is caused by the coupling
asymmetry

t2 =
2π

�
|T |2ρ2 .

The current circulating through the molecule is now obtained by counting the
electrons transferred from electrode 1 to electrode 2 and those transferred from
electrode 2 to electrode 1. The rate of transfer of electrons from electrode 1
to electrode 2 is γ+

1 γ−
2 /γΣ , whilst that from electrode 2 to electrode 1 is

γ+
2 γ−

1 /γΣ , with γΣ = γ+
1 + γ−

1 + γ+
2 + γ−

2 . The current is therefore given by

I = e

(
γ+
1 γ−

2

γΣ
− γ+

2 γ−
1

γΣ

)
= e

t1t2
t1 + t2

[
f(μmol, μ1) − f(μmol, μ2)

]
.

Note that the expression obtained here for the current is exactly the same as
for the simple model of a discrete state calculated in the strong coupling case,
without broadening but with a coupling given by5

Γi = π|T |2ρi .

Figure 13.15 shows the I(V ) characteristics calculated using the last formula.
The position of the step is associated with the electron affinity A divided by
η for positive biases and A/(1 − η) for negative biases.

5 This similarity may lead to confusion. It should be remembered that, in the strong
coupling case, it is the energy of the molecular orbitals which determines the
current, whereas in the weak coupling case, it is the electron affinity μmol(N + 1)
for a one-level model and the terms μmol(N + i) (energy cost for adding a number
i ∈ Z of electrons) for a multilevel model.
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This simple model illustrates the main principles of transport in the weak
coupling case. We shall not go into the details of how this system can be made
to operate as a single-electron transistor (see Chap. 11).6 The models used to
account for experimental results are complemented by taking into account
several levels, excitations, and interlevel transitions [51,52].

13.3.3 Functions

In this section, we shall describe several functions that can be carried out with
electrically contacted molecules.

Molecular Wires

Unlike the aliphatic chains, in which all chemical bonds are saturated and
which thus behave as insulators, the small π-conjugated oligomers are con-
sidered as prototypes for conducting molecular wires. The smaller HOMO–
LUMO gap in these oligomers, around 3 eV compared with 8–9 eV in the
aliphatic chains, explains why they are more efficient for electron transport.
This greater efficiency also turns up in non-resonant tunnel transport char-
acteristics. This regime corresponds to the strong coupling scenario described
above, but out of resonance. The transport models discussed above can be
used to express the conductance G = G0e−βL of the metal–molecule–metal
junction, where G0 is the contact conductance, β the tunneling decay factor,
and L the length of the molecule [53]. In π-conjugated oligomers, the tunneling
decay factor β is of the order of 0.2–0.6 Å−1 compared with 0.6–1.0 Å−1 for
the aliphatic chains [53]. In other words, electron transport is possible over a
greater distance in π-conjugated oligomers. The main oligomers studied have
been the phenyl and thiophene oligomers, the oligophenylene vinylenes, the
oligophenylene ethylenes, and the carotenoids. The number of monomers is
generally between one and four, implying maximal lengths of the order of
25 Å. These molecules always have one functionalised end, e.g., by a thiol
–SH, allowing them to attach themselves by chemisorption onto a gold elec-
trode. Sometimes both ends are functionalised so that they can attach to both
electrodes. The transport properties have been studied with various electrode
configurations (see Sect. 13.3.1), STM or C-AFM and break junctions, where
a small number of molecules are measured, or with monolayers sandwiched
between two electrodes (crossed metal wires or nanopores).

The current–voltage curves are highly nonlinear, with steps (peaks in the
derivative curve ∂I/∂V ) [21,23,24]. Figure 13.16 shows two typical cases, for a
benzene molecule and a terthiophene molecule [21,23]. These steps correspond

6 Formally, the effect of the electrostatic potential applied via a gate simply
amounts to varying the chemical potential of the electrodes in the framework
used above, adding a term −eCg/CVg, where Vg is the voltage applied to the
gate.
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Fig. 13.16. Two examples of I–V curves for π-conjugated oligomers inserted into
a break junction. Left : benzene dithiol [21]. Right : terthiophene dithiol [23]

to a charge transfer between the electrodes via the molecular orbitals in res-
onance between the Fermi levels of the two electrodes (see Sect. 13.3.2). The
measured conductance, or the current amplitude (taken at a given voltage and
evaluated per molecule), depends on several factors. Apart from the intrin-
sic conductance of the molecule, the coupling between the molecule and the
electrodes is a crucial factor. Likewise, between measurements made on an iso-
lated molecule and those made on a collection of molecules, e.g., a monolayer,
intermolecular interactions can modify the efficiency of electron transport.
These interactions broaden the molecular orbitals and are therefore likely to
enhance transport. In a recent review of around twenty results in this area,
the observed currents thus varied from 10 to 104 pA/molecule [54]. The role
of the chemical bond between the molecule and the electrode is clearly visible:
the current increases by a factor of 10 when we compare the same oligopheny-
lene ethylene connected chemically (via an S–Au bond) to both electrodes
instead of to just one [55]. Likewise, the nature of the chemical bond is rel-
evant, because it modifies the contact conductance G0. In agreement with
theoretical predictions [56, 57], it has been observed that electron transport
is more efficient when a terthiophene is attached to a gold electrode by a
selenium atom rather than by a sulfur atom [17,46].

A last interesting feature of electron transport through these π-conjugated
oligomers concerns the effects of conformation. The conductance of the mole-
cule is reduced when the π groups are perpendicular to each other, whilst a
coplanar conformation allows a good coupling of the π orbitals and thereby
favours charge transfer along the molecule. A possible example [32,33] of these
conformation effects on the transport is the significant decrease in the current
observed beyond a certain threshold voltage (negative differential resistance,
see Fig. 13.17), which would correspond to a change in the redox state of
the molecule, the central π group being substituted by an amine group NH2

and a nitro group NO2, and hence to a change in its conformation. Recent
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theoretical work [58] confirms this analysis. Another example [24] is provided
by the observation, on the scale of a small number of molecules in a break junc-
tion, of the correlation between the conformational symmetry/asymmetry of
the molecule and the bias symmetry/asymmetry of the respective I–V curves
(see Fig. 13.18).

Diodes

Just as semiconductor electronics began with the invention of the p–n junc-
tion, the first scientists to investigate molecular electronics sought to invent a
molecular analogy of this current rectifying diode [1]. The rectifying diode is
indeed a very simple component. However, in combination with simple resis-
tances, one can already build logic circuits (diode–resistance logic). A similar
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Fig. 13.18. Measurements made using the break junction technique [24]. Left :
Asymmetric I–V curve obtained with the asymmetric molecule (II). Right : Sym-
metric I–V curve obtained with the symmetric molecule (I)
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possibility also exists for negative differential resistance (NDR) diodes like
those mentioned just above [32] on molecular wires. We shall not go into
further detail concerning these resonant tunneling devices (RTD).

Thirty years after the theoretical proposal of Aviram and Ratner [1], we
must ask what progress has been made in understanding the finer points of
current rectifying molecular diodes and how far we have actually got towards
making them.

At the present time, the donor–bridge–acceptor-type molecule that has
produced the most significant experimental results is C16H33-Q-3CNQ, the
hexadecyl-quinolinium tricyanoquinodimethanide molecule (see the insert of
Fig. 13.19). A Langmuir–Blodgett monolayer of this molecule sandwiched be-
tween two metal (Al or Au) electrodes does indeed produce a current rectifying
effect (rectification ratio of about 30), as illustrated in Fig. 13.19 [59–63]. The
direction of rectification [more current for a positive bias on the electrode lo-
cated on the donor (quinolium) side] corresponds to the suggestion of Aviram
and Ratner that an intramolecular electron transfer is easier from the acceptor
group towards the donor than conversely. However, there are two differences
between the original idea of Aviram and Ratner and what actually happens
with the molecule C16H33-Q-3CNQ:

• The bridge between the two groups is π conjugated in the experimental
case, whereas it is composed of saturated (σ) bonds in the theoretical
proposal.

• The experimental molecule is substituted at the donor end by a long
aliphatic chain. This chain is required to make the molecule amphiphilic
and suitable for forming a monolayer by the Langmuir–Blodgett technique.

These two differences have an important impact on the electron transport
properties, as we shall see.

With the σ bridge, the Aviram–Ratner model assumes that the molecular
orbitals of the donor and acceptor groups remain localised. In reality, with
the π-conjugated bridge, this is not at all the case, as is shown by the theoret-
ical calculation using the density functional theory (DFT). The HOMO and
LUMO are delocalised over the whole of the two groups (see Fig. 13.20) [64].
A direct consequence of this result is that the current–voltage characteris-
tic (calculated by the self-consistent tight-binding method) of a monolayer of
the molecule Q-3CNQ (the D–A system without the aliphatic chain) will be
symmetric (see Fig. 13.21a), and hence will have no rectifying effect on the
current. The same calculation with the aliphatic chain yields an asymmetric
characteristic (see Fig. 13.21b), in qualitative agreement with experiment [64].
In this case, it is the introduction of a geometrical asymmetry into the metal–
molecule–metal structure which is responsible for this current rectifying effect.
Indeed, the D–A group is better coupled electrically with one electrode than
with the other, being separated from the latter by an aliphatic chain that
serves as an electrical insulator. The electrical potential is not distributed uni-
formly over the whole molecule and the D–A group is only therefore subject
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shown in the insert . The electrode on the acceptor side is earthed and a bias is
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to a fraction η of the applied bias (see Sect. 13.3.2). To a first approximation,
this fraction is given by

η =
1

2
(

1 +
επdσ

εσdπ

) ,

where εσ, επ, dσ, and dπ are the dielectric constants and thicknesses of the
π-conjugated part and the aliphatic chain of the C16H33-Q-3CNQ monolayer,
respectively.

As a general rule, an asymmetry in the coupling of the molecule with the
two electrodes is liable to lead to such a result (see Sect. 13.3.2). In the case
of the diode based on C16H33-Q-3CNQ molecules, since the energy difference
EF − EH between the Fermi level of the metal and the HOMO is smaller
than the difference EL −EF with respect to the LUMO, it is easier to obtain
resonance between the HOMO and the Fermi level of the metal for a positive
bias V + such that ηeV + ≈ EF − EH. A negative bias with larger absolute
value would be needed for resonance with the LUMO. It is these two effects,
geometric and energetic asymmetries, which induce the rectifying behaviour
of the metal/C16H33-Q-3CNQ/metal junction.

These asymmetry mechanisms can be generalised [65] and can be ex-
ploited to fabricate molecular diodes with other π-conjugated groups [48], and
in particular, with groups that are easier to synthesise than the C16H33-Q-
3CNQ molecule. Figure 13.22 illustrates for a self-assembled organic layer (see
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Fig. 13.20. Representation of the density of states of the HOMO and LUMO cal-
culated by DFT. To simplify the calculations, a short chain (propyl) was used, the
π orbitals being largely independent of the length of this chain [68]

Sect. 13.5.1) on a highly n-doped (degenerate) silicon substrate. The mono-
layer is synthesised by first chemically grafting alkyltrichlorosilane chains,
then grafting the π-conjugated function onto this first monolayer [66, 67]. A
good current rectification effect is observed here too, but for negative bi-
ases, the π-conjugated group being above the chain (in contrast to what hap-
pens with C16H33-Q-3CNQ). Rectification ratios of about 35 and rectification
threshold biases ranging from VT = −0.3 to −0.9 V are recorded. Molecu-
lar diodes of this type have thus been made with simple donor π-conjugated
groups such as phenyl, thiophene, pyrene, anthracene, etc., which are easy
to synthesise and/or commercially available, and for different lengths of the
alkyl chain, i.e., from 6 to 15 CH2 groups.

It only remains now to optimise these molecular systems in such a way
as to adjust the rectification threshold voltage by judicious choice of the π-
conjugated group and the length of the alkyl chain, and to further increase
the rectification ratio.

Electromechanical Components

As shown in Sect. 13.3.2, there is a relationship between molecular structure
and transport properties. Consequently, any change in the conformation in-
duced by an external stimulus is likely to change the electronic levels of the
molecule and hence also its transport properties within a device. In this way,
a mechanical stress can be used to deform a molecule and thereby produce
an electromechanical component. This has been demonstrated in the config-
uration illustrated in Fig. 13.23. An STM was used to measure the transport
properties of a C60 molecule, whilst the STM tip simultaneously deformed
the molecule to varying degrees [69]. It was thus shown that a molecule in the
described configuration could function as an amplifier. As a typical example,
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Fig. 13.21. Calculated I(V ) curves (a) for a metal/Q-3CNQ/metal junction, (b)
for a metal/C16H33-Q-3CNQ/metal junction. (c) Simplified energy representation
when the HOMO and LUMO levels resonate for the two polarities [68]

a modulation of 20 mV applied to the piezoceramic of the STM led to a mod-
ulation of 100 mV in the output voltage measured across a load resistance.

For small compressions, the current varied exponentially with the compres-
sion. A deformation of 0.1 nm in the C60 molecule led to a current variation
by two orders of magnitude. Part of the gain in this component can be at-
tributed to the electromechanical conversion of the electrical signal applied
to the piezoceramic. The rest originates in a modification of the molecular
orbitals of the C60 molecule, due to electronic repulsion between the orbitals
under stress.

Finally, note that similar effects have also been observed using the break
junction technique to contact bisthiolterthiophene molecules. In this case, a
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change of just 0.3 Å is enough to significantly modify the transport properties
[23].

Molecular Bistables and Memories

The catenanes and rotaxanes are two classes of molecules which exhibit
bistable behaviour. These molecules generally comprise two interlocked but
relatively mobile parts, one around or one inside the other, e.g., a ring around
a rod, two interlocking rings, etc. (see Fig. 13.24) [70–73]. These molecules
can adopt different conformations depending on their redox state. A change
in the redox state, e.g., under the effect of an optical or chemical excitation,
can trigger the displacement of one of the mobile elements in such a way as
to minimise the total energy of the molecule.

This type of molecule can be used to make molecular memory cells in which
each bistable state corresponds to the coding of a piece of binary information,
the 0 or 1 of Boolean logic. An electrical bistable effect has been observed
with metal–molecule–metal junctions (see Fig. 13.24), where a monolayer of
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these molecules mixed with phospholipid acids is sandwiched between two
electrodes [74–76]. A voltage pulse of 1.5–2 V switches from the off state to
the on state (writing the memory). The information can then be read by
measuring the current at low voltage, e.g., 0.5 V. The system is returned
to the off state by applying an opposite pulse of −1.5 to −2 V (erasure).
A prototype with 64 non-volatile memory cells has been made in a crossbar
architecture using these components, with performance in terms of the current
ratio in the two states Ion/Ioff ≈ 10–50, data retention time ∼ 24 hr, and en-
durance, i.e., number of read/write cycles ≈ 100 (see Fig. 13.24) [77,78]. The
metallic rows and columns in this memory plane have a width of 40 nm and
are made by a cheap technique using nanoimprint lithography (see Chap. 1).
The potential advantages of this molecular memory architecture are:

• low cost of fabrication,
• high integration density (6.4 Gbit/cm2 in the above example, excluding

peripheral addressing circuits),
• defect-tolerant architecture,
• easy post-processing above traditional CMOS circuits (hybrid nanoelec-

tronics).

Molecular Transistors

This term encompasses three-electrode devices in which two electrodes,
the source and drain, are used to contact the molecule, whilst the third, the
gate, insulated from the molecule by an insulating layer, serves to influence
transport within the molecule in an electrostatic manner (see Fig. 13.2d).
Depending on the type of coupling between the molecule and the metal, the
mechanism whereby the gate influences transport can be completely different
(see Sect. 13.3.2).

In the strong coupling regime, the electrostatic influence operates by mod-
ifying the molecular orbitals via the transverse electric field (generated by the
electrostatic potential applied by the gate). In the context of the discussion
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in Sect. 13.3.2, this amounts to changing either the broadening or the posi-
tion of the energy levels arising from the coupling of the molecular orbitals
and the electrodes. No experimental confirmation of this mechanism has yet
been obtained. This may be due to the very high order of magnitude of the
electric field (around 1 V/Å) required to produce measurable effects (see the
calculations by Di Ventra et al. [79]).

In the weak coupling regime, the electrostatic influence operates, as ex-
plained in Sect. 13.3.2, by changing the total energy of the molecule (or, in
the reference system used in Sect. 13.3.2, by adding a term −eCg/CVg to
the chemical potential of the electrodes, where Vg is the gate potential). An
experimental confirmation of this effect has been obtained by McEuen and
coworkers by measuring a C60 molecule in a nanogap obtained by electromi-
gration (see Sect. 13.3.1 and Fig. 13.5). More recently, other (organometallic)
molecules have been tested and shown to have a spin-dependent behaviour.
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It should nevertheless be noted that an electrostatic gate is globally rather
inefficient when it comes to influencing the potential perceived by a single
molecule within a nanogap. This will in all likelihood restrict the use of mole-
cular transistors to the role of a research tool. Indeed, given the size of the
nanogap, screening by the source and drain electrodes is highly efficient and
the influence of the gate decreases exponentially with the ratio between the
height of the molecule (above the insulator forming the floor of the nanogap)
and the width of the nanogap.

13.4 Components Based on Nanotubes

Over the last few years, the potential of carbon nanotubes (CNT) for nano-
electronics has been confirmed by the fabrication of ever more complex devices
based on these macromolecules, which can exist in metallic or semiconducting
form, as discussed in Chap. 8.

13.4.1 Field-Effect Transistors

Among the components that have been made, one of the most significant is
the carbon nanotube field-effect transistor (CNTFET) in 1998. The structure
of these first CNTFETs is very simple. A single-walled nanotube (SWNT) is
positioned in such a way as to connect two electrodes which play the roles
of source and drain, as shown in Fig. 13.25a. Using a basic idea analogous to
the MOS transistor, the passage of the current from the source electrode to
the drain electrode is modulated by the field applied via the gate electrode.
The latter is insulated from the semiconducting nanotube, which forms the
transistor channel, by a thick silica insulator [80,81].

In order to make a CNTFET, a semiconducting nanotube must be in-
serted between the source and drain electrodes. Various methods can be used
(see Sect. 13.5.1). The nanotube can be grown directly in situ on the sub-
strate or it can be placed there after growth. Note that in neither case does
there yet exist a method for deciding in advance whether the nanotube will
be semiconducting or metallic.7 The nature of the nanotube must therefore
be ascertained by subsequent tests.

In the first CNTFET devices, the metallic electrodes were made on sil-
ica (SiO2) obtained by thermal growth on the silicon wafer. The latter then
also served as the gate and this arrangement was known as a back-gate con-
figuration. In fact, the source and drain electrodes can be fabricated either
before or after placing the nanotube, but better contacts have been observed
experimentally in the latter case. Finally, different geometries have also been
7 However, in 2003, certain rather promising ideas were demonstrated for sorting

nanotubes in solution.
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Fig. 13.25. Nanotube transistors. (a) The substrate serves as the gate. Courtesy
of C. Dekker. (b) The gate is deposited on the nanotube. Courtesy of P. Avouris

proposed for the gate electrode: back-gate arrangement in Fig. 13.25a and
top-gate arrangement in Fig. 13.25b.

Independently of the fabrication arrangements devised for CNTFETs,
three basic setups can be envisaged. The first assumes that the p-CNTFET
works like a depletion transistor [89]. In this case, the nanotube is considered
to be uniformly doped and ohmic contacts are assumed at each end. The sec-
ond possibility is a MOSFET-type operation in which the part without a gate
is highly doped [89]. The third alternative is a device analogous to a Schottky
barrier field-effect transistor (SBFET) [90].

Experimental results obtained so far are unable to clarify exactly how
CNTFET devices work, or even whether the devices realised are all the same.
However, it would seem that the majority of these results can be conveniently
explained by a simple SBFET-type description. Indeed, it was originally as-
sumed that the applied gate voltage modified the conductance of the nanotube
as in an ordinary FET. But a theoretical analysis of the work functions of the
relevant materials suggests that there are significant Schottky-type barriers at
metal–nanotube junctions [91, 92], whilst more recently experimental results
have shown that these barriers at the contacts dominate the behaviour and
performance of CNTFETs.

Recal that a metal–n-doped semiconductor junction can be represented
schematically as in Fig. 13.26a [89]. The height eΦBn of the Schottky barrier
of this junction depends on the work function eΦM of the metal and the
electron affinity χ of the semiconductor. For a more detailed discussion, the
reader is referred to [91].

In this model, the extent of band bending in the neighbourhood of the
metal–semiconductor junction is related to the height of the Schottky barrier
(eΦBn for electrons and eΦBp for holes) and the position of the Fermi level Ef

of the isolated semiconductor, a function of its doping state (see Fig. 13.26b
for p-type doping and Fig. 13.26c for n-type doping).

It has been shown that the electrical behaviour of transistors based on
nanotubes depends mainly on the modulation of the barrier characteristics
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distance to the contact for two gate voltages VG1 < VG2. Adapted from [90]

under the effects of the gate voltage, rather than on the modulation of the
channel (nanotube) conductance. This can be explained by means of the di-
agram in Fig. 13.27, where the behaviour of the conduction band with the
contact distance (nanotube–metal junction) is plotted for two different values
of the gate voltage VG.

The width of the Schottky barrier can be modified via the gate voltage. For
example, it is reduced when the gate voltage changes from VG1 to VG2 > VG1

(see Fig. 13.27). In this case, the probability of the electrons tunneling through
the barrier is increased and the electrical behaviour of the transistor is thereby
affected (more current goes through).
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Figure 13.28 is a qualitative representation of the conduction and valence
band profiles in a nanotube transistor (p-type CNTFET, hole transport) for
two values of the gate voltage VG. Regions (i) and (iii) represent segments of
the nanotube located near the collecting (drain) electrode and the emitting
(source) electrode (Schottky barrier regions), while region (ii) is the central
part of the nanotube.

When the gate voltage is less than the threshold voltage Vth (Fig. 13.28a),
the current Id between the emitter and collector is blocked by the barrier in
the emitting region (i). In this case, the barrier width can be modulated by
the gate, but also by the field between the emitter and the collector. The bulk
part of the nanotube plays no role whatever in controlling the off-state current.
This hypothesis has been confirmed by studies of the transport properties as
a function of temperature. For a given value Vds of the drain–source voltage,
the current Id increases exponentially with the gate voltage VG due to the
narrowing of the Schottky barrier in (i) (see Fig. 13.28a and the region marked
‘a’ in Fig. 13.29).

The behaviour of the transistor changes when the gate voltage is such that
the valence band of the bulk region of the nanotube lines up with the Fermi
level of the source electrode. This value of VG determines the threshold volt-
age Vth. Beyond this threshold value, charge accumulates in the nanotube,
accompanied by a lesser dependence of the band bending on the gate volt-
age. Consequently, the width of the Schottky barrier varies to a lesser degree
and the tunnel current increases more slowly (see Fig. 13.28b and the region
marked ‘b’ in Fig. 13.29).

For a fixed value of VG greater than the threshold value Vth, the effect
of the voltage applied between the source and drain can be understood from
the diagram shown in Fig. 13.30: on the left, the evolution of the conduction
and valence band profiles with changing Vds; on the right, the corresponding
evolution of the current Id.

It is easy to understand that the threshold voltage should depend on the
position of the Fermi level of the bulk region of the nanotube and that Vth

should be shifted when the tube is doped (see also Figs. 13.26b and c or
Fig. 13.31b for the band diagram, and Fig. 13.32b for a numerical simulation

Off state On statea) b)

Source
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i) ii) iii)

Ec

Ec

Ev

Ev
qVds
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h

Fig. 13.28. Schematic picture of the transistor bands [93]. (a) Off state VG < Vth.
(b) On state VG > Vth
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Fig. 13.29. Band diagram of the transistor for two gate voltages, (a) below and
(b) above the threshold. Adapted from [94]

of the current). At the same time, the height of the Schottky barrier can
be altered by changing the work function of the metal electrode (see also
Figs. 13.26a and 13.31a). This leads to a modification of the symmetry of the
Id/VG curves and a slight effect on the on–off operating range of the device,
as depicted in Fig. 13.32a.

We end this discussion of CNTFETs by mentioning that the performance
of these devices has been considerably improved over the past two years,
since it has been understood how they function. Table 13.1 compares their
performance with silicon MOSFET devices with comparable geometry. [All
lateral dimensions of components are referred to 1 μm by assuming the parallel
connection of ca. 1 000/d (nm) nanotubes, where d is the nanotube diameter.]
The table clearly shows that CNTFET performance has reached remarkable
levels today, enough to interest industrial manufacturers.

Using this type of transistor, simple logic circuits have been built, such as
an inverter, a NOR, an SRAM, and a ring oscillator [82].

A standard method for building logic circuits by analogy with CMOS
circuits would be direct inclusion of nanotube devices which use electrons (n-
type CNTFET) and holes (p-type CNTFET) as carriers. However, the first
transistors based on nanotubes invariably exhibited p-type characteristics. In
order to make logic gates using these complementary devices, the p-CNTFETs
must first be converted into n-CNTFETs.

Source

Ec

Ev

Drain

Id

Vds

iii
iii

ii ii

i i

Fig. 13.30. Band diagram of the transistor for three different source–drain voltages
and variation of the source–drain current as a function of the source–drain voltage.
Adapted from [93]
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curves to a gate voltage of −0.5 V [90]
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electrodes from 0.2 eV to −0.2 eV in steps of 0.1 eV. (b) Effect of n-doping by 10−3,
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This conversion (from p-CNTFET to n-CNTFET) can be made by doping
with an electropositive element such as potassium [83] or vacuum anneal-
ing [84]. p- and n-CNTFET devices fabricated on the same substrate have
been successively connected to build logic gates [84]. However, it should be
pointed out that, even though CNTFET devices have been fabricated with
comparable or better performance than Si MOSFET devices with compara-
ble geometry [85–88], the technological aspects are still in their early stages.
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Fig. 13.33. Left : Single-electron transistor. Right : Nanotube application. The ca-
pacitances are shown in the right-hand image. Tunnel barriers are formed at the
contact between the nanotube and the electrodes

The structures of these devices are still primitive and certain aspects of their
physical properties remain to be properly explored.

13.4.2 Single-Electron Transistors (SET)

Owing to their structure and their behaviour as coherent quantum conductors
(see Chap. 8), carbon nanotubes are a natural candidate for making devices
like single-electron transistors (SET) (see Chap. 11). The general setup and the
nanotube device are shown in the left- and right-hand diagrams of Fig. 13.33,
respectively.

In this context, we will assume that the contacts of the nanotube behave
as tunnel barriers. To obtain a current through the system, electrons must be
injected into and collected from the output of the nanotube. In this process,
all the capacitances connecting the nanotube to its surroundings (indicated
by CL, CR, Cgate, and Cstray) must be charged up and discharged. For each
electron, the addition energy associated with this process is Eadd = e2/CΣ ,
where CΣ = CL + CR + Cgate + Cstray.

For a nanoscale conductor, i.e., in which the value of CΣ is small, the en-
ergy associated with addition of one electron is very high compared with kBT .
It follows that the current is blocked in this regime (Coulomb blockade) and
that the number of electrons in the nanotube is fixed, e.g., at n. This block-
ade can be removed by varying the electrostatic potential of the nanotube by
means of the gate with which it is capacitively coupled. An electron can then
enter and leave the nanotube and a current can therefore circulate. Further
increasing the gate voltage leads in turn to another current blockade, with
a fixed number n + 1 of electrons in the nanotube. We thus observe a reso-
nant peak in the conductance when the system evolves between two blockade
regimes. The term ‘single-electron transistor’ is used because the conductance
between two contacts can be controlled (either induced or inhibited) by means
of a third electrode. Figure 13.34 provides a summary of what is happening.

The blockade can also be lifted by increasing the source–drain bias. The
two electrodes (source and drain) are directly coupled to the nanotube by
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Fig. 13.35. Stability diagram in a single-electron transport configuration

tunneling contacts, but also capacitively. Measurements of the differential
conductance as a function of drain–source voltage Vds and gate voltage Vgate

appear in the well known diamond arrangement in the (Vds, Vgate) plane, with
vertex points (vn ±ΔVgate/2; 0) and (vn ± δVgate;±ΔVbias) [96]. This type of
diagram is called the stability diagram (see Fig. 13.35). The parameter vn is
a constant and δVgate < ΔVgate/2 is an asymmetry parameter depending on
the value of the various capacitances coupling the nanotube. Within a given
diamond, the current is blocked and the number of electrons fixed. The width
of the diamond is the distance ΔVgate between two of the conductance peaks
mentioned above.

The first investigations using nanotubes were carried out by connecting a
metallic nanotube in a transistor configuration and making measurements at
low temperature. Note that the effects discussed here are only accessible if
the metallic contacts on the nanotube are of tunnel type. These experiments
showed that the low temperature transport properties of metallic nanotubes
can be described by the Coulomb blockade theory, where the thermal energy
kBT is smaller than the charging energy EC = e2/2Ctube of the nanotube [97].
However, at very low temperatures, the energy gap ΔE between two quantised
levels of the nanotube can be resolved, i.e., kBT < ΔE < EC, in contrast
with the classical regime at high temperatures where ΔE < kBT < EC. In
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Fig. 13.36. Stability diagram of a single-electron transistor based on a carbon
nanotube [98]

this case, when the thermal energy is less than the separation ΔE between
two quantum levels, the energy ΔE must also be supplied in order to add an
electron to the nanotube and the addition energy for electrons then becomes
Eadd = e2/CΣ + ΔE.

Note that the energy gap between levels in the spectra of independent
particles can be different for different occupations of the nanotube. This leads
to a variation in the distance between conductance peaks

ΔVgate =
2EC + ΔEn

eδ
,

where δ = Cgate/Ctube is the capacitive coupling parameter of the nanotube
and the gate and n is the number of electrons in the nanotube. We thus obtain
the change in the addition energy as a function of the number of electrons,
i.e, the addition spectrum.

The energy levels of the nanotube can also be found from the stability di-
agram. At the point where the Coulomb blockade has been lifted by a change
in the source–drain bias, the occupation of the nanotube oscillates between
n and n + 1. When the source–drain bias is increased, a higher energy level
enters the voltage range for transport and hence contributes to transport. The
increase in the probability of electron transfer causes a rise in the current and
hence a peak in the differential conductance. However, it should be noted that
the occupation number still oscillates between n and n + 1. Because the next
energy level is higher in energy than the fundamental level already contribut-
ing to transport, it is called an excited state. If the capacitive couplings of this
excited state with the source and drain electrodes and the gate electrode are
equal to those of the ground state, its contribution appears as a line parallel
to the side of the diamond. The distance (in gate voltage) between this line
and the side of the diamond is equal to ΔE/eδ. A set of excited states of
the nanotube will generate a set of extra lines. This set of lines is called the
excitation spectrum. An example of the kind of measurements obtained for a
metallic nanotube is shown in Fig. 13.36.
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Fig. 13.37. AFM image of an SET operating at room temperature on the basis of a
part of a nanotube insulated by tunnel barriers (created by deforming the nanotube),
generated by AFM manipulation of the rest of the nanotube. Courtesy of C. Dekker
et al.

Two important conclusions can be drawn from the various studies car-
ried out on CNTSET devices. For one thing, the experiments confirm the
quantum-coherent nature of the nanotube over lengths as long as several hun-
dred nanometers. For another, the charging energy and level separation in
nanotubes agree well with theoretical predictions deduced from band struc-
ture calculations for the nanotubes. The drawback with these measurements
is that one is compelled to work at very low temperatures. To remedy this,
one must reduce the size of the part of the nanotube serving as island.

Figure 13.37 shows an SET fabricated on a metallic nanotube by mechan-
ical deformation of that nanotube using an AFM tip. The device comprises
a short piece of nanotube (less than 20 nm long), bounded by two barriers
induced by the mechanical deformation [99]. Coulomb blockade has been ob-
served for this device at room temperature, with an addition energy equal to
120 meV, much higher than the thermal energy.

Another example of an SET operating at room temperature has been made
using a mask technique [100]. An island about 10 nm across was fabricated in
a little bundle (or rope) of nanotubes by local chemical modification. In this
system oscillations were observed in the conductance as a function of the gate
voltage and peaks were observed in the differential conductance as a function
of the drain–source bias right up to room temperature. Note that, using a
similar mask technique to carry out selective chemical doping, a nanoscale
device with negative differential resistance (a p–n junction) and able to operate
at room temperature was fabricated on a single nanotube [101]. More recently,
a p–n–p junction-type device was created by the same group.

The realisation of this set of components attests to the remarkable vitality
of this field. Other types of component such as gas sensors or detectors of
enzyme activity have also been made. The reader is referred to [102, 103] for
more detail.
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13.5 From Components to Circuits

13.5.1 Fabrication Techniques

The development of the first molecular components raised the problem of
connecting together such components to build circuits. Today, it is too soon
to seriously consider building 3D circuits. However, fabrication techniques
using controlled positioning of nano-objects on a surface are moving forward
rapidly. These techniques, often associated with the idea of self-assembly, may
well play an important role in the future. We begin with a brief discussion of
molecules and then turn to carbon nanotubes.

Molecular Assembly Techniques

As indicated in Sect.13.3, molecular components are based on electrode–
molecule–electrode junctions. Molecules can be assembled on electrodes by
the following techniques:

• vacuum sublimation,
• Langmuir–Blodgett (LB) technique,
• reactive self-assembly.

Langmuir–Blodgett Technique

The basic idea of the LB technique invented by I. Langmuir and K. Blodgett
in the 1930s will be outlined below. The reader should refer to the book by
Roberts et al. [104] for further details concerning this supramolecular engineer-
ing technique which received much attention during the 1980s in particular.

Figure 13.38 is a schematic representation of the underlying idea. Am-
phiphilic molecules containing a hydrophilic polar head and a hydrophobic
tail are dissolved in a volatile solvent and spread across the surface of water
in an LB tank. The solvent is then evaporated and the molecules are com-
pressed by a mobile barrier which gradually reduces the area available to
them. Once this compression phase has been achieved, a 2D monomolecular
film (usually solid) is formed at the air–water interface. This film can be trans-
ferred, monomolecular layer by monomolecular layer, onto a solid substrate by
passing the latter through the air–water interface. One layer is deposited each
time the interface is crossed, in such a way that its hydrophobic side (resp.
hydrophilic side) is in contact with the substrate or the substrate covered with
layers exposing a hydrophobic surface (resp. hydrophilic surface).

This is an extremely versatile technique, especially since it was extended to
hydrophobic molecules in the 1990s, and it has the advantage that it does not
require the formation of a chemical bond between the molecules and the sub-
strate, in contrast to the self-assembly technique described below. However,
the lateral dimensions of the deposited film must be defined a posteriori and
furthermore, LB films are not always completely free of defects (holes) which
may lead to electrical defects in electrode–molecule–electrode structures.
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Fig. 13.38. Formation of a monomolecular film. (a) A solution of amphiphilic
molecules is spread on water and then the solvent is evaporated to leave the molecules
fixed on the water surface. (b) The film is compressed isothermally using a mobile
barrier. (c)–(e) The film is transferred onto a solid substrate (hydrophilic in the
example) which passes through the monomolecular film at the air–water interface:
(c) first layer, (d) second layer, (e) third layer

Self-Assembled Monomolecular Layers

The idea underlying the formation of self-assembled monomolecular (SAM)
layers is illustrated in Fig. 13.39. A substrate is immersed in a solution of mole-
cules which carry a reactive group with respect to the substrate. The molecules
adsorb chemically onto the substrate surface. Depending on the commensu-
rability between the lattice structures of the substrate surface and the crys-
tallised molecules, the mobility of the molecules adsorbed onto the surface,
and the nature of the interactions between these molecules, a monomolecular
layer with varying degrees of density and order will result. For example, with
self-assembled layers of alkylthiol (for an aliphatic chain of length at least 10
carbon atoms) on a gold substrate, dense domains with crystalline order are
often observed over areas as large as several hundred square nanometers, as
can be seen from the STM image in Fig. 13.40. Table 13.2 shows some of the
many pairs of reactive groups and surfaces suitable for elaborating SAMs.

SAMs are very easy to localise spatially (in the lateral sense). One ap-
proach is by chemical or mechanical structuring of the substrate in such a
way as to limit the regions where deposition occurs. Another is to bring in
reactive molecules in a local manner on a stamp (microcontact printing, see
Chap. 6), a technique developed by G.M. Whitesides at Harvard university
(USA) [105], or on an AFM tip (dip-pen lithography, see Chap. 6), a tech-
nique developed by C. Mirkin at Northwestern [106]. In this approach the
stamp or tip is said to be inked with the molecules, by analogy with conven-
tional printing. It has also been shown that these layers can be lithographed
a posteriori by an AFM tip, STM tip, or electron beam.
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Fig. 13.39. Formation of self-assembled monomolecular layers by immersion of a
substrate in a solution of molecules that are reactive with respect to this substrate

Fig. 13.40. STM image of a self-assembled layer of dodecanethiol on gold (111).
Each white dot corresponds to a molecule. Dark regions correspond to holes in the
gold surface

Note also that it is possible to form multilayers by using bifunctional
molecules. The reader is referred to the review article on self-assembled layers
by A. Ulmann [107].

Assembly Techniques for Carbon Nanotubes and Nanowires

As discussed in Sect. 13.4, many devices have been made using carbon nan-
otubes, and some with quite remarkable performance. These are generally
made by one of the following methods:
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Table 13.2. Examples pairs of reactive groups and substrates that can be used to
form SAMs. R denotes an alkyl or aryl radical carrying one or more heteroatoms,
for example

Substrate Molecule Monolayer

Au RSH RS-Au
Au RSR′ RS-Au
Au RSO2H RSO2-Au
Au R3P R3P-Au
Ag RSH RS-Ag
Cu RSH RS-Cu
Pd RSH RS-Pd
Pt RNC RNC-Pt
GaAs RSH RS-GaAs
InP RSH RS-InP
SiO2 RSiCl3, RSi(OR′)3 Siloxane
Si/SiH (RCOO)2 R-Si
Si/SiH RCH=CH2 RCH2CH2Si
Si/SiCl RLi, RMgX R-Si
Metal oxide RCOOH, RSiCl3 RCOO. . . MOn

Metal oxide RCONHOH RCONHOH. . . MOn

ZrO2 RPO3H2 RPO} . . . Zr
ITO RPO3H2 RPO} . . . M

• Random deposition of nanotubes on an array of metal electrodes already
produced on the surface by lithography.

• Positioning the nanotubes on or between the metal electrodes by means
of an AFM tip.

• Random deposition of nanotubes directly on the silicon substrate. In this
case, each nanotube must first be located on the surface before it can be
connected to electrodes made by electron lithography.

To fabricate devices in a systematic and reproducible way and move from the
level of the individual component to full-scale circuits, one therefore requires
a controlled way of assembling the nanotubes on a surface. Various solutions
have been envisaged. It should be noted that most of these solutions apply
equally well to the field of metallic or semiconducting nanowires. For more
information concerning this very promising area of development, the reader
is referred to the review article by C.M. Lieber [108].

Localised Growth of Nanotubes by CVD

Chemical vapor deposition (CVD) is an in situ technique for synthesising
nanotubes and their connections to metal measuring electrodes (Tsynthesis ≈
100◦C) in a single step (see Chap. 8). In addition, it has been shown that
the direction of growth of the nanotubes can be controlled by applying an
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Fig. 13.41. MEB images [109] of nanotubes synthesised by CVD and suspended
between two electrodes. (a) Random growth of nanotubes. (b) Nanotube growth in
a predetermined direction by applying a constant electric field of 0.5 V/μm

electric field between the dots of metal catalysts during the synthesis (see
Fig. 13.41) [109]. This method provides a quick way of fabricating many de-
vices. Moreover, it avoids all the purification and sonication stages which
degrade the surface of the nanotubes before they go into use. But although
the CVD approach is a good solution for fabricating high performance CNT-
FET devices, it does involve a certain number of drawbacks. For example,
the diameter and chirality of the nanotubes cannot be controlled during syn-
thesis. Furthermore, The positioning of the catalyst must be controlled, even
at the temperature of synthesis, which seems to seriously limit development
prospects.

Controlled Deposition of Nanotubes in Solution

The carbon nanotubes used in this case are synthesised by high temperature
methods (Tsynthesis ≈ 1 200◦C) such as laser ablation or electric arc. With
these techniques, the nanotube diameter can be precisely controlled during
synthesis (in the range 1–1.3 nm), thereby reducing the energy distribution of
the band gap of semiconducting nanotubes (in the range 600–700 meV). Once
they have been purified, the nanotubes are used in the form of dispersions in
solvents. These comprise a statistical mixture of 1/3 metallic nanotubes and
2/3 semiconducting nanotubes. Very recent studies have revealed encouraging
prospects for chemically separating metallic and semiconducting nanotubes
in solution [110, 111]. If these results are confirmed, techniques available for
controlling the adsorption of pre-sorted nanotubes (into semiconducting or
metallic) onto surfaces may open the way to large-scale and cheap production
of devices.

The idea of localised deposition is based on the local functionalisation
of predetermined regions of the substrate by means of a self-assembled
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Fig. 13.42. Carbon nanotubes deposited selectively from a solution of NMP on
a silicon substrate that has been locally functionalised by a monomolecular layer
serving as a kind of glue. Metal contacts are fabricated subsequently by lithography
[114]

molecular monolayer. Depending on the properties of the monolayer (hy-
drophilic, hydrophobic, positively or negatively charged), the nature of the
nanotube/surface interaction will be modified, thereby inducing a preferen-
tial and controlled adsorption of nanotubes onto selected regions [112–114].
Figure 13.42 shows an example of crossed nanotubes made by this technique.
A monomolecular layer of aminopropyl triethoxysilane is used. The carbon
nanotubes dispersed in a solution of N -methyl-2-pyrrolidone (NMP) have a
much greater affinity with this layer than they have with the uncoated silicon
substrate.

Two further techniques have been developed to control the positioning of
nanotubes or nanowires on a surface.

• Gerdes et al. [115] combined the surface functionalisation technique with
another known as combing. When the solution dewets the silica surface,
the nanotubes at the contact interface8 (triple line) deform the dewetting
front. The capillary force induced by this elastic deformation causes the
alignment and combing of the nanotubes on the surface. More recently, this
technique has been adapted to fabricate nanostructures with InP, GaP or
Si nanowires or carbon nanotubes by microfluidics [116]. The idea behind
this technique is to circulate the nanowire suspension through a network
of microchannels formed by pressing an etched poly(dimethylsiloxane)

8 The contact interface is the interface between the three phases: liquid (the nan-
otube suspension), solid (the substrate), and gaseous.
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Fig. 13.43. MEB image [116] of a sequential deposition of InP nanowires oriented
along two different directions by microfluidics. The horizontal nanowires were de-
posited first and then the substrate was rotated through 90◦C in order to deposit
the vertical nanowires

(PDMS) stamp onto a flat silica substrate. The nanowires are adsorbed
onto the surface parallel to the direction of flow under the effect of cap-
illary forces. In certain cases, the nanowire/surface interaction is strong
enough to be able to carry out a sequence of flows in different directions
without the positions of previously adsorbed nanowires being affected (see
Fig. 13.43).

• More recently, Diehl et al. [117] have used a.c. dielectrophoresis to fabri-
cate complex nanostructures such as rope networks. (Nanotubes in sus-
pension in a solvent are aligned under the effect of an alternating electric
field.) An interesting result with this method is that the spacing between
nanotube ropes can be adjusted and depends on their linear charge den-
sity. This effect arises from the repulsive interaction between the nan-
otube ropes, positively charged when dispersed in ortho-dichlorobenzene
(ODCB). Once they have been deposited on the silica surface, the nan-
otubes modify the electric field around them. In this way, the following
nanotubes are adsorbed in regions where the Coulomb repulsion is mini-
mal. Despite promising prospects, it seems that this technique is restricted
to nanotube ropes, which rather limits applications at the present time.

The projects discussed above give a rather global view of the way research has
been going since 1998 with regard to the problem of controlled positioning of
nanotubes on surfaces. They show that several approaches centering on the
idea of self-assembly have been investigated and show promise for the step
from individual components up to full-scale circuits.
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13.5.2 Circuit Architecture

As we have seen, several types of basic molecular component have recently
been developed. The next problem is to put them to use in circuits. There are
two suitable architectures: a hybrid architecture, the main subject here, and
an integrated architecture.

The hybrid architecture is conceptually simpler because it is closer to what
is done today with the CMOS. The basic components are interconnected by
means of metal wires. This applies, for example, to the case of nanotube
transistors which have been used to make logic gates and small circuits, but
also diode–transistor-type logic circuits, or circuits using single-electron com-
ponents. These types of architecture can be tested in research establishments
today. In this category, we may also classify programmable architectures based
on networks of crossed nanotubes, with a switch placed at the crossing point.
The big advantage with a programmable architecture is to be able to tolerate
imperfections introduced during fabrication. The recent demonstration of pro-
grammable switches using layers of rotaxanes, oxidised or otherwise by prior
application of a potential difference [118], and also nanotube switches [119],
are in this respect important steps towards producing, e.g., prototype 64-bit
memories (on an area of order 1 μm2).

This type of technology may have great advantages as far as production
costs are concerned because it uses self-assembly and parallel fabrication tech-
niques. However, it does also have two big drawbacks when it comes to large-
scale use with a high level of miniaturisation, unless there is a paradigm
change in the approach to computation (the ultimate CMOS will eventually
encounter similar problems):

• Below about 10-nm spacing between the basic components, we may expect
a loss of individual identity and interference effects between the various
paths available for going from one point to another in the circuit, especially
if the circuit is highly regular as in the case of regular criss-cross networks.

• Even assuming perfect switching, i.e., each operation requires an energy
kT ln 2, a circuit assembling components operating at 10 GHz with a den-
sity of a few times 1012 cm−2 will require a power input of the order of
several tens of W/cm2, which is the limit of the power that can be dissi-
pated technologically.

Integrated molecular electronics (monomolecular electronics), wherein several
functions required for a calculation are integrated within a single molecule so
that only the result is transmitted to the macroscopic world, may in principle
be able to overcome some of these difficulties. The technical difficulty involved
in implementing this type of architecture nevertheless remains formidable. The
first theoretical steps have been taken, showing that the association rules for
molecular building blocks likely to be able to carry out calculation functions
when associated with a macromolecule are far from simple. For example, Kir-
choff’s laws do not apply and the molecule must be thought of as a whole
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entity [29]. One thing is clear from these studies: the concept of a logic circuit
within a molecule comes up against significant problems, such as low fan-out
or a difficulty in defining well separated logic levels [120,121]. It is much more
interesting to consider non-standard approaches to computation.

Cellular automata fall into this category. The idea here is to use cells of
four interacting quantum dots in a square arrangement and charged with two
electrons. The Coulomb repulsion forces the electrons to position themselves
as far apart as possible, which gives two stable positions, namely, the two
diagonals. Calculations are then carried out using the interactions induced
on a cell by its neighbours. This idea has been studied theoretically in some
detail and has the advantage that it only requires a very small number of con-
nections with the outside world. However, it is a different matter to actually
make this device, with apparently unrealistic constraints being imposed on
the reproducibility of the quantum dots. An attempt has nevertheless been
made using DNA tiles, taking advantage of the good self-assembly properties
inherent in biological objects.

Finally, it seems that integrated molecular electronics can also be coupled
in a natural way with quantum calculation and the first theoretical studies
are under way [122].

13.6 Conclusion

Studies carried out today in molecular electronics, based on recent spectacular
breakthroughs with the development of the first functional components and
circuits, can be viewed in the following way.

From a fundamental standpoint, the aim is primarily to achieve a new
transport regime by connecting nano-objects directly to conducting electrodes.
This method would make it possible, in the case of a single molecule, to carry
out spectroscopy on its electronic states in a direct way in the various regimes
of coupling with the electrodes. By doing this, one may hope to understand
and control the relationship between molecular structure and transport prop-
erties and hence, in the long run, to exploit this relationship. The first steps
have already been taken in this direction, refining our understanding of this
relationship.

From the applications standpoint, molecular electronics could bring to our
present devices all the advantages of nano-objects that can be attributed a
function chemically, and it may in the long term provide a complement to to-
day’s silicon-based microelectronics. It may allow us to go beyond the 10 nm
barrier which stands in the way of the quest to reduce component size. But
apart from miniaturisation, its most obvious feature, molecular electronics can
also provide alternative solutions when it comes to reducing production costs,
because it goes hand-in-hand with self-assembly and bottom-up techniques.
And it can provide another way of dealing with complexity, by developing
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novel computation architectures, and a reduction in the energy cost of com-
putation.

Finally, let us note that, although molecular electronics naturally involves
nanometric dimensions due to the kind of object it exploits, it could not be
fully developed without gaining control over much smaller dimensions, of the
order of the accuracy of chemical bonds. It thus seems probable that it will
give rise by continuity to the field of picotechnology.
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Nanomagnetism and Spin Electronics

C. Chappert and A. Barthélémy

In the year 2000, as many hard disks were sold for computing as televisions.
And new applications for the general public, such as decoder-recorders, video
players, and juke boxes, have just appeared on the scene. This technology, now
so widespread, represents one of the first examples of nanotechnology, where
the need for mass production must be reconciled with the fundamental limits
of nanomagnetism, i.e., fundamental magnetic processes on the nanometric
scale. Indeed, the successful storage of information now rests upon the thermal
stability of magnetic grains containing fewer than 100 000 atoms. And it is by
controlling the properties of these grains that it has been possible to increase
the recording surface density by a factor of 107 since the first hard disks sold
by IBM in 1957.

This exponential increase in performance has been carried along by contin-
ual improvements associated with a long series of technological breakthroughs.
One of the most fruitful was the discovery in 1988 of giant magnetoresistance
in multilayers, made independently by A. Fert in France and P. Grünberg in
Germany [1, 2]. This phenomenon can be used to relate the magnetic config-
uration and electrical resistance with a new level of sensitivity, opening the
way to a significant miniaturisation of certain devices. Used since 1997 in read
heads for hard disks (see Fig. 14.1A), this discovery also lies at the heart of
the new magnetic random access memory (MRAM) (see Fig. 14.1B), whilst
yet other devices are in the pipeline that will push magnetism still further into
the world of electronics. And so we come to the new area of spin electronics,
or spintronics, the subject of this chapter.

Recording applications are treated in detail in Chap. 15. The aim of this
chapter is not therefore to provide a complete presentation of magnetism and
the reader is referred to the literature [3]. Instead, we shall describe the basic
phenomena underlying the behaviour of spintronic devices. In one sentence,
this may be summed up as follows: on the scale of a few nanometers, mag-
netic objects come into the range of the fundamental lengths of magnetism
and electron transport, which gives rise to novel effects that are heavily depen-
dent on size. Giant magnetoresistance is an example. It is also an area where
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(A) (B)

R R=

m m – m +
q

Fig. 14.1. A magnetoelectronic device can be defined quite generally as a multilayer
device whose resistance R varies with the orientation of the magnetic moment μ of
one of the layers. (A) To measure a magnetic field (sensor function), this layer is left
relatively free to rotate under the effect of the field. (B) To store binary information
in MRAM magnetic memories, the magnetic moment must be restricted to two
allowed antiparallel orientations, representing 0 and 1

surface and interface effects play a crucial role. Finally, the dynamics of these
processes, an important parameter for applications, also brings in characteris-
tic times of the order of the nanosecond. We shall see how these fundamental
quantities arise from the microscopic processes of magnetism and electrical
conduction in ferromagnetic metals, and we shall illustrate the main effects
by examples drawn from recent progress in research.

14.1 Nanomagnetism

14.1.1 Vacuum Magnetostatics

As for electrostatics, the theory of magnetism can be built upon the study of
magnetic forces. In vacuum, these forces arise purely from the electric current
distributions, and the principle of superposition, i.e., the fact that the effects
of several sources are additive, then allows one to describe them by introducing
the magnetic field H (in units of A/m) and magnetic induction B (in units
of T). These are proportional, i.e., B = μ0H, where μ0 = 4π × 10−7 H m−1.

The most important idea is then the magnetic dipole moment μ associated
with an infinitesimal current loop with directed surface element S and carrying
current I :

μ = IS .

This idea of the magnetic dipole extends to all permanent current distrib-
utions, when we study effects at distances that are much greater than the
dimensions of the current distribution.

A magnetic dipole moment creates a magnetic induction b in space given
by

b =
μ0

4π

[
3
r5

(μ · r)r − μ

r3

]
, (14.1)
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where r is the vector from the dipole to the field point at which the induction
is evaluated.

The word ‘dipole’ is used by analogy with the electric dipole moment, due
to the perfect similarity between (14.1) and the expression for the electric
field created by an electric dipole p = ql, where l is the vector from a charge
−q to a charge +q. The analogy is obtained by replacing m by p and μ0 by
1/ε0. This is an important analogy, because with the right transformations, it
can be used to calculate the magnetic inductions using the simpler methods
of electrostatics, and in particular the idea of a scalar potential. However, this
is only an analogy, and there remains a fundamental difference in the context
of relativistic quantum mechanics: the magnetic dipole moment changes sign
under time reversal, in contrast to the electric dipole.

Let us suppose now that this dipole μ is situated in a uniform magnetic
induction B. The couple exerted by B on μ arises directly from the Laplace
force (action of B on a circuit element with a current in it):

Γ = μ × B . (14.2)

The expression for the corresponding energy is generally used:

EB = −μ0(μ · H) . (14.3)

This expression is valid in the very general case of a ‘rigid’ dipole, whose
moment μ does not depend on H. The minimum energy is thus reached when
μ is aligned with H.

If another magnetic dipole is located at r, the interaction energy between
the two dipoles, denoted μ1 and μ2, can be found immediately from (14.1)
and (14.3):

Edip =
μ0

4π

[
μ1·μ2

r3
− 3

(μ1·r)(μ2·r)
r5

]
. (14.4)

The dipole interaction is not the strongest in terms of magnetic energy. How-
ever, it has a considerable importance owing to its anisotropy, i.e., the fact
that it depends on the relative orientation of μ1 and μ2 and their orienta-
tions relative to r, and its long range, which means that all the moments of a
material contribute to the energy at a given point.

14.1.2 Magnetism in Matter: Fundamental Relations

Matter is also a place of charged particle motion, e.g., electrons around atomic
nuclei, where magnetic effects are governed by the fundamental relations of
quantum mechanics. A knowledge of these fundamental rules of magnetism in
matter is essential in order to understand effects observed on the nanoscale.
We shall outline them here, but without going into a detailed theoretical
discussion such as can be found in more specialised textbooks [4]. We shall
limit ourselves to magnetism of electronic origin, since this is what gives rise
to the magnetic effects that are relevant in the present chapter.
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A Relativistic Quantum Effect

Non-relativistic quantum theory treats the electron as a material point with
three degrees of freedom associated with its spatial coordinates x, y, z. In this
framework, an electronic quantum state is characterised by a spatial wave
function ψ(x, y, z) which is a solution of the Schrödinger equation. The prob-
ability of the electron being at the point x, y, z is then equal to |ψ|2. Applying
the principles of relativity leads to the Dirac equation, which introduces a
further quantity characterising the electron, namely its spin. This quantity is
an intrinsic property of various particles, like their rest mass. The idea of spin
was originally introduced by Uhlenbeck and Goudsmit (1925), who proposed
that the electron might rotate about its own axis, hence conferring a spin
angular momentum upon it. In quantum theory, the spin angular momentum
s of an electron projected along any predetermined axis assumes the values
±1/2. The quantum state of an electron is then specified by its spatial and
spin states.

Magnetic Moment of an Electron

Consequently, the magnetic moment associated with an electron rotating
about an atomic nucleus has two sources. Associated with the orbital angular
momentum l of the electron in its spatial state, there is an orbital magnetic
moment μl given by

μl = −μB

�
l , (14.5)

where μB = 0.927 3× 10−23 A m2 is the Bohr magneton. This corresponds ex-
actly to the classical definition, where the electron rotating about the nucleus
is treated as an infinitesimal current loop with quantised angular momentum
l.

In a like manner, associated with the spin angular momentum s, there is
a spin magnetic moment μS given by

μS = −g
μB

�
s , (14.6)

where g is the gyromagnetic ratio, very close to 2. The projection of μS onto
the spin angular momentum of the electron is almost equal to ±μB.

Spin–Orbit Interaction

Another consequence of the principles of relativity is the existence of a spin–
orbit interaction which couples the orbital and spin angular momenta. The
corresponding Hamiltonian is

HSO = −ξl · s , (14.7)
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where ξ is the coupling constant. The classical analogy allows some under-
standing of this effect. In a frame of reference moving with the electron, the
motion of the nucleus is equivalent to a current loop creating a magnetic field
at the electron which interacts with its spin magnetic moment. This classical
image predicts that the spin–orbit interaction will increase with the charge
Z on the nucleus, i.e., it will be greater for heavy atoms. Even though the
actual dependence is much more complex and involves other effects, this gen-
eral tendency is rather well borne out. For example, the spin–orbit coupling
constant for platinum (Pt, Z = 78) is 6 times greater than that for cobalt
(Co, Z = 27) [5].

The spin–orbit interaction is fundamental because it underlies many of
the effects we shall describe in this chapter, which we shall refer to under the
heading of magnetocrystalline anisotropy: in a material, the total magnetic
energy depends on the orientation of the magnetic moment relative to the
axes of symmetry of the crystal lattice. Note that the spin–orbit interaction,
as well as the magnetic anisotropy it causes, are local quantities, likely to vary
rapidly from one atomic site to another.

Exchange Interaction

Quantum mechanics lies at the origin of another important magnetic effect.
The indistinguishability of electrons, associated with their half-integer spin
(the electron is a fermion), leads to the Pauli exclusion principle: two electrons
with the same spin cannot occupy the same spatial state. In quantum terms,
the probability of their being simultaneously at the same point, averaged
over the whole of space, is lower than for electrons with antiparallel spins.
They thus have a lower Coulomb interaction energy (the Coulomb interaction
being repulsive between charges of the same sign), which leads to an effec-
tive interaction favouring a parallel alignment of the electron spins. This is
the exchange interaction. In reality, the exchange interaction can be intra-
atomic, as described above, or interatomic through valence electrons, and it
can even be transmitted through an intermediate atom. It can favour a paral-
lel alignment of spins (ferromagnetic interaction), or an antiparallel alignment
(antiferromagnetic interaction). It can even change sign between nearest and
next-nearest neighbours.

In the magnetic materials with which we are concerned here, the exchange
interaction is one or two orders of magnitude stronger than the other sources
of magnetic energy. However, because it requires atomic orbitals to overlap,
it does have a very short range, of the order of the interatomic distance. It
is therefore another local quantity. Moreover, it is almost isotropic and is
irrelevant to the various anisotropies.

Magnetic Moment of an Isolated Atom

An atom contains several interacting electrons. In the isolated atom, these
electrons are distributed over states of increasing energy (Hund rules), taking
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into account the spin–orbit interaction and respecting Pauli’s principle [3, 6].
The magnetic moment μtotal of the atom is then related to the total angular
momentum J = L+S, the sum of the total orbital and spin angular momenta

L =
∑

i

li and S =
∑

i

si ,

respectively, by

μtotal = −gJ
μB

�
J . (14.8)

The Landé factor gJ of an atom is given by

gJ =
3
2

+
S(S + 1) − L(L + 1)

2J(J + 1)
.

The projection of J onto the quantisation axis can take the values MJ =
−J,−J + 1, . . . ,+J .

Very few atoms have zero magnetic moment when isolated, because apart
from a few special cases the condition J = 0 can only be fulfilled if all the
atomic shells are full, e.g., the noble gases.

Localised Magnetism and Itinerant Magnetism

In a material, atoms are arranged on the sites of a crystal lattice and their
electrons move in the crystal field, i.e., the electric field created by all the
other charges of the crystal, which therefore possesses the lattice symmetry.
To a first approximation, there are two limiting cases.

Localised Magnetism

In the case of so-called localised magnetism, it is assumed that the electrons
responsible for magnetic effects remain localised around their respective nu-
clei. In the ideal case, the crystal field can be treated as a small perturbation
of the quantum state of the electron in the isolated atom (or in the isolated ion
in the case of ionic crystals). The sites of the crystal lattice are then occupied
by atoms carrying a magnetic moment given by (14.8), which interact mainly
by the interatomic exchange interaction. Below a critical temperature, ther-
mal agitation can no longer combat this interaction and long-range magnetic
order is established (see Fig. 14.2). Depending on the type of interaction and
the material (alloy, pure metal, etc.), this order may be:

• ferromagnetic, i.e., below the Curie temperature TC, all magnetic moments
are parallel,

• antiferromagnetic, i.e., below the Néel temperature TN, two ferromagnetic
sublattices with antiparallel moments balance one another to give a zero
total moment,
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(a) (b) (e) (d)

Fig. 14.2. Examples of long-range magnetic order on a 2D square lattice. (a) Fer-
romagnetic order. All moments are aligned parallel to one another. (b) and (c) An-
tiferromagnetic order. Two ferromagnetic sublattices balance one another. In (b),
rows of atoms are opposed and the resulting moment along a column is zero. In
(c), rows of atoms are not balanced. (d) Ferrimagnetic order. The moments of two
sublattices with antiparallel alignment do not cancel one another

• ferrimagnetic, i.e., the moments of two antiferromagnetically aligned sub-
lattices do not cancel and the resulting moment is nonzero.

In this ideal model of localised magnetism, magnetocrystalline anisotropy
arises because the electrons are distributed in orbitals whose symmetry is
not generally spherical, and the asymmetry of the electron cloud is strictly
related to the direction of the magnetic moment. The energy arising from the
electrostatic interaction between all charges in the crystal thus varies with the
orientation of the magnetic moment.

However, this ideal model of localised magnetism is only very rarely ob-
served. It is only approximately valid for ions in the rare earths, in which the
4f electrons responsible for magnetic effects are located in inner shells where
they are in some sense protected from the crystal field by the 5s valence shell.
For the other large family of magnetic atoms, the elements of the first tran-
sition series, the 3d orbitals causing magnetic effects are the valence orbitals.
The interaction with the crystal field can no longer be treated as a pertur-
bation of the isolated atom and becomes even stronger than the spin–orbit
interaction [3]. This reversal in the order of importance of the interactions
has significant consequences, the first of which is a cancellation or quenching
of the orbital moment, i.e., the quantum states arising from diagonalisation
of the basic Hamiltonian (without spin–orbit coupling but with the crystal
field) have zero orbital moment and the resulting magnetic moment corre-
sponds to the spin moment alone. There is a simple classical interpretation
for this phenomenon. When the effect of electrostatic interactions becomes
very great, a large amount of energy must be expended to get an electron
to revolve in a crystal field with spatial fluctuations, and it is therefore ener-
getically preferable to localise it in zones of lower energy. As a consequence,
the new fundamental orbitals correspond to stationary waves in the spatial
probability distribution of the electrons. The localisation of the maxima of
these stationary waves with respect to the spatial variations in the crystal
field leads to energy differences between states.
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The spin–orbit interaction is then viewed as a perturbation of this ground
state and reinstates a partial orbital angular momentum. Indeed, in the pres-
ence of a spin s, the reinstatement of a partial orbital angular momentum δl in
a given atomic orbital allows the system to gain in magnetic energy through
the spin–orbit interaction HSO = −ξδl · s. However, the cost in electrosta-
tic energy depends on the orientation of δl. The amplitude of the reinstated
orbital angular momentum is determined by competition between these two
energies and therefore depends on the orientation of the spin angular mo-
mentum with respect to the crystal lattice, as does the total energy. This is
the origin of magnetocrystalline anisotropy, which in this case occurs with
an anisotropy in the amplitude of the total magnetic moment. The fact that
the electrostatic interaction is much stronger than the spin–orbit interaction
leads to very small orbital effects, and their contribution to the total magnetic
moment is often ignored. Likewise, magnetocrystalline anisotropy is generally
less pronounced than in the ideal case.

Itinerant Magnetism

The ferromagnetic metals, such as Fe, Co, Ni and their alloys, do not fit into
the localised magnetism model. The most obvious difference is the value of
the magnetic moment per atom in these metals, which cannot be explained by
any filling rule for an isolated atom or ion, even by appealing to a quenching of
the orbital angular momentum. In these metals, the electrons responsible for
the magnetic moment are delocalised electrons, which take part in electrical
conduction and must be treated using an energy band model. We then speak
of itinerant magnetism.

The origin of itinerant ferromagnetism can be understood quite simply
using the well known Stoner model [3]. The transition metals in the group
Fe, Co, and Ni are characterised by a very broad 4s conduction band and a
narrow 3d conduction band giving a high density of states at the Fermi level
in the paramagnetic state. This feature favours a polarisation of the electron
spins in the 3d band under the effect of the interatomic exchange interaction
(see Fig. 14.3). We thus obtain a spin magnetic moment per atom proportional
to the difference between the number of electrons n↑ and n↓ in the two spin
directions, i.e.,

μspin = −(n↑ − n↓)μB .

Obviously, the magnetocrystalline anisotropy of these ferromagnetic metals is
related to the generation of a partial orbital moment, as discussed above (see
also [7]). Except for special cases related to nanomagnetism discussed later
in the chapter, this orbital moment remains small (less than 1% of the spin
moment in the case of Co, for example [8]).

In fact many experimental results concerning the 3d metals can be better
interpreted using a localised model rather than a purely itinerant approach,
and this has given rise to heated debate. Without going into detail, a quick
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Fig. 14.3. Schematic representation of the electron density of states n(ε) of the
conduction bands (a) in a strongly ferromagnetic 3D metal (the minority spin band
is full), and (b) in copper. ε is the energy and εF the Fermi level. The representation
(a) applies fairly well to Ni and Co, whereas Fe exhibits a more complex structure.
Ag and Au, other noble metals with Cu, have similar densities of states to Cu, but
for the 5s (6s) and 4d (5d) bands, respectively

argument gives some idea of how the two approaches can be reconciled in a
standard material. The overlap between magnetic orbitals remains small and
the 3d electrons are barely delocalised compared with the 4s conduction elec-
trons. Instead of applying a standard conduction model, one can thus consider
the 3d electrons as hopping from one atom to another with an extremely rapid
characteristic hopping frequency compared with other characteristic times in
the system. The exchange interaction controls the hopping probability, which
therefore depends on the relative orientation of the electron spin and the spin
of the atoms. It thereby contributes to stabilising at a given atomic site an
average value of the magnetic moment that conforms to the predictions of the
itinerant model. This average value can be identified with an isolated mag-
netic moment at the longer characteristic times of magnetic fluctuations (spin
waves, excitations destroying long-range order close to TC).

Finally, it should be noted that the polarisation of conduction electrons
in itinerant ferromagnetic metals has extremely important consequences for
electron transport, a subject discussed in Sect. 14.2.

14.1.3 Magnetism in Matter: Continuum Approximation

Although the approach described in Sect. 14.1.2 identifies the microscopic ori-
gins of magnetic behaviour, its implementation within a real object, even
on the scale of a few nanometers, amounts to treating an N -body problem
with N � 1. In fact, in a rather surprising way, magnetic media can be
treated much more easily using the continuum approximation, right down to
the atomic scale or almost, introducing minor corrections where necessary, as
we shall see below.
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This approximation is also based on the idea of electromagnetic forces.
As in the vacuum, an electron propagating through matter is subject to the
Lorentz force, but the electric field e and magnetic induction b fluctuate very
rapidly both spatially and temporally. However, over a long distance compared
with the interatomic distance, the trajectory can be worked out as if the
electron were subject to macroscopic average values E and B. On this basis,
we may neglect fluctuations on the atomic scale and calculate using average
values in a continuous medium.

Different Energies in the Continuum Approximation

We define the magnetisation M as the dipole magnetic moment per unit
volume (in A/m). To deal with these media, the magnetic field H is easier
to manipulate than the induction B. In the vacuum, these two quantities are
simply proportional, i.e., B = μ0H. In magnetised matter, the relationship
is more involved:

B = μ0(H + M) , with H = Hext + HD , (14.9)

where Hext is the field produced by sources outside the magnetic system
under consideration (magnetic moment and current distributions), and HD

is the demagnetising field, i.e., the field produced in the system by its own
magnetisation M (see below).

To simplify expressions in what follows, we shall make two restrictive as-
sumptions:

• Since it is generally the case in experiments, we shall assume that the field
Hext is uniform over the relevant volume V of the sample. If this were not
so, there would be a force that would tend to displace the sample in the
magnetic field gradient, together with a couple on the magnetisation [3].

• We shall also assume that the sample is made from a homogeneous mag-
netic material, whose magnetisation has uniform magnitude M = MS

throughout the volume. We may then write M = MSm, where m is a
unit vector with components mX and mZ in an orthonormal frame. It is
always possible to reduce to this hypothesis by dividing the system into
homogeneous regions and then introducing interface effects (interactions,
inhomogeneities) and dipole interactions.

Demagnetising Field in a Magnetic Element

The demagnetising field HD is the field produced in a magnetic element by its own
magnetisation distribution. The analogy between electrostatics and magnetostatics
mentioned in Sect. 14.1.1 can be used to calculate at any point of space the magnetic
field produced by a magnetisation distribution M of volume V and surface area S,
by introducing a distribution of magnetic pseudo-charges with density ρ = −divM
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and surface density σ = n · M , where n is the outward unit normal vector at the
relevant point of the surface. It is assumed that the magnetic element in question is
made from a homogeneous material whose magnetisation M has uniform magnitude
MS. Hence,

M = MSm ,

where m is a unit vector with components mX , mY , mZ .

• Demagnetising factors of an ellipsoid. The most general case encountered in
nanomagnetism is one in which m has quasi-uniform orientation. Then ρ ≈ 0
and only surface charges contribute. Even in this case, the dipole field HD is
only uniform if the element has ellipsoidal shape. It is then given by

HD = −NM , (14.10)

where N is a 3 × 3 tensor with trace 1. Taking Cartesian coordinates along the
principal axes of the ellipsoid, N is diagonal and reduces to three demagnetising
factors NX , NY and NZ such that NX + NY + NZ = 1. The component HDi of
the demagnetising field, i = X, Y, Z, can be written

HDi = −NiMSmi .

For an arbitrary ellipsoid, HD depends on the orientation of the magnetisation
with respect to the sample shape. This effect reflects the fundamental anisotropy
of the interaction between two magnetic dipoles [see (14.4)], combined with the
integration over the sample shape.
The sphere is the simplest ellipsoid. By symmetry, NX = NY = NZ = 1/3 and
the dipole interaction causes no anisotropy in HD. Samples intended for precise
measurements or calibration are generally made spherical. Exact expressions for
NX , NY and NZ in the case of an arbitrary ellipsoid can be found in [78].

• Approximately ellipsoidal shapes. Although shapes commonly encountered in
nanomagnetism are not ellipsoidal, several extremely important cases are close
enough to be able to make the approximation.
– Infinitely long cylindrical needle. The needle is assumed infinitely long in the

Z direction compared with its diameter. The magnetic charges on the two
faces perpendicular to the Z axis are then infinitely far away, which means
that NZ ∼ 0 and NX = NY ∼ 1/2.

– Infinitely thin film. The film can be assumed to have infinitesimal thickness
in the Z direction, when compared with its lateral dimensions. This time it
follows trivially that NZ ∼ 1 and NX ∼ NY ∼ 0.

• General case. For an arbitrary shape, even if the magnetisation is strictly uni-
form, the demagnetising field is not, and the variations in this field can sub-
sequently induce non-uniformities in the magnetisation. For many shapes, it is
nevertheless possible to define demagnetising pseudofactors evaluated from ex-
act calculations of the dipole energy, made by assuming a uniform magnetisation
aligned along the different symmetry axes of the system. The values obtained
are then fitted with (14.14) below.
An important case for applications is that of a thin wafer obtained by etching
a thin film. If LX and LY are the lateral dimensions in the Oxy plane and e
the thickness in the Oz direction, we have LX ∼ LY � e. Clearly, NZ will be
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close to 1, while NX and NY will be small with NX < NY if LX > LY . The
case of a uniformly magnetised rectangular parallelipiped has been treated ana-
lytically [79]. The demagnetising factors of a wafer with elliptical geometry can
be found in [80]. It can be observed that, even for very large lateral dimensions
compared with the thickness (typically LX , LY = 100–200 nm for e = 5 nm in
magnetoelectronic applications), a wafer cannot be treated as an ellipsoid for
calculation of NX and NY .

Zeeman Energy

The interaction energy between the field Hext and the magnetisation distrib-
ution in the sample can be written

EZ = −
∫∫∫

V

dV μ0M · Hext =
∫∫∫

V

dV εZ , (14.11)

where εZ = −μ0MSm · Hext is the Zeeman energy density per unit volume
[see (14.3)].

Exchange Energy

In common ferromagnetic materials, the exchange interaction tends to keep
individual magnetic moments parallel. As soon as this feature of the magneti-
sation is destroyed, an exchange energy is created, which increases as the local
rotation of m is large. Since the exchange interaction is short range, affecting
only nearest atomic neighbours, the exchange energy is a local quantity that
can be represented by an energy density

εexch = A(∇m)2 , (14.12)

where A is the exchange constant for the material. The brief notation

(∇m)2 = (∇mX)2 + (∇mY )2 + (∇mZ)2 ,

where nabla assumes its usual interpretation, is widespread in the micromag-
netism literature and should not be confused with the square of the divergence
of m, which is written (∇ · m)2.

Dipole Energy and Shape Anisotropy

The dipole energy ED arises from the interaction between the demagnetising
field and the magnetisation distribution:

ED = −1
2

∫∫∫
V

dV μ0HD·M . (14.13)

This has the same form as the Zeeman energy (interaction between a mag-
netic field and a magnetisation distribution), but with a factor of 1/2 which
expresses the fact that the dipole energy is a self-energy.
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For a uniformly magnetised sample with ellipsoidal shape, HD is also
uniform (see p. 512) and the expression for the dipole energy density simplifies
to

εD =
1
2
μ0M

2
Sm·Nm =

1
2
μ0M

2
S

(
NXm2

X + NY m2
Y + NZm2

Z

)
. (14.14)

This expression can often be applied to samples with non-ellipsoidal shape
used in nanomagnetism. The demagnetising factors NX , NY and NZ are then
the ‘average’ values found by rigorous calculation.

εD depends on the orientation of the magnetisation with respect to the
sample shape. One speaks of shape anisotropy. Since this energy is propor-
tional to M2

S , it very often dominates over the other sources of magnetic
anisotropy, imposing the direction of magnetisation at equilibrium in the ab-
sence of any external field. As εD can only be positive or zero, this easy
magnetisation direction is the one with the lowest demagnetising factor. For
example, the dipole interaction favours:

• alignment of the magnetisation along the length of a magnetised needle,
• maintenance of the magnetisation in the plane of a film that is very thin

compared with its lateral dimensions,
• a plane of easy magnetisation in the plane of an elliptically shaped wafer,

with an axis of easy magnetisation along the major axis of the ellipse.

Magnetocrystalline Anisotropy

Magnetocrystalline anisotropy refers to the energy contribution arising di-
rectly from the interaction between the magnetic moment and the symmetry
of the atomic environment in the material. The origins of this magnetic en-
ergy have been described in the previous sections. It is a local energy which
depends at each atomic site on the immediate atomic environment. The ex-
pressions below only consider the variable part of this energy up to a factor
which can nevertheless vary itself if the crystal lattice is deformed, as we shall
see later.

The commonest case is a monocrystal of a simple ferromagnetic material
such as Fe, Co, or Ni. Then all atomic sites are equivalent, the energy density
of magnetocrystalline anisotropy is uniform in the material, and its expan-
sion in terms of the direction cosines of the magnetisation (mX , mY and mZ)
must respect the symmetry of the crystal lattice and time reversal symme-
try. Depending on the lattice symmetry, we use a complete basis of spherical
harmonics or functions of the direction cosines mi.

The simplest case is one of uniaxial magnetocrystalline anisotropy, where
the energy density is

εmc = K sin2 θ , (14.15)

as a function of the angle θ between the direction of magnetisation m and
the axis of anisotropy. If the anisotropy constant K is positive, the energy is
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minimal when the magnetisation is parallel to the anisotropy axis (whatever
direction it may be pointing). We then speak of an easy axis of magnetisation,
or just an easy axis. Otherwise, the magnetisation remains preferentially in
the plane perpendicular to the anisotropy axis and we speak of an easy plane
and a hard axis.

For a cubic crystal,

εmc = K1s + K2p + K3s
2 + K4sp + · · · , (14.16)

where s = m2
Xm2

Y + m2
Y m2

Z + m2
Zm2

X and p = m2
Xm2

Y m2
Z . This expansion

is valid for Fe (body-centered cubic structure) and Ni (face-centered cubic
structure). For a crystal with hexagonal symmetry such as Co, we have

εmc = K1 sin2 θ + K2 sin4 θ + K3 sin6 θ + K ′
3 sin6 θ cos 6φ + · · · , (14.17)

where θ is the angle between the magnetisation and the axis of hexagonal
symmetry c, and φ is the angle to the azimuth in the plane perpendicular to
c (cylindrical coordinate system).

The coefficients Ki are called the order i anisotropy constants.

Note. The notation commonly used in the literature and adopted here can
lead to a certain confusion. For example, the constant K1 in the expansion for
cubic symmetry corresponds to a term in m4

i , whereas the term in K1 in the
expansion for hexagonal symmetry corresponds to a term in m2

i . The term
‘order’ thus refers to the position of the term in the given expansion rather
than the power of that term, and care must be taken when comparing the
results of different authors.

With more involved expressions such as (14.16) and (14.17), there may exist
several types of extrema in the anisotropy energy. We speak of an easy direc-
tion, where ‘direction’ may mean axis, plane, cone, etc., when the energy has
a global minimum, a hard direction when the energy has a maximum, and
intermediate directions when the energy has a local minimum.

Finally, the magnitude MS also depends on the orientation of the magneti-
sation due to the anisotropy of the orbital moment (see Sect. 14.1.2), following
the same expansion as the magnetocrystalline anisotropy with a constant term
M0.

Table 14.1 gives the coefficients in the above expansions for Fe, Co and
Ni, at the temperature of liquid helium (T = 4.2 K). As one might expect, the
strength of anisotropy effects falls as the symmetry increases, e.g., in passing
from a hexagonal to a cubic lattice, not only does the first term in the expan-
sion correspond to a higher power of the mi, but the value of the coefficient
is smaller. The value of the coefficients Ki generally falls off rather quickly
as the order increases, and it is justifiable to keep only the first one or two
terms. Care must also be taken because the terms of higher order, although
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Table 14.1. The main parameters of magnetic anisotropy for ferromagnetic tran-
sition metals at T = 4.2 K [9]

Fe Co Ni

Crystal lattice cc, a = 2.87 Å hcp, b = 2.51 Å, c = 4.07 Å fcc, a = 3.52 Å

Anisotropy energy

K1 [eV/atom] 4.02 × 10−6 5.33−5 −8.63 × 10−6

K2 [eV/atom] 1.44 × 10−8 7.31 × 10−6 3.95 × 10−6

K3 [eV/atom] 6.6 × 10−9 2.38 × 10−7

K′
3 [eV/atom] 8.4 × 10−7

Moment anisotropy

M0 [μB/atom] 2.215 1.729 0.615

M1 [μB/atom] −5.4 × 10−4 −8.0 × 10−3 6.0 × 10−4

small, may make a significant contribution in certain experiments. Finally, the
anisotropy of the moment is extremely small and remains negligible in almost
all experiments.

Magnetoelastic Anisotropy

The above discussion referred to perfect lattices. Magnetic nanostructures are
rarely independent of their environment and even in a self-supported structure
(a bulk cluster), size effects generally lead to distortion or relaxation of the
crystal structure, as for a surface or interface. The anisotropy depends on
the immediate atomic environment and so any deformation of the lattice can
change the form of the expansion and the coefficients of magnetocrystalline
anisotropy.

We speak of magnetoelastic anisotropy when this variation corresponds to
the elastic deformation of the material in response to a stress. The change
depends sensitively on the initial symmetry of the lattice. For example, a
stress applied along the axis c of a lattice with hexagonal symmetry does not
change the form of the first terms in the expansion, but simply alters the
values of the coefficients. In contrast, a stress exerted along one of the axes of
symmetry of a cubic lattice induces a tetragonal distortion which introduces
higher order terms in the expansion of εmc, viz.,

εmc = K1 sin2 θ + K2 sin4 θ + K ′
2 sin4 θ cos 4φ + · · · , (14.18)

where θ and φ are the same angles as for the hexagonal symmetry [see (14.17)]
but relative to the axis of tetragonal symmetry.

Anisotropy Due to Bond Direction

Up to now we have been considering single-element materials. In an alloy
there may exist another type of anisotropy due to the direction of the bonds
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between the various elements in the alloy. A classic case is provided by ordered
alloys with L10 structure such as Fe50Pt50, which is the the alloy with the
highest anisotropy coefficient yet observed, apart from the rare earth alloys.
In this ordered structure, the atoms are situated on a face-centered cubic (fcc)
structure, with pure planes of each constituent Fe or Pt alternating along a
[001] direction. The anisotropy thus accumulates the effects of an anisotropy
in the bond direction and a high level of tetragonal distortion of the lattice
due to the great difference in volume between Fe and Pt atoms. To this must
be added the favourable influence of the very strong spin–orbit coupling of Pt
(a heavy atom), rendered magnetic by contact with Co (see Sect. 14.1.4).

The effect is more subtle in the layers of alloys of type Ni1−xFex, in which
a deposition or anneal in a magnetic field can induce by diffusion a spatial
organisation of the Ni–Fe, Fe–Fe and Ni–Ni bonds in such a way that more
bonds of a given type are aligned close to the field direction. This effect then
induces a weak magnetic anisotropy which can be extremely useful in magne-
toelectronic applications.

Magnetostriction

The relationship between crystal structure and magnetisation is a much more
complicated affair in which the phenomena of magnetocrystalline anisotropy
discussed above represents only one aspect. In fact, it is the global energy
which must be minimised when the magnetisation rotates in a magnetic
material: not only does the amplitude of the magnetic moment vary (see
Sect. 14.1.2), but the crystal lattice may be deformed. This last phenomenon
is called magnetostriction, characterised in the experimental context by a vari-
ation in the dimensions of a macroscopic magnetic sample depending on the
direction of magnetisation. This phenomenon is extremely important for mag-
netoelectronic applications, because the behaviour of the magnetisation of a
ferromagnetic layer in a device can be significantly influenced by the interac-
tion between magnetostrictive effects and mechanical stresses exerted in the
neighbourhood of the layer. Hence, most applications requiring rotationally
free layers use permalloy layers, i.e., Ni80Fe20 alloy, whose magnetostriction
can be cancelled by adjusting the concentration. However, other applications
use materials with high magnetostriction to detect a mechanical stress, e.g.,
sensors, keyboards, etc.

It is not possible to go into more detail here. For the physicist who wishes to
understand these effects qualitatively, the pair model proposed by L. Néel [10]
provides an excellent unifying tool with regard to the various types of magnetic
energy connected with the crystal lattice and its deformations (see below).

Néel Pair Model

We shall just outline the basic idea behind this method, introduced by L. Néel in
1953 to calculate the surface anisotropy [10]. We first assume that the exchange
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ri,j

mi

mj

Fig. 14.4. Notation for pair model

interaction is strong enough to keep all magnetic moments parallel in the crystal.
The total magnetocrystalline energy can then be written in the form of a sum of the
pair energy eij over all crystal sites, viz.,

Ecrystal =
1

2

∑
i,j

eij .

With the parameters defined in Fig. 14.4, the energy eij of a pair of moments μi and
μj can be expanded without loss of symmetry using a basis of Legendre polynomials:

eij = g2(rij)P2(θij) + g4(rij)P4(θij) + · · · .

The functions gn(rij) are assumed to decrease very quickly with rij . At the lowest
level of approximation, the sum is therefore taken over nearest neighbours, keeping
only the first term in the expansion of eij . Furthermore,

P2(θij) = cos2 θij − 1

3
, g2(rij) = a + bδrij , with rij = r0 + δrij .

Note that P2 has the symmetry of the magnetic dipole interaction between two par-
allel dipoles, although this interaction is generally treated separately. The expression
for g2 represents the elastic energy due to deformations of the crystal lattice about
its equilibrium position r0.

In principle, these expressions can be used to unify the description of mag-
netocrystalline anisotropy with its magnetostriction and magnetoelastic energy as-
pects. For example, the determination of the coefficients a and b from measurements
of magnetostriction and elastic deformation should allow evaluation of the magnetic
anisotropy coefficients. The calculation can also be extended to alloys to obtain the
anisotropy due to bond directions. In practice, the method does not lead to reliable
quantitative predictions. For one thing, it is very sensitive to the number of neigh-
bours taken into account and the number of terms used in the expansion. However,
it remains extremely useful for assessing the symmetry of the first terms in the ex-
pansion of the magnetic anisotropy energy in special cases of symmetry breaking
often encountered in nanomagnetism [81].

Fundamental Structures and Lengths in Nanomagnetism

The magnetisation configuration in a magnetic element is the direct result of
competition between the different energy sources described above. It is usually
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Fig. 14.5. Magnetic configurations in a thin film with uniaxial magnetocrystalline
anisotropy and easy axis perpendicular to the film. Arrows indicate the orientation
of the magnetisation, whilst the plus and minus signs indicate the magnetic surface
charges. (a) Uniform magnetisation in the plane of the film. (b) Uniform magneti-
sation perpendicular to the film. (c) Magnetic domains. (d) At the domain centre,
the dipole field is proportional to the solid angle subtended there by the magnetic
pseudo-charges

the exchange interaction that dominates, despite its very short range. The
competition between the exchange energy and other energy sources will thus
determine, for example, the minimal distances over which the magnetisation
can rotate, and these distances play the role of fundamental lengths defining
the scale of nanomagnetic effects.

Magnetic Domains and Walls

The first consequence of this competition in sufficiently large structures is the
spontaneous formation of magnetic domains over which the magnetisation is
uniform. These regions are separated by domain walls. The origin of this ef-
fect is easily understood in the classic example investigated by C. Kittel in
1946 [11], viz., the case of a thin magnetic film with uniaxial magnetocrys-
talline anisotropy in which the easy axis is perpendicular to the film. The
exchange energy seeks to maintain a uniform magnetisation throughout the
film. The magnetocrystalline anisotropy is minimal if the magnetisation is
perpendicular to the film, but this orientation gives a maximal dipole energy
(see Figs. 14.5a and b). The film thus divides spontaneously into magnetic
domains with limited lateral extension (see Fig. 14.5c). In a given domain,
the magnetisation is indeed uniform and oriented perpendicularly to the film,
while the dipole interaction decreases as the lateral extent of the domain de-
creases (see Fig. 14.5d). However, in the walls separating the domains, the
magnetisation must rotate and this rotation has a cost in terms of exchange
energy and magnetocrystalline anisotropy energy, whose minimisation confers
a finite width on the wall. The competition between the wall energy (propor-
tional to the total surface area of the wall) and the dipole interaction then
determines the lateral extent of the domains.
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Fig. 14.6. Bloch wall between two domains with
antiparallel magnetisation in the z direction. In the
absence of perturbation, the wall is planar, assumed
here to be parallel to the xz plane. Crossing the wall
in the perpendicular direction y, the magnetisation
rotates steadily, whilst remaining all the time in the
xz plane

Competition Between Exchange Energy
and Magnetocrystalline Anisotropy Energy

The perfect Bloch wall shown in Fig. 14.6 is the magnetisation structure with
minimal energy making the transition from one domain of uniform magneti-
sation to another with opposite magnetisation, in a magnetic material with
uniaxial magnetocrystalline anisotropy and infinite extent. In this case, there
is no dipole anisotropy related to the shape of the material, and the rotation
of the magnetisation in the wall leads to divm = 0. The width ΔBW of the
Bloch wall is thus the fundamental length measuring competition between
exchange energy and magnetocrystalline anisotropy energy:

ΔBW = 2

√
A

K
. (14.19)

Likewise, the expression for the energy density σ of the wall per unit area only
involves the exchange and magnetocrystalline anisotropy coefficients:

σ = 4
√

AK . (14.20)

For typical materials, ΔBW ranges over 7–100 nm.

Competition Between Exchange Energy and Dipole Interaction

When the total magnetic energy in a nanostructure is minimised, the result-
ing magnetisation configuration may not be uniform over characteristic length
scales determined by the competition between energies. The competition be-
tween the exchange and dipole energies determines the exchange length Λexch

given by

Λexch =

√
2A

μ0M2
S

. (14.21)

The simplest way of visualising this length is to consider the magnetisation
vortex (see Fig. 14.7), as observed, for example, in a circular disk of a thin
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r
Fig. 14.7. Magnetisation vortex in a magnetic disk. Bold
arrows indicate the local magnetisation direction in the ma-
terial and r is the distance to the disk centre

film of magnetic material with negligible magnetocrystalline anisotropy (a soft
material). To minimise the dipole energy in such a disk, the magnetisation
must remain in the plane so that there are no magnetic surface charges on
the upper and lower faces, and it must be parallel to the edge so that there
are no magnetic charges on the circumference. The circular symmetry of the
magnetisation configuration obtained in this way also suppresses bulk charges
(divm = 0). However, it does lead to a singularity at the centre of the disk
which the magnetisation deals with by coming out of the plane. The profile
of the perpendicular component of m is then given by the expression

m⊥ = exp

[
−
(

r

Λexch

)2
]

, (14.22)

which involves the exchange length. Whether a vortex is actually obtained
clearly depends on the disk parameters, e.g., magnetisation MS, diameter,
thickness. Intuitively, one may predict that the vortex structure becomes un-
stable in a very thin film, where the energy arising from surface charges be-
comes relatively large, or when the diameter is reduced [12,13].

For typical materials, Λexch has small values, of the order of 3–5 nm, well
below ΔBW. This simply reflects the fact that the dipole interaction generally
dominates the magnetocrystalline anisotropy.

The exchange length actually measures the ability of the magnetisation
to rotate over very short distances to minimise its total energy by reducing
its dipole energy at the expense of the exchange energy. Hence, in magnetic
objects with non-ellipsoidal shapes, where the demagnetising field is not uni-
form, the magnetisation can only be strictly uniform when the dimensions
are of the order of Λexch. A clear illustration is given in Fig. 14.8, which gives
a schematic view of the magnetisation configurations in a square cell etched
in a soft magnetic film. Near the corners of the square and along the edges
perpendicular to the magnetisation, the demagnetising field would be very
strong if the magnetisation remained uniform. It thus rotates in order to min-
imise the magnetic surface charges, a process occurring over a distance of the
order of Λexch. Note that the two configurations in Fig. 14.8 do not have the
same total energy. This is called a configuration anisotropy energy [14]. These
non-uniformities on the scale of Λexch also have considerable consequences for
the way the magnetisation of a nanostructure rotates under the effect of an
applied field, a critical process in applications [15,16].
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Fig. 14.8. Quasi-uniform magnetisation configurations minimising the magnetic
energy in a square cell etched in a thin film of soft magnetic material. Left : Flower.
Right : Leaf [14]

Magnetic Domain Walls in Finite-Size Samples

When the lateral dimensions of a magnetic structure become comparable with
the fundamental lengths discussed above, or over a depth of the order of these
lengths close to the surface of a more extended structure, highly non-uniform
magnetic configurations are encountered. The structure shown in Fig. 14.8 is
an example. The reader is referred to the exhaustive treatment published by
A. Hubert and W. Rave [17]. The same authors have also discussed in detail a
classic example, the cube [18], while H. van den Berg has developed a general
method [19] for predicting the magnetic configurations in elements etched in
soft ferromagnetic films.

On the level of the present discussion, it is possible to obtain a simple
understanding of the basic principles of these complex magnetic configurations
from a brief discussion of a case that is extremely important for applications,
namely, magnetic domain walls in thin films.

The simplest configuration is the one in an ultrathin film, defined as a film
whose thickness is at most of the order of the exchange length. Consequently,
exchange succeeds in keeping the magnetisation parallel over the thickness
of the film. Let us assume that the magnetocrystalline anisotropy creates an
easy magnetisation axis in the plane of the film. The film can then divide
up into magnetic domains that are uniformly magnetised along the easy axis,
as shown schematically in Fig. 14.9. Two minimum energy configurations are
then possible for the walls:

• The magnetisation can rotate as in a Bloch wall, hence coming out of
the plane (Fig. 14.9a). This configuration creates magnetic surface pseudo-
charges which cost a certain amount of dipole energy. Note that, due to
these charges, this is not exactly a perfect Bloch wall. However, when the
width of the wall is much greater than the film thickness, it can be shown
that the width and energy of the wall are given approximately by (14.19)
and (14.20), replacing the magnetocrystalline anisotropy constant K by
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Fig. 14.9. Domain walls in an ultrathin film. (a) Bloch-type wall. (b) Néel wall

the effective constant Keff = K − 2πM2
S , which includes the dipolar shape

anisotropy of a thin film [see (14.14) and p. 512].
• The magnetisation can also rotate within the plane. This last structure is

called a Néel wall. Since the magnetisation does not leave the plane, there
are no surface pseudo-charges, in contrast to the first case. However, in
the wall, divm �= 0 and there are therefore bulk pseudo-charges. The Néel
wall has a complex structure [20]. It has a core whose width is of order
Λexch, in which the main part of the rotation of the magnetisation occurs,
surrounded by extended zones in which the rotation is slower. The extent
of the latter is proportional to the film thickness and the ratio μ0M

2
S/K.

Without actually carrying out the minimisation calculation, it can be seen
that the cost in dipole energy is related to surface effects in the first case and
proportional to the volume of the wall in the second case. The Néel wall is
thus favoured below a certain critical film thickness which depends on the
magnetic constants of the material.

When the film thickness increases well beyond Λexch, the exchange inter-
action is no longer able to maintain a parallel magnetisation throughout the
whole thickness of the film. In order to minimise all the energies, the wall
will adopt a Néel-type configuration close to the surfaces and a Bloch-type
configuration at the film centre [17,21].

When the lateral dimensions of the film are limited, even more complex
situations are observed. For example, in a narrow strip of magnetic material,
the shape anisotropy tends to hold the magnetisation parallel to the edges
of the strip, whilst the wall will align itself perpendicularly to the strip to
minimise its length. This kind of wall, perpendicular to the magnetisation is
called a head-to-tail wall. It assumes complex structures that are very sensitive
to the dimensions of the strip [22].

Figure 14.10 sums up all the different points discussed in this section, as
a reference for understanding the magnetisation configuration in magnetic
micro- and nanostructures.
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Fig. 14.10. Competition between different forms of magnetic energy. Fundamental
lengths of nanomagnetism

14.1.4 Novel Magnetic Effects on the Nanoscale

When at least one dimension of an object becomes of the order of a few
interatomic distances, major differences are expected in the equilibrium states
compared with the properties of the bulk material:

• The stable crystal structure can be different, in particular, under the effects
of interaction with the environment.

• By straightforward geometric effects, the properties of surface and interface
atoms take on an overwhelming significance in determining the properties
of the object as a whole.

• The confinement of particles such as electrons or magnons within dis-
tances comparable with their quantum wavelength induces novel behav-
iour, known as quantum size effects.

The first effect is not strictly a magnetic effect, even though the interaction
with a substrate allows one to stabilise and study new phases of magnetic
materials in ultrathin films, e.g., the bcc structure of Co or the hcp structure
of Fe.

The two other effects have made it possible to observe many novel types of
magnetic behaviour which we shall illustrate by several important examples
studied on ultrathin films. Indeed, these films represent powerful tools for
measuring interface and confinement effects, and they are extensively used in
the magnetoelectronic applications discussed below. Note that effects of the
same kind are found in clusters, discussed in Chap. 7.
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Fig. 14.11. Ferromagnetic film F comprising n atomic planes sandwiched between
two non-magnetic films M1 and M2

Interface Magnetic Anisotropy

The magnetic anisotropy of ultrathin films is not only a classic example for
illustrating interface effects, but also a practical model for expressing the
influence of defects occurring in real films.

Interface Magnetocrystalline Anisotropy

An interface between two materials (or a surface) is a place where translation
symmetry is rather suddenly broken, and where the overlap between atomic
orbitals of different atoms can significantly modify the local structure of elec-
tronic bands. Now magnetic anisotropy is a local quantity which depends on
the crystal symmetry in the immediate vicinity of an atom. In 1953, L. Néel
predicted [10] that the atoms located on a surface or interface would possess
very different magnetic anisotropy coefficients to atoms in the bulk material.

The phenomenon has been widely studied in Co films and multilayers,
owing to the importance of such effects for magnetic recording applications.
This case also corresponds to a model calculation of the interface effect which
we shall now examine.

Consider an ultrathin film of Co with hcp structure and hexagonal sym-
metry axis c perpendicular to the film. Suppose the film has a thickness of n
atomic planes, sandwiched between two non-magnetic materials M1 and M2

with the same structure and semi-infinite extent (see Fig. 14.11). All the Co
atoms in this structure have an atomic environment with symmetry axis per-
pendicular to the film. Hence, to first order, the anisotropy energy per atom
can be written as for uniaxial anisotropy, viz., ε = k sin2 θ. To all intents and
purposes, the anisotropy coefficient k per atom depends only on the nearest
neighbours of the atom. There are thus only two types of Co atom in this con-
text: those inside the film and those in the interfacial atomic planes. These
are denoted by kbulk, kI1 and kI2 . Moreover, if the film is thin enough, e.g.,
compared with ΔBW or Λexch, all the magnetic moments are held parallel by
the exchange interaction and the total magnetic anisotropy can be written as
a simple average over the atoms along a direction perpendicular to the film:

εmc =
ρ

n

[
(n − 2) kbulk + kI1 + kI2

]
sin2 θ , (14.23)
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where ρ is the atomic density, assumed here to be uniform over the stack. We
may then return to the continuum approximation by introducing in the bulk
of the film the bulk and interface anisotropy coefficients Kbulk, KS1 and KS2

corresponding to

Kbulk = kbulkρ , KSi
= ρd (kIi

− kbulk) , (14.24)

where d is the distance between atomic planes parallel to the interface. With
film thickness e = nd, the magnetocrystalline energy density per unit volume
becomes

εmc =
(

Kbulk +
KS1 + KS2

e

)
sin2 θ . (14.25)

To deal with the global anisotropy of the film, we introduce the dipolar shape
anisotropy. In the limit as the film becomes very thin, this simplifies to [see
(14.14) and p. 512]

εD = −μ0

2
M2

S sin2 θ . (14.26)

Finally, we obtain a uniaxial magnetocrystalline anisotropy with effective co-
efficient

Keff = Kbulk − μ0

2
M2

S +
KS1 + KS2

e
. (14.27)

Real films rarely have the ideal structure in Fig. 14.11, due to interface rough-
ness and interdiffusion. However, (14.27) often provides an excellent descrip-
tion of their properties (see Appendix A at the end of the chapter). To check
the relation, eKeff is plotted as a function of e, as in Fig. 14.12. The slope of
the straight line then gives the factor

Kbulk − μ0

2
M2

S ,

and the point of intersection with the vertical axis gives

KS1 + KS2 .

The case illustrated in Fig. 14.12 concerns an Au/Co/Au(111) sandwich [23].
Equation (14.27) leads to an extremely interesting result. When there is

no interface anisotropy, the dipole anisotropy is generally stronger than the
magnetocrystalline anisotropy and maintains the magnetisation in the plane
of the film (Keff < 0). For example, with the coefficients for bulk Co at room
temperature, we have Kbulk = 0.45×106 J/m3 and μ0M

2
S/2 = 1.25×106 J/m3.

However, if the interface anisotropy KS1 +KS2 is positive, then below a critical
thickness e∗, the magnetocrystalline anisotropy causes a magnetisation along a
perpendicular easy axis. This result was first observed in 1968 for a monolayer
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Fig. 14.12. Characteristic plot of eKeff as a function of e for an interface anisotropy
in an Au/Co/Au(111) sandwich. eCo = thickness of the Co film, Keff = effective
measured anisotropy coefficient [23]

of NiFe on Cu [24], but much larger values of e∗ were then measured [25].
This effect is clearly visible in Fig. 14.12, where Keff for an Au/Co/Au(111)
sandwich becomes positive below a Co thickness of the order of 1.8 nm [23].
Layers of Co on Pt provided a particularly interesting example, in which
hybridisation at the interface associates the strong spin–orbit coupling of the
Pt with the spin polarisation of the Co, inducing a spin polarisation in the
interfacial Pt atoms by a proximity effect. The Co/Pt interface anisotropy
thus generates a critical thickness of 3 nm in Pt/Co/Pt(111) sandwiches [26].

More generally, through hybridisation of electronic bands between inter-
face atoms, KS acquires a sensitivity to electron states in the non-magnetic
film M. Any evolution of these states, e.g., at very low thicknesses of M (lo-
calised states, quantum size effects), can lead to large fluctuations in KS [27].

Finally, the form of the expansion of the anisotropy energy depends sen-
sitively on the crystal orientation of the interface (e.g., see [28] for the Co/Pt
interface), and must be determined from symmetry considerations. The Néel
pair model can also be used (see p. 518). More complex effects can shift the
easy magnetisation axis, involving higher orders in the expansion, and some-
times affecting axes within the plane of the film. These effects are referred to
as reorientation transitions.

Note. In all cases, a dependence of the coefficients on 1/e is the signature of
interface effects in ultrathin films. Such a dependence is observed for many
other properties, such as the magnetic moment, optical and magneto-optical
effects, and in fact any phenomenon representing a mean value over the film
thickness where the atomic coefficients vary with the immediate crystallo-
graphic environment.
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Interface Magnetoelastic Anisotropy

An interface between two metals is a place where two crystal lattices, which
have at best the same structure but slightly different lattice constants, must
adapt to one another. This matching problem induces stresses in the mag-
netic film and hence a magnetoelastic contribution to the magnetocrystalline
anisotropy. These effects were predicted in 1988 [29] in the context of a very
simple model calculation that can be usefully outlined here.

Suppose that a ferromagnetic film of metal F is deposited on a substrate
S with the same crystal structure but with different lattice constant aS from
the lattice constant aF of F. To a first approximation, it may be assumed
that the crystal structure of the very thick substrate does not change during
growth of the film. On the other hand, the lattice constant of F in the plane
of the film, denoted by a, will depend on the thickness eF of the film. It can
be characterised by the strain ε = (a − aF)/aF.

In the first stages of growth, the film F adapts its lattice constant in the
plane to the value for S. We then have pseudomorphic growth, and the strain
remains constant at η = (aF − aS)/aF. It causes a relaxation in the lattice
constant perpendicular to the plane, according to the laws of elasticity, and
hence a tetragonal distortion (as under the effect of a uniaxial stress) which
costs a certain amount of bulk energy, since the film as a whole is under stress.

Beyond a critical thickness ec, it becomes preferable to gradually relax the
stress by forming dislocations at the F/S interface, in order to exchange bulk
elastic energy for interface energy. If the tetragonal distortion remains elastic,
it can be shown that the strain then varies approximately as ε ≈ η(ec/eF), i.e.,
going as the reciprocal of the film thickness. Now, still within the elastic limit,
the magnetoelastic contribution to the anisotropy energy is proportional to
ε. Using the formalism of (14.25), we may thus say that, up to eF = ec, the
magnetoelastic energy adds a constant term, analogous to a bulk contribution
Kbulk, whereas beyond ec, it adds a contribution with the same functional
dependence as an interface anisotropy, which can be included in KS. This
last term has thus been called the interface magnetoelastic anisotropy, even
though it refers to the whole bulk of the film.

In real films, competition between magnetocrystalline interface anisotropy
and magnetoelastic effects can lead to a complex relationship, the archetypal
example of which is observed in the Cu/Ni/Cu(001) system. Figure 14.13
shows the experimental dependence of the product eKeff on the thickness
e of the Ni film [30]. Due to the small lattice mismatch (−2.5%) between
the Ni and Cu layers, both of which have the fcc structure, the Ni film re-
mains pseudomorphic up to a critical thickness ec of the order of 46 nm, at
which value eKeff has a clear positive maximum. Below ec, the positive slope
is dominated by a large constant magnetoelastic contribution which induces
a perpendicular easy magnetisation axis, despite the negative values of the
magnetocrystalline interface anisotropy (point of intersection with the verti-
cal axis) and the bulk term Kbulk − (μ0/2)M2

S (negative slope for e > ec).
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Fig. 14.13. Characteristic functional dependence of eKeff on e for an interface
magnetoelastic anisotropy in a Cu/Ni/Cu(001) sandwich, where e is the thickness
of the Ni film, Keff is the effective measured anisotropy coefficient, ec is the critical
magnetoelastic thickness [30]

Beyond ec, the appearance of interface dislocations transforms the constant
magnetoelastic contribution into a magnetoelastic surface term (large positive
intersection with the vertical axis), which allows the easy magnetisation axis
to remain perpendicular up to a record Ni thickness of 114 nm.

Anisotropy of the Orbital Moment: From Ultrathin Films to Isolated Atoms

In itinerant ferromagnetism, the magnetic moment μorb of orbital origin is
in principle quenched (i.e., held at zero) by the crystal field in the ground
state, and it is the spin–orbit interaction, acting as a perturbation, which
reattributes a small value to it. In a calculation for an isolated monatomic
film, P. Bruno [7] has shown that, to a first approximation,

Δεmc = εmc⊥ − εmc‖ = −
[

G

H

]
ξ

4μB
(μorb⊥ − μorb‖) , (14.28)

where the symbols ⊥ and ‖ denote the values of the quantities for an orien-
tation of the total magnetic moment that is perpendicular or parallel to the
film, respectively. The symbol [G/H] denotes a numerical factor of order 1
which depends on the electronic band structure of the material. The other
variables here have already been defined.

This relation expresses the fact that the anisotropy of the orbital moment is
proportional to the anisotropy of the magnetocrystalline energy. Qualitatively,
at a surface, the reduced symmetry of the atomic environment decreases the
crystal field, which also becomes highly anisotropic. The unquenched orbital
moment is thus larger, and it ends up inducing a very strong magnetocrys-
talline anisotropy.
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Fig. 14.14. On an ultrathin Au/Co/Au(111) film deposited in steps (top view :
each step has the same Co thickness), the circular dichroism of X rays can be used
to measure the perpendicular and parallel components of (a) the spin magnetic
moment and (b) the orbital magnetic moment as a function of the Co thickness [32]

The relation can be extended to an ultrathin film by averaging εmc and
μorb over the film thickness. Furthermore, assuming that the factor [G/H]
remains approximately constant, it is found that μorb depends on 1/e in the
way described by (14.25).

The first direct check was obtained on Au/Co/Au(111) films identical to
those in Fig. 14.12, using the circular dichroism of X rays to make independent
measurements of the spin and orbital magnetic moments as a function of the
Co thickness e [31]. Although the spin moment remains constant to within
experimental error, the anisotropy of the orbital moment clearly exhibits the
same dependence on 1/e as the magnetocrystalline anisotropy constant K [32].
In fact, as can be seen from Fig. 14.14, each component of μorb goes as a power
of 1/e, the parallel component decreasing while the perpendicular component
increases.

The development of more and more sensitive experimental techniques that
can be used in ultrahigh vacuum during film growth has recently made it pos-
sible to extend these investigations to still more anisotropic nanostructures,
such as chains of Co atoms on a vicinal Pt(111) surface [33], or islands con-
taining a few Co atoms on a Pt(111) surface [34]. The perpendicular orbital
moment reaches record values, from 0.3μB for a monatomic plane and 0.68μB

for an atomic chain, up to 1.1μB for an isolated adatom. Equation (14.28)
continues to hold to a certain level of approximation.

These results can clearly be extended to clusters. Generally, they can show
the way to making the kind of highly anisotropic magnetic nanostructures that
will be required for future magnetic recording systems.
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Fig. 14.15. Three-layer model for studying the oscillating interaction between mag-
netic layers through a non-magnetic metallic layer

Electronic Quantum Confinement Effects

It comes as no surprise to observe interference effects in optics and they are
commonly put to use in applications. For example, a Fabry–Perot inteference
filter confines photons between two parallel semi-reflecting mirrors. The op-
tical transmittance at normal incidence has a peak at wavelengths that are
multiples of the length λ0 equal to twice the distance between the mirrors.
This is the condition for the electromagnetic wave associated with the photons
to undergo a phase shift that is a multiple of 2π (constructive interference)
during a return trip in the filter. To observe these effects, the surface rough-
ness of the mirrors must be much less than λ0, an easy condition to fulfill in
the case of visible light (λ0 ∼ 0.4–0.8 μm), and λ0 must be much less than the
phase coherence length of the photons, something that can be achieved using
lasers, for example.

A conducting multilayer is the electronic analogue of the Fabry–Perot de-
vice, and the electrons have an associated wavelength λe. One thus expects to
observe electronic quantum interference effects. However, λe is of nanometric
order, so an electron Fabry–Perot device must be almost perfect on the atomic
scale. Electronic quantum effects were nevertheless observed early on in semi-
conducting multilayers, whose structural qualities can be almost perfect, and
they are now used in optoelectronic devices.

In 1990, S. Parkin, N. More and K. Roche [35] observed, in metallic mul-
tilayers of type {itinerant ferromagnetic metal (Co, Fe, etc.)/non-magnetic
metal}xN , an interaction between the ferromagnetic layers which oscillated as
a function of the thickness of the non-magnetic intercalating layer, with a pe-
riod of nanometric order. The effect was then studied in a simpler three-layer
structure, shown schematically in Fig. 14.15. The interaction energy per unit
area between the two ferromagnetic layers F1 and F2 is given by

εint = −Jm1·m2 = −J cos(θ12) . (14.29)

The unit vectors m1 and m2 represent the orientation of the magnetisations
of layers F1 and F2, assumed uniformly magnetised. θ12 is thus the angle
between m1 and m2. J is the interlayer interaction constant. Positive and
negative values of J favour parallel alignment (ferromagnetic interaction) or
antiparallel alignment (antiferromagnetic interaction) of m1 and m2, respec-
tively. Figure 14.16 shows experimental measurements of J on a three-layer
system [36].
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fit with the theory described in the text

Note. The expression (14.29) describes an energy per unit area. To compare it
with the other magnetic energies described in Sect. 14.1.3, which are expressed
per unit volume, one must calculate the total energy of the system over its
whole volume.

At this time, very few observations of quantum size effects had been made
on metallic layers, and none concerned the electron spin. Coming just after
the discovery of giant magnetoresistance in multilayers of the same type [1,2],
these results immediately triggered intense interest, leading to the observation
of many magnetic quantum effects arising from spin-dependent confinement
of electrons in magnetic multilayers. A detailed treatment can be found, for
example, in the review article by P. Bruno [37]. However, the phenomenon
and its extension to other quantities can be understood from an outline of the
calculation using a free electron model at zero temperature.

Electron Confinement in a Metallic Layer

To begin with, let us ignore the magnetic aspects of the problem. The ex-
perimental triple layer in Fig. 14.15 can be simplified to the system shown
in Fig. 14.17a, which assumes that the layers F1 and F2 have infinite extent
in the perpendicular direction, and that they are perfectly plane and paral-
lel. The electrons which go from F1 to F2 through the intercalating metallic
layer M must therefore get past a potential step at each interface F1/M and
M/F2. This is the well known problem of a particle getting past a potential
well or barrier, the formal analogue of the optical Fabry–Perot interferom-
eter discussed above [4]. In a free electron model, the profile of Fig. 14.17b
corresponds to the profile of the bottom of the conduction band.

Let r1 = |r1|eϕ1 and r2 = |r2|eϕ2 be the reflection coefficients of the wave
function of an electron travelling in the intercalating layer M. Subscripts 1



534 C. Chappert and A. Barthélémy
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Fig. 14.17. Simplified model for calculating spin-
dependent electron confinement. (a) Perspective
view of the interfaces 1 and 2 between the ferro-
magnetic layers F1 and F2 and the metallic layer
M. (b) Type of potential energy profile felt by the
electron as it crosses M

and 2 refer to the interfaces M/F1 and M/F2, respectively. The coefficients
|r1| and |r2| determine the amplitude of the reflected wave and the phases
ϕ1 and ϕ2 represent the phase shift during reflection. As for a photon in the
Fabry–Perot device, when the electron wave makes a return trip in the layer
M, its phase shifts by

Δϕ = 2k⊥eM + ϕ1 + ϕ2 , (14.30)

where eM is the thickness of the layer M and k⊥ is the perpendicular compo-
nent of the wave vector k = k‖ + k⊥ associated with the electronic state (see
Fig. 14.17a).

Constructive and destructive interference [Δϕ = 2nπ or 2(n+1)π, respec-
tively] lead to an increase (resonance) or decrease, respectively, in the electron
density of states in the layer M. Let Δn(ε, eM) be the shift in the density of
states with respect to the density of states without confinement, for electron
energy ε. Quantum interference is manifested by a change ΔE in the total
energy E of the three-layer system, where

ΔE(eM) =
∫ εF

−∞
(ε − εF)Δn(ε, eM)dε . (14.31)

The sum up to the Fermi level εF corresponds to a sum over all electrons in
the layer M. It is equivalent to going into the reciprocal space and summing
over all wave vectors k corresponding to occupied electronic states. As the
phase shift Δϕ in (14.30) and Δn(ε, eM) depend only on k⊥, the sum over
k‖ is independent of the sum over k⊥, and summing over all k amounts to
summing over all possible k‖ the solutions of one-dimensional problems with
k = k⊥. Moreover, in the (rather general) case of low confinement (r1, r2 
 1),
Δn(ε, eM) varies as cos(Δϕ). It is then a straightforward matter to show
that [37]
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ΔE(eM) ≈ − 1
2π3

Im
[∫

dk2
‖

∫ εF

−∞
dε|r1||r2|eiΔϕ

]
. (14.32)

The integration over k⊥ has been transformed into an integration over ε by
using the usual expression for the energy of an electronic state, viz.,

ε =
�

2

2m

(
k2
‖ + k2

⊥
)

.

In an obvious way, (14.32) is a sum of sinusoidal functions with continuously
variable period. It cannot therefore produce any specific oscillation as a func-
tion of eM unless there is a singularity in the integrand, capable of extracting
a period from the continuum.

Consider first the integration over ε. As the Fermi distribution has a major
singularity at ε = εF, we may keep only the contributions from electronic
states at the Fermi surface. When we subsequently integrate over k‖, a periodic
oscillation will emerge for each vector k‖ corresponding to a vector 2k⊥ that is
stationary on the Fermi surface, i.e., a vector 2k⊥ whose value barely depends
on a variation of k‖ about a central value: the weight of the corresponding
sinusoidal function is then increased in the integral. The oscillation period Λ0

is thus given by Λ0 = 2π/2k⊥, and it is an intrinsic characteristic of M.
A practical way of identifying these stationary vectors is to seek the vectors

2k⊥ connecting two points on the Fermi surface whose Fermi velocities (per-
pendicular to this surface) are antiparallel. The amplitude of the oscillation
increases with the radius of curvature of the Fermi surface at these points.

Finally, the confinement parameters, i.e., the electronic band mismatches
between the metal M and the ferromagnetic metals F1 and F2, affect the
amplitude and phase of the oscillation of ΔE through the reflection coefficients
r1 and r2.

The above argument was based upon a continuous medium approximation,
valid for a free electron gas. The Fermi surface is then a sphere and the only
stationary vector 2k⊥ is the one measuring the diameter of the sphere for
k‖ = 0. The period of oscillation is given by Λ0 = λF/2, where λF is the Fermi
wavelength of the electrons.

In the more realistic case of a crystal, the argument only remains valid if
the interatomic distance is infinitesimal compared with λF. Now, in metals,
λF is generally less than the nanometer. Introducing a crystal lattice into the
model leads to two major modifications:

• The thickness eM must be a whole number of atomic planes in the rele-
vant crystal direction. The actual period of oscillation Λ thus results from
regular sampling of the oscillation with period Λ0 given by the continuum
model, with interval d equal to the distance between atomic planes. When
d is greater than Λ0/2, one speaks of aliasing, a phenomenon that is well
known to signal processing specialists because it limits the spectral range
of a digitally recorded signal, e.g., in an audio CD. The period is then
given by
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2π

Λ
= q⊥ =

∣∣∣∣2k⊥ − n
2π

d

∣∣∣∣ , (14.33)

where n = 0 or 1 depending on the initial value of 2k⊥. In fact, 2π/d is
the smallest vector of the reciprocal lattice in the direction perpendicular
to the film.

• The integral over k‖ must be replaced by a discrete sum over all crystal
sites on the interfaces. More generally, a full consideration of the crystal
lattice leads to the result that two vectors k differing by a vector of the
reciprocal lattice represent the same state. The stationarity condition on
the vector k⊥ must therefore be sought on the periodic zone diagram,
possibly between two different parts of the Fermi surface. This modification
removes the limitation on the number of possible oscillations with different
periods, which may therefore be greater than one [38, 39]. An example is
discussed below.

Oscillating Interaction Between Magnetic Layers Via a Non-Magnetic Layer

In the magnetic trilayer of Fig. 14.16, the presence of an interaction between
F1 and F2 means that the total energy of the system also depends on the
respective orientations of the vectors m1 and m2. This phenomenon is easily
understood if we consider the specific feature of itinerant ferromagnetic metals
that their conduction band is spin polarised (see Fig. 14.3). As a consequence,
in an F1/M/F2 trilayer system, the potential steps at the interfaces and the
reflection factors r1 and r2 depend on the orientation of the electron spin with
respect to the magnetisation of the ferromagnetic layer.

The energy ΔE due to quantum interference is thus different depending
on whether the layers F1 and F2 have parallel or antiparallel magnetisation.
The problem is illustrated schematically in Fig. 14.18. For each interface, we
define the spin asymmetry of the reflection coefficient:

Δr1 =
r↑1 − r↓1

2
, Δr2 =

r↑2 − r↓2
2

. (14.34)

From (14.32), it is then easy to show that the interaction constant between
layers F1 and F2 is given by

J(eM) =
EAF − EF

2
≈ 1

π3
Im

[∫
dk2

‖

∫ εF

−∞
dεΔr1Δr2e2ik⊥eM

]
, (14.35)

where EAF and EF denote the total energy for antiferromagnetic and ferro-
magnetic configurations of F1 and F2, respectively.

We have the same kind of integral as in the non-magnetic case, and the
selection rules for the oscillation periods and their intrinsic intensity, related
to the Fermi surface of the metal M, will thus be the same. Only the ampli-
tude and phase of the oscillation depend on the ferromagnetic metals via the
confinement characteristics of the electrons.
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Fig. 14.18. Spin-dependent energy profile for an electron e− as it transits between
ferromagnetic layers F1 and F2 via the non-magnetic layer M. Magnetisations of lay-
ers F1 and F2 oriented (a) parallel (ferromagnetic configuration) and (b) antiparallel
(antiferromagnetic configuration)

In the general case, we obtain the following expression for J :

J(eM) =
∑
α

Kα
1

e2
M

cos (q⊥α + ϕα) , (14.36)

where the sum is taken over all possible stationary vectors, indexed by α. The
search for quantum size effects in multilayers, whether magnetic or otherwise,
has been intense and has led to some debate. This is not the place to go into
a full discussion and we shall merely describe some illustrative examples.

Quite generally, intercalating layers M of noble metals (Cu, Ag, Au) have
provided the most accurate observations. We shall therefore discuss this case
in more detail. The Fermi surface of these metals is like that of Cu, shown
schematically in Fig. 14.19. It only deviates from the sphere by a kind of neck
formation in the (111) directions. It is therefore rather easy to identify the
stationary vectors k⊥ which give the interaction oscillations, at least in the
two commonest cases [38,39].

• If the interface is perpendicular to the [001] direction, the vector measuring
the diameter of the surface for k‖ = 0 is denoted by k⊥1 in Fig. 14.19b.
The oscillation period is given by the vector

q⊥1 =
2π

Λ
=
∣∣∣∣2k⊥1 − 2π

d

∣∣∣∣ ,

which differs from 2k⊥1 by a vector of the reciprocal lattice. There is a
second stationary vector, denoted by k⊥2, for a nonzero value of k‖. Here
too, the period is obtained after subtracting the vector from the reciprocal
lattice.

• If the interface is perpendicular to the [111] direction, there is only one sta-
tionary vector k⊥, denoted by k⊥3, around the necks in the (111) direction.
The oscillation period in this case is given directly by Λ = π/k⊥3.
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Fig. 14.19. Determining the oscillation periods in a copper layer. (a) Perspective
view of the Fermi surface of copper. (b) Cross-sectional view through the plane
{[001], [111]}. When [001] is perpendicular to the layer M, the vectors 2k⊥1 and 2k⊥2

are the two stationary vectors giving the quantum size effects. The corresponding
periods are given by the vectors q1 and q2, which differ by the smallest vector of
the reciprocal lattice in the direction [001]. When [111] is perpendicular to M, there
is only one stationary vector, viz., 2k⊥3 = q3. The Fermi velocities of the electrons
corresponding to the three oscillations are denoted by vF(1,2,3)

Table 14.2. Theoretical values of the periods of the interlayer oscillating interaction
through an intercalating layer M made from a noble metal. Values are given in
numbers of atomic planes (AP)

Orientation Cu Ag Au

[001] d001 [Å] 1.80 2.03 2.03

Λ1 [AP] 5.88 5.58 8.60

Λ2 [AP] 2.56 2.36 2.51

[111] d111 [Å] 2.08 2.35 2.35

Λ3 [AP] 4.5 5.94 4.83

Table 14.2 gives the values of these periods for three noble metals.
The most complete characterisation of the oscillating interaction has been

achieved for the system Fe/(Au,Ag)(001)/Fe(100), where the perfect growth
of the noble metal on a whisker (monocrystal) of Fe(100) with atomically flat
surface has provided observations of biperiodic oscillations up to thicknesses
eM greater than 50 atomic planes [40]. In this case, measured parameters have
also been compared to very high accuracy with theoretical predictions [41].
For all the other systems, the oscillations are damped to differing degrees by
interface defects (see Appendix A).

Spin-dependent oscillations of the electron density of states were directly
observed for the first time on the Cu/Co(001) system by photoemission
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Fig. 14.20. Sample with wedge-shaped layers used to measure quantum size effects
in ultrathin layers [47]

measurements during growth [42,43]. One interesting consequence is the exis-
tence of an oscillation in the spin polarisation of the electrons in the metal M.

When the metal M is replaced by an alloy, a continuous modification of
the Fermi surface can be observed. For example, Cu and Ni are neighbours
in the periodic table, with Ni having one electron fewer than Cu. By increasing
the concentration of Ni in a Cu1−xNix alloy, the average number of electrons
per atom is changed. In a rigid electron band model, this shows up through a
contraction of the Fermi surface. The effect is expected to be more pronounced
near the necks and a rapid increase in the period of oscillation along the [111]
direction has indeed been observed when the Ni concentration is increased
[44,45].

Cr is a special case. In the [001] direction, two oscillations are observed, one
with long period (10–12 atomic planes) and the other with very short period
(roughly 2 atomic planes) [46]. The latter oscillation has a very high ampli-
tude. In fact, at the stationary vector k⊥ underlying the oscillation, the Fermi
surface has an almost infinite radius of curvature in the two directions parallel
to the interface. This feature is indeed responsible for the antiferromagnetism
of Cr in the bulk solid state.

In order to obtain very accurate thicknesses, the above experiments were
carried out using samples in which the layers of metal M were wedge-shaped,
as shown in Fig. 14.14. More complex samples were then composed by su-
perposing several wedge-shaped layers, as shown in Fig. 14.20. These samples
revealed quantum size effects in the ferromagnetic layers themselves [47, 48],
which we have assumed to be infinite up to now, but also in the metallic
coating layers deposited on the trilayers to protect them [94]. These effects
modulate the classical oscillating exchange interaction.

Theoretical predictions concerning the dependence of the phase of the
oscillation on the ferromagnetic metal were also confirmed [49].

Note also that the interlayer oscillating coupling was first observed in
1987 [50] for rare earth multilayers [Gd/Y]xN . This can be interpreted in terms
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of the Ruderman–Kittel–Kasuya–Yosida interaction, rather than through elec-
tron confinement effects, but the relationship with the Fermi surface remains
the same [38,39].

The theory of the interlayer oscillating interaction extends to insulating
intercalating layers [37] by introducing complex wave vectors for the electron
states in the barrier. The factor exp(ikD) then includes a strong exponential
damping component which corresponds effectively to an electron wave trans-
mitted by the tunnel effect. The interaction thus has a very short range in
this case.

Other Examples of Spin-Dependent Electron Confinement Effects

The above calculation is only a specific example of a quantum size effect,
although rather spectacular, since it reveals a novel effect of considerable am-
plitude. More generally, electron confinement in a magnetic layer can induce
oscillating behaviour in a great many quantities by modifying the electron
density of states. However, the confinement effect is generally much more
complex.

For example, strong oscillations of the Kerr magneto-optical effect have
been observed both with respect to the thickness of a ferromagnetic layer [51]
and with respect to the thickness of a metal layer coating the ferromagnetic
layer [52]. But the measured periods have no connection with the Fermi sur-
face, as can easily be understood. The Kerr effect corresponds to the rotation
of the light polarisation during reflection by a magnetic material. This rotation
is due to electron radiative transitions from occupied states to free states in
the presence of the exchange shift of electron bands (see Sect. 14.1.1) and the
spin–orbit interaction (see Sect. 14.1.2). Quantum size effects can modify the
initial or final densities of states of the transition, and hence its intensity. But
it is the presence of a vertical transition at the photon energy which selects an
oscillation period of the continuum, rather than the integral over a singularity.
It is therefore much more difficult to calculate oscillation periods [53].

Likewise, it has been observed that the interface magnetic anisotropy of
an ultrathin layer of Co can oscillate with the thickness of a Cu coating
layer, although it has not been possible to identify accurately which states are
involved.

14.1.5 Magnetisation Dynamics in Magnetic Nanostructures

All the principles of magnetisation dynamics can be exposed by restricting to a
magnetic nanostructure, generally defined as a magnetic element that is small
enough to ensure that at any instant the magnetisation is kept uniform by the
exchange interaction. This condition is respected in nanoparticles with size less
than the exchange length Λexch (see Sect. 14.1.3). We shall also assume here
that the magnitude MS of the magnetisation remains constant: M = MSm.
One then speaks of macrospin to describe the particle and coherent process
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for its magnetisation dynamics. Bigger elements but with strictly ellipsoidal
shape can also be considered as macrospins in certain situations, but this is not
a very common situation in the experimental context. In other situations, the
effect of the demagnetising field (see p. 512) generally makes the magnetisation
non-uniform and its temporal and spatial fluctuations can strongly influence
the magnetisation reversal process.

In this section, we shall consider only macrospin dynamics, although we
shall mention the influence of a larger size and non-ellipsoidal shape in several
important cases of real magnetic elements. Generally speaking, the dynamics
of larger elements can be calculated by a numerical finite element method,
applying the basic principles to each cell in the calculation and coupling the
cells together by the various magnetic interactions, e.g., exchange, dipole,
interlayer, etc. [54].

Precession: Basic Dynamics

The dynamics of the magnetisation of a macrospin is described by the fun-
damental Landau–Lifshitz–Gilbert (LLG) equation [54–56], which applies in
the vast majority of cases where the magnitude of the magnetisation remains
constant, as we have assumed since the beginning of the chapter:

dM(t)
dt

= −γ [M(t) × μ0Heff ] +
α

MS

[
M(t) × dM(t)

dt

]
, (14.37)

where Heff is the effective magnetic field felt by the magnetisation at each
instant of time. The first term on the right-hand side of this equation de-
scribes the couple exerted by the magnetic field on the magnetic moment of
the macrospin [see (14.2)]. It arises from quantum mechanics and indeed the
gyromagnetic factor γ which appears in the equation is given by γ = gμB/�,
involving Planck’s constant. The second term on the right-hand side expresses
the energy dissipated during the motion, described in the form of a fluid damp-
ing characterised by the damping factor α.

From (14.37), it can be shown that energy is lost at the rate [54]

dE

dt
= − α

γMS

(
dM

dt

)2

. (14.38)

This rate therefore increases as the magnetisation rotates more quickly. Equa-
tion (14.37), which is clear from a physical point of view, is difficult to handle
because the derivative of M appears on both sides of the equals sign. The
following mathematically clearer form is thus preferred:

(
1 + α2

) dM

dt
= −γ (M × μ0Heff) + γ

α

MS
(M × M × μ0Heff) . (14.39)
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Fig. 14.21. Trajectory of the magnetisation of a macrospin when Heff is constant.
(a) Precession without damping. (b) Relaxation towards the minimal energy orien-
tation when energy is dissipated

Trajectory for an Isotropic Magnetic Nanostructure

Consider first the case of an isotropic magnetic nanostructure. Heff is then
equal to the magnetic field Hext created by external sources. Since the mag-
nitude MS is constant, the end of the vector M describes trajectory on a
sphere of radius MS, and dM(t)/dt is always perpendicular to M . If there is
no dissipation, i.e., α = 0, then dM(t)/dt also remains perpendicular to the
plane containing M and Hext, whereupon the magnetisation precesses around
the field direction Hext without energy loss, as illustrated in Fig. 14.21a. The
angular speed ω0 is given by

ω0 = γμ0Heff , (14.40)

which corresponds to a precession frequency of

f =
ω0

2π
=

γ

2π
μ0Heff .

The factor γ/2π is of the order of 28 MHz/mT for a free electron, and the
same value is approximately valid for itinerant ferromagnetic metals where the
orbital moment is quenched. Considering that a field of the order of 100 mT
is fairly easily obtained in magnetic devices, the corresponding precession
frequency f = 2.8 GHz is a good order-of-magnitude estimate of the rate at
which the magnetisation can be reversed.

To a first approximation (α 
 1), the dissipative term

M(t) × dM(t)
dt

is oriented towards Hext and transforms the motion into a damped precession
(see Fig. 14.21b) which gradually drags the magnetisation into the direction of
Hext, i.e., into the direction of minimal energy. The factor α thus characterises
the rate at which the magnetisation returns to equilibrium.

It is not easy to determine the origin of the damping effect, which is hidden,
sometimes rather crudely, behind the single phenomenological parameter α :
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• So-called intrinsic dissipation refers to energy transfer towards the vari-
ous heat reservoirs, e.g., electrons, phonons, magnons, etc., during physical
processes. For example, due to magnetostriction, the shape of a nanostruc-
ture fluctuates with the magnetisation direction. When the magnetisation
precesses, it thus generates phonons, even in the material supporting the
nanostructure, thereby raising its temperature. The effect must generally
by decomposed into several complex processes which may be facilitated
by extrinsic defects such as impurity atoms and bulk or interface crystal
defects.

• There may also be an inhomogenous contribution to α which does not
directly correspond to energy dissipation. For example, in an ensemble of
magnetic particles, a distribution of properties leads to a distribution of
precession rates, and this gradually destroys the uniformity in the direction
of magnetisation of the particles. If the mean moment of the ensemble is
measured, one observes a more rapid apparent return to equilibrium than
what is actually undergone by each particle and the factor α measured over
the ensemble is greater than the corresponding factor for an individual
particle. This argument can be extended to a large-scale non-ellipsoidal
magnetic element, which is not therefore uniformly magnetised.

General Case of an Anisotropic Magnetic Nanostructure

Real magnetic nanostructures are never perfectly isotropic. In the general case,
Heff depends on the magnetic energy per unit volume εmag via the expression

Heff = − 1
μ0MS

δεmag

δm
= Hext + Hexch + HD + HA . (14.41)

The magnetic fields appearing on the right-hand side correspond to the vari-
ous energy sources discussed in Sect. 14.1.3. Hext is simply the external field
(Zeeman energy). Hexch arises from the exchange energy and is given by

Hexch =
2A

μ0MS
∇2m .

In a nanostructure, the magnetisation is uniform and hence Hexch = 0. HD

is the usual demagnetising field (see p. 512), given by

HD = −MSNm , (14.42)

where N is the tensorial demagnetisation factor.
HA represents the anisotropy energy and can thus assume complex forms

(see Sect. 14.1.3). It will be general enough for our purposes to consider a uni-
axial anisotropy with easy axis along the Ox direction, where the anisotropy
energy is given by εA = −Km2

X and the anisotropy field by

HA =
2K

μ0MS
mXx , (14.43)
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where x is the unit vector in the Ox direction. As in the case of ultrathin films,
the anisotropy constant K represents an average over the nanostructure. In a
rather inexact way, the maximal amplitude of HA, viz.,

HA =
2K

μ0MS
,

is often referred to as the anisotropy field.
Obviously, the effective field varies, generally rather significantly, with the

motion of the magnetisation, and the trajectories are complex. The important
example of a wafer-shaped nanostructure is described in Appendix B, where
it is shown how these precession effects can be used to optimise magnetisation
reversal.

Finally, in a slightly bigger sample, where the magnetisation is not strictly
uniform, the effective field can also vary spatially, e.g., under the influence
of the demagnetising field or the exchange field, which is no longer zero. As
mentioned above, these fluctuations contribute to the experimentally mea-
sured damping coefficient α.

Quasi-Static Reversal at Zero Temperature

We have just seen that precessional motion corresponds to frequency of GHz
order. In most experimental situations, the external field Hext varies much
more slowly than this. Under the effect of damping, the magnetisation M has
time to relax at each instant towards the nearest magnetic energy minimum.
This minimum is not generally a stable state, i.e., a global energy minimum,
but rather a metastable state separated from the stable state by an energy
barrier. At zero temperature, when there is no heat energy, the magnetisation
remains blocked in this metastable state until the barrier disappears under
the effect of the field Hext. This behaviour is simply illustrated in the case
of a spherical nanostructure (N isotropic) with uniaxial magnetic anisotropy
having easy axis in the Ox direction. In the initial state, the magnetisation
lies along the direction −x.

Hext Applied Along the Easy Axis

Let us assume to begin with that the external field Hext lies in the +x direc-
tion. The magnetic energy per unit volume is then given by

εmag = K sin2 θ − μ0MSHext cos θ , (14.44)

where θ is the angle between the magnetisation and +x. Figure 14.22 shows
how the energy profile εmag changes when Hext increases. Note the metastable
energy minimum corresponding to the initial orientation θ = π, separated
from the stable state θ = 0 by an energy barrier which disappears when Hext

reaches the value of the anisotropy field HA. The magnetisation then flips
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Fig. 14.22. Energy profiles as a function of the direc-
tion of magnetisation for a uniaxial anisotropic nanos-
tructure in an external field Hext lying along θ = 0

from the −x direction into the +x direction (see the curve labelled 0◦ in
Fig. 14.23A).

The height EB of the barrier separating the stable and metastable orien-
tations is given by

EB = V K

(
1 − H

HA

)2

, (14.45)

where the volume V of the sample arises because this is the total energy.

Hext Applied in an Arbitrary Direction

The system has axial symmetry about the easy magnetisation axis. Without
loss of generality, we may therefore restrict to the plane containing this axis
and Hext. For an arbitrary angle φ between Hext and the easy axis, reversal
will occur for a field HSW, the Stoner–Wohlfarth field, given by

HSW

HA
=

1(
sin2/3 φ + cos2/3 φ

)3/2
. (14.46)

Figure 14.23A shows a series of hysteresis cycles in the magnetisation for
several values of the angle φ. In contrast to the case in which the applied field
lies along the easy axis (φ = 0), for an arbitrary orientation of Hext, reversal
is preceded and followed by a phase in which the magnetisation rotates.

Equation (14.46) defines the Stoner–Wohlfarth astroid, named after the
two scientists who first studied this behaviour [57]. One also speaks of the
coherent Stoner–Wohlfarth reversal mode. The shape of this astroid is illus-
trated in Fig. 14.23B. A. Thiaville recently generalised this study to the case
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Fig. 14.23. (A) Hysteresis cycle for the component of magnetisation along the
external field Hext as a function of the relative amplitude of Hext with respect to
the anisotropy field HA, for several values of the angle between Hext and the easy
axis (in degrees). (B) Stoner–Wohlfarth astroid giving the field HSW for irreversible
reversal of the magnetisation for a field Hext with arbitrary direction. The curve is
only drawn for positive Hx and Hy, but the rest is easily obtained by symmetry

of arbitrary anisotropy [58] in order to explain new experimental observations
on magnetic nanoparticles [59, 60]. The expression for the barrier energy has
also been generalised [61,62].

When the particle size exceeds Λexch, the exchange interaction is no longer
a priori strong enough to keep the magnetisation uniform during a reversal
process. Complex non-uniform reversal modes then occur, depending on the
size and geometry of each particle. These modes generally reduce the rever-
sal field. For an element with uniaxial magnetic anisotropy such as we have
been considering up to now, the effect increases as the direction of the ex-
ternal magnetic field approaches the easy axis, and this distorts the astroid
in Fig. 14.23B. The effect has been studied quantitatively on nanowires, for
example [16].

Finally, a recent experiment has led to a unification of the precessional and
coherent reversal effects of Stoner–Wohlfarth type. Subjecting Co nanoparti-
cles to a radio frequency pulse (several GHz), Thirion et al. [63] observed rever-
sals at much smaller fields than the Stoner–Wohlfarth field. The experiment
shows that the astroid is distorted by resonances which in fact correspond to
the excitation of favoured precessional motions of the particle magnetisation
at the bottom of the metastable energy well. If the input radio frequency
power is great enough, the precession allows the particle to overcome the
energy barrier.
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Thermally Activated Quasi-Static Reversal

At nonzero temperatures, the presence of thermal activation can help the
magnetisation to overcome a nonzero energy barrier and thereby reach a sta-
ble state. This phenomenon was predicted by L. Néel as early as 1949 [64],
and further studied by W.F. Brown [65], who sought to account for thermal
excitations theoretically.

In the Néel–Brown model, the probability of the magnetisation of a mag-
netic nanoparticle not being reversed by thermal activation after time t is
given by the exponential law

P = e−t/τ . (14.47)

The time τ characterising thermal stability is in turn given by an Arrhenius
law:

τ = τ0 exp
EB(H,T )

kBT
. (14.48)

The barrier height EB depends on the applied field, of course, but also on the
temperature via the temperature dependence of the anisotropy parameters,
for example. kB is the Boltzmann factor (kB = 1.380 54× 10−23 J/K), whence
kBT represents the thermal activation energy. τ0 is an intrinsic characteristic
reversal time depending on the properties of the nanostructures. One also
speaks of the attempt frequency f0 = 1/τ0. In the Brown model, thermal
activation is taken into account by means of a random magnetic field [65,66],
which excites the resonant precession frequencies of the magnetisation around
the direction corresponding to minimum energy. τ0 thus depends on the form
of the anisotropy energy and also the damping factor α [67]. It is very difficult
to calculate τ0, or to measure it directly, but in typical systems, it has a value
of nanosecond order. For example, the first direct observation of the above
laws made in 1997 by W. Wernsdorfer et al. on ellipsoidal Co particles with
sizes ∼ 25 nm gives τ0 ∼ 3 × 10−9 s [67,68]. A more recent observation on Co
clusters with sizes ∼ 3 nm [60] gives τ0 ∼ 10−10 s.

The above expressions have two important consequences for applications
of nanomagnetism at room temperature:

• The first is that the magnetic storage of binary information is marred
by an intrinsic error rate. Suppose for example that a large amount of
binary data is stored in the magnetisations of an array of identical non-
interacting particles, with volume V and anisotropy constant K. In zero
field, EB = KV . From the above equations, one calculates that after 10
years, i.e., ∼ 3 × 108 s, with KV = 54kBT , the error rate (1 − P ) due
to magnetisation reversal by thermal activation will be 10−6, that is, one
error per 1 Mbit. One must go to KV = 68kBT to achieve an error rate of
10−12, that is, about one error per 100 Gbytes, the capacity of a hard disk.
In the quest for very high recording densities, KV must be reduced to this
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type of value, whilst the dipole interaction makes the problem worse still.
To maintain a negligible error rate, computer error correction codes are
used. In a hard disk, each bit of information is also stored on a group of a
hundred or so particles.

• The second consequence is that the external field HSW required to reverse
the magnetisation of a particle decreases when its time of application δt
is increased. For example, for a field applied along the easy magnetisation
axis, the variation is easily obtained from (14.45) and (14.48) by inserting
τ = δt :

HSW(T, δt) = HA

[
1 −

√
kBT

KV
ln
(

δt

τ0

)]
. (14.49)

It must be remembered that this dependence is probabilistic. Note that,
for δt = τ0, HSW reaches the value HA of the anisotropy field, cancelling
the energy barrier and thereby leading inevitably to reversal. In practice,
the range of pulse widths δt around τ0 and below, which are hard to reach,
is not well known and has not yet seen much investigation [69].

Finally, at very low temperatures, where thermal activation is no longer able
to help in overcoming the energy barrier, there should still be a low level
of transition due to tunneling through the barrier. This phenomenon, known
as the macroscopic quantum tunnel effect, has been the subject of active
investigation over the last few years. A direct signature of this effect is a
reversal rate that does not depend on the temperature when the sample is
cooled below a certain critical temperature. Although this kind of behaviour
has indeed been observed for nanoparticles with sizes around 105 atoms [70],
unambiguous observation of a reversal by macroscopic tunnel effect has so
far only be reported for high spin magnetic molecules. The reader is referred
to the excellent review by W. Wernsdorfer [71], which also discusses thermal
activation effects in some detail.

Dynamics of Magnetisation
Induced by a Current of Polarised Electrons

A last method for controlling magnetisation reversal in a magnetic nanostruc-
ture has recently been proposed by J. Slonczewski [72] and L. Berger [73]. The
idea behind this method is shown schematically in Fig. 14.24.

In a ferromagnetic metal F such as a 3d transition metal, the spin of the
conduction electrons interacts with the global magnetisation M of the ma-
terial. In ‘standard’ electron optics, if an electron with spin aligned along an
orientation pi that is not parallel with M is injected into F, this interaction
generates a couple which, by damped precession, gradually lines up the elec-
tron spin with M . As this happens, the spins abandon a transverse component
of their angular momentum which is transferred to the magnetisation by the
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Fig. 14.24. Schematic view of the model for spin angular momentum transfer. A
flux of electrons with spin parallel to the unit vector pi is injected from a non-
magnetic metal layer NM into a ferromagnetic layer F with magnetisation M . Since
the spins interact with M , beyond a certain distance from the interface, the spin
polarisation pf of the electrons will have rotated to line up with M . By the principle
of action and reaction, the electron spins will have transferred a transverse angular
momentum to the magnetisation which will tend to line up M with pi

principle of action and reaction. This transverse angular momentum acts on
M to align it with pi, a process referred to as the spin transfer mechanism.

It is thus possible to act on a magnetisation using an electron current, if
this current has spin polarisation, i.e., if there are more electrons with spins
parallel to pi than antiparallel to it. A realistic calculation remains complex
and is still the subject of some debate. It can nevertheless be shown that, in
the Landau–Lifshitz–Gilbert equation applied to the magnetisation M , the
effect shows up through an extra effective field given by [74]

H inj = χ [M × pi] + βχMSpi . (14.50)

The factor χ measures the intensity of the effect. It is of course proportional
to the number of injected electrons, and hence the current, and depends on
the angle between pi and M [72]. Moreover, it can be shown that the effect
extends over a very short range (< 1 nm) in the magnetic layer. It is thus an
interface effect, averaged by the exchange interaction throughout the thickness
e of a magnetic layer. χ is thus proportional to 1/e.

The factor β is estimated to be less than unity, and the first term in (14.50)
thus dominates, even though the second may turn out to be significant in
certain situations. If we integrate this first term in (14.50), we obtain the
same kind of expression as the damping term proportional to α. For this
reason, it can be said that the spin transfer mechanism acts like a negative
damping factor α, i.e., one that brings energy to the precession rather than
removing it.

To illustrate the magnetisation dynamics induced by this effect, consider
the case of a nanoparticle with uniaxial anisotropy with easy axis lies along
Ox, through which passes a spin-polarised current of intensity I. We neglect
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Fig. 14.25. Trajectory of the magnetisation during a reversal induced by the spin
transfer mechanism. The trajectory has been calculated for a magnetic nanostructure
in the form of a thin wafer, parallel to the xy plane and with easy magnetisation axis
along the x axis. Initially, the magnetisation lies along +x with a slight misalignment
and the spin polarisation of the injected electrons is oriented in the −x direction.
Due to the dipole energy, the precession is flattened in the z direction

the term in β in (14.50). Note to begin with that, if the orientation pi of the
spin polarisation is strictly antiparallel to the magnetisation M , the couple
exerted by the current is zero. To avoid this situation, we shall assume that, at
t = 0, the magnetisation makes a small angle δθ with the easy magnetisation
axis along +x, whilst pi = −x. When the current is zero, M precesses, losing
energy until it is once again parallel to +x. When the current is increased from
zero, two thresholds appear at I1 and I2. These depend on all the parameters
of the particle and the spin polarisation of the current. For I < I1, the energy
supplied is insufficient to prevent M from relaxing towards +x. Above I1, the
precession of the magnetisation stabilises to a specific trajectory whose angle
increases with the current. This trajectory corresponds to compensation of the
energy dissipated during precession by the spin transfer mechanism. Finally,
above I2, the precession angle reaches 180◦ and the magnetisation flips over
into the −x half-space before relaxing into the pi direction. The magnetisa-
tion of the particle has thus been reversed. This mechanism is illustrated in
Fig. 14.25.

The trilayer structure shown in Fig. 14.26a has provided several demonstra-
tions of this effect (see, for example, [75]). It involves spin-dependent electron
transport effects which will be discussed in Sect. 14.2. We can nevertheless
give a qualitative description referring to the current-dependent hysteresis cy-
cleindexmagnetisation!hysteresis shown in Fig. 14.26b. The cycle shows how
the magnetoresistance of the pillar varies with the injected current. Starting
from the high positive current I+ where the value of the resistance indicates
antiparallel alignment of the moments in the two layers (see Fig. 14.1 and
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Fig. 14.26. Experimental observation of magnetisation reversal by transfer of spin
angular momentum in a device etched in a Co/Cu/Co trilayer. (a) Schematic of
measurement device. (b) Electron microscope image of the pillar during fabrication.
Lower : Hysteresis cycle obtain by injecting a current I through the pillar [75]

Sect. 14.2), when electrons are injected from the base of the device (negative
current I−), they acquire a spin polarisation as they cross the first rather
thick ferromagnetic layer, and their interaction with the second rather thin
layer (1–3 nm) favours alignment of its magnetisation parallel to the magneti-
sation of the thick layer. Over one cycle, one does indeed observe a transition
towards a low resistance state for a negative value of the current, and this
provides a direct illustration of the spin transfer mechanism discussed above.
The explanation of the opposite transition for a positive current is more com-
plex [76].

In a trilayer device of this kind, S.I. Kiselev et al. [77] have directly re-
vealed the precession induced by injection of a constant current by measuring
the microwave frequency noise across the nanomagnet terminals. Indeed, the
resistance of the nanomagnet fluctuates as the magnetisation precesses.

Finally, this trilayer device is extremely useful in applications, since it can
be used to write binary information by sending a current directly into the
magnetoresistive device. Moreover, a deeper examination of the underlying
equations of this mechanism shows that, for the same layer thickness, reversal
occurs at constant current density when the lateral dimensions of the layer
are reduced, a feature which clearly facilitates device miniaturisation.
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Fig. 14.27. Resistance as a function of applied magnetic field measured in Fe/Cr
multilayers [95]. When the applied field exceeds the field due to indirect antiferro-
magnetic exchange coupling between adjacent Fe layers, the resistance of the multi-
layer drops sharply, giving rise to the phenomenon known as giant magnetoresistance

14.2 Spin Electronics

14.2.1 Description

Spin electronics is a new branch of electronics, based not only on the charge,
electron or hole, of carriers within semiconducting structures, as in conven-
tional electronics, but also on the spin of those carriers. This provides a further
degree of freedom to this nascent form of electronics, exploiting the spin de-
pendence of conduction within magnetic nanostructures. This new electronics
came into being only recently, with the discovery of giant magnetoresistance
in metallic magnetic multilayers (Fe/Cr) by A. Fert and coworkers (Orsay,
France) [95] and P. Grünberg and coworkers (Jülich, Germany) [96] in 1988.

Metallic magnetic multilayers are stacks of alternately ferromagnetic and
non-magnetic layers with individual thicknesses of nanometer order. In Fe/Cr
multilayers, for certain Cr thicknesses, there is indirect antiferromagnetic ex-
change coupling in such a way that the magnetisation of two adjacent Fe
layers are antiparallel when there is no magnetic field. When a magnetic field
is applied, this coupling can be overcome and the magnetisations of all the Fe
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layers are aligned. The resistance of the multilayer then varies significantly as
shown in Fig. 14.27. This variation is referred to as giant magnetoresistance
(GMR). GMR is defined as the ratio of the resistance variation in a magnetic
field to the resistance in the parallel state, i.e.,

GMR =
RAP − RP

RP
,

where RP and RAP are the resistances measured in the parallel (P) and an-
tiparallel (AP) configurations of the magnetisations. This variation reached
values of 80% in these first measurements made on multilayers (Fe/Cr), but
values of 220% have since been reported in this same system [97]. The prop-
erty has subsequently been obtained in many systems of the form (F/NM)n,
where F is a ferromagnetic layer of some transition metal, such as Fe, Co,
Ni or an alloy of these, and NM is a non-magnetic metal, such as a transi-
tion metal (Cr, Ru, etc.) or a rare metal (Cu, Au, Ag). Similar effects have
also been observed in multilayers in which the antiparallel configuration of the
magnetisations is implemented by a difference in the coercive fields of adjacent
ferromagnetic layers due to the use of two different ferromagnetic materials,
or the same material with different thicknesses.

But the best known structure is undoubtedly the spin valve structure in-
troduced by B. Dieny and coworkers [98]. It comprises a soft magnetic layer
separated by a non-magnetic layer from a hard magnetic layer pinned by
exchange coupling with an antiferromagnetic material such as NiO or a fer-
rimagnetic material such as FeMn. The variations of the magnetisation and
resistance in a spin valve structure are shown in Fig. 14.28. When the mag-
netic field goes from negative to positive values, the magnetisation of the free
permalloy layer (NeFe) suddenly reverses in a very weak positive field (see
Fig. 14.28a), whereas the magnetisation of the pinned layer remains fixed. This
results in a sudden change in the resistance of the structure (see Fig. 14.28b).
The steep slopes obtained in the variation of the resistance with changing
field are currently used in many applications such as magnetic field sensors
(originally commercialised by Honeywell in 1994) and read heads for hard
disks (first sold by IBM in 1997), but also in non-volatile magnetic memories
(magnetic random access memories MRAM) which are expected to replace
Si-based memories (Motorola, Infinéon, IBM, 2004).

The giant magnetoresistance can be measured by applying a current in
the plane of the layers (current-in-plane geometry, CIP), as was done in the
first measurements on Fe/Cr multilayers, or perpendicular to the plane of the
layers (current perpendicular to the plane, CPP). The first measurements in
CPP geometry were carried out at Michigan State University [99] on multi-
layers sandwiched between two superconducting Nb layers. Other methods,
the fabrication of nanowires [100,101], or oblique deposition on prepatterned
substrates [102], were subsequently developed to allow measurements to be
made in this geometry. Figure 14.29 shows cross-sections of a nanowire and a
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Fig. 14.28. (a) Magnetisation and (b) magnetoresistance curves for an NiFe/
Cu/NiFe/FeMn spin valve structure [98] in which the magnetisation of one of the
NiFe layers is pinned by contact with an FeMn layer. Very steep slopes are thereby
obtained in the resistance curves

structure deposited on a prepatterned substrate, as observed by transmission
electron microscopy.

Figure 14.30 shows the variation of the GMR of the Co/Cu system as
a function of the non-magnetic thickness of Cu in the two geometries. The
variation of the GMR with the thickness of the non-magnetic layers is oscil-
latory [103] due to the oscillatory nature of the indirect exchange coupling
between the ferromagnetic layers. It is clear from these variations that the
effect of the GMR is greater and more persistent for greater thicknesses in the
perpendicular geometry. These differences arise in part from the two different
length scales in the two geometries. While the length scale in the CIP geom-
etry is the mean free path λ, i.e., the average distance travelled by electrons
between two consecutive collisions, which is of the order of a few nanometers
to several tens of nanometers, the length scale in the CPP geometry is the
spin diffusion length lsf , which is the average distance over which the electron
conserves its spin, something like ten times longer than λ. This difference of
length scale arises from spin accumulation effects present in the CPP geometry
(see Sect. 14.2.2).

A further consequence of spin accumulation is the possibility of reversing
the magnetisation by injecting spin into an F1(tF1)/NM/F3(tF2) structure, in
which F1 and F2 are thin layers of ferromagnetic metals with thicknesses tF1

and tF2 , respectively (where tF1 
 tF2) and NM is a non-magnetic metal. This
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Fig. 14.29. Cross-sectional view by transmission electron microscopy of (A) a nano-
wire obtained by electrodeposition in an ion-etched polycarbonate membrane and
(B) a ‘factory roof structure’ obtained by oblique deposition of the multilayer on a
prepatterned substrate. In this case the GMR in CIP and CPP geometries can be
measured on the same sample when the current is parallel or perpendicular to the
factory roof

phenomenon in which the magnetisation is reversed by a polarised current was
predicted by Slonczewski in 1996 [104]. However, it has only recently been
observed [105,106].

Figure 14.31a shows the GMR in CPP geometry for a small alternating
current of 10 μA passing through a Co(15 nm)/Cu(10 nm)/Co(2.5 nm) pillar.
In this structure, the thick Co layer has the task of polarising the spin of the
current injected into the structure, and it is the thin layer which reverses un-
der the effect of the polarised current. Figure 14.31b shows the variation in the
resistance of this same pillar when a large direct current IDC is injected. Start-
ing from IDC = 0, in the parallel magnetisation configuration, when a negative
current is injected, the system remains in the parallel state (corresponding to
a resistance RP), until the applied current reaches a critical value IAP = −Ic

at which it flips into the antiparallel state of resistance RAP. Likewise, if a
positive current is now applied, the system remains in its antiparallel state
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Fig. 14.31. (a) Magnetoresistance curve of a 200× 600 μm2 Co/Cu/Co pillar for a
current IAC = 10 μA. Measurements were made at 4K. (b) Resistance of the pillar
as a function of the direct current applied to it [106]. Starting from the state P at
I = 0, the magnetisation of the thin layer remains parallel to that of the thick layer
until the current density in the pillar reaches a critical value −Ic, at which point the
think layer flips over and an antiparallel configuration is obtained. This is revealed
by a high resistance. Likewise, if a positive current is now injected into the pillar,
the structure remains in an antiparallel state of the magnetisations up to a value
+Ic, at which point the magnetisation of the thin layer flips over and a parallel state
is obtained, as revealed by a low resistance

(R = RAP) until the current reaches the critical value IP = Ic, at which it
flips into the parallel state characterised by resistance RP. This type of effect
could have very wide applications in switching very small magnetic devices.

Since the observation of a very high tunnel magnetoresistance at room tem-
perature by Moodera and coworkers [107] in 1995, a great deal of research has
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been devoted to this new form of spin-dependent transport. Tunnel magne-
toresistance (TMR) is observed in magnetic tunnel junctions, which are made
from two conducting ferromagnetic layers separated by a nanoscale insulat-
ing layer. Figure 14.32 shows an example of such a high magnetoresistance
measured at room temperature in a CoFe/Al2O3/Co trilayer. As in the GMR
effect, TMR results from a variation in the resistance when the magnetisation
configurations in the two ferromagnetic layers is changed from antiparallel to
parallel by applying a magnetic field, although in this case electron transport
occurs by the tunnel effect [108]. In this example, the TMR, defined as the
ratio of the variation in the resistance to the resistance in the parallel state,
viz.,

TMR =
RAP − RP

RP
,

is 12%. The possibility of having a spin-dependent tunnel effect in structures
involving two ferromagnetic electrodes was demonstrated by Jullière in 1975.
In the Jullière model [109], the TMR is related to the spin polarisations SP1

and SP2 by

TMR =
RAP − RP

RP
=

2SP1SP2

1 − SP1SP2
,

where

SPi =
D↑(εF) − D↓(εF)
D↑(εF) + D↓(εF)

is proportional to the difference in the densities of states at the Fermi level,
Dσ(εF), for majority spin electrons (σ = ↑) and minority spin electrons
(σ = ↓). A more detailed description of this model is given in Sect. 14.2.3,
but it is clear that 100% polarised materials should lead to very high tunnel
magnetoresistances (indeed, theoretically infinite).
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The use of half-metallic materials, i.e., conducting for one spin direction
and having a gap at the Fermi level (insulating) for the other spin direc-
tion, hence exhibiting an almost total spin polarisation, has established record
magnetoresistances of 1 800% [110] with the half-metal La0.7Sr0.3MnO3 at low
temperatures. However, from the point of view of applications, transition met-
als with spin polarisations of around 70% (corresponding to TMR values of
about 50%) are actually used. Half-metals with very high spin polarisations
at room temperature have not yet proven their worth.

The role played by the barrier in the tunnel effect has been demonstrated
by comparing results obtained with LaSrMnO3/SrTiO3/Co and
LaSrMnO3/Al2O3/Co junctions, which are illustrated in Fig. 14.33 [111]. The
positive TMR obtained with an alumina barrier (Al2O3) reflects the posi-
tive polarisation at the Co/Al2O3 interface. With a Co/SrTiO3 interface, the
TMR is inverted (lower resistance in the antiparallel state), indicating a neg-
ative polarisation at the interface. Different barriers also lead to very different
dependences of the TMR on the voltage applied to the junction, as can be
seen from the results obtained on these two types of junction (Figs. 14.33c
and d). These differences in behaviour have been attributed to the fact that
it is s electrons with positive polarisation that are responsible for the tunnel
effect when the barrier is made of Al2O3, whereas it is d electrons with neg-
ative polarisation that are transmitted by the tunnel effect when the barrier
is made of SrTiO3. These differences in the polarisation and the voltage de-
pendence have been linked to the bonds forming at the electrode/insulator
interface [112].

Today’s spin electronics, based purely on metallic materials, has provided
a new way of storing and reading magnetic data. Spin electronics based on
semiconductors could combine storage, detection, and logic elements to pro-
vide new multifunctional components. Semiconductors can also exploit the
advantages of a much longer spin lifetime [113] than in conducting materi-
als, and novel effects due to quantised levels existing in quantum wells, or
the possibility of transforming magnetic data into an optical signal. This ex-
plains the many attempts by research teams to combine ferromagnetic and
semiconducting materials.

However, progress in this area has been slow due to the problem of injecting
spin into a metal/semiconductor interface. The results obtained with struc-
tures in which spin is injected into a semiconductor from a ferromagnetic metal
have demonstrated that injection at the ferromagnetic metal/semiconductor
interface is totally inefficient [114,115]. This difficulty has recently been mod-
erated by using diluted magnetic semiconductors [116, 117]. In this case, an
injection efficiency of up to 90% has been measured by determining the light
polarisation. At the present time, very few experiments have been carried
out using a ferromagnetic semiconductor as spin polariser and analyser [118],
but this line of investigation will certainly be exploited in the future and will
lead to new components for electronics, such as the spinFET (spin field ef-
fect transistor) proposed by Datta and Das (see Fig. 14.34) [119]. As far as
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generates an inverse TMR with lower resistance in the antiparallel state. Variation
of the TMR with applied bias at the junction for (c) La0.7Sr0.3MnO3/Al2O3/Co
and (d) La0.7Sr0.3MnO3/SrTiO3/Co junctions. The voltage behaviour of the tunnel
junctions is very different depending on the type of barrier used. Such differences
can be interpreted in terms of the densities of states of the electrodes weighted by
the effect of the tunnel barrier

applications are concerned, it remains to find ferromagnetic semiconductors
at room temperature [120].

14.2.2 Origins and Mechanisms of Spin Electronics

Transport in Metals

Transport in Ferromagnetic Metals. Two-Current Model

As discussed in Sect. 14.2.1, the ferromagnetic transition metals Fe, Co, and Ni
and their alloys which are generally used as magnetic layers in spin electronics
fullfil the Stoner criterion. The 3d↑ and 3d↓ subbands are therefore shifted by
the presence of an exchange interaction within these materials. This shift
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Fig. 14.34. New components can be designed
by integrating metals and semiconductors into
spin electronics. The figure shows a spinFET
proposed by Datta and Das [119]

not only generates a spontaneous magnetisation, but also different densities
of states at the Fermi level and different mobilities for electrons with the
two spin directions. This results in a current with spin polarisation which
can be used in the tunnel effect of magnetic tunnel junctions (TMR) and an
asymmetry of the resistivity with respect to the spin which is exploited in
magnetic multilayers and gives rise to the GMR effect.

Two-Current Model and Mott Model

The Mott model [27] assumes that, in the transition metals, the d electrons
are responsible for magnetism, the s electrons are responsible for conduction,
and resistivity is due to s → d transitions. The lack of symmetry between the
densities of states at the Fermi level for spin ↑ and spin ↓ states will thus lead
to different transition probabilities for spin ↑ and spin ↓ s electrons. In the
case of Co and Ni (see Fig. 14.35), the filled 3d↑ subband is located below the
Fermi level and the density of states at the Fermi level in the majority band,
viz., D↑(εF), is thus extremely small, whereas the minority subband crosses
the Fermi level in such a way that its density of states D↓(εF) is large. The
s → d transition probabilities are therefore very different for spin ↑ electrons
and spin ↓ electrons.

In the Mott model, at low temperatures, when electron–magnon collisions
with spin reversal are frozen, the spin ↑ and spin ↓ conduction electrons (see
Fig. 14.36) will lead the current in parallel into two independent channels with
different resistivities

ρσ =
mσ

nσe2τσ
=

1
nσeμσ

,

where mσ, nσ, τσ and μσ are the effective mass, the electron number per
unit volume, the relaxation time and the mobility of electrons with spin σ,
respectively. The relaxation time is related to the scattering potential Vσ and
the density of states at the Fermi level Dσ(EF) by
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ρ

ρ

Fig. 14.36. According to the Mott model, at low temperatures, conduction inside
a ferromagnetic transition metal is due to two independent channels of spin ↑ and
spin ↓ electrons. This can be represented by a circuit diagram with two resistances
ρ↑ and ρ↓ in parallel. The resistivity of the material will thus be 1/ρ = 1/ρ↑ + 1/ρ↓

1
τσ

≈ |Vσ|2 Dσ(εF) .

The resistivity ρ of the ferromagnetic metal (see Fig. 14.36) is therefore

ρ =
ρ↑ρ↓

ρ↑ + ρ↓
.

The spin asymmetry of the conduction in the two channels is characterised
by the spin asymmetry coefficients
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α =
ρ↓
ρ↑

or β =
ρ↓ − ρ↑
ρ↓ + ρ↑

.

The further α (β) is from 1 (0), the more pronounced the spin asymmetry
becomes. The spin dependence of ρσ thus has an intrinsic origin connected to
the spin dependence of mσ, nσ, and Dσ(εF) for the ferromagnetic metal. For
example, due to the large difference in the density of states at the Fermi level,
with D↓(εF) � D↑(εF) in the case of Ni or Co shown in Fig. 14.35, systems
based on Ni or Co will tend to have ρ↓ > ρ↑ [122,123] and hence α > 1.

There is also an extrinsic origin for the spin dependence of ρσ which is
connected with the spin dependence of scattering by defects or impurities and
which is reflected in the spin dependence of the scattering potential Vσ. For
example, with 1% of Fe impurities in Ni, the ratio α is 20, whereas it is 0.45
for 1% of Cr impurities in Ni [122]. These values, greater than or less than
unity, are explained by the modification of the density of states at the site
of the impurity. By inserting Co impurities in Ni, which is a nearby element
in the classification of the periodic table, the density of states at the site of
the impurity is only slightly modified and α remains greater than unity. In
the case of a Cr impurity, given that Cr is more distant from the element
(Ni) in the matrix according to the periodic classification, the d states of the
impurity can no longer hybridise with the d states of the matrix. A virtual
bound state then forms just above the Fermi level in the majority band by
hybridisation with the s states, and α is less than unity. The values of many
spin asymmetry coefficients for dilute impurities can be found in [122].

At higher temperatures, electron–magnon collisions cause the two currents
to mix. The resistivity then takes the form

ρ =
ρ↑ρ↓ + ρ↑↓(ρ↑ + ρ↓)

ρ↑ + ρ↓ + 4ρ↑↓
,

where ρ↑↓ is a term accounting for the mixing of the two currents [124].
The mechanism for giant magnetoresistance is the extrapolation of the

two-current model to the case of multilayers.

Giant Magnetoresistance

GMR Mechanism

Figure 14.37 illustrates the mechanism for GMR at low temperatures where
spin-reversing scattering processes are unlikely, in the case where α is much
greater than unity, i.e., electrons with majority spin are not much scattered.
In the parallel configuration (P), when the magnetisations of all layers are
aligned, electrons in the + spin channel (− spin channel) are majority (minor-
ity) spin electrons in all the layers, hence weakly (strongly) scattered through-
out the structure. This situation is characterised by different resistances r+

and r− for the two channels and a resistance
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Fig. 14.37. Mechanism for conduction in a multilayer for the two spin directions
Sz = +1/2 (+ channel) and Sz = −1/2 (− channel). Top left : Configuration of
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(AP). Bottom: Equivalent circuit diagrams. Scattering is indicated by a break in
the trajectory of conduction electrons with majority spin (spin ↑) and minority spin
(spin ↓)

rP =
r+r−

r+ + r−

in the parallel state. When the spin asymmetry is very pronounced, i.e.,
r+ 
 r−, fast electrons cause a short-circuit effect (see the equivalent
circuit diagram, bottom left in Fig. 14.37) and the resistance measured in
the parallel state is low and equal to r+. In the antiparallel configuration
of the magnetisations, since each spin direction is alternately the majority
then the minority spin, the electrons with each spin direction are alternately
weakly then strongly scattered. This leads to an averaging effect in each chan-
nel and the resulting resistance

rAP =
r+ + r−

4
is higher than in the parallel configuration. The magnetoresistance follows
from these expressions:

GMR =
rAP − rP

rP
=

(r− − r+)2

4r+r−
.

This image is valid in both CIP and CPP geometries provided that the thick-
nesses are small compared with the appropriate length scale, i.e., compared
with the mean free path λ in CIP geometry and the spin diffusion length lsf
in CPP geometry.

Microscopic Origins of GMR

The microscopic origins of GMR can be traced back to the potential landscape
seen by the conduction electrons, as depicted in Fig. 14.38. This landscape
contains two types of potential:
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Fig. 14.38. Right : Potential landscapes seen by conduction electrons within a mul-
tilayer. Left : Schematic current distribution in k space for CIP and CPP geometries.
The electrons will manifest different sensitivities to the various types of potential in
these two geometries

• a periodic intrinsic potential representing the perfect multilayer,
• extrinsic potentials associated with the presence of impurities in the layers

and the roughness of the interfaces.

Spin + and spin − refer to the spin orientations in an absolute reference frame.
In the configuration where the magnetisations of all layers are parallel, spin
+ (−) is the direction of the majority (minority) spin in all the layers. In the
antiparallel configuration, + and − are alternately the majority and minority
spin directions owing to the alternating magnetisation directions.

In Fig. 14.38, the intrinsic potential is shown by steps. The difference in
height of the steps for majority and minority spin electrons arises from the
shift due to exchange between spin ↑ and spin ↓ spin states in a ferromag-
netic metal. This potential is periodic for a periodic multilayer. In the parallel
configuration (P) of the magnetisations, the heights of the potential are dif-
ferent for electrons of spins + and − in a given spin channel, but they are the
same in all the layers. In the antiparallel configuration (AP), since each spin
direction is alternately majority then minority, small and large steps alter-
nate for each of the spin directions. This intrinsic potential generates wave-
functions with different superlattices for the two channels in the parallel and
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antiparallel configurations in Fig. 14.38, and thus leads to a GMR effect even
in the absence of spin-dependent scattering.

The second contribution, due to extrinsic potentials, arises from the pres-
ence of defects (impurities in the layers or interface roughness). They are
represented by narrow peaks in Fig. 14.38. In ferromagnetic materials, as the
scattering is spin-dependent, the scattering potentials have different heights
for spin ↑ and spin ↓.

The precise manner in which the electrons will react to these two types of
potential will depend on the geometry under consideration [125]. In CPP
geometry, electrons travel through all the layers and see all the types of
potential. In this geometry, the intrinsic potentials will intervene through a
spin-dependent interface resistance. In CIP geometry, the role of the intrinsic
potentials is to channel the electrons in certain layers so that the electrons
will probe the potentials at the interfaces and in the bulk of the magnetic and
non-magnetic layers in different ways.

Camley–Barnas Model for GMR in CIP Geometry

The models due to Camley and Barnas [126], Johnson and Camley [127], and
Barnas et al. [128] are based on the phenomenological theory of Fuschs and
Sondheimer [129], taking into account the spin-dependent scattering at the
interfaces [126], in the bulk of the layers [127], or both types of scattering [128],
respectively.

In this approach, electrons with spin σ are described by their distribution
function fσ(k, r), which represents the probability that an energy state E is
occupied. For thin films and multilayers, the distribution function depends on
the position r of the electron [129]. At equilibrium at temperature T , i.e., in
the absence of any electric field, the distribution function is determined by
Fermi–Dirac statistics:

f0(k) =
1

exp
E − εF

kBT
+ 1

.

Under the action of an electric field ξ, the distribution function (like the Fermi
sphere) moves away from its equilibrium value. It can then be expressed in
the form

fσ(k, r) = f0(k) + gσ(k, r) ,

where gσ(k, r) is the deviation from the equilibrium distribution.
In the following, we consider an electric field applied in the x direction,

with the z axis normal to the plane of the layers, as shown in Fig. 14.39. By
differentiation, we obtain

dfσ =
∂fσ

∂t
dt +

∂fσ

∂kx
dkx +

∂fσ

∂z
dz ,
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Fig. 14.39. Notation for the structure under
consideration, formed from two magnetic layers
M separated by a non-magnetic layer NM. The
electric field is applied in the x direction and
the z axis is perpendicular to the plane of the
layers

whence

dfσ

dt
=

∂fσ

∂t
+

∂fσ

∂kx

dkx

dt
+

∂fσ

∂z

dz

dt
.

The term dkx/dt is easily deduced from Newton’s second law:

dkx

dt
= −eξ

�
.

In the free electron approximation, viz.,

E =
�

2k2

2m
,

and neglecting second order terms, the equation becomes

dfσ

dt
=

∂fσ

∂t
− ∂fσ

0

∂E
evxξ +

∂g

∂z
vz .

In the relaxation time approximation, f relaxes exponentially to its equi-
librium value f0 (g relaxes exponentially to zero) in a characteristic time τ
(relaxation time):

dfσ

dt
=

dgσ

dt
= −gσ

τ
.

Substituting this in, we obtain

−gσ

τ
=

∂fσ

∂t
− ∂fσ

0

∂E
evxξ +

∂g

∂z
vz .

In the stationary regime, the distribution function does not vary in time.
The various terms contributing to its modification must therefore balance one
another:

−gσ

τ
= −∂fσ

0

∂E
evxξ +

∂g

∂z
vz .

In this equation, the variation of the distribution function due to the applica-
tion of an electric field (first term on the right) and the variation due to spatial
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inhomogeneity in the z direction are balanced by the scattering phenomena
which ensure return to equilibrium.

Solutions take the form

gσ(z, k) = vxeE
df0

dE

(
1 + Aσe−z/τvz

)
.

The constants A in the different regions are related by the boundary condi-
tions. For the surfaces, if R is the probability of specular reflection:

gσ
A+ = Rgσ

A− at z = −b ,

gσ
D− = Rgσ

D+ at z = b .

Indices + and − refer to the positive (+) and negative (−) components of
the velocity in the z direction. At the interfaces, the electron of spin σ has
probability Rσ of being reflected and probability Tσ of being transmitted. The
boundary conditions are thus, for example, for the interface between regions
A and B at z = −a,

gσ
A− = Tσgσ

B− + Rσgσ
A+ ,

gσ
B+ = Tσgσ

A+ + Rσgσ
B− .

From the expressions for g in the various spatial regions, one may calculate
the current density:

jx(z) = −2e
(m

h

)3
∫

vxg(v, z)d3v .

Using such models, one can describe the variation of the effect with number
of layers and the mean free path over the thickness of the layers, and one can
deduce the spin asymmetry of scattering.

Spin Accumulation and GMR in CPP Geometry

Consider the situation illustrated in Fig. 14.40, which shows an interface be-
tween a ferromagnetic material and a non-magnetic material. In the ferromag-
netic material, the ↑ spins represent the majority, i.e., there are more spin ↑
than spin ↓. In the non-magnetic material, the two spin populations are iden-
tical. When they transit from the ferromagnetic layer to the non-magnetic
layer, the ↑ spins will thus accumulate at the FM/NM interface, before in-
verting in the spin ↓ channel. This accumulation occurs over a length which
is the spin diffusion length lsf . The result is a shift in the Fermi levels of the
two spin directions, denoted ΔEF, which extends over a distance lsf as shown
in Fig. 14.40b. This spin diffusion length is the average distance travelled by a
conduction electron between collisions reversing its spin. It can be expressed
in terms of the mean free path λ and the spin mean free path



568 C. Chappert and A. Barthélémy
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Fig. 14.40. Illustration of the spin accumulation effect at a ferromagnetic (FM)/
non-magnetic (NM) interface. The majority spins accumulate before flipping over
in the minority spin channel. This accumulation causes a shift ΔEF in the Fermi
levels of the two spin populations, which extends over a distance lsf on either side
of the interface

λs =
∑

between two
spin reversals

λ ,

which is the total mean distance travelled by the electron between two spin
reversals:

lsf =

√
λsλ

3
.

These quantities are shown in Fig. 14.41.
This spin accumulation at the FM/NM interface results in a spin polarisa-

tion of the current which can be used to reverse the magnetisation of another
ferromagnetic layer [105,106], or it can be exploited to inject a polarised cur-
rent into a semiconductor when impedance-matching conditions are fulfilled
at the ferromagnetic metal/semiconductor interface.

14.2.3 Magnetoresistance of Tunnel Junctions

In this section, we shall be concerned with the spin-dependent tunnel effect,
following the approach of Jullière [109], which allows one to relate the tunnel
magnetoresistance to the spin polarisations of the two electrodes. The tunnel
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Fig. 14.42. Energy diagram of a metal–insulator–metal junction under a bias V

current takes its origins in the transmission of electrons through a potential
barrier when these electrons have energies lower than the barrier height. The
energy diagram for such a configuration is shown in Fig. 14.42 for the one-
dimensional problem. Electrode F2 has positive potential relative to electrode
F1. Shaded regions correspond to levels that are occupied at zero tempera-
ture. Applying a voltage across the junction shifts the Fermi levels of the two
electrodes, establishing a correspondence between the occupied states of the
left-hand electrode F1 and the empty states of the right-hand electrode F2,
into which the electrons can then be transmitted.

According to Bardeen [130], the probability of an electron being transmit-
ted from an occupied state ψ1 of energy E of the electrode F1 into an empty
state ψ2 of the same energy in the electrode F2 can be written in the form

P12 =
2π

�
|M12|2 f1D2(E)(1 − f2) .

It is the product of two factors: the first is the probability f1 of the state ψ1

of the electrode F1 being occupied by the number D2(1− f2) of empty states
of the electrode F2; the second is the square |M12|2 of the transfer matrix
element, which represents the probability of transmission by the barrier [131].
The current of electrons transmitted by the tunnel effect from electrode F1

to electrode F2 at energy E is obtained by multiplying P12 by the density of
states ψ1 of energy E in electrode F1, which yields

I1→2 ∝ D1(E − eV )f1 |M12|2 D2(E)(1 − f2) .
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where D1 and D2 are the densities of states of electrodes F1 and F2, respec-
tively, and f is the distribution function, i.e., the probability of occupation of
a state of energy E at temperature T , which is defined by the Fermi–Dirac
function.

Using the notation in Fig. 14.42,

f1 = f(E) =
1

1 + exp
E − EF

kBT

and

f2 = f(E + eV ) =
1

1 + exp
E + eV − EF

kBT

.

In the same way, the current of electrons transmitted by the tunnel effect from
electrode F2 to electrode F1 is defined by

I2→1 ∝ D1(E)
[
1 − f(E)

]
|M12|2 D2(E + eV )f(E + eV ) .

The total current is obtained from I1→2 − I2→1, integrating over the whole
energy range:

I(V ) ∝
∫ +∞

−∞
D1(E) |M12|2 D2(E + eV )

[
f(E) − f(E + eV )

]
dE .

The tunnel current thus depends on the band structure of the electrodes
through the densities of states D1 and D2, and the characteristics of the
tunnel barrier through |M12|2.

Given the factor f(E) − f(E + eV ) which appears in the integrand and
which is represented in Fig. 14.43, only those energy states between εF − eV
and εF can contribute to the tunnel current. This is to be expected, since it
is only in this energy range that the filled states of one of the electrodes are
found to correspond to the empty states of the other electrode.

For a low applied bias and treating the transfer matrix element as constant
over this energy range, we obtain

I ∝ D1(εF)D2(εF)(eV ) .

The conductance G(V ) = I/V is thus proportional to the product of the
densities of states of the two electrodes, viz.,

G(V ) ∝ D1(εF)D2(εF) .

To understand the tunnel current between two ferromagnetic electrodes,
Jullière [109] takes into account the conservation of electron spin in the tunnel
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Fig. 14.43. (a) Schematic representation of the distribution functions of the two
electrodes for a bias V across the junction at T = 0. (c) Schematic representation
at T = 0 of the difference f(E)− f(E + eV ) arising in the expression for the tunnel
current. (d) Energy diagram for the tunnel junction. Only those states in the energy
range [εF − eV, εF] can contribute to the tunnel effect

process. A spin ↑ (↓) of the electrode F1 will thus be transmitted to an empty
state of spin ↑ (↓) of the electrode F2.

In the parallel magnetisation configuration, an electron with majority spin
↑ in the electrode F1 will be transmitted to a state with majority spin ↑ in
the electrode F2, as shown in Fig. 14.44. Likewise, an electron with minority
spin ↓ in the electrode F1 will be transmitted to a state with minority spin ↓
in the electrode F2, so that the tunnel current can be written

IP ∝ D1majD2maj + D1minD2min .

In contrast, in the antiparallel configuration, an electron with majority spin
↑ in the electrode F1 will be transmitted to a state of minority spin ↑ in
the electrode F2. An electron of minority spin ↓ in the electrode F1 will be
transmitted to a state of majority spin ↓ in the electrode F2. The current in
the antiparallel configuration will then be

IAP ∝ D1majD2min + D1minD2maj .

Finally, the tunnel magnetoresistance is given by

TMR =
RAP − RP

RP
=

IP − IAP

IAP
=

2SP1SP2

1 − SP1SP2
,

where
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Fig. 14.44. Schematic representation of the tunnel currents in the parallel config-
uration (left) and antiparallel configuration (right) of the magnetisations

Table 14.3. Spin polarisation values

SP

Al2O3 barrier Ni +33% [132]

Ni80Fe20 +48% [132]

Co +42% [132]

Fe +45% [132]

Co50Fe50 +51% [132]

SrTiO3 barrier Co −24% [111]

La0.7Sr0.3MnO3 +95% [110]

SPi =
Di↑(εF) − Di↓(εF)
Di↑(εF) + Di↓(εF)

is the spin polarisation of electrode FMi. This model is commonly used to
deduce the spin polarisations from the TMR values. In fact, this polarisation is
not an intrinsic property of the material making up the electrode, but depends
on the tunnel barrier, or more precisely, the interface [111], as was shown
in Sect. 14.2.1. Several values of these polarisations are collected together in
Table 14.3.

Appendix

A. Nanomagnetism in Real Films: Effect of Defects

No real ultrathin film is ever perfect. It will exhibit crystal defects such as dis-
tortion or dislocations, and a certain roughness. Its magnetic properties must
therefore be expected to fluctuate in space. Most measurement techniques in-
tegrate over areas much greater than the characteristic spatial extent of these
fluctuations and thus measure an average value, whose meaning will depend
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Fig. 14.45. Representation of a rough magnetic film

on the film parameters and the quantity being measured. The discussion here
aims to illustrate the general rules governing this effect through a series of
examples.

Roughness and Fundamental Length Scales in Magnetism

A rough magnetic film is often drawn as a regular chequerboard of square ter-
races, each of side D and thicknesses alternately (e−δe) and (e+δe), where e
is the average thickness (see Fig. 14.45). Suppose for example that e is equal to
ec, the critical thickness at which a perpendicular easy magnetisation axis flips
over to an easy plane (see Sect. 14.1.4). At very large values of D, at the center
of each terrace, the magnetisation is thus either perpendicular or parallel to
the film, depending on whether the terrace is less thick or thicker than the
critical value, respectively. At the edge of each terrace, the magnetisation ro-
tates in a pseudo-domain wall with lateral extent Δ. As in a standard domain
wall (see Sect. 14.1.3), Δ is determined by competition between the exchange
interaction and the magnetocrystalline and dipole anisotropy energies, but it
must be calculated specifically in each case.

Suppose now that we measure the way the magnetisation of the film evolves
in an external field with equipment which integrates over distances much
greater than D :

• When D � Δ, each terrace behaves more or less autonomously and the
measurement gives an average value of the magnetisation.

• In the other extreme case, D 
 Δ, the magnetisations of each terrace
are held strictly parallel by the exchange interaction and the measure-
ment characterises a uniform behaviour related to an average value of the
magnetic anisotropy.

• The intermediate case, D ∼ Δ requires a much more involved calculation
which can be found in [82], for example. The direction of magnetisation
fluctuates from one terrace to another around an average orientation which
may be oblique, and the overall measurement of the magnetic anisotropy
involves terms of higher order induced by roughness.
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A similar argument also applies when the above figure represents a rough
intercalating layer between two ferromagnetic layers F1 and F2, coupled by
an oscillating interaction through M (see Sect. 14.1.4).

An interesting case discovered by J. Slonczewski in 1991 [83] is one in which
the interlayer interaction favours a magnetic configuration in one type of ter-
race and an antiferromagnetic configuration in the other. Moreover, the thick-
ness Δ of the pseudowall must quickly take into account the coupling strength,
but the rest of the behaviour is very similar to the magnetic anisotropy case.
In the extreme situations D � Δ and D 
 Δ, the measurement averages over
the magnetisation and the interlayer interaction, respectively, which tends to
scramble the coupling oscillations, especially as their period decreases. Spe-
cific phenomena appear in the intermediate situation, D ∼ Δ: a higher order
term is produced in the expansion of the interlayer coupling, known as the
biquadratic coupling, which favours a relative orientation perpendicular to the
magnetisations of the layers F1 and F2 [83]. This biquadratic term is often
measured, but may have different origins.

Another problem commonly observed in multilayers is the problem of pin-
holes in the layer M, which allow direct contact and hence a strong local fer-
romagnetic coupling between layers F1 and F2. This type of defect is shown in
Fig. 14.46. It becomes critically important when one seeks to observe an anti-
ferromagnetic interlayer interaction through the layer M. The ferromagnetic
interaction through a pinhole, although it only affects a very small area, may
have a strength per unit area that is greater by several orders of magnitude
than the strength of the antiferromagnetic interaction, wherein the latter may
be completely masked. An analogous argument to the one given above, taking
into account the average distance between pinholes, can be used to make a
quantitative estimate of their influence [84].

Step-Edge Effects Due to Roughness

To calculate the anisotropy, a local quantity, the edges of the terraces must
be taken into account. At atomic sites at the edge of a terrace, the atomic
environment differs from that of a perfect surface. The presence of roughness
thus modifies the interface magnetocrystalline anisotropy. If this roughness
is oriented, e.g., parallel terraces in a vicinal surface, it can even induce a
magnetic anisotropy in the plane of the film. The Néel pair model (see p. 518
[10]) can be used to analyse these effects, at least qualitatively [85]. Clearly,
they will be more pronounced as D decreases and δe increases.

At the same time, on a rough film, the dipole anisotropy constant is lower
than the value given by (14.26) [86]. Indeed, when the magnetisation is ori-
ented in the plane of the film, there will be charges at the terrace edges which
increase the minimal energy.

Finally, in a magnetic multilayer such as the F1/M/F2 trilayer shown in
Fig. 14.15, the main roughness, often due to the substrate, is generally con-
formal, i.e., at each interface, it reproduces the interface just below, as shown
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Fig. 14.47. Conformal roughness in a trilayer

in Fig. 14.47. This roughness induces magnetic charges on either side of the
intercalating film M. Although they are weak charges, they can be very close
to one another if the layer M is very thin. The corresponding dipole energy
favours a ferromagnetic configuration, as shown in the figure, where magnetic
charges of opposite sign are the closest. This effect, predicted by Néel [87],
is known as orange peel coupling. It is generally a weak effect, with equiva-
lent fields of the order of mT, but it can be a nuisance in magnetoelectronic
devices. Recall that, in the absence of roughness, there is no dipole coupling
between two ferromagnetic layers of infinite extent. Indeed, the field created
by the magnetisation of the film vanishes outside the film, just as the electric
field vanishes outside an infinite plane capacitor.

Quantum Size Effects and Roughness

The above arguments apply perfectly to local quantities like the anisotropy.
However, the interlayer oscillating coupling is not a local quantity, since quan-
tum confinement effects require phase coherence of the electron wave function
over distances at least as great as the thicknesses of the layers. When there are
defects such as roughness, dislocations, interdiffusion, etc., capable of reducing
this coherence, this has the effect of directly interfering with the oscillations.

The effect on the fringes is expressed through an exponential prefactor
exp(eM/eD) in (14.36), where eD is the attenuation length due to decoherence.
The theoretical study of eD is no simple matter [39]. One may nevertheless
come to grips with several important aspects by referring to the discussion
in Sect. 14.1.4. Destroying the lateral structural coherence of interfaces F1/M
and M/F2 amounts in effect to allowing a small component k‖ in the expres-
sion for the vector q⊥ which determines the oscillation period. This effect can
be understood by imagining, for example, that locally, due to the roughness,
the interfaces are no longer strictly parallel with the average crystallographic
direction of the film. Tilting the vector q⊥ changes its length, so that the de-
fects introduce a distribution of periods which tend to scramble the oscillatory
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pattern. The effect may depend strongly on the crystallographic direction. For
example, for an intercalating layer of Cu (see Fig. 14.19), the variation of the
length of q⊥ with its inclination is very small for q2 and q1, which correspond
to the two periods for the [001] direction. However, the variation is very large
for the vector q3 along the [111] direction. The latter oscillation will thus be
much more sensitive to the defects. In this case, the effect is correlated with
the fact that the the angle between the Fermi velocity of the electrons ‘carry-
ing’ the quantum size effect and the [111] direction perpendicular to the film
is very large (see Fig. 14.19). These electrons thus feel the lateral coherence of
the crystal lattice more strongly.

It is difficult to corroborate this experimentally due to the difficulty in es-
tablishing the precise structure of the buried interfaces. It is worth mentioning
two interesting cases:

• the study of oscillations in an Fe/Cr/Fe(001) trilayer as a function of the
growth mode of the Cr layer [88],

• the direct study by inverse photoemission of the influence of the angle of
inclination of a vicinal surface with perfectly controlled roughness on the
oscillations of the electron density of states in a Cu layer on a Co(001)
monocrystal [89].

The very rapid decrease (eD of the order of 5 atomic planes) in the coupling os-
cillations in Au/Co/Au(111) trilayers can also be interpreted as a decoherence
effect introduced by the existence of a dense network of interface dislocations
between two metals in which the lattice interval differs by almost 15% [90].

B. Example of Complex Precession:
Magnetisation Reversal in an Elliptical Wafer

Let us return to the example of a thin elliptical wafer, as shown in Fig. 14.48,
assumed to have a perfect ellipsoidal shape and to be small enough to
be treated as a macrospin. We also assume a uniaxial magnetocrystalline
anisotropy with axis Ox.

The demagnetising field HD is then given by (14.42) and the anisotropy
field HA by (14.43). If the thickness e is very small compared with the lateral
dimensions a and b, NX and NY are small compared with NZ , which is thus of
order 1 (see p. 512). Moreover, with typical metals, 2K/μ0MS is always small
compared with MS. In these conditions, it can be shown that the anisotropy
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of the wafer is correctly modelled by using NZ = 1 and integrating NX and
NY in a planar effective anisotropy field given by

HA eff =
[

2K

μ0MS
+ (NY − NX)MS

]
mXx =

2Keff

μ0MS
mXx .

When there is no damping, the dynamical equation becomes

dM

dt
= −γ

(
M × μ0Heff

)
,

where Heff = −MSmZz + HA eff + Hext, and Hext is the applied field.
Applying a magnetic field pulse with short enough rise time compared

with the characteristic precession frequency of the system, the magnetisation
will immediately trigger a precession dynamics. This dynamics can be used to
reverse the magnetisation from the initial direction −x to the new direction
+x.

The initial speed dM/dt is maximised by first making Heff as close to per-
pendicular to M as possible. This is done by applying an external field Hext

perpendicular to M . It is tempting to apply Hext along Oz, i.e., perpendic-
ular to the wafer, which triggers a precession in the plane in conformity with
the original aim. However, simulations show that this configuration requires
high fields Hext in order to obtain a rapid rotation, and the trajectory is not
simple because damping, neglected here, tends to pull the magnetisation out
of the plane, and the field HDz thereby produced opposes the rotation. It is
in fact much more effective to apply Hext along Oy, as shown schematically
in Fig. 14.49 [54].

As soon as the field is applied (phase 1), the couple produced by Hext

tends to pull the magnetisation M out of the plane (phase 2). The perpen-
dicular component of M immediately gives rise to a strong dipole field HDz,
perpendicular to the plane, whose couple triggers a precession of M around
Oz and towards the +x direction, whilst at the same time bringing it back
into the plane (phase 3). If the field Hext is then suppressed, an almost op-
timal magnetisation reversal has been obtained, with almost minimal energy
expenditure. If Hext is left for longer, the symmetric configuration of phase 1
is retrieved. The couple exerted by Hext will pull M out of the plane and into
the direction opposite to that in phase 2. This gives a dipole field with the



578 C. Chappert and A. Barthélémy

opposite sign to the one in phase 2 and hence a precessional motion about Oz
in the opposite direction to the one in phase 3, which brings the magnetisa-
tion into the −x direction. When there is no damping, the motion continues
in this way, following a global trajectory which corresponds to a ‘flattened’
precession about the direction of Hext: due to the dipole anisotropy, its extent
out of the plane remains small compared with its amplitude in the plane.

A detailed analytical calculation of this trajectory can be found in [91],
together with a discussion of the way it is influenced by energy dissipation
until the magnetisation stabilises. From the point of view of applications, this
type of precessional reversal has actually been observed in magnetoresistive
devices with structures similar to those in Fig. 14.1 [92,93], with reversal times
of the order of 150 ps for rise times of the field Hext of the order of 50 ps. The
criterion for obtaining precession remains compatible with the performances
of electronic circuits. Moreover, structures with sizes on the micron scale ex-
hibit precessional behaviour very close to that of a nanoparticle and hence a
perfectly reproducible reversal, in contrast to what is observed for the same
structures in quasi-static fields.

References

1. Baibich, M.N., Broto, J.M., Fert, A., Dau, F.V.N., Petroff, F., Etienne, P.,
Creuzet, G., Friederich, A., and Chazelas, J.: Phys. Rev. Lett. 61, 2472 (1988)

2. Binasch, G., et al.: Phys. Rev. B 39, 4828 (1989)
3. du Tremolet de Lacheisserie, E. (Ed.): Magnétisme, Vol. 1: Fondements and

Vol. 2: Matériaux et Applications, Presses Universitaires de Grenoble (1999)
4. Cohen-Tannoudji, C., Diu, B., and Laloë, F.: Mécanique Quantique, Hermann,
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15

Information Storage

D. Fraboulet and Y. Samson

When it comes to archiving, storing, and recording information, either tem-
porarily or permanently, the needs of modern society never cease to grow. It
is not easy to draw up a panoramic view of this phenomenon, given the enor-
mous range of storage media and devices that have been devised to answer
so many specific data storage requirements. However, a basic division can be
made between permanent storage of large amounts of data (hard disks, CDs,
DVDs, etc.) and storage associated with data processing (active and read only
memory in computers, flash compact cards in digital cameras, etc.). Table 15.1
illustrates some of these features.

Whilst the cornerstone of microelectronics is the logic system, information
storage is no less important. Indeed, the proportion of storage circuits is on
the increase in mass-produced microchips (from 10 to 15%). These storage
elements share a matrix architecture, in which reading and writing are carried
out solely by electrical programming and in a solid phase resulting from an
integration process of microelectronic type.

15.1 Mass Memories

In CDs and DVDs, information is read, and written in the case of writable
disks, by a laser. The writing process is a thermal one in which local heat-
ing deforms a polymer layer (CD, CD-R), or induces local amorphisation of
a phase-changing material such as a GeSbTe alloy (CD-RW, DVD). Reading
is always based on detection of a contrast in optical reflectivity between dif-
ferent regions of the disk. We shall not go into further description of these
systems, but rather focus on the hard disk and the microprobe memories which
may supplant it, and matrix memories. Indeed, continuous progress achieved
over several decades has carried this kind of technology to the gates of the
nanoworld. Of course, this term applies naturally given the characteristic sizes
of these components, but also because the very operation of such systems has
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recently come up against physical and technological problems that are specifi-
cally associated with nanometric dimensions. The aim here will be to describe
the technology used today and in particular its limitations, and then discuss
current ideas for pursuing the road to very high densities.

15.1.1 Mass Memories: The Hard Disk

The hard disk undoubtedly holds an important place amongst mass-produced
data storage tools. With its extraordinarily rapid evolution over the last
few decades, its low cost and relative reliability as a carrier of erasable and
rewritable information, it now plays a part in our everyday lives, both at
home and at work. Today, it has such a large capacity that it represents a real
challenge to optical media in new products such as digital video recorders.
Over the last 20 years, this extraordinary progress has carried this technol-
ogy from the micro- to the nanoworld. Remarkably, the hurdles encountered
in the pursuit of technological progress have meant that recording densities
have advanced in leaps and bounds: 25% per year up to 1992, then 60% when
IBM introduced magnetoresistive read heads, and 100% or more when IBM
introduced giant magnetoresistive read heads in 1999 (see below). Recently,
with the advent of nanoscale bits, real changes have also become essential in
the storage media used. We have grown used to this kind of progress in data
storage capacity, which has so rapidly transformed our lives. However, we will
not be able to pursue this development at the same rate and over such a long
period unless we find some way of overcoming the specific obstacles that face
us on the nanoscale.

The Magnetic Hard Disk: Principles and Problems

Up to 2005, all hard disks fall into the category of longitudinal storage media,
i.e., having planar magnetic anisotropy. Data is held on a thin magnetic layer
and coded by transitions between domains of opposite magnetisation. Stor-
age media capable of densities upwards of 15 Gbit/cm2 were demonstrated in
2002 [1]. Technically, two quantities are essential here: the width of the track
followed by the read head, often expressed through the number of tracks per
unit length, and the minimal distance between transitions along a track, often
expressed in bits per unit length (kbit/cm). At the highest densities achieved
so far, these two distances are of the order of 200 for the track width and
40 nm for the bit length.

Giant Magnetoresistive Read Head

Figure 15.1 shows the read head above a track on a medium with plane magneti-
sation (longitudinal medium). The write element consists of a small electromagnet
brought very close to the surface of the medium (about 10 nm). When a current
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Iwrite

Magnetoresistive
element

FeNi
Cu

Co

FeMn B B/P P

S N

Fig. 15.1. GMR read head

pulse is applied through the microcoil, the magnetic material is polarised and pro-
duces a leakage field in the air gap (poles P) and in the medium. One of the poles
also stands in as one of the two shield plates insulating the read element from
perturbations associated with the leakage field of adjacent transitions. Reading is
achieved by a spin valve: the resistance of the Co/Cu/FeNi trilayer depends on the
respective orientations of the magnetisations in the two magnetic layers. The direc-
tion of magnetisation of the hard layer (cobalt-based) is pinned by exchange with
an antiferromagnetic layer. The direction of magnetisation of the soft layer (FeNi)
fluctuates readily under the effects of the leakage field from the medium.

• Writing is achieved by applying a current pulse in a coil, which polarises a
magnetic material with strong magnetisation. A magnetic field is then produced
locally inside and under the air gap, thereby inscribing a bit of data in the
medium. The bulk magnetisation of the material making up the poles restricts
the field that can be created in this way (to at most 2.4 T for currently available
materials).

• Since 1999, the read element has exploited the phenomenon of giant magnetore-
sistance. The magnetoresistive element, comprising two magnetic layers and a
non-magnetic spacer, is called a spin valve. Under the effect of the leakage field
localised above the transitions of the magnetic medium, the magnetisation of
the soft layer rotates, whilst the magnetisation of the reference layer remains
stable. This leads to a change in the electrical resistance which can be detected.

The active layer of the medium is a thin layer (about 15 nm thick) made from
small crystal grains (about 8 nm in size) of a cobalt alloy. Its design brings
together a large number of technological tricks of the trade (see Fig. 15.2).

To compensate for statistical scatter in grain properties such as size,
anisotropy axis, etc., and maintain an acceptable signal-to-noise ratio, a bit
must be made from a large number of grains. Hence, sizes of 8–10 nm reached
by the grains have led to the appearance of a new phenomenon connected
with the nanoscale dimensions of these objects. This is superparamagnetism,
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Fig. 15.2. Planar magnetic medium. Data is carried by magnetic transitions sepa-
rating regions of opposite magnetisation. A strong magnetic field is located vertically
above them. Each grain has an anisotropy axis oriented in the plane of the thin layer.
This plane orientation of the anisotropy axes is obtained by epitaxial texturing with
a chromium-based sublayer. The grain diameter is 7–8 nm in currently used stor-
age media and there are several hundred grains per bit. In order to broaden the
magnetic transitions between bits, the magnetisation of each grain must be able to
behave relatively independently from its neighbours. This is achieved by forming
non-magnetic precipitations at the grain boundaries (Cr, Pt, Ta, and more recently,
B are commonly added to the cobalt), so as to reduce the exchange coupling between
neighbouring grains. The dipolar coupling of the magnetic field between grains also
has a detrimental effect, but it is unavoidable

wherein the magnetisation direction of each grain, and hence the information
recorded, are no longer stable due to the simple fact of thermal fluctuations.
(At the sizes in question here, it is realistic to assume that each grain has
uniform magnetisation at any given time.) This problem has been known for
several years now [2] and has become a major concern in the field of magnetic
recording. Theoretically, a 10-year data lifetime corresponds to the condition
KuV/kBT > 40, where V is the grain volume, Ku is the anisotropy, and kB is
Boltzmann’s constant. This critical value increases rapidly for smaller grain
sizes due to the growth of the demagnetising field for small dimensions. The
switching time, i.e., the time elapsed between two magnetisation reversals, is
described by an Arrhenius law:

τ−1 = f0 exp
[
−E(H)

kBT

]
, (15.1)

where E(H) is the barrier energy that has to be overcome in order to reverse
the magnetisation of the particle, and f0 is the attempt frequency, whose value
for the kind of materials considered here is commonly taken to be around
f0 ∼ 109 Hz.

The three terms in (15.1) correspond to as many solutions to the problem
of paramagnetism. The first involves acting on the temperature, by making
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Table 15.2. Properties (anisotropy Ku and coercive field Hc) and superparamag-

netic limiting diameter Dc = 60kBT/K
1/3
u , for a stability of 10 years, for typical

materials. Alloys FePd and FePt are considered as good candidates for making stor-
age media capable of very high densities. Ms is the saturation magnetisation of the
material. The critical diameter corresponds to a stable magnetisation direction for
an isolated particle, defined here by KuV/kBT > 60. Note that the coercive field
associated with very high anisotropies in materials like FePt is much higher than
fields that can be achieved in practice by a small read head [2]

Critical diameter [nm] Magnetocrystalline Coercive field

anisotropy at 300 K

of material (Hc = 2Ku/Ms)

At 300 K At 77 Kb At 4 Kc

Cobalt 8 5.1 1.9 0.45 0.64

FePda 5 3.5 1.3 1.8 3.3

FePta 3.5 2.2 0.8 7 11.6

a L10 structure. b Liquid N2.
c Liquid He.

the hard disk operate below room temperature. For practical reasons, this is
not considered to be a real option at the present time. Increasing the volume of
the grains would work against attempts to increase the density, at least if the
geometry of the medium remained unchanged. However, we shall see later that
this idea has motivated a significant amount of research into discrete storage
media (quantum disk media), and that it has given rise to the highly ingenious
technology of antiferromagnetically coupled media. In the longer term, and
for reasons described below, further progress should be possible using stor-
age media with perpendicular magnetisation. Finally, materials with higher
anisotropy can be used. Such things are available, e.g., chemically ordered
FePt alloys. This channel has been used but it involves one serious disadvan-
tage: the magnetic field Hc that the read head must produce to reverse the
magnetisation of a grain grows rapidly with the anisotropy. (For a particle,
Hc ∝ Ku/Ms, where Ms is the saturation magnetisation of the material.) Hc

will very quickly exceed any practically achievable values in the nanometric
air gap of a read head. This solution thus leads to a new problem for which
a novel solution has been devised: thermally assisted recording. This would
open the way to using materials with very high anisotropies, such as L10 al-
loys (FePt, etc.). This technology exploits the fact that Hc decreases with
temperature, because thermal agitation helps in overcoming energy barriers.
We shall describe these various technologies.

Antiferromagnetically Coupling Media

The problem raised is relatively complex and we shall only outline the main
features here. For a medium characterised by grain diameter D, transitions
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Fig. 15.3. Antiferromagnetically coupled medium. The medium consists of two
magnetic layers separated by a thin layer of ruthenium, a non-magnetic metal. The
thickness of the ruthenium layer is chosen to induce antiferromagnetic coupling be-
tween the two ferromagnetic layers. During writing the field from the head saturates
the magnetisation of the two FM layers. The exchange field induced by the ruthe-
nium layer is then strong enough to bring the magnetisation of the lower layer to
an antiparallel direction

between bits, which follow the grain boundaries, cannot have widths less than
about D/2. A great deal of effort must therefore be invested in reducing D.
Moreover, the leakage field induced by the transition between bits and read by
the recording head spreads out with height h above the medium. The width
of the transition thus increases with the thickness t of the data-bearing layer
and the magnetisation (a stronger demagnetising field broadening the mag-
netic transition between bits). This situation has led to a constant reduction
in the thickness of the medium in the quest for higher densities. Of course,
the amplitude of the signal also diminishes and this problem has only been
solved by successive technological breakthroughs in the design of read ele-
ments, which must be ever more sensitive. But coming back to the question
of the media themselves, the relevant term in the end is Mrt, where Mr is the
remanent magnetisation of the magnetic layer.

The problem is to reduce t without simultaneously reducing the volume
of the grains constituting the thin layer below the superparamagnetic limit.
Concerning this apparently insoluble equation, a very elegant solution has
been devised, which exploits the idea of media with antiferromagnetic cou-
pling (see Fig. 15.3). These media consist of two separated ferromagnetic layers
with antiparallel magnetisations. The antiferromagnetic coupling between the
two ferromagnetic layers is obtained via a layer of ruthenium. It results si-
multaneously from the so-called RKKY coupling and coupling by the dipole
field. For such a structure, the effective thickness teff is given by

Mrteff = Mrts − Mrti ,

where ts and ti are the respective thicknesses of the two magnetic layers. The
advantage with these new media is two-fold [3]:

• The width of the transition pulse between bits is reduced because it is
proportional to Mrteff = Mr(ts − ti). This makes it possible to increase
recording densities.
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• The barrier energy KVeff opposing magnetisation reversal due to thermal
fluctuations is not proportionally reduced: KVs < KVeff < KVs + KVi.
The magnetisation of grains carrying the recorded information is therefore
stabilised. (The RKKY coupling corresponds to a surface coupling energy,
and the last term of the equation would be obtained for perfect coupling.)

These media are now used in commercial hard disks and the improved data
stability has pushed back the inevitable change of technology required as we
approach the superparamagnetic limit. Their precise potential is not yet fully
understood, mainly owing to the complexity of the phenomena associated with
coupling between two ferromagnetic layers. The lower ferromagnetic layer is
very thick and would probably be superparamagnetic without exchange with
the upper layer.

Perpendicularly Magnetised Media

The idea of using layers with perpendicular magnetisation is not a new one and
has had fervent supporters for almost 25 years now [4]. However, the extraor-
dinarily rapid progress of planar media succeeded in postponing its implemen-
tation up to 20051 (first commercial disk with perpendicular magnetisation).
The main arguments in favour of media with perpendicular magnetisation are
as follows:

• New head geometries become possible, in which the bit is directly oppo-
site a pole (see Fig. 15.4). Note the technological trick represented by the
soft underlayer and the asymmetry between the poles, which allows the
field to close near the read head with strengths below the coercive field of
the medium. This new geometry also allows the head to produce higher
fields in the medium, so that materials with higher coercivities, and cor-
respondingly high anisotropies, can then be used. The medium can then
be designed with smaller grains without threatening thermal stability, and
thereby carry higher densities. Moreover, the suggested head geometry can
produce a field in the medium that is more uniform with respect to dis-
tance from the pole, and this means that it will be possible to use thicker
media, with correspondingly greater thermal stability.

1 Beyond any simple statement of technical and scientific merits at a given moment
of time, this is a key point for understanding the way information technology has
evolved over the last few decades. Indeed, established technologies move forward
very quickly, on the basis of huge investments. Hence, if a new technology is to
impose itself, it must not only be more competitive at the moment it comes into
being; it must also remain so in the face of the constant progress being made
by established solutions during the inevitable delay required for industrialisation.
Moreover, the advantages must be great enough to justify the corresponding finan-
cial and technological risks. This means that, in the specific sector of information
technology, radically new technologies are rarely introduced until the fundamental
limits of previous technologies become a real obstacle.
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Fig. 15.4. Perpendicular medium and head. The medium (MAG) consists of a
layer with perpendicular magnetisation, such as a Pt/Co multilayer with interface
anisotropy or L10 alloys like FePd, and a soft underlayer (SUL), separated from the
active layer by a non-magnetic interlayer (IL). The soft underlayer channels the field
lines, under the information-bearing layer, towards the auxiliary pole. The size ratio
of the two poles is arranged to ensure a strong field under the main pole for writing
purposes, and a weaker field (less than the coercive field of the medium) under the
auxiliary pole. A thin carbon-based layer fulfills tribological requirements

• In contrast to what is observed for planar media, a reduction in bit size
is favourable with regard to demagnetising field terms: field lines connect
between neighbouring bits with opposite magnetisation, causing a mutual
stabilising effect.

• It is relatively easy to obtain a perpendicular uniaxial anisotropy during
epitaxial growth. By avoiding the statistical scatter of anisotropy axes
observed in planar media, transitions between bits are cleaner and less
noisy, whence higher densities can be achieved.

At the present time, a great deal of research is focused on making perpendic-
ularly magnetised media with suitable performance. There are essentially two
options: granular media based on CoCr(Pt), similar to those used in current
media but in which the epitaxial relation creates a perpendicular anisotropy
axis, and Co/Pt (or Co/Pd) multilayers. In the latter, the anisotropy ob-
tained is an interface anisotropy, arising from the preferential spin orientation
perpendicular to the Co/Pt interface.

Heat-Assisted Recording

The problem here is relatively simple: by imposing a reduction in grain size, in-
creased recording densities require the use of materials with higher anisotropy
to counter the threat of superparamagnetism. Now the coercive field of a
magnetic particle grows with its anisotropy (Hc ∝ Ku/Ms) and can easily
reach fields greater than those that can be produced by the read head (about
2.4 T using materials with the highest magnetisation). The idea is to heat the
medium locally during writing, taking advantage of the fact that the coercive
field falls when the temperature is increased. The technology that comes clos-
est to a practical application makes joint use of a laser to induce local heating
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in the medium and a conventional read head to read and write the informa-
tion. Despite the greater complexity of the read/write head, the advent of
thermally assisted recording seems certain over the next few years.

Discrete Media

In currently used media, the size of magnetic grains carrying the data must
be much less than the dimensions of the information bit so as to compen-
sate, by an averaging effect, for the fluctuations in their properties (diameter,
anisotropy axis, etc.). Moreover, since the grains are small enough to exhibit
approximately uniform magnetisation, it is essential to reduce their size in
order to be able to reverse the magnetisation direction over a short distance
in the transition between bits, despite the residual coupling between grains.
The simple setup illustrated in Fig. 15.5 shows the advantage of using a dis-
continuous medium: exchange coupling between dots is zero, and if each dot,
consisting of a single grain, can carry one bit of information, the grain size
here can be much higher for the same density. The performance of current
media shows that the lateral dimensions of a dot will soon have to be less
than 50 nm to achieve competitive densities. We shall now review some of the
possibilities for doing this.

Optical lithographic techniques, limited by available wavelengths, cannot
easily achieve such small dimensions. Electron lithography provides a credible
alternative, often used to make demonstators including nanoscale components.
However, it is a slow and costly technique, rather ill-adapted to the fabrica-
tion of large numbers of identical nanometric objects. In this context, a new
technique has been proposed wherein the pattern obtained on a first array is
transferred a great many times by stamping (see Fig. 15.5, left) [5].

A significant disadvantage here is the fact that the medium loses planarity,
an unacceptable situation for the read head, which must somehow be com-
pensated. An alternative solution was thus envisaged in 1999 by Chappert et
al. in 1999 [7], wherein the medium is structured laterally by modifying its
magnetic properties locally but without removing any matter. The idea was
applied to a magnetic multilayer (Pt/Co), where the interface anisotropy at
the origin of the perpendicular magnetisation can be destroyed by the chemi-
cal mixing induced by irradiating with light helium ions (130 keV). At higher
doses, the magnetic element dissolves in the platinum, making the medium
locally non-ferromagnetic. This allows one to mark out the magnetic dots. A
resolution of 10 nm is achievable by this means.

In direct competition with these techniques, work is being done to obtain
magnetic dots directly by a self-organisation process. A good example is pro-
vided by the chemical synthesis and spontaneous organisation of 6-nm FePt
particles after their growth on a platinum substrate (see Fig. 15.5, right) [6].
However, although self-organisation techniques constitute one of the favoured
routes towards the nanoworld, and although they can indeed fabricate large
numbers of objects with sizes quite inaccessible to the tools of lithography, it
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Fig. 15.5. Synthesising nanoscale magnetic objects. Advanced lithography and self-
organisation. Left : Square array of nickel pillars, each 70 nm in diameter and 400 nm
high, obtained by nanoimprinting. Schematically, a master array or template is ob-
tained by electron lithography, a high resolution technique, but slow and hence
costly. The pattern is then transferred by stamping the resist layer deposited during
the first stage of the lithography onto another substrate. Image courtesy of W. Wu
et al. [5]. Right : Electron microscope images of self-assemblies of FePt particles (di-
ameter 6 nm) on a silicon oxide substrate [6]. The particles are obtained by reduction
of platinum acetylacetonate Pt(acac)2 and decomposition of Fe(CO)5 in solution.
The size of the particles can be controlled in the range 3–10 nm, with dispersion less
than 5%. The spacing, 4 nm in (A) or 1 nm in (B), and the arrangement of parti-
cles, hexagonal in (A) or cubic in (B), depends on the ligands used. (C) Large scale
arrangement of particles, showing a certain number of imperfections. Image cour-
tesy of S. Sun et al. [6]. (D) High resolution electron microscope image of several
nanoparticles

must be said that a perfect large scale organisation has so far proved elusive.
Will a solution ever be found to counter this difficulty? From the answer to this
question will emerge a large part of the future of nanotechnology. Generically,
two outcomes may be considered: either it will become possible to eliminate
the defects induced by the still imperfect self-organisation processes, or it will
prove possible to design read and write processes able to tolerate these defects.

15.1.2 Beyond the Hard Disk. Local Probe Techniques

With the rapid increase in densities, it will doubtless soon become illusory to
incorporate the complex read and write functions contained in today’s read
heads into a very small probe. It is thus clear that much of the technology
with which we are now familiar will no longer be suitable for the age of
the nanoworld and will have to be replaced. However, in order to take the
upper hand, a new technology must manifest a considerable potential for
further progress towards smaller dimensions. The investment required for a
new technology is so great that it could not be made for a technique that
would only provide a temporary application before being swept away by some
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Fig. 15.6. Ultrahigh density microprobe recording. (a) The Millipede storage chip,
developed by IBM Zurich, for the parallel operation of a large number of thermal
sensor tips. From left to right : Array of 32 × 32 cantilevers, each carrying a probe,
used to inscribe and read information on a polymer medium; the second and third
images show the details of each element, carrying a microprobe with nanoscale radius
of curvature at its end (fourth and fifth images) [8]. (b) Memory dots. Writing
achieved using conducting microprobes in a medium including a thin layer of the
alloy Ge2Sb2Te5, a phase-change material. The layer is amorphous and in a state
of high electrical resistance after deposition. The image (900 nm) is a map of the
local resistivity obtained by an atomic force microscope. Bright regions correspond
to low electrical resistivity. These are the crystalline islands obtained by heating
the medium locally by injecting a current pulse from a conducting microprobe. The
diameter of the conducting islands is just 12 ± 3 nm and their spacing is about
100 nm. Image courtesy of O. Bichet, O. Lemmonier, S. Gidon, Y. Samson, CEA
Grenoble

other solution. With this in mind, an IBM research team suggested using
simple silicon probes, similar to the tips used in atomic force microscopes
[8]. Such probes can currently be made with a radius of curvature of a few
nanometers. Research is therefore directed towards designing an appropriate
medium, one which allows simple read and write processes and can carry very
high densities. Moreover, for essentially mechanical reasons arising from the
cantilever vibration frequencies (the cantilever is the name given to the little
lever carrying the microprobe), and also the need to maintain a permanent
contact between probe and surface for most writing processes so far envisaged,
the probe cannot move as fast as the read head of a hard disk. To guarantee a
high data flow rate, a great many read and write operations must be carried
out simultaneously. Several research teams have thus been working on the
design of probe arrays capable of operating in parallel (see Fig. 15.6a).

The Millipede is designed to read and write using heat transfer processes.
During writing, a resistive element located vertically above the microprobe
is heated to about 200◦C by passing an electric current. The polymer in
contact with the probe softens and the medium can be indented, leaving a
depression several tens of nanometers across. Densities up to 0.2 Tbit/cm2 can
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be achieved. Reading exploits the temperature dependence of the resistance
of the heating element. The temperature of this element decreases when the
probe is located in a depression inscribed on the medium, because a decrease
in the pyramid–surface distance leads to higher thermal transfer.

Other media are currently being investigated for microprobe recording.
Among these, it is worth mentioning thin magnetic layers and phase-change
materials. The former have the advantage of being based on a considerable
knowhow accumulated in the design of hard disks. However, they also suffer
from the same limitations, such as the superparamagnetic limit. Moreover, it
would seem that the same physical process cannot be used for the write and
read operations on such media. This implies that a single probe could not be
used to achieve these operations. The phase-change materials are generally
chalcogenides (tellurium alloys such as GeSbTe). At room temperature, the
amorphous and crystalline phases are both kinetically stable. This fact is
exploited in optical disks such as rewritable CDs and DVDs, where the phase
transition is induced locally by laser heating, at a moderate temperature to
obtain crystallisation, and up to melting point (liquid phase) followed by rapid
quenching to obtain amorphisation. The read operation involves detecting
the contrast in optical reflectivity using the same laser. Several teams, in
Japan and in Grenoble (France), have suggested using local heating caused
by the Joule effect when a current is injected from the probe for writing, and
the contrast in electrical resistivity between the two phases for reading (see
Fig. 15.6b). Densities of the order of 1 Tbit/cm2 have been demonstrated.

15.2 Matrix Memories

This heading is intended to cover memory circuits addressed only electrically
and, in contrast to the mass memories discussed above, involving no moving
parts. The aim will be to draw up a succinct picture of the state of the art in
this field, both industrially (commercially available products) and with regard
to medium and long term research. However, we have only included those ideas
that have already proven themselves in a realistic matrix environment. Indeed,
we shall see that it is not sufficient, and by a long way, to simply reproduce
a single memory cell able to store a 0 or a 1, in order to come up with a
memory array. The underlying aim here will be to inform the reader, future
research scientist or development engineer, of some of the constraints affecting
an elementary memory cell when it is to be integrated into an array.

15.2.1 General Principles of Matrix Storage

Structure of Information: Words and Bits

Whatever storage technology one may consider, the basic principles regarding
the structure of information are always the same in existing memory products.
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Data is stored in digital and binary form, and is structured in binary numbers
(words) made up of a set of binary digits (bits equal to 0 or 1). An elementary
cell in the memory plane corresponds to a single bit (0 or 1). Depending on
the technology used, these two states are distinguished by two (metastable or
stable) physical states such as:

• charge state of a capacitor (DRAM, EPROM, EEPROM),
• opening or closing of a switch (ROM),
• state of a logic gate (SRAM switch),
• orientation of polarisation (FeRAM) or magnetisation (MRAM),
• state of crystallinity (PCRAM),
• molecular conformation, spin orientation, etc.

In today’s technology, and technology as it has been envisaged so far, these
two possible states of a cell are detected by voltage or current levels, whatever
the physical storage mode that is actually employed.

There are also multilevel memory cells. In this case, more than two logic
states are stored in a single cell. It should be noted that this technique becomes
exponentially complex, not only as far as storage is concerned, but also in
terms of encoding and decoding. Indeed, to store 2 bits per memory cell, 4 logic
levels must be discriminated; to store 3 bits, 8 levels must be discriminated;
and so on. And the transition to 3 levels per cell, or some other non-multiple
of 2, involves a significant complication in the decoding logic which is not
cost-effective in terms of circuit area, at least so long as the rest of the system
remains organised according to current architectures.

Matrix Structure

The memory plane contains a large number of cells arranged in the rows and
columns of a matrix array on the surface of the circuit (the x, y plane in
standard coordinates). A row of the array corresponds to a word or group
of words (page) and a column to a bit. Each elementary cell is connected to
two orthogonal conducting lines: the horizontal one is the word line (WL),
common to all cells in the row, and the vertical one is the bit line (BL),
shared by all cells in the column. Of course, these two lines are electrically
independent. This means that they are constructed in different layers, i.e., at
different depths z.

A single bit is accessed by simultaneously selecting a row and a column.
Selection involves either imposing a specific voltage, or opening a switch to
sample the current or voltage in the line (see Fig. 15.7).

Although the basic idea is very simple, this kind of organisation involves
non-trivial properties of the memory cell. Indeed, a cell must react to the
simultaneous selection of its row and its column connections, but remain in-
sensitive to the selection of just one of these connections. This will become
clearer when we detail read, write and erase strategies with reference to the
perturbation of neighbouring cells. To achieve a matrix organisation, read,
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Fig. 15.7. Underlying structure of a matrix memory. Row decoder, column decoder,
and column detection system
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Fig. 15.8. Perturbation of neighbouring cells. When a cell is selected, all cells in
the same row undergo a row perturbation and all cells in the same column, a column
perturbation

write and erase processes requiring access to an elementary cell must sat-
isfy the following criterion: access must be effective when BL and WL are
simultaneously activated, but the perturbation when only one of these lines
is activated must remain minimal. Otherwise, if this is not possible, all cells
affected must be rewritten after reading (see Fig. 15.8).

Another accessing system that we shall only mention here for the record
is used in charge transfer devices such as CCDs, or in shift registers. The
idea here is to transfer data from one cell to the next, e.g., along a row (see
Fig. 15.9). Data can only be accessed in whole lines, and reading or writing a
line requires as many shifts as there are cells in the line. This approach is not
therefore very fast and is no longer used in matrix memories.

The retention time of a cell is associated physically with the relaxation time
of the state of the bit. The physical quantity stored becomes too degraded to
be detected as it was recorded and the data is lost or inaccurate. Depending on
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Fig. 15.9. Example of addressing: row decoder. Simplified logic diagram of a row
decoder, with just 3 bits in this case. The column decoder is not very different in
principle

the type of memory, the specifications for this time can vary from around 1 ms
for refreshed circuits up to 10 or 20 years for so-called non-volatile memories.
This time depends on the storage mode, but also on the read mode.

Furthermore, it should be stressed that, for a complete memory plane, the
important feature, which determines either the reliability of the product or
the required refresh frequency, is not the average relaxation time of a cell, but
the relaxation time of the first failing bit cell in the whole plane! Therefore, in
order to make high-capacity memory, it is not enough to make denser and/or
bigger memory planes.

Note also that the operating temperature range within which circuit spec-
ifications can be guaranteed is another important constraint. For the general
public, this range covers −40 to +125◦C, extending up to 150◦C for auto-
motive applications. In more specialised contexts, the standards can be more
severe, e.g., for military or space applications.

Classification of Memories and Market Segmentation

Depending on their characteristics, memories can be grouped into three main
families:

• Read only memory (ROM). Information is coded once and for all during
fabrication of the circuit. This type of information can be used to start up
a system when it is switched on.

• Random access memory (RAM). This is undoubtedly the best known and
the most widespread form of memory. RAM specifications usually require
very large sizes and fast write and erase access times. It must be possible
to modify each bit at any time and independently of the others. Typically,
this is where programs are stored when running, together with associated
data.
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• Non-volatile memory. The priority here is given to conserving data when
the circuit is no longer switched on. These circuits are used to conserve
personalised data between two work sessions (mobile phone directories,
card codes, etc.).

In the past, memory chips corresponding to the distinct families were fabri-
cated on different chips which were assembled on a card with a central process-
ing unit that was itself on another chip containing only logic circuits. However,
the trend towards miniaturisation and cost reduction has led to the idea of
assembling as many distinct functions as possible on the same chip. Another
consequence of this is a much faster communication time between functions,
due to the shared bus. The trend has given rise to the idea of on-board mem-
ories, which come into their own in the market for small, highly differentiated
and autonomous systems. Another decisive advantage of on-board memory is
the reduced energy consumption of the system.

Repair and Redundancy

For the reasons discussed above, the industrial fabrication of large matrices
with suitable yields can be achieved today by integrating several clever pieces
of design into the circuit itself, such as the possibility of replacing defective
cells, or the insertion of redundant bits to correct a certain number of errors,
i.e., physical repair or inclusion of logical redundance:

• Repair of rows and columns found to be defective during fabrication. In
a given array, a small number of extra rows and columns are included
at the design stage. If some rows or columns turn out to be defective
when tested off the production line, these can be replaced by rewiring or
reprogramming. Rewiring is carried out by melting fuses, either with a
laser or by electrical programming before delivering the chip.

• The use of error-correcting codes. To counter the problem of residual defec-
tive bits, write errors, or indeed untimely bit reversals, extra bits calculated
on the data bits are added to words, so that a small number of defects can
be corrected, or a possible error detected, at readout.

15.2.2 Difficulties in Reducing Memory Cells to Nanoscale Sizes

In the following, we shall discuss the many technical difficulties associated with
size reduction. However, before going into these details, it is worth spelling
out the three main stumbling blocks.

Worsening Noise Effects

As the size is reduced, the amount of energy separating two states of an el-
ementary cell also falls, making the system more and more sensitive to the
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various sources of noise that might reverse the stored bit. Electromagnetic
perturbations, interference2, or voltage variations across the terminals of the
circuit all constitute noise sources that are difficult to eliminate. Array archi-
tectures have gradually been optimised to minimise the impact of noise (line
crossovers, local comparisons, etc.), but signal reduction is not intrinsically
favourable.

Importance of Cell Connections with Outside Circuitry

Miniaturisation of the elementary data storage cell is not enough to minia-
turise the full memory circuit, because it must be possible to address the
cells. It is worth noting that, in the race towards miniaturisation, the limit-
ing factor (and by a wide margin), even for pure logic circuits, is the routing
of interconnects. The addressing network is thus crucial and the number of
connections per cell becomes a basic criterion of integration density. In most
cases, this number remains at 2 connections per cell, except in certain specific
applications.

Detection System

Once the electrical signal has been carried to the periphery of the circuit,
it must be detected and correctly interpreted. Here again, the reduction in
stored energy does not make things easier. Most architectures used today
compare the detected signal with a local reference (differential detection),
since fabrication processes induce a high level of variation in cell properties
over a large array.

Note also that the testability and reliability of memory circuits are further
constraints to be taken into account. Of course, the ideal (future) memory
would be one combining all advantages simultaneously: very short access times
(like SRAM), retention time in the non-volatile range, an aptitude for scale
reduction in individual cells, possibility of increasing array size, immunity
from external perturbation, etc. And if possible, all this for lower cost!

15.2.3 Matrix Memory Technology in Current Use

The general trends in the integrated memory market are not different from
those of the global microelectronics market:

• low cost,
• low energy consumption,
• high densities and high performance.
2 Perturbations can have various origins: cosmic rays, interference from other parts

of the circuit, the environment of the system (in a car, aircraft, etc.), and so on.
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Paradoxically, the rapid evolution of circuit performance makes it difficult to
introduce radically new concepts. If a novel design is to make its way in this
context, it must do better than existing designs, despite its lack of maturity.
Moreover, a new concept must not only perform better than the N th gen-
eration, but it must also provide an easier transition to further generations.
Finally, given the investment levels needed to develop any form of technol-
ogy, levels that are in exponential growth, a break in the well-established flow
proves very difficult and is only attempted when absolutely necessary. Never-
theless, the transition between new ideas and industrialisation has never been
as fast as over the past few years in microelectronics.

Non-Volatile Memory: ROM, EPROM, and Flash EEPROM

Read only memories (ROM) store information defined when the circuit itself
is made, without the possibility of later modification. The individual cell is a
single transistor and the 0/1 coding is simply associated with an on or an off
state (see Fig. 15.10). This state can be defined by several distinct techniques:

• connection or otherwise of the transistor drain to the bit line (contact or
no contact),

• insertion or otherwise of the transistor in the matrix,
• doping or otherwise of the channel.

In order to be able to program and/or reprogram the matrix, one must use
an electrically programmable read only memory (EPROM) or an electrically
erasable programmable read only memory (EEPROM) (see Fig. 15.10) [9]. In
the EPROM and the flash EEPROM, the elementary cell is a single transistor3

comprising a control gate connected to the WL and a floating gate intercalated
between the channel and the control gate. Writing in the floating gate is
achieved by passing a strong current through this transistor. The high-energy
carriers accelerated in this way induce ionisation (called impact ionisation)
when they arrive at the sharp junction on the drain side of the transistor,
whereupon the carriers get past the gate oxide of the transistor and charge
up the floating gate. Depending on the charge state of the floating gate, this
storage transistor will be on or off (states 0 and 1). The two states of the cell
thus correspond to two different threshold voltages. Once the read voltages
have been frozen, this amounts to an on or off state of the transistor.

In the EPROM, erasure is only possible by exposing the circuit to ultravi-
olet (UV) radiation for a long enough time (several minutes) to evacuate all
charge stored in the floating gates of the array. Reprogramming thus requires
an external physical intervention. The chip usually has to be disassembled
for treatment in the UV oven, but the fabrication itself is not specific to the
information stored and the circuit can be reused after UV erasure.
3 Note that flash EEPROM, very similar to EPROM, differs from EEPROM which

comprises electrically programmable cells but containing two transistors, one with
a floating gate.
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Fig. 15.10. Architectures of several non-volatile memory cells. A ROM cell is a
transistor, connected or otherwise. An EPROM or a flash EEPROM comprises a
single transistor with a floating gate integrated between the control gate and the
channel. The EPROM is only reprogrammable after UV erasure, which requires
specific packaging. To reduce costs, EPROMs have also been developed without this
possibility of erasure. These are known as OTPs (one time programmable)
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Fig. 15.11. Flash EEPROM cell. This comprises a transistor integrating a floating
gate (FG) between the MOSFET channel and the control gate (CG). Writing is
carried out by hot carriers from the drain. Erasure is achieved by field-assisted
tunneling (Fowler–Nordheim effect): the field induces a reduction in the width of
the energy barrier seen by the electrons, which can thus tunnel through it

In the flash EEPROM, this erasure is carried out electrically and in whole
memory blocks. To do this, the control gate is placed under a high (negative)
write voltage (< −10 V), so as to deform the energy barrier represented by
the dielectric. This is the Fowler–Nordheim effect (see Fig. 15.11). Writing is
nevertheless rapid.

Erasure is collective but individual addressing in both write and erase is
ensured by using several blocks. Hence, instead of modifying only a few cells in
a block, the latter is recopied in a new block, taking into account the required
modifications, before the old one is erased. This means that at least one block
must remain free. For a memory of 16 blocks, the price to pay is thus 6% of
the total capacity. Addressing is managed by an additional control software.

Organisation of Non-Volatile Memory Planes: NAND vs. NOR

In the so-called NOR structure, each transistor has its gate connected to the WL
and its drain to the BL (see Fig. 15.12). To improve densities, but to the general
detriment of performance, it is better to use a NAND organisation in which all
transistors of a given BL are connected in series. To read a cell A in a NAND
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Fig. 15.12. Non-volatile NOR and NAND architectures. A NOR plane performs
better but is less dense than a NAND plane, in which each cell does not have its
own contact since the transistors are connected in series

architecture, all transistors in the BL are forced to conduct by a high voltage on
the WL, except that of the cell A, to which an intermediate voltage is applied. The
current through the series of transistors of the BL will thus be determined (1 or 0)
solely by the cell A.

Prospects for Non-Volatile Memories

This type of non-volatile memory is difficult to extrapolate for more than a
few generations into the future4 for the following reasons:

• The thickness of the gate dielectric which ensures retention cannot be re-
duced below 6 nm, otherwise it will be impossible to guarantee a retention
time of 10 years, which is the standard. For reasons connected with the
reliability of oxides, this limit is even fixed at 9 nm for polysilicon floating
gates. This margin of reliability can be slightly enlarged by using materi-
als that trap charges locally, preventing them from circulating within the
floating gate. The latter can thus be made from silicon nitride [10], or as
recently suggested, from semiconducting nanocrystals. Consequently, the
retention of charge by a given memory cell is no longer governed purely by
the weakest point of the dielectric, but results from the average retention
in each floating nanogate, which is statistically favourable.

4 In 2003, the 90-nm generations went into production. For the flash technologies,
this corresponds to a gate length of 250 nm. The gate length has not been reduced
below 0.25 μm and has remained the same over several generations in the flash
technologies. Only the rest of the design rules have been able to evolve, with
subsequent increase in density and performance.



604 D. Fraboulet and Y. Samson

• Given that there is a floating gate and that the coupling between the
floating gate and the control gate is inevitably imperfect, the applied gate
voltage has a lesser effect compared with a logic transistor. One conse-
quence of this is to greatly reduce control of the channel, giving rise to
much more pronounced short channel effects (see Sect. 11.2.2). In 0.18-
μm technology (gate lengths of 0.25 μm for flash memories), the required
channel architectures are similar to those envisaged for much shorter logic
transistors and at the feasibility limit for the approaches used today! As
for the fabrication processes of logic transistors, it is hoped that high per-
mittivity dielectrics will be able to prolong the lifetime of these concepts
to some extent. Having said this, it is difficult to see clearly beyond the
next generation of this technology, not for technical reasons, but for much
more fundamental physical reasons.

Volatile Memories: RAM, DRAM, and SRAM

RAM memories are volatile. In contrast to non-volatile memory, information
is only conserved whilst the circuit is switched on. On the other hand, access
times are much shorter.

A dynamic random access memory (DRAM) cell comprises an access tran-
sistor and a charge storage capacitor. Unlike the ROM, EPROM or EEPROM
memories, the energy associated with the detected signal is not supplied by the
peripherals at the time of reading, but is directly paid back by the discharge of
the capacitor when the transistor is switched on. (Charge is transferred from
the previously charged capacitor in the BL, which induces a differentially am-
plified change in the voltage.) Characteristic charging and discharging times
are very short: 10–20 nm for a purely random access cycle, and a few ns/bit
when a whole page is accessed. A refresh procedure is required to ensure
the survival of the information for retention times of 10–100 ms. Reading is
destructive and requires rewriting.5

Storage capacity is less than the capacity of the BL itself, in the ratio of 1
to 7. When the access transistor is switched on (by applying a voltage across
the WL), stored charge must be detected by comparison with a reference BL.
This detection is achieved by differential amplifiers connected at the end of
the BL and comparing the read BL with a reference BL. In folded BL struc-
tures (see Fig. 15.13), the reference BL is nothing other than the neighbouring
BL (complementary BL) in which a specific cell containing a reference value
(charged capacitor) is activated. This organisation protects against local volt-
age variations in the memory plane. In certain cases, the memory structure
includes a cache made from SRAM cells which allow one to store a whole page
and modify this page if necessary before rewriting it in the array.
5 Reading is destructive because the charge contained in the capacitor is shared

in the BL, but this charge is automatically restored (rewritten) during the read
process. Hence, the program does not necessarily have to implement a temporary
memorisation of the data read following a true rewrite.
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Fig. 15.13. Organisation of a DRAM memory plane with folded bit line. The
elementary cell is made from a transistor by connecting a capacitor to the BL. The
differential amplifier compares two neighbouring BL, only one of which contains an
activated cell

Static random access memories (SRAM) are made from transistors us-
ing the same fabrication process as for logic gates, and thus involve no extra
fabrication stage compared with the fabrication of logic circuits. Another ad-
vantage is that they have faster access times than DRAM.6 However, this
solution is much less dense (6 transistors per cell) and implies a higher power
consumption.7 The logical principle is as follows: two inverters (each made
from an N transistor and a P transistor) are connected head to tail, to make a
logic switch connected by two access transistors to the BL and complementary
BL. The state of the cell is read by comparing the BL and complementary BL
by means of the differential amplifier. This arrangement requires two BL per
cell, which is highly efficient for compensating offsets, but at the same time
takes up a lot of space. This extra BL can be suppressed by comparing the
BL with a reference rather than the complementary BL.

Prospects for RAM

In the last few DRAM generations, size has been reduced without significant
change in the storage capacity (30 fF). This has been achieved by integrat-
ing the latter in 3D with ever higher aspect ratios (50 in 2003, for a width
of 120 nm and a height of 6–8 μm). However, such a non-homothetic reduc-
tion of the various dimensions soon reaches its limits. To compensate in part
for the reduction of space,8 high permittivity dielectrics are used, including
oxynitrides, nitrides, Ta2O5, SrTiO3, Al2O3, and HfO2, to increase the areal
capacitance of the dielectric without altering the leakage from it, which leads
6 In random access, the typical cycle time of an SRAM is a few nanoseconds.
7 A distinction is made between static consumption (without access) and dynamic

consumption (with access). The dynamic consumption of DRAM is typically only
half that of SRAM.

8 Use of a very rough electrode material can extend the developed surface of the
capacitor at fixed area.
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to a loss of retention of the cell. Little by little, design efforts have reduced
the capacitance detectable by the amplifiers to an absolute minimum.

The problem when reducing the size of SRAM is directly related to the
reduction in size of the logic gates, which in itself may be seen rather as an
advantage over the EEPROM or the DRAM. However, sensitivity to noise is
a very important problem.

In the context of the future ideal memory, viz., a non-volatile and fast
RAM, it is worth mentioning that the standards have been set: the NOVO-
RAM memory combines the structure of an SRAM with the non-volatility
of an EEPROM. When active, information is stored in the bistable SRAM.
When the system is switched off, the stored data is transferred locally into
an EEPROM structure located directly in the cell. The advantage is a very
fast transfer, because volatile and non-volatile storage are completely parallel,
since carried out simultaneously for all cells in the memory array. However,
the elementary cell remains bulky.

15.2.4 Memory Concepts Under Development

FeRAM, MRAM and PCRAM are all justly presented as combining the advan-
tages of non-volatility (as for flash EEPROM), random access and very short
access times (as for SRAM), and high integration densities (as for DRAM).
A further point that remains to be demonstrated for these concepts concerns
the ease with which they can be integrated into current fabrication processes
for logic circuits. This is why there is still room for alternative ideas, perhaps
less ideal in terms of performance, but easily integrated into current or future
fabrication technologies for logic circuits.

FeRAM Memories

The underlying principle of the FeRAM memories, as for DRAM, combines
a capacitor and an access transistor (see Fig. 15.14). However, in the case of
the FeRAM, the dielectric of the capacitor exhibits a bistable state of electri-
cal polarisation which allows retention times in the non-volatile range. These
dielectric materials, such as PZT (PbxZr1−xTiO3) or SBT (SrBi2Ta2O9) dis-
play ferroelectric behaviour with distinct hysteresis in the polarisation–voltage
curve. PZT was the first studied and has the advantage of a better polarisa-
tion remanence, as well as lower fabrication temperatures. On the other hand,
SBT has the advantage of behaving better over long periods and a better ap-
titude for size reduction. In a FeRAM cell, writing is carried out by applying
a voltage across the capacitor. Reading remains destructive since it consists in
detecting the displacement current associated with the polarisation reversal.
A key point in the study of ferroelectric dielectric materials is the gradual loss
of their properties after repeated write/erase cycles. Indeed, the hysteresis
cycle changes shape, either shrinking or distorting.
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Fig. 15.14. FeRAM memory. The capacitor is connected via an access transistor
to the bit line, as in a DRAM. (Presented at the 2003 VLSI conference by Texas
Instruments)

This kind of memory has proven its ability for very fast write times
(< 100 ns) with very small voltages and power inputs. The main advantage
is, however, the very low operating voltage. The main difficulty with FeRAM
design resides in the dielectric material itself and its integration into standard
microelectronic fabrication processes. For the time being, demonstrations have
not been competitive in terms of required space9 and prospects for size reduc-
tion with this design do not look good. Another weak point is the endurance
of the material. However, there is a market for certain highly specific appli-
cations, such as automobile black boxes.

MRAM and PCRAM Memories

In the way they are organised, these concepts bear a certain resemblance,
since in both cases, information is detected by the change in resistivity in an
elementary layer (EL) located at the intersection of two metal lines. To detect
this change in resistivity, a diode, or preferably a transistor, must be added
in series with the variable resistance. Indeed, indirect conduction channels
passing through several neighbouring cells must be avoided, because they
would vitiate the measurement of the resistivity in the cell to be read. This
transistor is connected to the BL via the EL and also to the source line.

From a physical point of view, however, the information is stored very
differently in the two cases. In the magnetic random access memory (MRAM)
the change in resistivity is a consequence of a change in the magnetic orienta-
tion between neighbouring ferromagnetic layers (see Fig. 15.15). The resistive
layer is a magnetic tunnel junction (MTJ). The change in resistivity of an
MTJ is a consequence of the spin-dependent tunnel effect. In its simplest
version, the MTJ comprises a dielectric tunnel sandwiched between two ferro-
magnetic layers. The upper layer has an easily reversable magnetisation and
9 The ITRS Roadmap indicates an elementary cell of 5 μm2 for FeRAM in 2002.

However, technology is evolving very fast and Texas Instruments recently pub-
lished (IEDM 2003) a prototype at 0.53 μm2/cell (64 Mbit plane).
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Fig. 15.15. Schematic of an MRAM memory cell. The stack of magnetic materials
is placed between the BL and an underlying access transistor for reading the data.
To write data, it is the BL and the digit line that are activated

is a permalloy such as NiFe/CoFe. The lower layer has a fixed or pinned mag-
netisation and is made from a material with high coercive field, such as CoFe.
In practice, an antiferromagnetic layer of FeMn, IrMn, or CrPtMn with zero
overall magnetisation is included beneath the lower (soft) layer to provide a
reference direction for the hard layer.

In this cell, writing consists in flipping the spin of the soft layer by creating
a local magnetic field, a consequence of the current imposed in the metal
lines. For selective writing in a given cell, the high and low lines are activated
simultaneously with a current chosen in such a way that the field Hx generated
by each line obeys

Hx

√
2 > Hc > Hx , where Hc is the reversal field .

In this way, only the target cell is flipped and neighbouring cells retain the
same orientation.10

In the phase-change random access memory (PCRAM), the change in
resistivity results from a phase change in a material that is conducting in its
crystalline phase and insulating in its amorphous phase. These phase-change
10 This condition is hardly fulfilled in real circuits with a high degree of reliability.

This is one of the reasons why, in real circuitry, the write strategy will be more
complex. However, the complete description of these strategies goes beyond the
scope of this book.
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materials are alloys based on group VI elements of the periodic table, known
as chalcogenides, e.g., Ge2Sb2Te5. Writing into either the crystallised or the
amorphous state is induced by the Joule effect, caused by passing a large
current through the material. When writing, the current must be adjusted to
ensure accurate control of the temperature and the local anneal time of the
material. Transition to the crystallised state (state 1 by convention) is slower
than the opposite.

Let us briefly compare the advantages and disadvantages of these two
memories. Apart from their non-volatility, one advantage common to both
MRAM and PCRAM is the non-destructive read mode.

In MRAM, writing is fast and can in principle11 be done at low voltage.
Endurance is also good. On the other hand, the fabrication process for the
magnetic layers is delicate, and it remains to be shown that these devices
are susceptible to size reduction. Write currents are large (with significant
transients) and the detected signal is weak. Integration involves more than
two connecting lines per bit (indeed, three lines are required, together with a
local interconnect), which thwarts the move to higher integration densities.

In PCRAM, writing is also fast (10–100 ns), low voltage (3 V) and low
power. Endurance is very good, random access guaranteed, and the size of
the memory cell is small and well suited to scale reduction. The signal dis-
crimination margin is also good. Note that these materials are used for a sim-
ilar property in today’s DVDs, for the purposes of optical refraction. They are
therefore well known in the industrial context, although not yet integrated into
silicon-based microelectronics. As for FeRAM and MRAM, the integration of
a new material raises the usual difficulties: acceptability on the production
line (contamination), compatibility with process temperatures, chemical com-
patibility, filling capacity for deposition on non-planar layers, availability of
etch and/or chemomechanical polishing (CMP) processes, and so on. Finally,
although highly promising, this concept also suffers from a certain difficulty in
detecting the signal. We shall see below that other concepts, often somewhat
futuristic, attempt to include a local amplification of the signal within the
memory cell itself.

An Evolutionary Concept: 1T-Capacitorless DRAM

The idea here is to use a phenomenon that has until now been considered
as an undesired effect which manifests itself in SOI transistors and goes by
the name of the kink effect. When a silicon-on-insulator (SOI) transistor is
operating, charges generated by impact ionisation on the drain side of the
sharp junction, which cannot escape via the lower part of the wafer as they
11 This holds on the level of an individual cell, but in practice, since large write

currents are required and lines do not have zero resistance, it is difficult to reduce
the voltages in the periphery of the array.
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might on a non-SOI wafer, accumulate under the transistor channel. As a
consequence, the threshold voltage of the transistor will drift.12

According to this proposal [11], the idea is to code data precisely by storing
charge in the body of an SOI transistor. As in flash EEPROM, reading would
consist in detecting the Vt of the transistor. Writing would be carried out
by accumulating charge: a large source–drain current would generate impact
ionisation on the drain side of the junction. Erasure, i.e., writing 0, would
be obtained by applying a negative S/D voltage which would induce a bulk
current in the body. Characteristic relaxation times for stored charges place
this type of memory cell in the volatile category. Compared with a typical
DRAM, one may bypass the need for any storage capacity, thereby removing
the most difficult point. However, it will only become possible to experiment
with this concept on a realistic scale when SOI technologies have been adopted
industrially.

Advanced Charge Storage Memories

A very good example of an advanced memory concept has been proposed by
K. Yano (see Fig. 15.16). The unit cell comprises a transistor in which the
channel is an ultrathin polysilicon film, with thickness of the order of 2–3 nm.
The electrical properties of this film are dictated by a large number of local
variations in the potential, consequences of the irregularity of the material.
One can give a rather pictorial explanation of the physics of conduction and
trapping. Electrons crossing this transistor encounter a mountainous potential
landscape on the microscopic scale, including peaks and valleys. The idea is
that, although this relief may well be different in each cell, there is always a
low energy conduction path. In the vicinity of this conduction valley, there
are trapping zones (plateaus and lakes) in which charges can become trapped
when the Fermi level climbs then falls back. (The ‘rising waters’ correspond
here to the application of a high gate/source voltage.) Once trapped, these
charges will influence conduction in the valley, i.e., they will play the role of
floating gates, modifying the threshold voltage of the conduction channel. In
a certain sense, this cell is a nanoscale replica of an EEPROM cell.

As the channel is deposited, a vertical integration of the transistor is possi-
ble. K. Yano was able to fabricate a 128-kb memory plane by stacking alternate
layers of conductors and insulators. This stack was then etched to define the
conducting lines, one above the other, which define the sources and drains of
vertical transistors. The polysilicon channel, the gate oxide, and the gate were
then deposited and lithographed to define the WL, oriented in the direction
perpendicular to the S/D lines. With three metal lines stacked vertically, two

12 This is the equivalent of a substrate effect for a conventional (non-SOI) MOS
transistor: the polarisation of the SOI (body) substrate is not controlled since it
is floating. The change in potential of the body resulting from charge accumulation
modifies the Vt of the transistor.
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Fig. 15.16. Single-electron memory due to K. Yano. Storage and detection are
carried out in an ultrathin polysilicon layer. The vertical integration of several S/D
conducting lines can greatly increase the density [13]

double transistors are thus defined at each crossover of the WL and the S/D
lines. In principle, one might contemplate increasing the number of cells per
crossover: hence, for four superposed lines, one would obtain three cells, and
for N lines, N − 1 cells, which would achieve a very high integration density.

In practice, the main difficulty with this concept relates to the elemen-
tary cell itself. Indeed, write, read and erase voltage conditions are highly
variable from one cell to the next, making addressing a delicate matter over
the whole array. However, the high write speed is obtained here by the fact
that charge storage occurs through a potential barrier that is not crossed,
but which is rather overcome by modifying the Fermi level. No doubt an idea
worth remembering!

Various Versions of Gain Cells

The idea behind the gain cell is to combine the flexibility of an access transistor
(as in DRAM) with amplified charge detection via a detection transistor (as in
EEPROM) (see Fig. 15.17). Note that this is not a new idea, but has spurred
current DRAM evolution. Having said this, one or other of these transistors
can be either a field-effect transistor (FET) or, in a more futuristic context,
a single-electron transistor (SET). It is the access transistor that is the most
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Fig. 15.17. Two-transistor gain cell. The access transistor controls retention and
writing in the storage gate and the latter controls the detection transistor. This
cell architecture has the disadvantage of requiring two WLs, one to control reading
(WLr) and one to control access (WLw)

critical, because some way must be found to reduce its leakage current and
maintain sufficient charge retention in the floating gate.

An example of gain cells combining two FET has been proposed at the
University of Cambridge (UK). This is the so-called phase-state low electron
number drive (PLED) memory. The access transistor is integrated vertically
above the detection transistor. However, this vertical transistor is modified
by inserting tunnel junctions and finely tuning the doping of the gate and
channel so as to reduce the current in the on state in favour of a significantly
reduced leakage current in the off state.

A second example has also been proposed by K. Yano. The access tran-
sistor is made on a very thin SOI layer (several nanometers), once again in
such a way as to reduce the off current. One consequence of this reduction
in the channel thickness is to increase the band gap, which reduces leakage
by recombination generated in the channel. This transistor is known as the
SESO (single-electron shut-off).

A third example, still more futuristic, has been put forward by A. Ahmed
and coworkers at the University of Cambridge (UK). The access transistor is
a SET, once again made in a thin SOI layer. The detection transistor is a FET
comprising several gates in series. One is a charge storage gate connected to
the access transistor and the other is a control gate. The main problem of
the SET is its operating temperature, which remains in the cryogenic range
(< 30 K). When it becomes possible to make a room temperature SET, this
idea will be worth taking up again.

Such a SET might perhaps be obtained by means of a vertical stack of
tunnel dielectric layers and layers of nanocrystals. One proposal for a compact
memory cell has been made along these lines by CEA-LETI in France. This cell
architecture is inspired by flash memories, but writing in the floating gate is
controlled by multiple tunnel junctions. In this situation, one exploits the non-
linearity of the junction due to Coulomb blockade. It remains to demonstrate
these effects at room temperature.

Still more futuristic ideas have been put forward, combining an access
transistor and a detection transistor, both of which are SET [12]. Laboratory



15 Information Storage 613

Fig. 15.18. Matrix memory of the future. Carbon nanotubes crossing one another
at right angles connect bistable molecules. (Artist’s view, Hewlett Packard)

investigations have only reached the elementary cell level and operating tem-
peratures remain very low indeed (< 10 K). This cell does not really deserve
the title of gain cell, for one of the weaknesses of the SET is precisely its low
gain. However, this construction certainly prefigures ideas that will eventually
see the light of day.

In all cases, the main stumbling block remains the access transistor, whose
performance, in particular the ratio of the ‘on’ current to the ‘off’ current
(Ion/Ioff), needs a significant boost. The search is on for a more efficient
switch!

Atomic Scale Elementary Cells

From the above discussion, the reader will no doubt have become aware of
the constraints involved in integrating a very high capacity memory. One of
the main points to remember is the limiting factor imposed by the problem
of addressing individual cells. Some have already envisaged the possibility of
reducing the BL and WL down to the atomic scale. At Hewlett Packard, a
recent report suggests integrating a cell with two conduction states made from
a bistable molecule and connected to two crossed carbon nanotubes. When
we are able to exercise perfect control over nanotube growth, it may be possi-
ble to envisage orthogonal line structures (just like the arrangement currently
proposed for MRAM and PCRAM) in which the variable resistance will be
reduced to the molecular scale. But decoding and detection systems must then
also be brought down to this scale, otherwise integration will clearly be impos-
sible. To reduce a memory array, every one of its constituent elements must
be reduced: cells, connecting lines, signal decoders and amplifiers, and also
the greater part of the peripheral circuits. So lead on, molecular electronics!
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15.3 Conclusion

Given the continued advance in performance and density, in both mass mem-
ory and matrix memory, a question arises: will these two types of memory, so
different at the present time, ever converge? At the moment, they serve quite
distinct market requirements with respect to available memory capacity and
cost per Mbit.

In the short term, the hard disk is expected to evolve by implementing
hybrid techniques (thermally assisted recording) and using perpendicularly
magnetised storage media. Beyond this, over the next 5 to 10 years, the future
begins to look more of an adventure. Will there be a quick transition to
discrete media, or will microprobe techniques move forward fast enough to
impose themselves? Matrix memories are also in rapid evolution. In a few
years from now, volatile memories like DRAM, SRAM, and so on, will very
probably be replaced by memories that are just as rapid but non-volatile, like
FRAM, MRAM, or PCRAM.

In the longer term, some analysts raise the question of convergence between
these two main types of memory. Indeed, mass memories (hard disk) and
matrix memories are distinguished in three main aspects:

• density, two to three orders of magnitude higher in hard disks,
• time required to access data and data flow rate (read, write, etc.), which

favour matrix memories in the case of random access,
• cost per Mbit, currently much lower for hard disks.

The place occupied by the various technologies in the world of tomorrow
depends mainly on the way their performance evolves with regard to these
three points. It is no easy matter to make accurate predictions when the
technological breakthroughs required to step into the nanoworld have not
yet been made. Nonetheless, certain trends, determined by market needs, are
already clearly apparent: the matrix memories that will eventually dominate
will be based on non-volatile technology, and microprobe memories will only
come into their own if the cost per Mbit remains much lower than that of the
matrix memories, which implies very high densities.

Other more structural developments are likely. Some functions currently
handled by a mass memory will be entrusted to matrix memory. This prospect
fits in with the general increase in the share of solid memories. It is supported
by the market trend towards more diffuse microelectronics, i.e., towards small,
more autonomous systems called systems on-chip (SoC), in which the inte-
gration of mechanical elements is significantly more problematic.

If we look still further into the future, we must emphasise that more radical
developments are nevertheless possible. Hence, in today’s architectures, logic
functions remain well separated from memory functions, which is not at all
what happens in biological systems such as the human brain. It is reasonable to
think that the very notion of memory storage as we understand it today might
evolve towards systems in which memory and logic are more intimately mixed
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together. The addressing problem could then be solved, because information
would be stored directly in the place it was needed. However, such an idea is
still in the realm of science fiction!

Appendix

The following is a brief guide to some of the technical terms used in this field.

Access Time. For a memory circuit, this is the time lag between a request for
a stored bit and the moment it becomes available to external circuits. One way
to reduce the access time, is to reduce array sizes, which works against the
push towards high capacity matrices. This conflict leads to the arrangement of
many subarrays within a large circuit. Delicate optimisation is then required
at the design stage, usually highly specific to the application.

Coercive Field. In a hysteresis cycle M(H), this is the field H corresponding
to zero magnetisation M . For a square cycle, the ideal shape for magnetic
storage media, it is the field that must be applied to reverse the magnetisation
direction.

Demagnetising Field. A magnetic object produces a field within itself. Simple
diagrams show that this field is always opposed to the magnetisation of the
object, which it thus tends to destabilise, whence the term used.

Design. In microelectronics, this refers to the whole process of reflection and
realisation of a detailed circuit diagram. The notion covers a wide range of
tasks from the conception of systems bringing together macros which are
themselves made up of more elementary functions, right down to drawing
up plans for the elements to be fabricated. Over the last few years, there
has been a spectacular level of specialisation in the job of the designer. But
paradoxically, circuit optimisation today is the fruit of a detailed dialogue
between designers and engineers in charge of the physical aspects of making
silicon circuits.

Field Effect Transistor (FET). This is the most commonly used transistor. Its
channel connects a source to a drain via a (semiconducting) channel controlled
by a gate. Applying a voltage to the gate modifies the conduction state of the
channel electrostatically and the transistor goes from the off state to the on
state.

Giant Magnetoresistance. Variation of electrical resistance observed in a tri-
layer composed of two magnetic layers separated by a non-magnetic thickness
depending on the relative magnetisation directions of the two magnetic layers
(see Chap. 14).
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Integration Density. One of the main goals in microelectronics is to reduce
costs. The most efficient way to do this is to reduce circuit sizes in order to
fabricate more on a slice of silicon. Increasing the integration density means
increasing the number of functions integrated on a given area, i.e., designing
circuits with smaller elementary patterns and also optimising the way circuits
are arranged. In parallel with this, fabricated circuits are more and more
complex and involve ever more elementary transistors. In the end, despite
continued growth in the diameters of silicon wafers, there are fewer chips per
wafer, at least where the most highly evolved circuits are concerned.

L10 Alloys. These alloys, e.g., FePt, FePd, are currently attracting a great
deal of interest due to their remarkably high magnetocrystalline anisotropy,
which arises from the chemical ordering in the so-called tetragonal L10 struc-
ture. (The chemically disordered phase does not exhibit this anisotropy.) Such
a high level of anisotropy can be used to stabilise the magnetisation of very
small ferromagnetic grains, whence the possible use of these alloys in future
magnetic storage media.

Magnetic Anisotropy. The anisotropy of a magnetic particle reflects the exis-
tence of some favoured direction for magnetisation. It arises either from the
shape of the particle, or from the properties of the material. In the first case,
we speak of shape anisotropy. An example is provided by the spontaneous
orientation of the magnetisation in a needle along its principal axis. In the
second case, we speak of magnetocrystalline anisotropy, since it is related to
the presence of a crystal lattice. In today’s hard disks, adding platinum to
the alloy brings about this kind of anisotropy by deforming the initially cubic
lattice of cobalt in a tetragonal manner.

Magnetoresistive Read Heads. These use the phenomenon of anisotropic mag-
netoresistance: the electrical resistivity of a ferromagnetic material depends
on the angle between the magnetisation and the current, e.g., for a permal-
loy, the resistivity is about 2% higher at room temperature for a magnetisa-
tion parallel to the current. A magnetoresistive read head comprises a soft
magnetic layer with a current through it, whose magnetisation direction and
hence whose electrical resistance is modified under the effects of the leakage
field from magnetic transitions. Since 1999, these heads have been replaced in
hard disks by giant magnetoresistive read heads.

Recording Density. This expresses the quantity of data stored per unit area
of a 2D medium, in bit/cm2, where 1 bit is one bit of elementary data, i.e.,
0 or 1. The international literature often uses the inch (1 inch = 2.54 cm). It
is important not to confuse the bit and the byte (1 byte = 8 bit). In 2003, an
up-to-date hard disk has a capacity of the order of 800 Gbit and a density of
the order of 20 Gbit/in2.

Retention Time. This is the maximum time during which information stored
in an elementary cell remains unblemished. It depends on the intrinsic per-
formance of the cell, but also the discrimination threshold between 0 and 1.
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Note that, for a matrix memory, the retention time is not the average reten-
tion time taken over all cells, but rather the retention time of the weakest cell.
The retention time of a matrix thus depends on its size.

RKKY Coupling. In a normal, non-ferromagnetic metal, the electron popu-
lation is not polarised, i.e., as many electrons carry spin up as spin down.
However, in contact with a ferromagnetic metal, the two populations become
unbalanced by a proximity effect. This imbalance gradually falls off with the
distance from the ferromagnetic interface, by oscillation in the spin popula-
tions. RKKY coupling, named after its discoverers Ruderman, Kittel, Kasuya
and Yosida, results from this oscillation. If the non-magnetic layer separating
two ferromagnetic materials has just the thickness to ensure that the spin
populations on its two interfaces are opposite, it induces a spontaneous anti-
ferromagnetic coupling.

Shape Anisotropy. The magnetic field which a magnetic object creates within
itself is in the opposite direction to its own magnetisation. To minimise this
unfavourable interaction, and in the absence of other sources of anisotropy,
the magnetisation of an ellipsoidal particle orients itself spontaneously along
its major axis, whilst the magnetisation of a thin magnetic film orients itself
spontaneously in the plane of the thin layer.

Single Electron Transistor (SET). This also operates under electrostatic con-
trol but exploits carrier charge quantisation. The conduction channel com-
prises at least one island separated from the source and drain by tunnel junc-
tions. The electrostatic potential of the island is controlled by a gate. Although
it remains a research device with no proven industrial applications, this may
change, especially if it can be made to work at room temperature.

Soft Material. Magnetic material with weak coercive field, i.e., its magneti-
sation direction reverses under application of very weak magnetic fields (2–
3 × 10−4 T for the permalloy Fe80Ni20).

Superparamagnetism. On the atomic scale, a ferromagnetic material is char-
acterised by parallel alignment of spins at neighbouring sites of the crystal
lattice, which gives rise to a characteristic bulk magnetisation Ms in the ma-
terial. Above the Curie temperature, thermal fluctuations dominate over ex-
change between neighbouring spins and the spin directions begin to fluctuate
randomly, thereby cancelling the average magnetisation (paramagnetic state).
Superparamagnetism corresponds to an identical phenomenon on the scale of
a particle with volume V and anisotropy Ku. Indeed, the energy barrier be-
tween the two magnetisation directions has height KuV . For small volumes,
KuV ∼ kBT and thermal fluctuations are large enough to carry the particle
magnetisation along with them. It is important to note that the particle nev-
ertheless remains ferromagnetic, i.e., its overall magnetisation fluctuates, but
the ferromagnetic order of the spins is preserved.
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Write Time. This is the time required to record the information for storage.
Like the access time, it is highly variable, depending on whether the relevant
bits are isolated in the matrix or well located in a contiguous manner on the
same row. One speaks of random access in the first case and page or burst
mode in the second.
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Optronics

J.-L. Pautrat, J.-M. Gérard, É. Bustarret, D. Cassagne, E. Hadji, and
C. Seassal

Optronics is a contraction of optics and electronics. Its aim is to exploit tech-
nological developments across the board to bring these two sciences together.
Techniques for structuring materials, whether metallic, insulating, or semicon-
ductor, have led to new fields of activity, because the properties of materials
can be modified and new materials tailor-made for specific applications. There
are just too many different phenomena involved and too many fields of appli-
cation to tackle them all in detail here. We shall therefore aim only to present
the most advanced, such as optical sieves, semiconductor quantum dots, and
photonic band gap (PBG) materials.

16.1 Surface Plasmons and Nanoscale Optics

16.1.1 Introduction

The most fundamental limitation facing technological efforts to miniaturise
optical sources, detectors or data-processing devices is the Rayleigh criterion.
This says that efficient propagation of radiative electromagnetic modes, as
achieved in fibre optics, is limited by diffraction phenomena to wave guides
or apertures with transverse dimensions greater than half the effective wave-
length in the relevant medium, i.e., several tenths of a micron in the case of
visible light. This is also the ultimate dimension for focussing a light beam in
a classical microscope (Abbe criterion).

Another approach to the miniaturisation of optical functions is inspired by
the way high frequency electrical signals can be guided in metallic lines with
thicknesses much less than the wavelength. The main drawback is that the
electrical conductivity of metals is much lower at light frequencies (1 000 THz)
than at 100 MHz, for example. This means that signals can only be propagated
over a few microns. However, in this context, there are other phenomena at
light frequencies which allow one to overcome the difficulty.
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One particularly promising idea is to use coherent oscillations of electrical
charges on the surface of metals or ionic crystals. Indeed, the electromag-
netic field associated with these longitudinal waves is strongly confined at the
metal/air interface and they have a high degree of spatial coherence. This
means that circuits and planar devices can be devised on length scales well
below the wavelength. We shall see that techniques for structuring these ma-
terials on a scale of around 10 nm are being developed in parallel with means
for local observation and numerical modelling of these non-radiative waves.

Collective oscillations of surface charges are called surface plasmons, or
plasmon polaritons when one wishes to emphasise their coupling with an ex-
ternal electromagnetic field. There are two types of plasmon:

• plasmons guided by the surface of thin, flat metallic layers, propagating
with a phase velocity of the same order as the speed of light,

• plasmons found in metal particles of subwavelength dimensions, which are
in fact dipole electron oscillations bounded by the nanoscopic particle.

In the following, we begin by defining surface plasmons more precisely and sta-
ting the main laws governing their behaviour. We shall emphasise the coupling
of such modes with an external electromagnetic field and their great sensitivity
to local surface features. We shall then describe a certain number of applica-
tions exploiting these properties, especially in the fields of spectroscopy and
detection, and which appeal increasingly to techniques of integrated optics
on the micron scale. We then turn to the case of metal surfaces with high
aspect ratio and in particular to the optical transmission properties of deep
grooves or holes of subwavelength widths. Finally, we describe the behaviour
of plasmons in metal nanoparticles and their arrangements, and in continuous
metal stripes and wires. We conclude by discussing the prospects opened up
by the latest theoretical and experimental progress.

16.1.2 What Is a Plasmon?

By analogy with the fluid part of the blood, Langmuir used the word ‘plasma’
to describe the ionised gas state he observed in certain regions of a tungsten-
filament light bulb, whose lifetime he hoped to extend [1]. Today the term
is used to describe any mixture of mobile, electrically charged particles with
varying densities and energies. For the present purposes, we shall take it to
mean an electrically neutral ensemble of highly mobile charges (electrons) in
the presence of almost fixed charges of opposite sign (ions).

This system turns out to provide a good model for a great many properties
of solid bodies, and in particular, metals. For example, the spatial separation
of charges of opposite sign generates an electric field, even at long range, which
is capable of maintaining collective longitudinal oscillations.

For such an oscillation of the charge density fluctuations to be an eigen-
mode of the plasma, it must be able to exist without the help of any externally
applied field, i.e., the complex dielectric function εj = ε′j + iε′′j of the medium
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j must be zero: ε′j = 0 and ε′′j 
 1. For N free electrons of charge e and mass
m, globally displaced relative to N ions, this so-called bulk plasmon mode
will have frequency

ωp =
(

4πNe2

ε0m

)1/2

,

and the dielectric function (relative permittivity) of the plasma will be

εj(ω) = 1 − ω2
p

ω2
.

In real metals, more localised but nevertheless polarisable electrons can partly
screen Coulomb interactions between charge density fluctuations and signifi-
cantly reduce the plasma frequency.

Charge oscillations are easily excited by an electron beam and detected
through the electron energy losses they cause. However, their longitudinal
character means that they will not be able to couple with a transverse elec-
tromagnetic wave such as light. Hence, the resonant response of an isotropic
metal observed around ωp under the effects of light excitation arises purely
from the fact that, at the long wavelengths of optical experiments, the trans-
verse and longitudinal dielectric functions assume the same values. Even close
to ωp, there is not therefore any direct coupling between photons and bulk
plasmons in the metal during transmission or reflection of light beams.

Since the work of Maxwell, we know that, in passing from a medium 1
to a medium 2, the component of the electrical displacement vector D per-
pendicular to the interface will be conserved. Furthermore, in the absence of
external charges, the perpendicular component of the electric field is symmet-
rical with respect to the interface where the polarisation charges generating
it are located. As for bulk plasmons, oscillations in the fluctuations of this
surface charge density occur in the interfacial plane.

For non-magnetic materials (D = εjE), these oscillations will occur with-
out external field whenever the above two conditions become compatible, i.e.,
whenever ε2 = −ε1. If medium 1 is a dielectric with positive permittivity, this
condition will be satisfied by a medium 2 whose dielectric function becomes
negative at certain frequencies, which is what happens in ionic crystals in the
so-called Reststrahlen region (ωTO < ω < ωLO), or again in the Drude met-
als at low frequencies. In the latter case, if medium 2 can be described by a
plasma such that

ε2(ω) = 1 − ω2
p

ω2
,

the interface modes will appear at the frequency

ωi =
ωp

(ε1 + 1)1/2
.
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If in addition medium 1 is the vacuum, we obtain the plasmon surface fre-
quency

ωs =
ωp√

2
.

For such free metal surfaces, these compressive waves of surface charge density
will be localised in a thickness of the order of 0.1 nm.

In the case of a metal particle with permittivity ε2, immersed in a di-
electric medium with function ε1, the resonant frequency of the plasmon will
depend on the geometry of the particle. When the latter can be described by
a depolarisation factor L, e.g., 1/3 for a sphere, and up to three distinct val-
ues lying between 0 and 1 for an arbitrary ellipsoid, the resonance condition
along each of the principal axes is given by ε2 = ε1(L − 1)/L. For a spheri-
cal particle, this relation becomes ε2 = −2ε1. Moreover, if it is also metallic,
ωr = ωp/(2ε1 + 1)1/2, and ωr = ωp/

√
3 for ε1 = 1 (see below).

Plasmon Dispersion Relations

Collective longitudinal oscillations in the electric charge density resonate at a specific
frequency where the dielectric function of the medium vanishes, i.e., ε′2(ωp) = 0. This
is the bulk plasmon, illustrated top left in Fig. 16.1, whose frequency ω (or energy)
depends weakly on the wave vector kx, as can be seen from the dispersion curve
labelled (1) in the figure. For an interface in the x, y plane separating media 1 and
2 (lower diagram), the resonance condition for the interface plasmon is ε′2(ωr) =
−ε′1(ωr).

In the case of an ideal Drude metal, whose dielectric function ε2(ω) is shown on
the left of Fig. 16.1, one obtains the dispersion curves labelled (2) and (3) depending
on whether the medium with permittivity ε1 is air or another dielectric, respectively.
When the component kx of the wave vector parallel to the surface increases, this
wave changes from being photonic to plasmonic.

For a spherical metal particle like the one shown upper right in Fig. 16.1, res-
onance occurs when ε′2(ωr) = −2ε′1(ωr), i.e., when ωr = ωp/

√
3 if ε1 = 1 [curve

(4)]. Although this mode cannot propagate (localised mode), it can couple with
light when curve (4) crosses the straight line ω = ckx corresponding to light [curve
(5)], in contrast to the non-radiative waves described by the other dispersion curves,
which do not intersect this straight line.

16.1.3 Dispersion Relations, Coupling with Light,
and Applications

The frequency ω of a bulk plasma with wavelength λ depends on the wave
vector kx = 2π/λ via a quadratic dispersion relation of type ω2 = ω2

p + Ck2
x.

To account for dispersion in the interface modes already described, one must
introduce the mixed longitudinal and transverse electric field associated with
coherent longitudinal fluctuations of the surface charge in the plane z = 0,
given by
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E = E±
0 exp

[
i(kxx ± kzz − ωt)

]
.

The associated magnetic induction is perpendicular to the direction of prop-
agation and parallel to the plane of the interface (TM mode).

It can be shown [2] using Maxwell’s equations that the wave vector kx is
continuous across the interface, that it is related to the normal components
kzj (j = 1 or 2 depending on the medium) by k2

x + k2
zj = εj(ω/c)2, and that

the latter satisfy kz1/ε1 + kz2/ε2 = 0. This leads to an expression for the
dispersion relation for the surface plasmon: kx = (ε1ε2/ε1 + ε2)1/2ω/c, which
shows (see Fig. 16.1) that, at a given frequency, the wave vector of the surface
plasmon is always greater than the wave vector of light in the dielectric. This
is a non-radiative wave.

In order to get the surface plasmon to couple with light, one must first
increase its wave vector, e.g., by illuminating the surface of the metal by an
evanescent TM wave escaping from a wave guide (total reflection prism or
fibre), or again, using a surface with well-adjusted and periodic roughness,
such as a metal grating. In the two cases described below, the new dispersion
curve of the light crosses that of the surface plasmon and an energy transfer
can take place between the two modes. A minimum of reflected intensity is
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Fig. 16.1. Plasmon frequency in different environments and for different shapes
as a function of the real part ε′2 and imaginary part ε′′2 of the complex dielectric
function of the metal (left) and the parallel wave vector kx at the interface (right).
Dashed curves in the bottom image represent electric field lines associated with kx

on either side of the interface
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then observed. Pointlike surface features or random roughness also give rise
to coupling with varying degrees of localisation.

In practice, the surface plasmon exists whenever ε′2 < −ε1, and the res-
onance will become more pronounced as ε′′2 is made smaller, which favours
silver, gold, or indium. The propagation length of surface plasmons along the
interface is given approximately by

δ =
c

ω

(
ε1 + ε′2
ε1ε′2

)3/2
ε′22
ε′′2

.

This length can reach values of almost 1 mm for rare metals in the near in-
frared, but generally remains small (around 10 μm) in the visible. Moreover,
it can be shown that kzj becomes imaginary if ε1 + ε2 < 0, which explains
the evanescent nature of the field in directions normal to the free surface of a
metal, and also the confinement of the field at the interface. The wave extends
into the metal by a distance that is several orders of magnitude less than what
would be expected in the dielectric, where almost all the electromagnetic field
is concentrated, amplified with respect to the incident wave by a factor which
varies at resonance from a few units to a few tens depending on the nature of
the metal [2]. Combined with the large variation in the frequency of the in-
terface plasmon with the dielectric constant of the dielectric, these properties
explain why surface plasmons are so sensitive to chemical species present on
the surface.

The potential of surface plasmons for detecting gases and biological mole-
cules was demonstrated as long as 20 years ago [3]. Today, this technology
has been commercialised by several manufacturers and it occupies a dominat-
ing position for direct observation of biomolecular interactions in real time
and without molecular tagging, detections being made in the zone where the
surface wave is coupled with light [4].

Surface Plasmon Sensors for Biochemistry

The presence of molecules on the surface of a thin metal film alters the dispersion
curve ω(k) of surface plasmons. The Kretschmann prism shown schematically in
Fig. 16.2 couples these surface waves with TM polarised light for direct detection
of biological molecules. In this configuration, the light wave with wave vector k0 in
the prism is totally reflected at the interface between a prism and a metal film of
thickness about 50 nm, exciting a surface plasmon on the outer face which is exposed
to the medium under analysis. As can be seen from Fig. 16.2, coupling becomes
possible between the plasmon and the evanescent wave when k0 sin θ = ksp. For a
given interface, this happens at a well defined wavelength when the detection angle
is fixed, or conversely, at a well defined detection angle when the wavelength is fixed.

Likewise, if an interface between a metal and a dielectric is perturbed in a
periodic way in one space dimension (see the grating in Fig. 16.3), the incident light
wave is diffracted in several directions. As shown in Fig. 16.4, the parallel component
of the wave vector of these diffracted beams differs from that of the incident beam by
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surface with appropriate ligands

a multiple of the grating vector and can therefore coincide with that of the surface
plasmon. This gives rise to various resonances at angles and wavelengths that will
change if the dispersion curve of the plasmon is modified.

For angular interrogation, prism and grating devices have very similar theoretical
sensitivities which depend only slightly on the nature of the metal, but very strongly



626 J.-L. Pautrat et al.

+1 +20

–3 –2 –1

–2

–1

+1
–3

R

1 0 0

Order

ck ox
k ox=

k x

2

d d
–

d d
–

d d
–

Fig. 16.4. Left : Reflectivity spectrum of a metal grating with period d for a given
angle of incidence. Right : Dispersion curve of the plasmon associated with this sur-
face. The coupling between plasmon and light made possible by the periodicity of
the grating gives rise to losses which appear at certain frequencies as minima in
the reflectivity. The dispersion curve and the various coupling frequencies depend
sensitively on the environment of the surface. This is the basic principle underlying
the wavelength detection of chemical species

on the wavelength and detection angle. For spectral interrogation, the prism system
is an order of magnitude more sensitive than the grating device. Even if they depend
heavily on the characteristics of the metal layer, ATR or guided geometries do not
require the same transparency in the analysed medium as grating devices do. This
extends the usable wavelength range. Most non-miniaturised commercial systems
use the ATR geometry with angular interrogation, but a trend towards analysing
modulated signals, and especially towards a higher level of miniaturisation, has laid
this choice open to question.

As can be seen from the above discussion, this coupling is achieved by at-
tenuated total reflection (ATR) arrangements which slow down the light in a
prism or in a planar wave guide, or else using the properties of light diffracted
by a periodic grating. Although it is sometimes the reflected light intensity
at resonance that is measured, it is more common to evaluate an angular
deviation or a change in wavelength by making a multichannel optical detec-
tion, which amounts to measuring the parallel wave vector or the light energy,
respectively, at the plasmon resonance.

The dielectric is chosen in accordance with the application. For example,
a porous thin layer is appropriate for detecting humidity, whereas a film with
high thermo-optical coefficient can be used to measure temperature variations.
The metal surface can also be functionalised by radicals so that the dispersion
curve of the plasmons is affected in a specific way by local index variations
resulting from targeted chemical associations or disassociations. The sensi-
tivity of these devices can reach 1 pg/mm2, which is not quite sufficient for
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detecting low concentrations of light molecules, but is perfectly adequate for
many biological applications.

In order to exploit the intrinsic advantages of optical fibres, wave guide
coupling has also been perfected [5] and even commercialised. The core of
the fibre is stripped bare and metallised with a gold or silver layer. One can
choose between spectral interrogation using a multimode fibre, or measur-
ing the intensity, normalised to an integrated reference, at fixed wavelength,
using a single-mode fibre, which significantly reduces the cost and bulk of
the apparatus. These fibre-optic plasmon sensors prefigure other technical ad-
vances in which optics, microfluidics and signal processing are integrated into
a multichannel device.

16.1.4 Optical Transmission Through Subwavelength Apertures

When an opaque film made from a material with positive permittivity is
pierced in a periodic manner with significantly subwavelength holes and the
resulting screen is illuminated by a light beam, the intensity of the transmit-
ted beam is zero in the far field owing to diffraction effects. However, if the
opaque film is metallic, part of the incident light is transmitted, as shown in
Figs. 16.5 and 16.6. This recent observation [6], not predicted by theory, illus-
trates in a quite spectacular way the manner in which surface plasmons of a
metal can allow light signals to circumvent the Rayleigh criterion. Indeed, the
wavelengths of the transmission peaks depend on the symmetry and period
of the array of holes, as well as the incidence angle, in a way which indicates
that the surface plasmons of the metal play a crucial role in the transmission
process.

Figures 16.7 and 16.8 show that a similar result is obtained with a met-
allised silica grating mounted on a silicon wafer and etched with slits or grooves
of rectangular cross-section. In this less symmetrical case, where the depth of
the grooves is greater than their width, the propagating nature of the electro-
magnetic modes of the apertures is enough to transmit the localised energy
through to the surface and in front of the slits by the excitation of plasmon
or cavity modes [7]. When these two modes are present at the same time,
particularly large local amplifications are observed in the field.

This scenario indicates that an isolated slit or hole can also transmit cer-
tain wavelengths much longer than its own spatial dimensions. Indeed, this
has effectively been observed in the microwave and visible range, with en-
ergy concentration and directive emission effects provided that the surfaces
comprise suitable periodic structures in the vicinity of the aperture. Still con-
cerning single apertures, a saturation phenomenon has been observed in the
visible at high photon fluxes [8].

Although the quantitative interpretation of these results is still the subject
of some debate, they clearly open up new possibilities in a great many different
areas, such as near-field optical microscopy, deep UV photolithography, and
optical multiplexing, or even quantum data processing, since an entangled
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Fig. 16.5. Square array (period 900 nm)
of 150-nm diameter holes pierced through
a self-supporting silver film of thickness
200 nm. Courtesy of the American Phys-
ical Society [10]
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Fig. 16.6. Zero order optical transmission
for angles of incidence between 0 and 24◦

in steps of 2◦. Spectra are shifted verti-
cally by 0.1% for greater clarity. Courtesy
of Macmillan Magazines [11]

Fig. 16.7. Scanning micrograph of a grat-
ing with almost rectangular profile, made
from 1 100-nm silica strips on silicon, met-
allised at the top and on the side walls by
oblique angle vapour deposition. There is
no metal deposited on the silicon surface
at the bottom of the groove. Courtesy of
the American Physical Society [7]

photon pair conserves its correlation when it passes through a metallic sieve
in which the holes have subwavelength dimensions [9].

Photon Sieves

The polycrystalline silver film of thickness 200 nm shown in Fig. 16.5 has been pierced
by a focussed ion beam (FIB) to produce a square array (period 900 nm) of holes,
each measuring 150 nm in diameter. At certain wavelengths which depend on the
angle of incidence, everything happens as though a fraction of the incident photons
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Fig. 16.8. Experimental zero order transmission spectrum (grey curve) of the grat-
ing shown in Fig. 16.7, for normal incidence (except for the insert , which is the result
for incidence slightly offset from normal) compared with numerical calculations in
modal approximation for one mode (dashed curve) or four modes (thick black curve).
Arrows indicate wave numbers of various resonances predicted for this system by
calculations. Courtesy of the American Physical Society [7]

pass through this nanoscale sieve, as shown in Fig. 16.6 for the wavelength range
800–1 800 nm. Another example of transmission by subwavelength apertures is pro-
vided by the metallised grating with period 1.75 μm and rectangular cross-section
imaged in Fig. 16.7. This was fabricated by selective dry etching of a silica layer of
thickness 1 100 nm on a silicon wafer, followed by vapour deposition of 5 nm of Ti
and 60 nm of Au at an oblique angle of incidence so as to avoid coating the bottom of
the grooves. Here, too, transmission peaks observed between 6 600 and 1 000 cm−1

(1.5–10 μm) through slits of width 600 nm depend on the angle of incidence. Nu-
merical simulations in the modal approximation (Fig. 16.8, black dashes) show that
the transmission peaks observed at normal incidence (Fig. 16.8, grey curve) can be
attributed to the rear metal/silicon [SP(Si)] interface plasmon, the front metal/air
[SP(air)] interface plasmon, or the first cavity mode (CM). As can be seen from
the insert of Fig. 16.8, the calculated peak splits into two if the angle of incidence
is moved just a few degrees from the normal, which corresponds to experimental
collimation.

16.1.5 Metal Nanoparticles

We have seen that the plasmon frequency of an isolated nanoparticle depends
mainly on its shape and the dielectric properties of the material composing
it and the material composing the surrounding medium. The formulas given
above, which assume that the particle has a well defined area, do not apply
to clusters with sub-nanoscale dimensions, which are bulk polarised and will
not be discussed here, nor to isolated particles with sizes above about 5% of
the wavelength.
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For assemblies of spheres with sizes greater than this limit or in which the
spacing is reduced, the optical characteristics are modified in a complex but
well understood way [12,13]. They are illustrated just as well by the colours of
Roman pigments and medieval stained glass as by the spectral response of a
periodic arrangement of nanoparticles. The latter can be evaporated through
a flat mask of latex nanospheres, or else defined by electron beam lithography.
A suitable periodic spatial arrangement can even be used to amplify or inhibit
resonances in certain wavelength bands, as in photonic band gap structures
(see Sect. 16.3) [14].

One particularity of plasmons localised on particles is the very strong
electromagnetic field near their surface. More precisely, at a point M located
at a distance d from the center of a metal sphere of radius r, the electric field
EM which results from superposing the incident field E0 and the dipole field
induced in the metal sphere will be amplified by a factor

A(ω) =
EM

E0
∝
(

r

r + d

)3
ε2 − ε1

ε2 + 2ε1
.

Near the plasmon frequency, this factor, which arises with a power of 4 in the
amplification of surface-enhanced Raman scattering (SERS), has been used to
carry out ultrasensitive chemical and structural analyses by Raman microspec-
trometry on various untagged biological systems, including single molecules
placed on a suitable substrate [15, 16]. According to observations by aper-
tureless scanning near-field optical microscopy (SNOM) (scattering mode),
the local amplification of the field is still more pronounced in spaces separat-
ing metal nanoparticles when they are very close together (10 nm) [17]. Such
configurations are also found in coatings by metallic islands used as active
substrates in SERS or as optical fibre sensors with enhanced detectivity [18].

Other SNOM systems using total reflection geometries can also be used to
visualise, with submicron resolution, the near field of a single metal particle
prepared by nanomanipulation or electron beam lithography (see Figs. 16.9
and 16.10). Simulations confirm that the two relatively strong and extensive
lobes thus detected under resonant excitation and located in the horizontal
plane on either side of the particle can be identified with the near field of a ver-
tical dipole. In addition, they confirm that the stationary wave also observed
is due to interference between the incident and scattered fields [19].

The damping of plasma oscillations in a single particle can be measured
via the excitation spectroscopy of such SNOM images. This then allows one to
find the lifetime of these excitations. Values of the order of 10 fs are obtained,
in agreement with time decay measurements on assemblies of particles [20].

These considerations lead one to pose the following question: How can this
spectral selectivity, combined with the ultrafast character and nanometric size
of the particles, be exploited to achieve individual addressing of nanoscale
components?

A first hint at an answer is provided by the properties of a periodic chain
of nanoscale dots, where the near field is almost totally confined to the spaces
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separating the dots and where the effective transport of an electromagnetic
signal can reach several microns (see Fig. 16.10). Numerical simulation of this
nanostructure (see Fig. 16.11) reveals that it is the coupling between individ-
ual nanoparticles that produces the density of states of a collective oscillation,
whose near field is much more localised laterally (down to a tenth of the wave-
length) than it would be around an isolated particle (see Fig. 16.9). Like the
near field of a continuous wire, the near field in this case depends sensitively on
the polarisation of the incident light, in contrast to the depolarised response
which characterises pointlike nanostructures.

However, if a metal nanoparticle is placed a few tens of nanometers away
from a nanowire and excited in such a way (with regard to wavelength and
polarisation) that the isolated nanowire is not resonant, a clear strengthening
of the near field is observed around the nanowire [19]. Other cases of efficient
guided propagation and coupling have been observed for a nanowire connected
to a metallic stripe and for a nanoparticle placed just beyond the triangular
end of a microscale metallic stripe [19].

Whilst the propagation length appears to be limited to a few microns [20]
by radiative losses when the width of the flat metallic wave guides reaches
submicron levels (see Fig. 16.12), it would seem that it can actually remain so
for wave guides with nanoscale cross-section. In particular, for bimetallic rods
with length 10 μm and diameter 10 nm comprising a clear Au/Ag interface,
unidirectional propagation of excited plasmons is observed in the near infrared
[21].

These examples show that several elementary operations of optical ad-
dressing can be achieved using metallic nanostructures. For wavelengths
greater than 10 μm (far infrared), quantum cascade lasers and THz sources
already use surface plasmon wave guides confined to the metal/semiconductor
interface, with modes controlled by patterning the metallic layer. As in distrib-
uted feedback lasers, a two-metal grating made from alternating microscale
stripes of two different metals can be fabricated in such a way as to ensure the
single-mode nature of the wave guide [22]. Likewise, with the size reductions
that will be required by future integrated elements, it seems likely that the
rapid damping of surface plasmons will no longer be critical at the infrared
wavelengths used in telecommunications and that integrated plasmonic de-
vices, first flat but eventually 3D, will come into existence.

Plasmon Observation and Guiding

The surface plasmons of a film or metallic nanostructures are easily excited by total
internal reflection through a prism coated with a transparent film. As can be seen
from Fig. 16.9, the presence of surface plasmons can then be detected by placing a
tapered fibre in their near field (evanescent wave). This frustrates total reflection
and a signal proportional to the optical near field of the surface can be picked up.
For a square gold particle of side 100 nm and height 40 nm, the two lobes predicted
by theoretical calculations on either side of the particle, oriented by the direction of
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Fig. 16.9. Local detection by fibre or objective of light signals associated with
plasmons in metallic nanostructures in a region (right) where they are not excited
by total reflection (obturation by an opaque aluminium film)

Fig. 16.10. Near-field optical image of a gold particle (100 × 100× 40 nm3) placed
slightly to the left of the origin of the spatial coordinates. Courtesy of the American
Physical Society [19]

propagation of the exciting wave, can be observed at resonance (see Fig. 16.10). If
such particles are now lined up to form a chain with spacing 100 nm, a spectacular
confinement or squeezing of the electromagnetic field between the nanoparticles is
observed at the same wavelength (see Fig. 16.11). This effect is clearly reproduced
by theoretical calculations.

In order to make a clear separation between the excitation region and the detec-
tion region, an optically opaque strip of Al can also be deposited on the silica before
the metallic nanostructures (see Fig. 16.9). If the latter are long stripes of thickness
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Fig. 16.11. Comparison between the
near-field optical image of a chain of
gold particles and its numerical sim-
ulation, showing the quality of the
calculations. Bright regions indicating
strong fields are located in the 100-
nm interval separating the particles.
Courtesy of the American Physical So-
ciety [19]
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Fig. 16.12. Propagation length of sur-
face plasmons determined experimen-
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of the American Institute of Physics
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70 nm and widths varying over 1–50 μm, the propagation length of surface plasmons
in such wave guides can be determined by detecting the light resulting from their
scattering by the corrugations in the far field using a large-aperture objective. The
significant effect of reducing their dimensions can then be confirmed for silver and
in the visible, as shown in Fig. 16.12.

16.1.6 How Far Can Plasmons Take Us?

There will be many openings for the integrated subwavelength optics that
surface plasmons promise to make possible, including applications in areas
that are largely ignored today [23]. The significant enhancement of the elec-
tromagnetic field in the vicinity of highly curved metal surfaces will be put
to use in detection devices with ever-increasing spatial resolution, whether
it be in SERS, integrated sensors, composite materials with negative refrac-
tion [24], or near-field optical microscopy. Moreover, metal plasmon particles
and their immediate surroundings are the scene of an extraordinary concen-
tration of electromagnetic energy, mainly limited by radiative losses. This
situation should favour the appearance of many nonlinear phenomena, includ-
ing the amplification of surface plasmons by stimulated emission of radiation
(spaser) predicted in certain theoretical approaches [25].
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16.2 Semiconductor Quantum Dots

The reduction in the number of dimensions of objects made from semicon-
ducting materials has been pursued for thirty years now. Indeed, research
soon demonstrated that the reduction in size of a sample in 1, 2 or 3 direc-
tions would reduce the number of degrees of freedom open to electrons, thereby
changing the number of fundamental parameters of the material: band gap,
electron density of states, effective mass, etc. Semiconducting materials were
no longer intangible substances, but could become the subject of engineering,
to adapt them to some given function. The technological difficulties involved
in fabricating 2D materials called quantum wells were quite rapidly overcome.
The same cannot be said for 1D materials (quantum wires) or 0D materials
(quantum dots). Indeed, in order for these entities to acquire significantly dif-
ferent properties, their dimensions had to be very accurately controlled, espe-
cially as size fluctuations assume a growing relative importance when the size
decreases. It is through the successful control of self-organisation properties
that it has been possible to overcome these difficulties and make components
from semiconductor quantum dots.

16.2.1 Semiconductor Lasers:
From Quantum Wells to Quantum Dots

During the 1980s, the performance of semiconductor lasers was considerably
improved with regard to threshold current, efficiency, and maximum modula-
tion frequency, by using an active quantum well material. The quantum well
laser is an economical, reliable, high performance component which was com-
mercialised on a large scale after a few years of development. For example, it
can be found today in a low cost version in all compact disk players, and in a
more elaborate form in high speed fibre optic transmission systems. In 1982,
Arakawa and Sakaki suggested that a reduction in the dimensionality caused
by structuring the active medium in quantum wires (1D) or in quantum dots
(0D) would generate a new technological breakthrough. This prediction was
without doubt the main motivation for the many studies subsequently devoted
to quantum dots. The development of self-organised growth techniques led to
the design of quantum dot lasers in 1994, but ten years on, these have still
not found a niche in the market.

After a brief summary of the potential benefits of quantum dot lasers, we
present the principal optical properties of semiconductor quantum dots. We
then identify the main difficulties, explaining why this predicted revolution
never actually took place. On the other hand, in optoelectronics, there are in
fact several important technological niches for quantum dots which we shall
examine to end this section.

The potential use of quantum dots for lasers as conceived at the beginning
of the 1980s is illustrated in Fig. 16.14, which shows schematically how the gain
can be built in a 2D system and in an ideal 0D system comprising an ensemble
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Fig. 16.13. The problem of the quan-
tum dot in the 1980s: can the semicon-
ductor laser with separate confinement
shown above be improved by replacing
the quantum well by a plane filled with
quantum dots?
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Fig. 16.14. Conduction and valence
densities of states ρ for a quantum well
and a plane of ideal quantum dots, as-
sumed to have the same gap. The fill-
ing of these states is represented at
the inversion threshold (a) and above
threshold (b). Occupied states are in-
dicated by shaded regions and black
dots

of identical dots. This is the strong confinement regime, for which the distance
between the quantum levels of the dot is large compared with the heat energy
kT . With the quantum well, the injected electrons (holes) spread out across
the conduction (valence) miniband according to the Fermi–Dirac distribution.
When the inversion condition is satisfied, the quantum well exhibits a gain.
The laser effect occurs when this gain is enough to compensate the optical
losses of the laser cavity, at the gap energy Eg of the quantum well, the energy
for which the population inversion and the gain reach a maximum. Note that,
to reach the laser threshold, the quantum states located within kT from the
band edge must be significantly populated. These injected carriers, which do
not contribute directly to the gain at Eg, can nevertheless recombine by spon-
taneous emission. One must therefore inject a minimal current, the threshold
current, to maintain the quantum well in this non-equilibrium state. Natu-
rally, there may be other recombination channels, of a non-radiative nature,
which will tend to increase the value of this threshold current, but in a ‘good’
quantum well laser, spontaneous emission will dominate.

It is immediately clear that the 0D system has many potential benefits.
Just one electron–hole pair per dot is enough to reach the inversion thresh-
old, and all injected carriers contribute to the gain. The fact that ineffectual
electron states are not populated can potentially reduce the threshold current
of the laser by a significant margin. In 2D, when an extra electron–hole pair
is injected, the additional gain is spread across a broad spectral band. In 0D,
one expects to modulate the gain g more efficiently by playing on the carrier
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density n. This higher differential gain dg/dn is potentially useful for increas-
ing the maximal modulation frequency of the laser and improving its spectral
quality above threshold.

Provided that the interlevel spacing remains much greater than kT , the
populations of the quantum levels do not change. One thus expects the thresh-
old current of quantum dot lasers to be insensitive to temperature, which
would be an extremely useful property in practical terms. It is therefore easy
to understand why this set of predictions generated such a surge of interest
in quantum dots.

In a real system, there is a fluctuation in the sizes of quantum dots, which
manifests itself through a variation in the carrier confinement and gap energies
from one dot to another. Provided that the broadening ΔEQD of the gain curve
remains lower than kT , one can hope to obtain better performance from the
QD laser in terms of threshold current and differential gain. On the other
hand, it is easy to see that the technological difficulties associated with this
goal are colossal. In order to achieve the strong confinement regime for both
electrons and holes, a typical size for the quantum dots would have to be less
than about 10 nm in each space direction. For such a small quantum system,
relative size fluctuations must then be of the order of 5–10% at the most, if the
replacement of the quantum well by a plane of dots is to be of any advantage.

These tough requirements explain why the first attempts at nanofabrica-
tion of quantum dots, based on a combination of electron beam lithography
and reactive ion etching, were abandoned at the beginning of the 1990s, al-
though when optimised this process was able to produce quantum dots with
satisfactory emission efficiencies [26]. Indeed, on a standard resist of PMMA
type, electron beam lithography can reach accuracies of the order of 3 nm,
which represents a relative size fluctuation of about 30% for a 10-nm QD!

It is remarkable that the technique known as self-organised epitaxial
growth described in Chap. 2 [27] is able to spontaneously procure, in the best
cases, planes of quantum dots with lower fractional size fluctuations, e.g., of
the order of 7% for the InAs/GaAs system. This achievement, combined with
other novel benefits such as the collective aspect, cleanliness, and low cost,
explain why this fabrication process has come to dominate, spreading to a
great many research centers since about 1995.

In general, the condition ΔEQD < kT is far from being satisfied, with the
notable exception of the InAs/GaAs system, which is easily the best under-
stood. A line width ΔEQD of the order of 20 meV is observed at 300 K for the
biggest InAs dots, hence the least sensitive to size fluctuations, that we are
capable of fabricating. Their emission wavelength is somewhere near 1.3 μm.
The broadening of the gain curve is naturally accompanied by a reduction
in the maximum available gain, since the dots are not all functioning in con-
cert at the same energy. One must therefore test whether the number of QDs
is enough to lase. To this end, consider the separated confinement structure
shown in Fig. 16.13 and assume that it contains a quantum well. When the
width of the wave guide is chosen to maximise the amplitude of the guided
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mode at the position of the well, the maximal available gain is something like
100 cm−1 for an InGaAs well.

Let us now replace the well by a plane of QDs in this wave guide of
optimal dimensions. For an allowed optical transition, the modal absorption
or the gain do not depend on the dimensionality of the system.1 It suffices
therefore to compare the joint density of states ρ′, i.e., the number of allowed
optical transitions per unit energy, for the well and the plane of dots in order
to estimate the maximal modal gain.

For a quantum well, this density of states is constant and ρ′QW = Sm∗/π�
2,

where S is the area of the relevant active medium and m∗ is the geometric
mean of the effective masses in the conduction and valence bands (m∗ ≈
0.04 for InGaAs). For the plane of quantum dots, assuming a Gaussian size
distribution, we obtain

ρ′QD =
4γS

ΔEQD

√
2π

,

where γ is the surface density of the plane of dots. For a state-of-the-art plane
of InAs dots, we have γ ≈ 2 × 1010 cm−2, ΔEQD ≈ 20 meV, which leads to a
maximal modal gain close to 10 cm−1, i.e., ten times less than for a quantum
well! This simple estimate has been confirmed by experimental measurement
of the modal gain.

For the non-specialist reader, it should be mentioned here that many pa-
pers in the literature speak of a ‘giant’ gain for the quantum dot device.
However, this is not the modal gain, but rather the ‘material’ gain that would
be seen by an electromagnetic mode if it were entirely confined within the
active material. Such a situation is unrealistic in practice and the only rele-
vant parameter is the modal gain, which is unfortunately rather low for an
ensemble of QDs. We note in passing that nobody would have the idea of
referring the gain of a Ti:sapphire laser to the volume of active atoms!

In a conventional laser, optical losses are mainly due to the low reflectivity
(∼ 0.3) of mirrors obtained by cleavage, and are of the order of 20–30 cm−1.

1 In the quantum well or dot, the wave function of the electron (hole) can be
expressed as the product of a Bloch function of the bulk crystal uc (uv) and an
envelope function φc (φv), which describes the variation of its spatial probability
amplitude at scales greater than the details of the crystal lattice. It is easy to
show that the absorption or the modal gain are proportional to |〈φcuc|p|φvuv〉|2 =
|〈φc|φv〉|2|〈uc|p|uv〉|2. For an allowed transition of a quantum well, the electron
and the hole have the same wave vector for their propagation in the plane of the
layers, and the overlap of their envelope functions is equal to unity. In quantum
dots, the envelope functions associated with the first levels of the electron and the
hole also have an overlap close to unity in the typical case. We thus find that the
modal gain by allowed optical transitions is given by the matrix element between
Bloch wave functions of the bulk material, viz., |〈uc|p|uv〉|2. It does not therefore
depend on the dimensionality of the heterostructure.
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To reach the laser threshold, several planes of QDs must therefore be inserted
into the active layer.

Since the first demonstration of an InGaAs QD laser in 1994 [28], the per-
formance of these components has made steady progress in terms of threshold
current [29], output power [30], efficiency [31], modulation frequency, or sen-
sitivity to temperature [32], sometimes even approaching the performance of
InGaAs quantum well lasers of equivalent wavelength, although never exceed-
ing them. The only counterexample here is the current density at threshold.
For structures with low optical losses, e.g., lasers with long cavities, the laser
effect can be obtained with a single plane of dots. The number of states to be
inverted is then much lower than for a quantum well, and this means that the
current density at threshold can be reduced to around 30 A/cm2 [29], com-
pared with 50 A/cm2 at best for a quantum well laser. However, this record-
holding laser has a greater length (5 mm) than the standard quantum well
laser (300–500 μm), whence the total current injected at the laser threshold is
greater for the QD laser.

What may we expect for the future in this area of research? To improve
the present performance of InAs QD lasers, the surface density of the planes
of dots must be increased, whilst at the same time reducing the inhomoge-
neous width of the gain curve. This is likely to be a delicate task because the
growth conditions are well understood and they have already been extensively
optimised within this kind of system. Even if it eventually proved possible to
elaborate planes of QDs with ideal size uniformity, the benefits would still
be rather modest. Indeed, as we shall see below, the homogeneous width of
the fundamental optical transition at 300 K is of the order of 10 meV for an
isolated quantum dot [33], and of the order of 20 meV for a quantum dot in
an operating laser. There is therefore no hope of obtaining a much sharper
gain curve for a plane of QDs than for a quantum well.

We may conclude from this discussion that quantum dots do not provide a
universal solution for improving semiconductor laser performance across the
board. In contrast to the quantum well, which quickly stole the scene as active
medium in almost all semiconductor lasers in the 1980s, one should not expect
to see a long term or generalised replacement of quantum wells by quantum
dots in optoelectronic components. Instead, it seems likely that there will be
certain technological niches in which the specific properties of quantum dots
may prove useful.

Needless to say, the quantum dot component comes into its own when
there is no high performance quantum well laser operating in the same wave-
length range. As an example, InAs quantum dots can cover the spectral range
1–1.37 μm [30], whilst InGaAs quantum well lasers are limited to a maxi-
mal wavelength of 1.1 μm. InAs/GaAs QD lasers emitting at 1.3 μm have
been investigated in great depth thanks to a potential application in telecom-
munications, where they would replace InP/InGaAsP quantum well lasers.
The transition from InP materials used today to GaAs materials might help
to solve a certain number of practical problems and lower the cost of these
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components. More generally, a great deal of effort has been made to extend
the spectral range covered by quantum dot lasers by varying the choice of
materials used. As an example, the use of quantum dots for sources in the
mid-IR (3–5 μm) would make it possible, by discretising the electron states,
to dramatically reduce radiative recombination via the Auger effect, a phe-
nomenon that seriously affects the performance of quantum well components
in this spectral range.

A further difference of an elementary but crucial nature that distinguishes
quantum wells and dots is connected with the trapping of charge carriers. In
contrast to the quantum well, for which carriers remain free to move around
in the plane of the layers, the capture of a carrier by a quantum dot allows one
to localise it. This effect is particularly useful in light-emitting components,
when non-radiative recombination centres such as dislocations or free surfaces
are present in the vicinity of the active medium. In this case, carrier diffu-
sion towards these centres can be inhibited by using quantum dots, thereby
avoiding their non-radiative recombination.

The first application envisaged was the integration of optoelectronic func-
tions on an Si substrate using epitaxial growth of III–V components on Si. At
the time (around 1990), this integration came up against the poor quality of
III–V materials epitaxied on Si. Owing to the very high density of dislocations,
quantum well lasers exhibited very high threshold currents, with a lifetime of
the order of 1 s. It should be remembered that the catastrophic degradation
of these lasers was due to a multiplication in the number of dislocations acti-
vated by the dissipation of energy generated by non-radiative recombination
of electron–hole pairs. If quantum dots could be used instead, this would then
provide an efficient and stable alternative. The potential for quantum dots
in this context is illustrated in Fig. 16.15, which compares the emission spec-
trum of a structure based on GaAs, containing a quantum well and a plane
of quantum dots, depending on whether it has been epitaxied on Si or on
GaAs. The emission of the InAs dots turns out to be the same in both cases,
despite the presence of a high density of dislocations (107 cm−2) for growth
on Si, whereas the emission efficiency of the quantum well plummets by an
order of magnitude. However, this success does not mean that one can make
an efficient laser on Si. Indeed, a laser operates in a regime of high electrical
injection, for which a significant fraction of the electron population occupies
delocalised states of the barrier and remains subject to the phenomenon of
non-radiative recombination.

In contrast, carriers can be perfectly localised in a light-emitting diode
when it is in use, because the injected current density is typically a hun-
dred times smaller than in a laser. This effect underlies the blue, green and
white GaN light-emitting diodes. The commercialisation of these diodes in
1994 was an important event, because the availability of reliable and efficient
semiconductor sources in the blue and green greatly increased the scope for
applications in the fields of visualisation and lighting. The market for these
diodes grew by 30% in 2002 to reach a value of the order of 2 billion dollars per
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Fig. 16.15. Photoluminescence spectra obtained at 77 K for the same structure
(shown schematically in the insert) grown epitaxially on a GaAs substrate (contin-
uous curve) and on a highly dislocated GaAs-on-Si substrate (dashed curve) [34]

year. The excellent performance of these components is at first sight rather
surprising since no substrate is particularly well suited to their growth. Sap-
phire or SiC are generally used, but their large difference in lattice parameter
compared with GaN leads to very high densities of dislocations, with an in-
terdislocation distance of the order of 1–10 μm. A great deal of research has
been carried out to understand the reason for this insensitivity to disloca-
tions. Today it has been clearly demonstrated that the alloy InGaN, used to
make quantum wells in the active layer of these components, has a strong
tendency to phase-separate [35, 36]. A very dense set of nanoscale inclusions
forms spontaneously during the growth of these layers. These inclusions, rich
in indium, have a much lower band gap energy than the surrounding material,
whereupon they are able to trap charge carriers very effectively.

16.2.2 Single Quantum Dots

Other promising applications arise from the highly specific emission properties
of single quantum dots. The first problem is to isolate a single quantum dot
for optical study. This can be done by defining submicron cavities by electron
beam lithography and etching in a sample containing a plane of quantum
dots [37]. Figure 16.16 shows a photoluminescence study of a single InAs
quantum dot as a function of the power of the exciting optical beam.

For low excitations, its emission spectrum consists of a single line with
width much less than kT . This result, together with very narrow peaks in
the absorption spectra, reflects the discrete density of states of the dot and
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Fig. 16.16. Left : Photoluminescence spectra at 4 K of a single InAs quantum dot,
isolated in an etched GaAs cavity for a range of excitation powers. Right : Origin of
emission lines 1X and 2X

justifies to some extent the term ‘artificial atom’ that is often used to describe
it. However, this artificial atom is not isolated.

When the temperature is raised, the line is observed to broaden. This is due
to coupling between this localised electron system and the vibrational modes
of the crystal [38,39]. At 300 K, line widths in the range 5–10 meV have been
observed by various methods [33]. Another property specific to QDs resides
in their ability to store several electron–hole pairs within an extremely small
volume, of the order of 100 nm3. Figure 16.16 shows the appearance of a new
line when the excitation power is increased [40,41]. This line, whose intensity
varies quadratically with the excitation power, corresponds to a situation in
which the QD contains two electron–hole pairs. The spectral shift between
these two lines results from the Coulomb interaction between the two pairs.

The properties of this rather unusual artificial atom can be exploited to
carry out a great many quantum optical experiments usually made with real
atoms. Some of the observed effects open the way to the development of origi-
nal optoelectronic components displaying novel functionalities. In this context
solid-state single-photon sources (S3PS) made from quantum dots serve as a
good example. Indeed we shall make use of their recent development to illus-
trate the conceptual renewal afforded in optoelectronics by the association of
quantum dots and optical microcavities on the one hand, and by the use of
single quantum dots as active media on the other.

A single-photon source is a component that can emit on request light pulses
containing one and only one photon. Recall that, for a light pulse emitted by
a conventional source, the number N of photons emitted is poorly defined.
This is the case, for example, with a thermal source such as an incandescent
light (ΔN ∼ 〈N〉), or even with a laser source (ΔN = 〈N〉1/2). At the present
time, the development of single-photon sources is mainly motivated by their
use in quantum cryptography. Based on the principles of quantum mechanics,
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Fig. 16.17. Radiative cascade in a QD
and protocol used to generate a single
photon [46]

this uses quantum objects to code information, with the aim of guarantee-
ing absolute confidentiality when information is exchanged [42]. Today, many
laboratory experiments are in progress, and even some tests on fibre optic
telecommunications networks.

The first protocol put forward coded binary information via the polarisa-
tion of single photons and achieved a good compromise between complexity
and efficiency. Up to then, a laser source was used, in the absence of any vi-
able single-photon source. This laser source had to be operated at very low
power (〈N〉 
 1) to limit the fraction of pulses containing several photons,
which might be exploited by a spy. Simple models showed that, by using a true
single-photon source, the range of an unconditionally secure link by optical
fibre could be increased from 30 to 100 km, or the data flow rate of the link
could be increased by more than a factor of 100 at constant range [43].

In the much longer term, an almost perfect single-photon source could be
used to calibrate light (and energy) flux, or to develop a quantum computer
using single photons as quantum bits (qubits).

There are two strategies available for making an S3PS:

• Historically, the first suggestion was to use the Coulomb blockade effect.
A single photon can be prepared by injecting exactly one electron and one
hole into a semiconductor quantum well [44]. However, this approach only
gave results at low temperatures (T < 0.1 K) and the presence of metal
electrodes in the immediate vicinity of the well seems barely compatible
with efficient collection of the emitted photons.

• The second approach consists in setting up a single emitter with discrete
electron states. Single-photon emission has recently been demonstrated for
a molecule, a colour centre, a semiconductor nanocrystal, and a quantum
dot. However, the latter is the only source to have been electrically pumped
and to have been able, when inserted within a microcavity, to produce a
single-mode S3PS, capable of very efficient generation of single photons
prepared in the same spatial mode and with the same polarisation [45].
The latter achievement is particularly useful in practice for quantum cryp-
tography: before information can be encoded by single photons, they must
be prepared in a specified initial state. When a non-polarised source is
used, half the photons are lost during this preparatory stage.



16 Optronics 643

A QD S3PS requires two things to work correctly: emission of single photons
and preparation of these photons in a given mode. Since a QD can simul-
taneously trap several electron–hole pairs, it is essential to set up a suitable
procedure for avoiding the generation of pulses containing several photons.
The strong Coulomb interaction between carriers trapped in the QD provides
a very simple solution to this problem [46], which has been confirmed experi-
mentally by many groups [45,47,48]. The basic idea is illustrated in Fig. 16.17.
An isolated QD is excited by either electrical or optical non-resonant pulse
pumping. Several electron–hole pairs, photocreated within the barrier, are
quickly captured by the QD (∼ 20 ps). The sequential radiative recombina-
tion of these pairs is then observed. Each emitted photon has a specific energy
Xn which depends on the number n of electron–hole pairs present in the QD
when it is emitted. The idea is to carry out spectral filtering of the emission
from the QD to prepare light pulses containing a well defined number of pho-
tons. By selecting only the line hγ1X of the QD, a pulse containing one photon
is prepared for each pump cycle, whilst highly correlated photon pairs can be
prepared by filtering the lines hγ1X and hγ2X [49].

By construction, the QDs are contained within a dielectric matrix with
high refractive index, so that many of the emitted photons generally remain
trapped in the matrix by the phenomenon of total internal reflection. Pho-
tons can be more efficiently extracted, and prepared in a common state with
regard to spatial mode and polarisation, by integration into an optical micro-
cavity. To date, the most effective way of doing this has been to insert the
quantum dot into a pillar microcavity like the one shown in Fig. 16.18a. This
microcavity guarantees the 3D optical confinement of a discrete set of photon
modes by associating a guiding effect along the axis of the dielectric cylinder
with reflection by two distributed mirrors placed on either side of the cavity.
However, a micropillar is not an ideal ‘photon box’, because it also contains
a continuum of non-confined modes corresponding to photons propagating in
such a direction that this guiding and/or reflection do not operate. An emit-
ter placed within this imperfect microcavity will share its emission between
these non-resonant modes and, if the spectral matching condition allows it,
one or more resonant modes. The problem then is to carry out a single-mode
collection of the spontaneous emission.

The Purcell effect provides a very effective solution which can approximate
to the ideal regime. The Purcell effect [50] consists in selective enhancement
of the spontaneous emission from an emitter in a confined mode M of the mi-
cropillar with which it is in resonance. This effect is illustrated in Fig. 16.18b,
which shows the time-resolved photoluminescence study of several InAs QDs
placed in a micropillar. Note that the radiative lifetime is three times shorter
for the quantum dot QD1 which is in resonance with the fundamental mode
of the micropillar than for QD2 and QD3 which are only coupled with non-
resonant modes. This result shows that, in the case of QD1, spontaneous pho-
tons are emitted twice as fast in the discrete mode M as in the ensemble of
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Fig. 16.18. (a) Transmission electron microscope view of a GaAs/AlAs micropillar
(diameter 1 μm). (b) Time decay of the emission from three InAs quantum dots
placed in the micropillar following excitation by a laser pulse. The quantum dot QD1,
in resonance with the mode of the micropillar, displays rapid decay, exemplifying the
Purcell effect. Photoluminescence spectra obtained for this micropillar are shown in
the insert . Under weak excitation (continuous curve), the emission of the various
QDs broadens significantly, revealing the spectral position of the cavity mode [45]

non-resonant modes, and that a fraction β = 66% of its spontaneous emission
is injected into the mode M by virtue of this dynamic effect.

Further studies carried out at CNRS/LPN in Marcoussis, France, and
Stanford University, USA, confirm that a quantum dot in a micropillar al-
ready performs sufficiently well to be considered for quantum cryptography.
In particular, the probability of emitting a photon is greater than 40% and
the probability of emitting several photons is reduced by an order of magni-
tude compared with an attenuated laser source of the same average intensity.
Short term studies in this area are oriented towards the development of a
practical ‘plug-and-play’ source for quantum cryptography, combining electri-
cal pumping and single-mode emission at a telecommunications wavelength of
1.3 μm. On a more fundamental level, research is under way to generate other
quantum states of light, such as entangled photon pairs.

On the conceptual level, the S3PS is the first optoelectronic component
to operate on the basis of a cavity quantum electrodynamic (CQED) effect,
viz., the Purcell effect. During the 1980s, experiments carried out on atoms
placed inside optical cavities showed that it was possible to modify the optical
properties of an atom to a large extent, in particular its spontaneous emission,
by controlling its coupling with electromagnetic radiation [51]. However, it was
not until the advent of the QD, playing the role of an artificial atom at low
temperatures, that any of these CQED effects, including the Purcell effect,
were observed for the first time in the solid phase.

In order to understand the use of quantum dots in this context, recall
that, in the standard weak coupling regime where the emitter is coupled to
a continuum of modes, the spontaneous emission rate is proportional to the
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density of electromagnetic modes per unit volume. If an emitter is placed
in an optical cavity, in resonance with one of its discrete modes M, and if
this emitter is narrowly peaked from a spectral point of view, the mode M
can be treated as a continuum. The density of modes associated with it is
proportional to Q/V , where Q = Δω/ω is the quality factor of the mode and
V is the effective volume of the cavity. As the factor Q/V can take arbitrarily
large values, this density of modes viewed by the emitter can be much greater
than the density of modes in free space. More precisely, Purcell showed in 1947
that the spontaneous emission rate of the emitter in a cavity is enhanced or
inhibited compared with its emission in free space by a factor

Fp =
3

4π2

Qλ3

V
,

where λ is the wavelength in the material. However, this is only valid if the
emitter is perfectly coupled with the cavity mode.

The Purcell effect disappears if the emitter is spectrally shifted with re-
spect to the strongly peaked maximum of the density of cavity modes, or if
it is much broader spectrally than the cavity mode. QDs are particularly rel-
evant in this context because their narrow spectral width makes it possible
to use semiconductor cavities with high quality factor Q ∼ 1 000–10 000. En-
hancement factors for the spontaneous emission rate have been observed for
InAs dots in the neighbourhood of 5 in micropillars [52] and of the order of
12 in microdisks [53].

Going beyond these first results, the association of quantum dots with very
small volume semiconductor microcavities (V ∼ λ3) is likely to set the scene
for a wealth of new developments. The recent improvement in the quality of
microdisks has opened the way to observation of the strong coupling regime for
a single dot. In this regime, a photon emitted in the cavity mode is stored for
long enough to be reabsorbed by the emitter before it can escape. Spontaneous
emission then becomes a reversible phenomenon and the coupled atom/cavity
system evolves in a deterministic way, even in the absence of an applied field.
This system will offer very interesting prospects for quantum data processing
[54].

The control of spontaneous emission in microcavities should also make it
possible to reduce the threshold current in microlasers by several orders of
magnitude. A threshold current of the order of the nanoampere is predicted
at 300 K for an ensemble of quantum dots placed in an optical microcavity of
ultimate size V ∼ (λ/2)3, fabricated in a photonic crystal, compared with at
least 30 μA at the present time for the best surface-emitting lasers. In prin-
ciple, it would even be possible to make a laser in which the active medium
comprised a single quantum dot, and to lower the threshold current still fur-
ther to a value of the order of 10 pA [55]. In this case, however, the emission
from the quantum dot must be spectrally narrow enough to ensure good cou-
pling of the cavity mode, and this will require low temperature operation
(T < 100 K).
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Although the technological obstacles are formidable, especially the elec-
trical pumping of such nanosources, these estimates clearly illustrate the
prospects for improving laser microsources that are opened up by applying
the ideas of CQED to quantum dots. As far as applications are concerned,
the miniaturisation of sources and reduction of their threshold current is a
prerequisite for making dense optical ‘intra-chip’ interconnects in electronic
circuits. The design of autonomous optical microsensors for biomedical or en-
vironmental applications is another goal often mentioned in this context.

16.3 Photonic Crystals and Microcavities

16.3.1 Introduction

Photonic crystals are periodic dielectric structures designed to modify the
behaviour of photons in the same way as a crystalline material affects the
properties of electrons. These structures should provide a way of significantly
miniaturising components for optics and optoelectronics, with the aim of
transporting, generating or handling a very large amount of data in a small
space. More particularly, such objects may be used to produce a new gener-
ation of highly compact optical or optoelectronic components, such as wave
guides, filters or microlasers.

These structures have periods of the order of the photon wavelength, i.e.,
a few hundred nanometers in the visible and near infrared ranges. It is now
possible to make high quality photonic crystals on this length scale, thanks
to the tremendous advances made in nanotechnology. In such a structure,
photon propagation is impossible in a certain energy range known as the
photonic band gap (PBG). The idea of a PBG was suggested in 1987 by
E. Yablonovitch [56] and S. John [57]. One of the objectives was then to
inhibit spontaneous emission by photon emitters located in the PBG of a
photonic crystal.

Furthermore, a photonic crystal also has allowed bands in which propaga-
tion and conditional occupancy of photons is permitted. Their properties can
then by closely controlled, i.e., wave vector, wavelength, group velocity, and
lifetime. Photonic crystals are therefore able to enslave light in both time and
space, at the scale of the photon wavelength.

After the pioneering work of the end of the 1980s, it soon became apparent
that the very special properties of these structures could give rise to new,
very compact components for use in optoelectronics. Many groups therefore
developed theoretical and experimental approaches that would help to study
and exploit these photonic crystals.

16.3.2 Periodic Structures

A photonic crystal is by definition a material comprising a crystal lattice of
sites with dielectric constant εa immersed within a medium with dielectric
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constant εb and with period of the same order as the wavelength to be con-
trolled. We shall consider non-absorbent, linear, non-magnetic dielectric ma-
terials, i.e., μr = 1. In this case, Maxwell’s equations reduce to

∇ × E = −∂B

∂t
Maxwell–Faraday ,

∇ × H =
∂D

∂t
Maxwell–Ampère ,

∇ · D = 0 Maxwell–Gauss ,

∇ · B = 0 Flux of B conservative ,

where D = ε(r)E = εr(r)ε0E and B = μH = μ0H. We seek stationary
solutions of these equation with a time dependence of the form e−iωt. We
concentrate on the magnetic induction field B, which is transverse and thus
simplifies the solution of the equations using the method known as the plane
wave expansion [58]. The problem then reduces to solving the differential
equation [59]

∇×
[

1
εr(r)

∇ × B(r)
]

=
ω2

c2
B(r) ,

where c, which satisfies ε0μ0c
2 = 1, is the speed of light. This equation plays an

analogous role to the Schrödinger equation in the case of electronic structures.
Since the photonic crystal is periodic, the solutions of this equation are Bloch
functions Bk(r) = eik·ruk(r), where k is the Bloch vector and uk(r) has the
periodicity of the photonic crystal [60,61]. The Bloch functions are periodic in
the reciprocal lattice and we need only solve this equation in the first Brillouin
zone. Taking into account the symmetry properties, we may in fact restrict
to the high symmetry lines bounding the reduced zone (for more details,
see [60, 61]). We then obtain the structure of the photonic bands and the
dispersion relation ω(k). To illustrate this, we shall begin by considering the
simplest case of a periodic structure in just one dimension.

1D Photonic Crystals. Bragg Mirrors

Consider a 1D photonic crystal, also called a Bragg mirror, as illustrated
in Fig. 16.19. If we examine the characteristics of the electromagnetic modes
which have vector k = kêx, where êx is a unit vector in the x direction, the
equation to be solved is

Fig. 16.19. 1D photonic crystal made from parallel
slabs with alternating dielectric constants εa and εb and
period a in the x direction
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Fig. 16.20. Photonic band gaps in a 1D structure. Light grey curves: Bands for
a homogeneous structure, where the dispersion relation takes the form ωk = cnk.
Dashed curves: Bands of a 1D photonic crystal

d
dx

[
η(x)

dBk(x)
dx

]
= −ω2

c2
Bk(x) ,

where the function η(x) is the inverse of the relative dielectric constant εr(x)
(εr being the square of the refractive index) and Bk(x) is a component Bk(x)
transverse to the x direction. One way of solving this equation consists in
expanding in terms of a basis of plane waves (Fourier expansion), as is done
in the electron case [60].

Figure 16.20 shows the appearance of photonic band gaps. The photonic
bands are periodic in the reciprocal lattice, with period 2π/a. The dielectric
contrast removes the degeneracy of the bands at the edge of the Brillouin zone
(at −π/a and π/a). This removal of degeneracy creates an energy range in
which the photons cannot propagate, called the photonic band gap (PBG).
Since the removal of degeneracy is directly due to the contrast between εa

and εb, materials with very different refractive index are required in order
to open a broad PBG. It should also be noted that the dispersion relation is
significantly modified near the PBG. In particular, the photonic band becomes
‘flat’, indicating that one can obtain very low group velocities vg = dω/dk.
This offers the prospect of very interesting applications for the storage and
emission of light, as we shall soon see.

2D Photonic Crystals of Infinite Height

We now consider a structure that is periodic in two directions. We shall ex-
amine the ideal situation of 2D photonic crystals made from infinitely long
cylinders or rods parallel to the z axis, as shown in Fig. 16.21. If we study
the characteristics of electromagnetic waves propagating in the xy plane, the
translation invariance in the z direction can be used to separate the field
into two polarisations. In one of these, the electric field E points in the z di-
rection. This is the transverse magnetic (TM) polarisation. In the other, the
magnetic field H points in the z direction. This is the transverse electric (TE)
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Fig. 16.21. Example of a 2D photonic crystal made from rods of dielectric constant
εa, infinite in the z direction and immersed in a medium of dielectric constant εb
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Fig. 16.22. Photonic band structure of a photonic crystal made from cylinders
of air (εa = 1) in a medium with dielectric constant εb = 12.25 (air filling factor
65%) for the TM polarisation (continuous curves) and the TE polarisation (dashed
curves). The photonic band structure is given in reduced units (ωa/2πc = a/λ).
The absolute PBG is indicated by a black band

polarisation. The band structures for these two polarisations are different and
PBGs can be obtained for each of them.

For the photonic band structure illustrated in Fig. 16.22, there is a PBG for
the TM polarisation between the first and second bands in the direction ΓM.
However, there is no PBG in the ΓK direction (degeneracy is not removed at K
for symmetry reasons). One speaks here of an incomplete PBG. In contrast, for
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Fig. 16.23. Evolution of the PBG in a graphite-type arrangement of rods of radius
Rc and dielectric constant εa = 13.6 for the TM polarisation (continuous curves)
and the TE polarisation (discontinuous curves). Absolute PBGs are shown in black

the TE polarisation, a broad PBG occurs between the first and second bands in
all directions. This is a complete PBG, which totally forbids propagation in the
xy direction. If one wishes to prevent propagation, whatever the polarisation,
there must be an overlap between the PBGs of the two polarisations. One
then speaks of an absolute PBG. It is important to note that the photonic
band structure is given in reduced units ωa/2πc = a/λ, where a is the period
and λ is the wavelength in vacuum. This shows that there is a scaling law
here. Hence, to obtain a PBG of given wavelength, it suffices to adjust the
period of the photonic crystal. For the absolute PBG in Fig. 16.22, the period
α must be taken proportional to 0.4λ.

Several parameters can be adjusted to obtain PBGs: the dielectric contrast,
the arrangement of the rods in the crystal, and the shape of the rods. For
example, Fig. 16.23 shows the dependence of the PBG on the radius of the
rods in a structure with graphite-type arrangement [58].

Role of the Third Dimension

The commonest way of making a 2D photonic crystal begins with electron
beam lithography, during which an array of holes is inscribed in a layer of
organic material, followed by ion etching, which transfers the holes to the
high index material. The etch depth is, of course, limited, and the result is
often a long way from the case of infinitely long rods. One must then take into
account the finite height of the rods in the third dimension. Indeed, the modes
of the photonic crystal are then coupled with the continuum of radiative modes
which can propagate in the air or the substrate surrounding the crystal.

Figure 16.24 shows a 2D photonic crystal of membrane type. In the pho-
tonic band structure as calculated by the scattering matrix method [62]
and illustrated in Fig. 16.25, the continuum of radiative modes constitutes
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Fig. 16.24. Illustration of a membrane-type 2D photonic crystal, consisting of holes
in a dielectric surrounded by air both above and below
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Fig. 16.25. Photonic band structure for a triangular array of circular holes in a
suspended membrane of InP. The shaded region corresponds to the light cone [62]

a region called the light cone and the modes of the 2D photonic crystal within
this continuum appear in the form of resonances. The light cone is bounded
by a line called the light line, which corresponds to the dispersion relation
ω(k) = ck.

For these quasi-3D photonic crystals, and as happens in standard wave
guides, two categories of modes are distinguished:

• guided modes propagating within the guide zone and evanescent outside
of it,

• radiative modes able to propagate in all the media.

Whereas the first (guided or bound modes), which are situated below the light
line, will propagate without loss in the guide, the second (resonant modes), sit-
uated in the light cone, will undergo losses by evacuation into the surrounding
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material [62]. The etch parameters, such as depth, geometry, or filling factor,
can be adjusted to optimise the level of losses in the desired modes. For guided
optics (fabrication of wave guides), one seeks to minimise these losses, whilst
for antenna, LED, or laser design, one tries to maximise them, and this in
certain favoured and predetermined directions.

Different Materials. Weak and Strong Confinement

The required optical confinement properties, and in particular the expected
modifications in the dispersion properties, place strict limits on the choice of
dielectric media that could be used. Put briefly, the basic material must have
both a high refractive index (typically around 3) and a controlled absorption
coefficient. In addition, for certain components such as lasers or photodetec-
tors, it is essential to use media with significant electro-optical effects.

Given these prerequisites, the choice of semiconductor materials was soon
made. Indeed, silicon and the compound III–V materials, especially GaAs and
InP, have the required optical and electro-optical properties, and furthermore,
they can be structured on the submicron scale, or even the nanoscale, using
thin film technologies developed in microelectronics and optoelectronics. It is
also possible to insert quantum wells, quantum dots, or impurities, whereby
these materials can generate or absorb photons in a controlled way.

As already mentioned, it is then essential to confine the light within the
thickness of the 2D photonic crystal. Since most proposed structures consist
of air holes in a high index medium, two vertical confinement strategies have
been put forward and abundantly discussed over the past few years.

The first recycles some of the achievements of integrated optics, using a
wave guide with low vertical confinement, i.e., in which there is a low in-
dex contrast between a high index layer and the surrounding media (see
Fig. 16.26). In such a configuration, most modes exist above the light line,
intrinsically subject to losses, but the effective vertical radiation can be min-
imised. The III–V materials are perfectly suited to this approach, since one
merely has to modify the composition of the alloy to go from the guiding
layer, e.g., GaAs, to the confinement layer, e.g., GaxAl1−xAs. This solution
also provides a way of coupling the photonic crystals to standard optoelec-
tronic components.

The second strategy makes use of the high index contrast between a semi-
conductor membrane and the surrounding medium (see Fig. 16.26). Vertical
confinement is then drastic and modes can be exploited either above or below
the light line. The first are called leaky modes and can be used to communi-
cate between the photonic crystals and the surrounding space, e.g., through
an optical fibre. The second are perfectly confined within the structure, and
are therefore theoretically lossless. We may mention two types of technology
which can achieve this rigourous vertical confinement:

• silicon-on-insulator (SOI) structures,
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Fig. 16.26. Two available strategies for vertical confinement in 2D photonic crys-
tals. Left : Weak confinement. Right : Strong confinement

• suspended InP membrane structures.

The second strategy is currently used by most groups working in the field of
2D photonic crystals. It has the greatest potential, both for producing novel
physical effects and for developing new devices.

16.3.3 Structures Without Defects.
Exploiting the Allowed Bands in Photonic Crystals

In 2D photonic crystals of finite height, bands can be engineered to adjust
photon properties in a given volume: wavelength λ, wave vector k, and lifetime
τ . Most of these parameters are determined by the band structure. Indeed,
an optical mode whose wave vector has a component kXY (related to the
direction of k, for a given wavelength) in the plane of the crystal will tend to
couple with a radiated mode having the same wave vector (see Fig. 16.27). A
photonic crystal component will communicate with the exterior through such
a coupling. For example, in a laser, this is the direction that will characterise
the output beam.

The lifetime for its part turns up in the quality factor of a resonator:
Q = ωτ , where ω is the angular frequency of the optical mode. This is related
to the various possible loss mechanisms:

• in the plane of the photonic crystal (τg),
• losses by diffraction outside the plane, characterised by the time τc.

In total, one finds

1
τ

=
1
τc

+
1
τg

.

Here, τg depends on the group velocity of the mode, i.e., the slope of the
dispersion curve under the chosen operating conditions. Only τc can prove
difficult to determine, sometimes requiring a specific electromagnetic model.
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Fig. 16.27. Schematic views of a 2D photonic crystal (left) and its band structure
(right). A mode M generated within the crystal can lose its energy in the crystal
plane, thereby giving rise to guided modes, or outside the plane, whence radiated
modes will be produced. The mode considered here is a resonant mode with lifetime
extended by its very low group velocity. This mode can couple with radiative modes
in the air in the direction of k

The most suitable operating conditions for a given application are thus found
by analysing the band structure of the photonic crystal.

The choice of operating conditions obviously depends on what one intends
to do with the device. In the case of a small laser emitter, the photons must
be confined to a very small region for long enough to favour the local interac-
tion of the optical mode with a gain material. In this context, it is primarily
the quality factor Q that will be the determining parameter. Moreover, the
direction of the output beam, as mentioned earlier, is determined by the wave
vector of the resonant mode. We shall illustrate these two constraints later in
the case of Bloch mode lasers.

In other applications, for example in the case of optical switching, one
seeks to compel photons with some specific wavelength to choose a certain
well determined direction of propagation. Hence, photonic crystals of super-
prism type make use of highly dispersive modes to distribute a polychromatic
incident light beam over a large angular range. A different band structure will
thus be required under such operating conditions.

If we focus on the example of laser emitters, the following two constraints
are essential:

• adjustment of the quality factor,
• choice of output direction for the beam.

Furthermore, it is imperative to use a material with high optical gain. One
must also carry out a spectral adjustment of the gain range and the confined
mode of the photonic crystal. As an example, let us consider a photonic crystal
laser whose design integrates these constraints. These are components which,
like distributed feedback (DFB) lasers, exploit a periodic structure (period λ)
which generates a stationary wave capable of amplifying the optical mode–gain
medium interaction. In terms of band structure, the stationary nature of this
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mode manifests itself through a band extremum for which the slope is zero.
The resonance of this mode is characterised by its quality factor. However, in
contrast to the standard DFB laser, the structures considered here are periodic
in two dimensions and exhibit a very high degree of corrugation, i.e., strong
refractive index contrast in the plane. This allows one to obtain a particularly
clear extremum and a high level of localisation of the generated stationary
mode.

Let us consider the extremum of the band structure in a triangular pho-
tonic crystal situated at the K point of the Brillouin zone, under the light line
(see Fig. 16.28a). Theoretically, this operating point should give zero group
velocity (τg = ∞) and zero diffraction losses (τc = ∞). A priori, confine-
ment is thus perfect. Moreover, a stationary wave of this kind can couple with
guided modes with high propagation constant. Such a structure is therefore
well suited for making a monolithically integrated laser source with a photonic
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Fig. 16.28. (a) Band structure of a 2D photonic crystal with PBG between the
dotted lines and the light line shown in grey . The extremum at the critical point at
K is indicated by a black dot . (b) Emission spectra. At the frequency corresponding
to the K point, the emission peak is characteristic of a clear resonance which gives
rise to laser emission above 1 mW. (c) Schematic and (d) SEM micrograph of a laser
operating at the K point of the Brillouin zone
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Fig. 16.29. Left : Guiding light through a photonic crystal. The region of the crystal
in which holes have been omitted serves to guide the photons. Right : Confinement
in a cavity of the photonic crystal. Photons emitted at the centre of the structure
(region with no holes) are confined by the surrounding photonic crystal

integrated circuit provided with wave guides. Figure 16.28 shows the experi-
mental demonstration of this effect [63].

The structure is a photonic crystal fabricated on an InP membrane
endowed with a multi-quantum well, capable of emitting photons around
λ = 1.5 μm. As a consequence, the lattice parameter is fixed at 530 nm. The
membrane is mounted on silicon above a silicon host substrate. The experi-
ment carried out here consists in generating photons by optical pumping. The
photons are then stored in the resonant mode exactly where they are gen-
erated. In a certain sense, one thereby creates a self-positioned laser. Spec-
troscopic studies have revealed the resonant mode at 1.46 μm (a/λ = 0.36),
which coincides with the extremum predicted at K, up to experimental error.
This mode has a quality factor of 800. In spontaneous emission, the mode is
superposed upon the broad emission spectrum of the multi-quantum well. Be-
yond the threshold power of 1 mW, laser emission is achieved. The stimulated
emission spectrum then exhibits a pure line corresponding to the resonant
mode. The fact that one obtains laser emission with such structures implies
that optical confinement can indeed be sharp in the three space directions
with a simple 2D photonic crystal of finite height.

16.3.4 Structures with Defects

We have just seen that it is possible to confine photons within a periodic
structure without defects. However, there is another possibility if one uses
the ability of photonic crystals to reflect and/or confine photons. One can
then attempt to modify their propagation and guide them in a particular
channel (see Fig. 16.29, left), or confine them in a restricted region of the
semiconductor forming a cavity (see Fig. 16.29, right).

We shall give a more detailed illustration of these possibilities through
three examples: a microcavity integrated into an etched wave guide, a hexag-
onal cavity, and a photonic crystal wave guide.
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Fig. 16.30. Left : Calculated band diagram for the structure, showing that there
is a band gap for reduced frequencies in the range 0.21–0.29. Right : Measured and
calculated transmission spectra (continuous and dotted curves, respectively) for the
photonic crystal. The wavelength range for which the light is not transmitted by the
structure corresponds to the PBG

Fig. 16.31. Principle of the photonic crystal mirror

Defects Serving as Cavities

The first thing one can achieve here is to reflect the photons. To do this, one
chooses a lattice, e.g., triangular, whose parameters, namely the period and
filling factor, create a band gap at the desired wavelengths. An example band
diagram for such a structure is shown in the left-hand part of Fig. 16.30. If this
lattice is now fabricated in the middle of a wave guide, as shown schematically
in Fig. 16.31, transmission through this mirror can be forbidden for photons
propagating in the wave guide.

This is indeed what is effectively observed in the transmission spectrum
shown on the right of Fig. 16.30. The light in the wave guide is no longer
transmitted at wavelengths corresponding to the band gap. Encouraged by
this success, we may now make a Fabry–Pérot resonator by fabricating two
photonic crystal mirrors and placing them at a given interval to form a cavity
(see Fig. 16.32). This creates a filtering function, since now only the resonant
wavelengths of the Fabry–Pérot cavity will be transmitted by the structure,
as can be seen from Fig. 16.33 [64].

One can see once again the band gap of the mirrors at which photons are
no longer transmitted, but this time with transmission peaks corresponding to
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Fig. 16.32. Top view of an Si wave guide etched on an SOI substrate with width
8 μm and total length 10 mm. A photonic crystal microcavity has been fabricated
within the wave guide by etching two photonic crystals (mirrors)
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Fig. 16.33. Measured and calculated transmission spectra (black and grey curves,
respectively) for the photonic crystal microcavity. Note the photonic band gap
present in the case of a single mirror, together with the resonant modes of the
microcavity which appear in this band. The electric field distributions for these two
modes are also shown (right). They reveal the stationary nature of the resonant
cavity modes [64]

the resonance wavelengths. The electrical component of the electromagnetic
field in the structure (see Fig. 16.33, right) confirms that these wavelengths
do indeed resonate within the microcavity.

These same resonances can be obtained with different geometries, depend-
ing on what effect is required. For example, to privilege the interaction between
photons and semiconductor, one generally attempts to keep the photons in as
small a volume as possible and for as long as possible. One can then use the
cavity as a resonator to hold the photons in a gain region and subsequently
extract a great many of the photons generated in the semiconductor. These
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Fig. 16.34. Top view of a hexagonal cavity in a photonic crystal (right) and pho-
toluminescence spectra (left) registered for an unpatterned part of the SOI (dotted
curve), for the patterned part of the SOI constituting the photonic crystal (dashed
curve), and for the cavity at the centre of the crystal (continuous curve). Note
the significantly increased extraction of light in the case of the cavity, and also the
spectral features due to resonant modes of the structure

are detected in the external medium, i.e., the air, in which the observer is
located (see Fig. 16.34).

Moreover, with such cavities, it is possible to achieve laser emission, pro-
vided that the optical gain is sufficient to exceed optical losses from the
cavity. At the present time, only heterostructures using III–V compounds
of type GaAs and InP provide sufficient gain to obtain the laser effect. Fig-
ure 16.35a shows an InP microlaser transferred onto silicon equipped with a
multi-quantum well which gives it a large optical gain around 1.5 μm [65].
It consists of a hexagonal microcavity of radius 2 μm. Optical losses are low
enough (Q = 800) to allow laser emission with an excitation threshold of
only 250 μW, as can be seen from the gain curve in Fig. 16.35b. Figure 16.35c
shows theoretical maps of the electromagnetic field of the degenerate mode
from which laser emission is obtained.

These results show that the interaction between a photonic crystal cavity
mode and a gain medium can already be exploited to make light emitters
with sizes of the order of the photon wavelength. They open the way to the
development of a new generation of light-emitting diodes and laser diodes.
Apart from their small size, photonic crystals also allow one to sculpt the
beam emitted by such a component, i.e., one can obtain very highly controlled
directivity. In the case of lasers, it is also possible to reduce the emission
threshold and hence also the energy consumption of the component.

Looking beyond these considerations, such structures are likely to reveal
novel interaction effects between radiation and matter. In particular, one
consequence of this ability to confine photons so strongly may be a radical
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Fig. 16.35. (a) SEM micrograph of a photonic crystal cavity of diameter 2 μm.
(b) Gain curve of the light emitter, from which the laser emission threshold can
be determined. (c) Theoretical maps of the field of the degenerate mode associated
with laser emission. Dark lobes represent regions where the field has high amplitude,
i.e., where the light is confined [65]

modification of the way photons are emitted, via the Purcell effect. Indeed,
it is remarkable that using these cavities one can conserve such a high Q
factor with a modal volume V that assumes a practically ultimate value, of
the order of λ3. This high value of Q/V should make it possible to inhibit
or enhance the spontaneous photon emission rate by the Purcell effect, using
suitable emitters such as semiconductor quantum dots and skillful engineering
of defects in the photonic crystal. Finally, with such objects, it is also possible
to enhance and explore nonlinear optical effects of χ(2) or χ(3) type.

Starting from active photonic crystals equipped with an optical gain
medium, we may thus imagine the construction of original physical nanolab-
oratories. In the longer term, these should further widen the range of compo-
nents that can be made from photonic crystals.

Defects Serving as Wave Guides

We have just seen that photons can be reflected with the help of a photonic
crystal. But it is also possible to guide them, as in a wave guide etched in a
semiconductor. The difference is that, in a photonic crystal, the guiding effect
will not be obtained by the difference of refractive index between the guide
medium and its surroundings, but rather by a combination of reflection and
diffraction of the photons at the interface of the guiding part, which is an
unstructured part of the semiconductor, and the confining part, which is the
photonic crystal itself.

We shall discuss here an example where the propagation of the electromag-
netic field in an arbitrary structure has been calculated. As suggested by the
representation in Fig. 16.36, it once seemed that photonic crystal wave guides
would be able to include highly curved bends, which is generally a delicate
matter in more conventional wave guides. This was one of the chief reasons
for investigating such optical wave guides several years ago. However, despite
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Fig. 16.36. Top view of a wave guide with several bends, made by omitting a row
of holes. The theoretical distribution of the electromagnetic field in this structure
shows that light is confined within the wave guide

the efficient inhibition of radiation in the plane of the crystal, such bends are
not without their drawbacks. In particular, they can cause a high level of light
reflection. Moreover, propagation losses in such guides still remain higher than
in conventional wave guides. So rather than simply reproducing optical func-
tions that can be achieved by standard wave guides, these devices will only
be able to realise their full potential by exploiting new functionalities. For
example, as with 2D photonic crystals, the group velocity can be controlled.
By slowing the photons down, coupling could be facilitated between guided
and stationary modes, and this could be used to integrate filtering functions,
for example.

16.3.5 Conclusion and Prospects

Photonic crystals were born from the simple idea that, by structuring matter
in three dimensions, it would be possible to make a material that would behave
in the same way with respect to photons as ordinary crystals do with respect
to electrons. To obtain a PBG in all spatial directions, a 3D structure is thus
required. But the fabrication of such structures using etching techniques still
looks very difficult in the visible range of the spectrum.

A more economical possibility for fabricating such things consists in using
self-organised systems. At the present time, the most interesting of these is the
opal. This is a face-centered cubic arrangement of silica spheres, with variable
diameter in the range 0.2–1 μm, depending on the fabrication conditions, but
a size dispersion below 5%. These spheres can be coated with a semiconductor
to obtain more suitable refractive index contrasts. However, depending on the
method of fabrication, opals exhibit various types of structural defect whose
influence on optical properties remains to be studied.

At the same time, advances in micro- and nanotechnology have made it
possible to fabricate two-dimensional structures. The first novel effects have
been demonstrated, including the possibility of controlling the propagation
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Fig. 16.37. Schematic view of an opal

speed of photons in a photonic crystal waveguide. Other effects seem to be
within reach, such as the construction of a laser source without threshold.
Further exciting prospects will certainly arise by applying the possibilities of
photonic crystals in microfluidics and biology, insofar as there will always be
a need to achieve combined optical, electronic and chemical functions within
the same very small region of a semiconductor. One day we may hope to build
genuine nanolaboratories, and perhaps even nanofactories!
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32. Schäfer, F., Reithmaier, J.P., Forchel, A.: Appl. Phys. Lett 74, 2915 (2000)
33. Matsuda, K., Ikeda, K., Saiki, T., Tsuchiya, H., Saito, H., Nishi, K.: Phys. Rev.

B 63, 121304 (2001)
34. Gérard, J.M., Cabrol, O., Sermage, B.: Appl. Phys. Lett. 68, 1113 (1996)
35. Narukawa, Y., Kawakami, Y., Funato, M., Fujita, S., Fujita, S., Nakamura, S.:

Appl. Phys. Lett. 70, 981 (1997)



664 J.-L. Pautrat et al.

36. O’Donnell, K.P., Martin, R.W., Middleton, P.G.: Phys. Rev. Lett. 82, 237
(1999)
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Nanophotonics for Biology

J. Zyss and S. Brasselet

The term ‘nanophotonics’ has gradually been adopted to describe a new win-
dow for observing matter (see for example [1]). The prefix ‘nano’ refers to the
nanometer length scale accessible through this new window (1 nm = 10−9 m),
whilst the noun ‘photonics’ encompasses the whole set of ideas and applica-
tions of optics with a distinctive added value when compared with traditional
optics, viz., a relevance to information processing and communications which
opens new horizons for it. In the same way, according to a previous example
whose success is still with us, electricity led to electronics with the advent
of the transistor in the 1950s and 1960s. That innovation was based on the
transport properties of the electron as an elementary vector for emitting,
processing, and detecting information. In photonics, it is photons that re-
place the electrons of electronics and microelectronics as elementary vectors
for the transport and processing of energy and information in the form of
light. Building up on this new paradigm, roughly since the 1970s, photonics
has been drawn forward by applications to telecommunications and more gen-
erally to information technology, a result of the fortunate cross-fertilisation
between the semiconductor laser, born in the same period, and the technolo-
gies of microelectronics adapted to industrial developments in this new field
of applications.

The founding and unifying principle of photonics, even more relevant today
with the advent of high speed optical networks, is the guiding of light within
optical microcircuits, itself resulting from physical concepts already proven
on technologically less demanding millimeter or centimeter length scales, e.g.,
construction of radars or UHF circuits using metallic wave guides. Light can
be confined on the scale of its own wavelength, i.e., the micron for the rele-
vant wavelength range here (between the near UV and the near IR, via the
visible part of the spectrum), by total reflection on an interface between two
media with different refractive indexes. Over the past two decades, successive
generations of silica optical fibres or optical wave guides of different kinds
(doped glasses, semiconductors, polymers and hybrids) have marked out and
illustrated the technological development of photonics, whose favoured scale
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spans from a few μm to 1/10 or 1/100 μm. The lower bound corresponds, not
to propagation phenomena as such, but rather to diffraction effects caused by
defects or roughness, which must be controlled and reduced to a scale well
below the wavelength scale.

Let us begin with an observation which is at first sight extremely restric-
tive, arising from the foundations of instrumental optics and carried forward
by the precepts of quantum mechanics: the laws of diffraction forbid both
the confinement and the propagation of light beams on any scale significantly
shorter than the wavelength [2, 3]. In these conditions, adjoining the prefix
‘nano’ to the noun ‘photonics’ would appear to constitute a paradox, if not
a contradiction, given the apparent impossibility of even producing, let alone
propagating a wave of dimensions significantly smaller than λ. What we have
here are sacred principles, like the Rayleigh criterion, a seemingly ineludible
obstacle on the road to improving the resolving power of optical instruments,
be they microscopes or telescopes. Incidentally, this same limit holds down the
progress of silicon technology based on optical microlithography and slowly
but surely drains the impetus of microelectronics as it moves down towards
the fraction of a micron, condemning it to switch to other processes less propi-
tious for industrialisation or the mass production of components at ever lower
cost.

However, a deeper analysis reveals that there is nothing insurmountable
about these confines, even if the basic principles remain fundamentally un-
touchable. Indeed, a wave with at least one nanoscale dimension can be both
generated and then detected in the far field by exploiting the phenomena of
evanescent waves, first discovered in Newton’s prism experiments, but only
really put to use over the past decade or so [4] with the advent of scanning
near-field optical microscopy (SNOM). Other approaches have since appeared
to consolidate this progress and diversify the panoply of nanoscale instrumen-
tation, but these being based on the essential ingredients of biophotonics, it
is perhaps the moment to stop and take a preliminary look.

The existence of tunneling optical waves and their application in such
devices results from the well known phenomenon of reflection at an inter-
face, which can be explained in the context of Maxwell’s theory of electro-
magnetism. Figure 17.1 shows evolutionary stages in the development from
classical optics to one of the most symbolic achievements of nanophotonics.
Indeed, if one writes down the full boundary conditions at a dielectric inter-
face on which a wave is reflected in a total reflection configuration, i.e., θ > θc,
where sin θc = 1/n, reflection occurring in the half-space with refractive index
n, the other half-space being occupied by air or a medium with lower refrac-
tion, with θ the angle of incidence measured classically from the normal to
the dioptric surface at the point of impact of the ray, one concludes as to the
necessary existence of a wave with transverse profile and exponential decline
on nanometric dimensions, from a few nanometers to submicron amplitudes,
depending on the geometry of the experiment and the dielectric properties of
the illuminated media.



17 Nanophotonics for Biology 667

This so-called evanescent wave is attenuated with exponentially decreasing
amplitude in the direction perpendicular to the dioptric surface (in the half-
space with lower refractive index, taken as air in this case, to simplify). It
cannot therefore propagate, let alone be detected, without recourse to a trick
pioneered by Newton himself, experimenter of genius. His idea was to bring a
dielectric slab so close to the rear face of a prism, illuminated in a total internal
reflection configuration, that it was almost touching. Today, we would say it
was within tunneling distance. This new interface then serves to collect a
significant part of the energy of the evanescent wave. The amplitude of the
evanescent wave is captured by the propagating object, in this case the rear
slab, typically half-way through its exponential decline, when its amplitude is
of the same order of magnitude as the wave incident on the dioptric surface.
It duly converts it to a propagating wave which can then be detected in the
far field.

The result is a kind of frustrated total reflection on the first interface. But
more importantly, a wave profile of nanoscale longitudinal dimensions (in the
z direction, normal to the interface) has been rendered observable. The trans-
verse dimensions remain those of a propagating wave profile generated and
manipulated by means of conventional optics, e.g., by prisms, lenses, etc., and
hence compelled to respect the constraints imposed by the laws of diffraction.
We thus find that the problem of generating a nanoscale profile was partially
resolved (in the z direction) by Newton before the end of the seventeenth
century, albeit using other concepts and language. It remained of course to
reduce the lateral length scales (in the transverse x and y directions), and
this would take another three centuries or so with the advent of photonics, or
more precisely, the invention of optical fibres. The relevant device is illustrated
schematically at the bottom of Fig. 17.1.

It was indeed by tapering optical fibres until their transverse dimensions
were reduced to at most 100 Å [5] that lateral confinement could comple-
ment nanoscale longitudinal resolution with a transverse resolution of the
same order. Using a feedback loop incorporating an electronically controlled
piezoelectric device with xyz displacements, it became possible to achieve
nanoscale imaging in the three spatial directions. Once the founding princi-
ples of nanophotonics had been laid and demonstrated via a generic tunneling
microscope device, followed by other configurations, they were soon extended
to the life sciences in the middle of the 1990s.

In this context, the related field of molecular photonics also played a de-
termining role [6]. It treats of the light–matter interaction in an organic mole-
cular medium, from the basic principles to the development of appropriate
modern equipment and applications. The ideas and techniques in this area
formed a productive association with those of nanophotonics, giving rise to
nanobiophotonics (see for example [17]), which is the subject of this chapter.

The diagram at the bottom of Fig. 17.1 is a schematic view of a sur-
face functionalised for biological purposes, with the aim of realising a nano-
biophotochip. The linguistic components of this ad hoc neologism will be
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Fig. 17.1. Evolution of optics from its classical beginnings to the advent of nanopho-
tonics as exemplified by the scanning tunneling microscope

explained below. For the solid-state physicist, there is no such thing as an
ideal surface to materialise a perfectly flat dioptric surface. Indeed, the first
nanophotonic devices that came with the generalisation of scanning tunneling
microscopy provided a way of visualising asperities, defects, inclusions and
unevenness of every kind, not to mention the various absorption phenomena
which perturb and pollute the topography and composition of a wide range
of sample surfaces. In this context, applications to biology are often based
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on the intentional biochemical functionalisation of surfaces by deposition or
binding of biological materials of all kinds (cells, proteins, neurones, etc.),
with a view to observing or even processing them on a submicron scale that
is quite inaccessible to classical microscopy, for the reasons discussed above.

The diagram at the bottom of Fig. 17.1 represents two types of anti-
body/antigen recognition system by squares (type I) and triangles (type II),
corresponding to different diagnostic configurations. Indeed, using nanolitho-
graphy, and in particular electron beam nanolithography as described in
Chap. 1 or [8], or self-assembly techniques, as described in Chap. 2 or [9],
surfaces can be functionalised according to a whole range of geometries and
chemical compositions adapted to whatever purpose is at hand and on scales
well below the microscale. These possibilities have led to new diagnostic
technologies based on a combinatorial approach and on the specificity of
antigen/antibody recognition mechanisms represented in the simplistic dia-
gram by elementary triangle/square matching puzzles, sometimes referred to
metaphorically as lock-and-key mechanisms. These will be discussed in more
detail later in the chapter.

Now let us assume that, independently of any question of scale, the light–
matter interaction leads to different fluorescence effects in the four cases which
may occur in fundamental studies or diagnostic trials, namely the presence
or absence of the complement of the antibody for structures I and II, the
aim being to construct a nanoscale sensor or biophotochip. Such differential
fluorescence effects, obtained by incorporating distinctive fluorescent markers
in the antigen (or the antibody, or both), should make it possible to unam-
biguously distinguish one of the four test configurations mentioned above.
The different fluorescence situations can correspond on the one hand to the
absence or the presence of fluorescence, and on the other, to distinct emission
wavelengths, or again, emission wavelengths that are shifted with respect to
their initial position in the absence of antigen–antibody coupling.

It remains to generate such fluorescence and detect it in imaging mode,
with the nanometric spatial resolution required by the inherent ultracompact-
ness of the diagnostic nanodevice whose operating principles are outlined here.
It will be understood that the nanophotonic device depicted at the bottom of
Fig. 17.1, which implements a tapered fibre, possibly metallised or emitting
exciting light at the end [5], located above a substrate nanofunctionalised by
biomolecules possessing specific fluorescence properties, is endowed with a set
of characteristics which should be able to provide a joint answer to the ques-
tion. Indeed, the exponential dependence of the evanescent profile in the z
direction provides nanometric resolution in the longitudinal dimension, while
lateral confinement in the capture by the optical fibre completes this resolu-
tion in the complementary transverse dimensions. The incident beam reflected
from the dioptric surface is then a pump laser beam which excites the fluo-
rescence of the markers attached to one or other of the molecular components
to be detected.
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More elementary configurations, but not less useful for the biologist, con-
sist in depositing biological material such as a cell, a bacteria, or a tissue
sample on the substrate, where ‘depositing’ means fixing and keeping it alive
in the case of ex vivo observations or for the purposes of diagnosis.

Even though such devices, described in more detail in Sect. 17.3, do not
constitute the only configuration so far developed in the context of nanobio-
photonics, they do illustrate the key mechanisms, on both the fundamental
and the practical level, which have allowed nanophotonics to flourish in the
life sciences. They thus provide a good introduction to the rest of the chapter,
as a specific illustration but also from a conceptual standpoint.

By describing the underlying principles of such a device, we have thus
been able to indicate several of the more significant historical landmarks, and
at the same time, to situate nanophotonics within a more complex ensemble
of technologies and phenomena covering a range of length scales. Concern-
ing the historical aspects, it is doubtless worth recalling that, although ad-
vances occur in the form of discontinuous leaps and bounds, generally at some
lucky crossroads between a creative personal vision and contemporary tech-
nical knowhow capable of supplying an appropriate solution, such progress
can never take place ex nihilo, but is always based on previous advances. This
has been the case with nanobiophotonics, which came into being as a result
of earlier, often largely disconnected work in photonics (fibre optics, lasers,
wave guides, etc.) and molecular physics (light–matter interaction, absorption
and fluorescence spectroscopy, functional molecules for optics), as illustrated
by the genesis of the SNOM device in the figure. If one accepts that biology
and related areas were able to grow into a genuine scientific discipline mainly
thanks to the successful development of microscopy at the beginning of the
seventeenth century, opening up a new observational window on the scale of
cellular entities such as bacteria, it is not difficult on the same basis to assess
the implications of the quantitative and qualitative leap in spatial resolution
across several orders of magnitude that is the trademark of nanophotonics.
For this step has indeed provided access to the molecular and subcellular
genetic intimity of biological mechanisms underlying the various pathologies.
This progress in spatial resolution has been complemented in the time do-
main by the advent of ultrashort pulse lasers (see for example [10]). This has
driven time resolutions down to the femtosecond level (1 fs = 10−15 s), which
corresponds to a fraction of an optical cycle in the visible.

Even though this is still a field in its very early stages, offering unpre-
dictable prospects that will depend on the future advances of photonics in
the wider sense, current benefits in the area of fundamental science (sequenc-
ing, proteomics, virology, neurology, etc.) exemplified by the first steps into
the associated areas of prevention, diagnosis, and intervention, fully justify
the convergent involvement of a growing number of research groups. These
include physicists, chemists, and biologists working on projects in which the
cross-disciplinary aspect belongs to an everyday reality that is already well
established, going well beyond any simple question of fashion. (In this context,
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it is worth remembering that the interface between physics and the life sci-
ences, often presented as a new field of scientific activity, is in fact the result
of a long tradition going back to pioneers like Volta, Galvani, or Helmholtz.
However, this takes nothing away from the constantly renewed vitality at the
frontiers of these fields.)

In the context of a discussion which appears to be exclusively focused on
the nanoscale, it is important to emphasise the multiscale aspect intrinsic to
nanobiophotonic studies. Although access to the nanoscale is indeed the new
frontier to be explored in this area, there would be no way of doing so, either
on the conceptual level or experimentally, without reference to complemen-
tary length scales, in particular the microscale, as has already been illustrated
through the description of near-field observational methods. One must there-
fore avoid any reductional approach focusing exclusively on the nanoscale,
without reference to the other levels making up the whole. For only such a
multiscale approach can account for the highly entangled nature of the mul-
tiscale phenomena at work in both biological and physical media, or indeed,
make it possible to implement physical effects and equipment involving all
these scales in a joint manner.

In this context, Tables 17.1 and 17.2 distinguish and illustrate the four
relevant length scales which together underlie the multiscale complexity of
the phenomena under investigation and the corresponding techniques. They
do so through the various supporting fields that are essential to photonics
when applied to living beings: physics, chemistry, biochemistry, and of course,
biology itself. These length scales are:

• the subnanoscale – the basic atomic and molecular scale of the order of a
few Å,

• the nanoscale – from the nanometer to a few tens of nanometers,
• the mesoscale – of the order of a hundred nanometers,
• the microscale – length scale of typical electromagnetic wavelengths, going

from the near UV, at several hundred nanometers, to the near or mid-
infrared, sometimes referred to by the corresponding THz frequency range,
i.e., 1012 Hz, which is situated on the length scale of a few tens of microns.

This generally accepted classification corresponds, as can be seen from
Tables 17.1 and 17.2, to physical effects or material systems that can be clearly
identified and exhibit basic features specific to each of the four levels. However,
it is hard to draw a clear line between these domains, which are mainly in-
tended therefore to establish orders of magnitude for reference purposes rather
than strict boundaries. This is the case, for example, for the boundary between
the nanoscale and the mesoscale, which we have chosen to distinguish here,
even though they clearly overlap at the upper limit of the nanoscale, whilst
each domain involves relatively distinct concepts and phenomena.

The physical, chemical and biological structures and phenomena related
in some way to photonics are thereby listed in connection to the relevant
length scales in the two tables. Table 17.1 considers the underlying concepts
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and structures, whilst Table 17.2 collects several more specific examples. The
reader will thus be able to situate nanobiophotonics at the meeting point of a
much broader set of multiscale disciplines and issues connected with matter –
inert or living – and radiation – external (exogenous) or emitted by the matter
under investigation (endogenous).

One of the principal issues in chemistry is the design and construction of
functional molecular structures, targeted for use in nanophotonics, making
rational use of an unlimited supply of existing or synthesisable molecules
from individual chromophores to supramolecular structures and polymers, and
taking advantage from the double assistance of both experiment and theory.
Each of these families of molecules is in itself a considerable resource. Polymers
can serve as a material support for chromophores, bestowing upon them a
structural added value that is extremely useful for the cohesion and behaviour
of usable materials. On the other hand, they may themselves be endowed
with emission properties, as attested by the present upsurge in organic light-
emitting diodes (based in part upon conjugated structures suitable for charge
transport and radiative recombination), which have now reached the mass
production stage.

This vast area, which will be discussed in more detail in Sect. 17.2, comes
under the heading of molecular engineering. It was first developed in the
1980s and 1990s in the context of information technology (confinement of
light and integrated optics, nonlinear optics and electro-optics, luminescence,
and lasers, the general principles of which are described in Sect. 17.1). Since
the middle of the last decade, it made a further leap forward in the context of
nanophotonics and in particular, its applications to biology. It is in this way
that two-photon fluorescence, or the generation of second and third harmonics,
initially developed as physical concepts for application to telecommunications
[11], can now be found in only slightly altered form to observe and monitor
the elementary mechanisms of life.

At the origin of this new trend lies a crucial event which occurred at the
beginning of the 1990s and which in itself constitutes a genuine conceptual and
methodological revolution with regard to the prospects for photonics, open-
ing up a quite unsuspected field of application in the life sciences. Indeed,
the traditional way of designing materials at the molecular level proceeds ac-
cording to the so-called bottom-up approach, moving from the microscopic to
the macroscopic, i.e., first designing functional molecules and then organising
them on a larger scale in such a way as to reveal at the supramolecular level
the initial property buried on the molecular level. (This organisation may
be spontaneous in the case of crystal structures or mesophases, or it may be
assisted in the case of materials structured mechanically, or under elec-
trical or optical fields.) A case study with far-reaching applications is the
breaking of centrosymmetry, which must be guaranteed both at the micro-
scopic level of the molecule and the macroscopic level of the material. This is
discussed in more detail in Sect. 17.1.
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At the final level of the macroscopic structure, one may be dealing with
weakly or strongly oriented statistical ensembles such as polymers or micelles,
or in contrast, with perfectly regularly patterned arrays such as one finds in
crystals. In the first case, that of rather poorly condensed statistical construc-
tions (or soft matter, a rather unfortunate term, since these materials may
turn out to be rather robust, or even more robust than the mineral, precisely
by virtue of their flexibility and adaptational features, especially in living
matter), the main conceptual tool was statistical physics, and until recently,
experimental capabilities only gave access to ensembles involving a very large
number of entities (at least of the order of a million for the small aggregates
that can be observed using classical microscopy). These observations there-
fore led to statistical averages, such as the statistical moments of physical
observables. The simplest and most common example is the dipole, which is
the spatial moment of order 1 of the electronic and nuclear position variables.
Higher order moments are referred to as multipoles to be discussed extensively
in the rest of the chapter.

Of course, there is no doubt that the combination of the powerful con-
ceptual edifice of statistical physics and the continual refinement of physical
techniques, both with regard to preparation and observation, has led to spec-
tacular progress for over a century now. However, our understanding of the
interaction between light and matter has always come up against an insur-
mountable barrier with regard to the intrinsic behaviour under irradiation of
the basic building blocks, i.e., individual atomic or molecular objects, which
were thought to escape any direct observation. Hence, even if in the physical
sciences we stubbornly maintain a Platonic stance in which we are condemned
to see at best the reflected image of an ever-elusive reality (the search for a
primitive object in its essence may be a suggestive illusion, but it is never-
theless an illusion), this limitation is relative and the quality of images can
always be further improved. There always exist more sophisticated ‘cave walls’
on which the projected image may appear more clearly and better resolved.
And indeed, the image itself is no doubt preferable to an image of an image
or the idea of an image.

In this respect, a corner of the veil concealing the reality of the single mole-
cule was lifted at the end of the 1980s by M. Orrit, then at Bordeaux (France),
and W.E. Moerner, then at IBM San Jose (USA) (see [12] for an up-to-date
and objective historical account). This breakthrough built upon previous work
in fundamental physics and its applications (to be exact, spectral hole burn-
ing in its early quest to realise very high density optical memories), research
that had opened up a new area in the spectroscopy of single objects. These
studies began with the absorption of light by cold, isolated molecules, an ex-
traordinary feat in itself but a shortlived success, and then eventually led to
fluorescence studies, which lie at the root of the tremendous progress since
achieved in single-molecule physics and biology. The obstacle imposed by low
temperatures, which would have been as fatal for biological applications as it
was for optical memories, was eventually overcome.
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Fig. 17.2. Euler angles for description
of molecular orientations

A large part of Sect. 17.2 will be devoted to this truly revolutionary
achievement. Indeed, it breaks completely with the bottom-up approach men-
tioned earlier (which remains very much on the cards for the realisation
of materials and devices). It opens a new window on single objects whose
unprecedented applications and conceptual range are continually expanding.
The first state-of-the-art experimental setups used cryogenic equipment, in-
herited from research the decade before into spectral hole burning, but this
requirement soon gave way in the mid-1990s to one- or two-photon confocal
microscopy for the main part, whereby liquid or condensed phase materials,
including biological samples, became accessible with operation at room tem-
perature.

On a more conceptual level, it became possible to test, confirm or invalidate
previous work based on the more global models of statistical physics through
the ability to sample statistical distributions on the level of their individual
molecular constituents, which could only be probed in a collective manner
prior to that [13]. Physicists thus began to study materials that form the
very basis for the natural structures and phenomena related to life and which
were previously out of bounds with respect to their field of investigation, i.e.,
inhomogeneous, poorly condensed, poorly ordered and fluctuating media.

It thus transpires that, although nanobiophotonics gains from its situation
within a more extensive multiscale landscape, it is no less the crucial link for
a great many present and future developments and represents a new frontier
to be conquered at the confines of physics and the life sciences. The aim
of the three main sections of this chapter will therefore be to examine these
developments by introducing the underlying principles and presenting a choice
of particularly symbolic experimental achievements to illustrate the state of
the art. The reader will thus be prepared, if he or she should wish it, to
confront the many challenges that will incite the physical and life sciences
to join forces, using the tools described here, or better still, using those that
remain to be developed, and to which he or she may contribute.

17.1 Emission and Absorption of Light
by Molecular Systems

Biophotonics research makes use of interaction processes between light and
matter which result in absorption and/or emission of radiation. In the most
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general case, the matter interacting here is composed of a statistical ensemble
of molecules characterised by an orientational distribution f(Ω). This func-
tion represents the probability distribution of molecular orientations in a unit
volume and may be spatially dependent in the case of inhomogeneous content
such as living tissue or cells. One would then write f(r, Ω), but we discard this
notation for the time being, for the sake of simplicity. The random variable Ω
is the solid angle characterising the orientation of a random molecular frame
of reference with respect to fixed laboratory axes. This variable Ω = (θ, ϕ, ψ)
can be defined by the Euler angles which relate the relative orientations of
the macroscopic and molecular frames as shown in Fig. 17.2. Expressions for
light fluxes are then given by orientational averages found by integrating the
relevant physical observables weighted by the distribution f(Ω) with respect
to the random variable Ω. One can also deal with isolated single entities, in
which case no integration is required, but the orientation of the target mole-
cule must then be known.

One of the main reasons for implementing light–matter interactions in-
volving one or several photons is precisely to determine the orientation of
individual molecular systems within environments of different kinds and on
different scales, either by determining the a priori unknown distribution f(Ω),
or by determining as accurately as possible the orientation of a single func-
tional object, such as a light emitter or a nanoparticle attached to an oligonu-
cleotide (see Sect. 17.2). The partial redundancy existing between the various
processes described below lends itself well to such an approach. A coordinated
or even simultaneous implementation can, in the case of a statistical ensemble
of molecules, establish the coefficients in the Wigner expansion of f(Ω) to a
good approximation. This is the angular analog of the Fourier expansion for
spatiotemporal distributions, and it leads to an expression of the form

f(Ω) =
∑

m′,m,J

fJ
m′,mDJ

m′,m(Ω) , (17.1)

where the basic distributions DJ
m′,m(Ω), known as the Wigner functions, are

tabulated and generalise the spherical harmonics with two angular variables
(spherical coordinates) to the Euler angles (three angular variables). The in-
dices m, m′ and J are the orders associated with the angles (θ, ϕ, ψ), where
−J ≤ m, m′ ≤ J . A combination of the processes mentioned below can be
used to determine the coefficients fJ

m′,m up to order 6. This Wigner expan-
sion can be viewed as the spatial (angular) analog of the Fourier expansion in
the time domain, the Wigner angular functions playing the same role as the
functions sin(ωt) and cos(ωt).

For all the processes described here, one assumes that the interaction
processes with light have a purely intramolecular origin. This amounts to
neglecting at this stage the consequences of collective effects resulting from
intermolecular interactions. The latter are by nature weaker than the former.
However, exciton effects (and their mixed extensions of polariton type, etc.)
may play a significant role in the context of a strong interaction (in the Rabi
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sense), as happens for example in optical microresonators, a subject beyond
the scope of the present discussion. Another important domain in which in-
termolecular interactions are dominant will be discussed later in this chapter
under the name of FRET (Förster resonance energy transfer). With these
approximations, which are still valid in many situations of interest in biopho-
tonics, one may consider that the only relevant physical observable for the
following set of processes is the time and space dependent molecular dipole
induced by excitation due to the electromagnetic field irradiating the medium.
This observable corresponds to the instantaneous separation between the cen-
tre of gravity of the electrons in the molecule, which reduces in practice to the
most polarisable π electrons, and the centre of gravity of the nuclei, which is
treated as fixed in the context of the Born–Oppenheimer and Franck–Condon
approximations, valid for short intervals in the aftermath of ultrashort pulses.
When there is no external field, this separation results from intramolecular
(electron–nucleus and electron–electron) interactions which lie at the origin of
the permanent dipole moment μ0. Under irradiation conditions corresponding
to normal fluence values, i.e., of the order of ten to a few hundred MW cm−2

away from resonance, delivered by a laser field ξω at frequency ω, a pertur-
bation expansion of the following kind is justified:

μ = μ0 + α : ξω + βSHG : ξω ⊗ ξω + γTHG : ξω ⊗ ξω ⊗ ξω

+γNLI : ξω ⊗ ξω ⊗ (ξω)∗ + · · · .

The subscripts NLI, SHG and THG will be explained shortly. Alternatively,
one can project along the i axis:

μi = μ0i
+
∑

j

αijξ
ω
j +

∑
j

βSHGijk
ξω

j ξω
k +

∑
j

γTHGijkl
ξω

j ξω
k ξω

l + · · · .

(17.2)

The tensor notations : and ⊗ denote the partially contracted product and
the tensor product, respectively. The standard notation : indicates the opera-
tion known as partial contraction between the linear polarisation tensor α or
nonlinear polarisation tensors β, γ, etc., and the corresponding field tensor,
leading to a vector quantity. For example, β : ξω ⊗ ξω is a vector with i com-
ponents

∑
jk βijkξjξk, just as γ : ξω ⊗ ξω ⊗ ξω corresponds to a vector with i

components
∑

jkl γijklξjξkξl, and so on.
In this expansion, it is important to understand the tensorial nature of

the polarisability coefficients α, β, γ (Cartesian tensors of ranks 2, 3, and 4,
respectively, given in a microscopic frame by their Cartesian components αij ,
βijk, and γijkl), and also the products of the electric fields whose Cartesian
components are given by (ξω ⊗ ξω)ij = ξω

i ξω
j , etc. These tensorial properties

relative to the matter and the field, respectively, are of great importance in
the highly anisotropic context of biochemical organic molecules. The polari-
sation states of the fields interacting with such entities will be able to probe
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to high orders associated with nonlinear effects, i.e., not only to rank two
tensors corresponding to the linear anisotropy, which would be a severe limi-
tation given the complexity in the shapes of molecules proper to life, since it
amounts to assimilating them in a rather gross manner to ellipsoids (with all
due respect to approximation as a basic methodology in the physical sciences,
albeit reaching its limits in the complex situations often encountered in the
life sciences).

To simplify, we have assumed here that the radiation comes from a mono-
chromatic laser, or a laser whose spectral width δω in angular frequency is
small compared with the band widths of the molecular energy levels involved
in the interaction. The electric field ξω considered here is not the external
field irradiating the medium, but a so-called local field related to the latter
by correction factors assumed to be incorporated in the appropriate way into
the coefficients α, β, and γ, and whose weight increases with the order of the
term considered in the dipole expansion. These correction factors are given
to a good level of approximation in most situations by the Lorentz–Lorenz
model. This treats each molecule as sitting within a ‘gedank’ cavity carved
out from a linearly or nonlinearly polarisable external continuum and con-
taining a discrete and countable set of molecules. The expansion coefficients
then take the values

α = α◦Fω , βSHG = β◦
SHGF 2ω(Fω)2 , γTHG = γ◦

THGF 3ω(Fω)3 , (17.3)

where

Fmω =
(nmω)2 + 2

3
, m = 1, 2, 3, . . . ,

and the suffix ◦ refers to a molecular entity assumed to be ideally isolated. (In
the following, we shall omit the suffix ◦ to simplify the notation.) Note that
the dipole expansion given above is expressed in a Fourier space and results
from prior considerations in the direct (temporal) space [14]. The dipole–field
relationship then appears in the form of multiple spatiotemporal convolutions
based on the requirements of causality, time invariance, and locality of the
response of the molecular system.

In (17.2), the complex Fourier components of the field can be decomposed
into amplitude and phase according to

ξmω = Emωejmωt . (17.4)

This reveals, in the reduced dipole spectrum, nonlinear terms in the incoming
frequency ω associated with the coefficients α as well as γNLI, where NLI
stands for nonlinear index, terms in 2ω associated with βSHG, where SHG
stands for second harmonic generation, and terms in 3ω associated with γTHG,
where THG stands for third harmonic generation, as well as many others when
higher order nonlinear tensorial contributions are introduced.
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1

0 Fig. 17.3. Two-level quantum system

This dipole can be interpreted as an oscillating electronic current on the
molecular level, and the molecule itself as a receiving and emitting antenna
whose anharmonicities, sometimes viewed as distortions in ‘normal’ linear
propagation, play an important and positive role here. This differs from the
mechanism of charge transport, in the sense used for example in semicon-
ductors, by the fact that the electron charge carriers thereby driven oscillate
more or less harmonically about an equilibrium position. The mechanical en-
ergy acquired from the exciting field is then restored in the form of radiation,
emitted mainly at the same frequency (the case of the linear response induced
by the polarisability α, to be distinguished from the nonlinear effect due to
the term γNLI), but also at other frequencies (those of the various nonlinear
mechanisms), which may in fact be favoured, as we shall see later in the con-
text of classical and quantum considerations related to molecular engineering
of optical nonlinearities.

The tensor α expresses the harmonic response of the molecular system:
irradiation at frequency ω induces a Fourier component of the dipole at the
same frequency ω, which in turn radiates at this frequency. The real and imag-
inary parts of α are related respectively to the phase shift and amplitude of the
field radiated by this mechanism, i.e., to the refractive index and absorption
of the molecular medium, respectively. Using the simple two-level quantum
model shown in Fig. 17.3, direct application of first order time-dependent per-
turbation theory leads to the following expression for the linear polarisability:

α ≈ 2�Ω1μ
2
01

(�Ω1)2 − (�ω)2 + Γ 2
, (17.5)

where Γ represents the width of the spectral line of the excited state, or the
reciprocal of the lifetime of the exited level. There are two contributions here,
one arising from intrinsic properties of the molecule, which shows up through
the square of the transition dipole μ01 = 〈0|μ̂|1), and a dispersive contribution
with a resonant denominator with respect to the mismatch in the resonance
between the photon energy and the energy of the electron transition. This
first quantity couples the wave functions of the ground and excited states via
the dipole observable (quantum equivalent of the classical dipole obtained by
the principle of correspondence), which they enclose to give the corresponding
vectorial matrix element.

It should be noted that, unlike the dipole of the ground state or the excited
state, this quantity is not a physical observable constrained by strict symmetry
and relatively ‘visual’ requirements, associated with a classically representable
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mean value, such as the spatial moments of an electron charge density. A
physical observable is defined here as the expected value of a physical quantity
in a quantum state, e.g., μ0 = 〈0|μ̂|0) or μ1 = 〈1|μ̂|1), Δμ = μ1 −μ0 for the
dipole, or Q0 = 〈0|μ̂ ⊗ μ̂|0〉 for the quadrupole, etc. More subtle symmetry
requirements also affect non-observable quantities such as the above transition
dipole and a systematic investigation must make use of group theory. However,
simpler parity considerations may often lead in a straightforward manner to
useful results in the form of selection rules, which express the existence or
impossibility of optical transitions. They are based on the need for an even
integrand in a spatial integral of type 〈0|Â|1〉, which in turn imposes joint
parity constraints on the operator Â and the wave functions enclosing it.

Hence, if the vector operator Â is odd, as happens with the dipole, the
states |0〉 and |1〉 must have different parities, so that the integrand is even
and the transition allowed. When �ω is close to �Ω1, the so-called resonant
situation, α then tends to become purely imaginary and one is dealing with an
absorption mechanism. This absorption increases as the difference �Ω1 − �ω
decreases and the modulus of the transition dipole μ01 increases.

Another approach, in fact perfectly equivalent, considers the population
of states |0〉 and |1〉 under the effect of the field ξω. This leads to the Fermi
golden rule, which also brings out the central role played by the transition
dipole in the transition probabilities of electrons under electromagnetic exci-
tation. It is possible to relate this to the resonant polarisability introduced
above. Within the same framework, one may also consider emission processes
starting from an electron population previously excited to an energy state
from which the electrons may fall back down, either directly or eventually via
an indirect channel, to the ground state by emitting light. (We shall consider
only spontaneous emission phenomena here.) This situation is illustrated in
Fig. 17.4, which shows a sequence beginning with excitation by one-photon
resonant absorption and followed by light emission from a configuration at
lower energy than the one responsible for the absorption. The two excited
states, i.e., the absorbing and emitting states, are connected by a very fast
non-radiative transition which generally reflects a change of conformation,
whence the distinction between absorption dipole and emission dipole.
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The intensity of the light emitted by one-photon fluorescence is then
given by

I1ph
F ∝ P 1ph

abs P 1ph
em , (17.6)

where P 1ph
abs ∝ |μabs·ξω|2 and P 1ph

em ∝ |μem·eF|2 represent the probabilities
of one-photon absorption and emission. The vectors ξω and eF denote the
electric field and the unit vector in the direction of analysis of the fluorescence.
The notation ∝ indicates that we have omitted various physical constants and
experimental factors of proportionality accounting for collecting efficiency, etc.
These factors will be omitted throughout for greater clarity.

Consequently, for a statistical distribution of molecules, the fluorescence
intensity can be rewritten in the form

I1ph
F ∝ (Iω ⊗ ẽF)·

∫
αabs(Ω) ⊗ αem(Ω)F (Ω)dΩ , (17.7)

where Iω and ẽF are rank 2 tensors (analogs of matrices) given respectively in
terms of the electric field vectors ξω and eF, by Iω = ξω⊗ξω and ẽF = eF⊗eF.
The tensor αabs is given by the two-level expression (17.5), where the dipole
matrix element is taken between the levels relevant to the resonant absorption,
i.e., |0〉 and |e〉. Likewise, the transition dipole relating to αem is considered
between the relevant fluorescence levels, i.e., |e′〉 and |0〉. A key point con-
cerning symmetries is the total contraction operation, i.e., summation over all
four common Cartesian indices, denoted by · in (17.7), which expresses the
coupling between the tensor product of the incident and readout field ten-
sors and the corresponding product of the polarisability tensors relating to
absorption and emission (in that order).

These considerations generalise to another configuration, depicted in
Fig. 17.9, which is of great importance in biophotonics and particularly in con-
focal microscopy. This describes the fluorescence excitation, still in terms of
the same states |e′〉 for emission and |e〉 for absorption, by a two-photon ab-
sorption mechanism. This mechanism was predicted almost at the beginning of
quantum mechanics by M. Göppert-Mayer, who subsequently became famous
for the liquid-drop model of nuclear structure. However, it was only actu-
ally observed some thirty years later, since this kind of experiment requires
pumping powers that only became available with lasers. Quite naturally, the
name of M. Göppert-Mayer was later used to name the unit of the two-photon
absorption cross-section.

In an analogous way to one-photon fluorescence, the intensity of two-
photon fluorescence can be written I2ph

F ∝P 2ph
abs P 1ph

em , where P 2ph
abs = |μabs·ξω|4

for the probability of two-photon absorption, and P 1ph
em = |μem·eF|2 for the

probability of one-photon emission from the fluorescence state. Hence, for a
statistical distribution of molecules, we find

I2ph
F ∝ (Iω ⊗ Iω ⊗ ẽF)·

∫
Ω

γ2ph
abs (Ω) ⊗ αem(Ω)F (Ω)dΩ . (17.8)
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The tensorial term γ2ph
abs (purely imaginary for resonant absorption, which is

almost always the case) combined with the tensor Iω ⊗ Iω quadratic in the
field expresses the two-photon absorption and arises in the expression for the
induced dipole given earlier.

Its quantum expression in the two-level model can be obtained from a
higher order perturbative calculation (an order 3 perturbation in the field)
than the one leading to α. This leads to the expression given at the end of
this section.

The emission of fluorescence by absorption of one or two photons plays
an important role in biophotonics on the microscale, and more recently, on
the nanoscale, as we shall see in more detail in Sects. 17.2 and 17.3. The
introduction of fluorescent markers able to attach themselves selectively to
some particular cellular compartment or physicochemical medium has made
it possible to detect the presence and spatial distribution of targeted media,
and also to follow them in time by microscopy techniques which today allow
resolutions of the order of a single molecule at in-vivo temperatures.

The fluorescence effects discussed above are not the only manifestations
of photonics able to inform us about some biological context. More recently,
the Raman effect related to variations in electron polarisability resulting from
coupling between electron excitation and vibrational modes has been used
for nanoscale monitoring of molecular species that can be identified through
spectral shifts induced by these modes and referred to by their Stokes or
anti-Stokes sign.

The use of nonlinear effects in the strict sense is a more recent achieve-
ment, based on the direct reemission by the induced dipole in the form of
2ω or 3ω radiation corresponding to the appropriate terms in β and γ in
the dipole expansion (17.2). In the quantum level diagram of Fig. 17.5, the
downward arrows of amplitude 2�ω and 3�ω indicate the instantaneous resti-
tution, without spectral shift, i.e., without passing through some third state
via a non-radiative, phase-shifting transition, of the energy absorbed by vir-
tual absorption of two or three photons, respectively.

The notion of virtual absorption, as opposed to the classic absorption
effects shown in Fig. 17.5 where the level at 2�ω is situated in the absorption
band of the medium, relates to the magnitude of the energy shift Δm =
�Ωm − m�ω (m = 1, 2, 3) between one of the excited levels at energy �Ωm

and the total energy m�ω of the m photons at ω that cascadingly interact
with the medium through a multiphoton absorption process. In the case of
a two-level system, �Ωm can be defined as the bottom of the absorption
band or the position (referred to as the λmax position) corresponding to the
absorption maximum. In either case, we speak of a virtual transition when Δm

is such that the m-photon transition does not induce a significant population
of the level �Ωm. This can be quantified by the Fermi golden rule, extended
by perturbations to the multiphoton process, which serves to evaluate the
corresponding transition probability. Such a probability is rather small in
comparison with an observational threshold that must be fixed in consequence
of the experimental setup and detector sensitivity.
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Fig. 17.5. Generation of harmonics

In such a configuration, the molecules behave as anharmonic nano-
oscillators, absorbing and emitting light at frequencies 2ω and 3ω, due re-
spectively to the cubic and quartic anharmonicities of the potential felt by
the electrons as they are being driven by the incoming laser field at ω. There
is no spectral shift as in the fluorescence mechanisms already described, but
there may be dissipation, i.e., a reduction in the conversion efficiency of the
incident intensity at ω into the emitted intensity at mω. This occurs when
the parameter Δm expressing the deviation from resonance becomes small.
One then moves from a virtual absorption scenario, i.e., without dissipation,
in the absence of a residency lifetime related to an effective population in the
excited state, to a real absorption scenario for which the lifetime of the excited
state, related to its spectral line width, reflects such dissipation (in the classic
form of a first order friction term in the dynamical equation of the polarisable
electron). The intensities emitted at 2ω and 3ω can be expressed in almost
the same formalism as the one already used in the fluorescence discussion,
but with a significant difference due to the appearance of a coherent contri-
bution. In contrast to the fluorescence phenomena, for which non-radiative
relaxation mechanisms entail at least a partial loss of phase memory and in-
coherent emission, the generation of harmonics considered here rests upon
virtual transitions with negligible phase shift. The emission from a set of N
dipoles, assumed to be contained in unit volume, then leads to a radiated
intensity given by

Imω ∝
(

S∑
i

μmω
i

)
·
⎛⎝ S∑

j

μmω
j

⎞⎠∗

, (17.9)

where sums are taken over individual molecules indexed by i or j, and the
asterisk indicates the operation of complex conjugation. This intensity can
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then be decomposed into two fundamentally distinct contributions:

Imω = Imω
incoh + Imω

coh ∝
S∑
i

|μmω
i |2 +

∣∣∣∣∣∣
S∑
j

μmω
j

∣∣∣∣∣∣
2

. (17.10)

The first sum corresponds to incoherent effects or to terms with the same
index i = j in the double sum of (17.9), whose effects add in amplitude.
Indeed, whatever the phase correlation of the dipoles, it does not play a role
in the term Imω

incoh, given that the corresponding term
∣∣μmω

i=j

∣∣2 is real. The
second term corresponds to a coherent sum of cross terms μmω

i ·μmω∗
j for

i �= j. This term is nonzero insofar as the modulus of the vector sum
∑S

j μmω
j

is not itself zero. This imposes strong symmetry constraints on the array of
dipoles and in particular forbids a centrosymmetric arrangement, in contrast
to the incoherent contribution, made up as it is of a sum of squared moduli
of vectors which can never be zero. The sums

∑S can also be considered as
statistical sums over random angle variables insofar as the ergodicity principle
is valid. Taking the limit and the average over the angle variables, one arrives
in a similar manner at the radiated intensity:

Imω ∝ N

∫
Ω

|μmω(Ω)|2F (Ω)dΩ + N2

∣∣∣∣∫
Ω

μmω(Ω)F (Ω)dΩ

∣∣∣∣2 . (17.11)

Then introducing the perturbation expansion (17.2) of the dipole, the coherent
and incoherent contributions can be written in intrinsic tensorial form as

I2ω
coh ∝ N2ẽ2ω ⊗ Iω ⊗ Iω∗ · ∫ β(Ω)F (Ω)dΩ ⊗ ∫

β∗(Ω)F (Ω)dΩ ,

I3ω
coh ∝ N2ẽ3ω ⊗ J ω ⊗ J ω∗ · ∫ γ(Ω)F (Ω)dΩ ⊗ ∫

γ∗(Ω)F (Ω)dΩ ,

I2ω
incoh ∝ Nẽ2ω ⊗ Iω ⊗ Iω∗ · ∫ β(Ω) ⊗ β∗(Ω)F (Ω)dΩ ,

I3ω
incoh ∝ Nẽ3ω ⊗ J ω ⊗ J ω∗ · ∫ γ(Ω) ⊗ γ∗(Ω)F (Ω)dΩ ,

(17.12)

where ẽmω = emω⊗emω, Iω (rank 2 tensor) as before, and J ω = ξω⊗ξω⊗ξω

is a new tensor of rank 3 relating to three-photon processes.
The statistical sum over the angular variable Ω becomes a discrete sum

over the unit cell of the lattice in the case of a crystal (where molecules have
a fixed orientation in the crystal lattice). For molecules oriented in an electric
field in a polymer, F (Ω) is generally given by a Maxwell–Boltzmann distri-
bution reflecting the orientation mode of the medium. A conceptually and
practically important example is the Langevin-type process where molecules
are oriented in a field by coupling between the permanent dipole μ0 of the
elementary molecular entities and a static external electric field E0. In the
typical case of one-dimensional rod-shaped molecules, the medium in a field
exhibits a cylindrical statistical symmetry and the three Euler angles then
reduce to a single azimuthal angle θ, measured from the axis of the orienting
field. The statistical distribution (probability distribution of the molecular
orientations in a unit volume) is given in this case by
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F (Ω) = f(θ) ∝ exp
(
−μ0E0 cos θ

kT

)
.

This can then be approximated by the first order term in E0, which simplifies
calculation of the average values of molecular observables and leads to analyti-
cal expressions that can be interpreted physically. This field of investigation is
attracting great interest at the moment, largely to satisfy the strategic require-
ments of electro-optical components for optical telecommunications purposes,
whilst the underlying physics is beginning to find applications in biophotonics,
e.g., in cases where E0 corresponds to an electrophysiological potential, such
as in neurones or cellular membranes.

The tensors β and γ occurring in the above expressions for the intensities
of the second and third harmonics are given in the context of a two-level
quantum model by

βSHG =
3�Ω2

2μ2
02Δμ2

2
[
�2Ω2

2 − (2�ω)2 + Γ 2
]
(�2Ω2

2 − �2ω2)
(17.13)

and

γTHG = μ4
03G

THG(ω,Ω3) − μ2
03Δμ2

3F
THG(ω,Ω3) , (17.14)

where the various contributions are defined above and in Fig. 17.5. Δμ2 =
μ2−μ0 is the difference between the permanent dipoles of the relevant ground
states, and likewise for Δμ3 = μ3 − μ0. Likewise μ02 (resp. μ03) is the transi-
tion dipole between the ground state and state |2〉 (resp. |3〉). The dispersion
factors GTHG(ω,Ω3) and FTHG(ω,Ω3) are given by the resonant expressions
when Δ3 tends to zero. A precise formulation can be found in the specialised
literature.

17.2 Molecules, Supramolecular Assemblies,
and Nanoparticles

17.2.1 Coupling Between Nanoparticles and Biomolecules

The association of biomolecules and nano-objects with photonic properties like
those defined in the last section is a major issue in nanobiophotonics and most
of its future developments are expected to be reached by this route. These
new architectures are based on the characteristic associative properties of
biologically relevant macromolecules. In this context, we may distinguish three
main types of associative principle likely to contribute to the hybridisation of
nanometric organic and inorganic entities with biological entities, but also to
the association of such entities with one another (see Fig. 17.6):

• Interactions of type receptor–ligand, one of the most common being the
streptavidin–biotin pair, based on a particularly efficient and selective lock-
and-key affinity.
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Fig. 17.6. Hybridisation of biological and nanometric inorganic entities. (a) Spe-
cific matching of strands by hydrogen bridging between base pairs. Selectivity of
G–C and A–T coupling allows specific recognition of sequences of a DNA strand by
the so-called complementary sequences of an adjacent fragment. It constitutes the
underlying principle of the DNA chip used in post-genome research and diagnos-
tic genetics, and also the basis of replication in life. (b) Biotin molecule modified
by addition of a pyrrole group, which allows complexation via the sulfur atom, on
a metallic (Au, Ag) surface. (c) Surface silanisation is used to attach biologically
relevant molecules such as proteins to surfaces by strong covalent bonding. (d) The
biotin molecule associates strongly and highly selectively with one of the four bind-
ing sites of a protein known as avidin (or its variant streptavidin). The example
chosen is a fibre optic sensor which detects the autoluminescence collected by the
fibre from a cholera antitoxin. The toxin–antitoxin matching illustrates the speci-
ficity of antigen–antibody recognition [21]. Moreover, an ITO layer (transparent
electrode) has in this case been intercalated between the silica and the polypyrrole
layer (thickness 200 μm)
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• Antigen–antibody interactions.
• The complementarity between pairs of bases making up fragments of DNA

strands (also called nucleotides).

Such associations form a genuine toolbox in nanobiophotonics, making it pos-
sible to associate a wide range of nanocrystalline structures with practically
any biologically important molecule or macromolecule. The nanocrystalline
structures in question often display photophysical properties far superior to
those of organic dyes, which are sometimes inadequately resistant to the effects
of prolonged or intense light radiation.

Apart from the problem of tethering functional entities, in particular, light-
emitting, but also magnetic, or even photothermic entities, a key issue is the
self-organisation of nano-objects with typical sizes between a few nanometers
and a few hundred nanometers. Indeed, this size range cannot be reached by
top-down approaches, which come up against the physical limits imposed on
microlithography by the laws of diffraction at visible and near-UV frequencies.
On the other hand, the complementary bottom-up approach, which proceeds
by conventional supramolecular chemistry, is able to reach the 5–10 nm range
and below.

Figure 17.7 shows the basic structure of an entity which conjugates a
biomolecule with a metallic (e.g., gold or silver) nanoparticle with the help of
a cross-linking agent and a functional group, several examples of which are
given in Table 17.3.

As a rule the interactions associating nanoparticles with biomolecules are
electrostatic and non-covalent. The thiol group thus exhibits a strong affin-
ity for gold surfaces and the presence of two thiol groups rather than one,
as is the case for compounds 1 and 3 in Fig. 17.7 strengthens this cohesion.
The adsorption of proteins stabilises the surface of the nanoparticle and op-
poses flocculation which would otherwise tend to aggregate and precipitate
the nanoparticles. The strong complementarity of the streptavidin–biotin pair
also plays an essential role in the associative link.

Nanoparticle Organisation Mediated by Biomolecules

The equivalent on the nanoscale of genuine supramolecular constructions,
as well as aggregates with controlled structures in which the basic build-
ing blocks are not atoms but nanostructures can be fabricated by associating
nanoparticles with the help of biological molecules whose mutual recogni-
tion properties are thereby put to use. This is illustrated in Fig. 17.8, which
shows simple ‘nanomolecules’ made from identical or different nanoparticles.
In the first case, at the two ends of the chain are two dinitrophenyl (DNP)
groups in meta configuration. These are recognised and efficiently complexed
by immunoglobulin-type receptors. This leads to a homodimer associated by
the symmetric organic group.

By asymmetrising the linker molecule provided with a D-biotin-type mole-
cule at one end and the same dinitrophenyl group as before at the other end,
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Table 17.3. Examples of coupling between a biomolecule and a metallic nanopar-
ticle by virtue of a functional group and a cross-linking agent

Nanoparticle Cross-linking agent Functional group Biological molecule

Gold Streptavidin Biotin-(CH2)6 DNA, immunoglobulins,

albumin serum

Silver Citrate H2N-lysine Heme protein,

immunoglobulins

CdSe/ZnS HS-(CH2)6 DNA

CdSe/ZbS HS–CH2–COOH H2N-lysine Immunoglobulin,

and 1 proteins

GaAs/InP Aminated HOOC-glucose Proteins

phosphoramide

two different nanoparticles can be matched by previously coating one of
them with an immunoglobin that is a biotin receptor and the other with an
immunoglobin able to recognise DNP (called IgG). The matching continues
beyond the dimer and it can be directly established by transmission electron
microscopy that initially distant entities will aggregate as the suspension is
enriched with the relevant cross-linking agent.

Note also that cross-linking agents of oligopeptide type specifically asso-
ciating proteins with semiconductor surfaces such as GaAs (100 or 111), InP
(100) and Si(100) can be designed and implemented.
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A particularly spectacular way of assembling nanoparticles uses the com-
plementarity of DNA strands grafted onto different nanoparticles. The latter
thus develop a strong tendency to form specific mutual associations. One
advantage of these constructions is the very good calibration of distances be-
tween nanoparticles, due to the rigidity of the DNA strands which do behave
here very much like calibrated spacers. Furthermore, nature provides a com-
plete range of biomolecular reagents such as the endonucleases, ligases and
various other enzymes that can be used to process, e.g., segment or hybridise,
DNA-based constructions with the highest level of specificity and precision of
the order of 1 Å.

A general approach to the realisation of such constructions is shown
in Fig. 17.9. Depicted are two non-complementary oligonucleotides which
functionalise the surface of two different nanoparticles. The corresponding
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cross-linking agent comprises three parts: a central part in the form of a highly
cohesive double helix terminated by two individual strands complementary
to the oligonucleotides covering the nanoparticle surfaces. When this cross-
linking agent is added, the nanoparticles match up and arrange themselves into
a well-ordered 3D lattice. In this way, nanostructures of type CdSe/ZnS (dis-
cussed further below) have been associated with gold nanoparticles, whence
they have been arranged into well-structured aggregates of dimers. Coop-
erative electronic effects have been demonstrated in these structures using
fluorescence. This result exemplifies a broader future avenue for material
engineering, in which biomolecules act as templating agents, with a view to
creating new generations of biomimetic materials.

In the same way, one may also combine the specific matching proper-
ties of the base pairs in DNA fragments with the strong affinity of the
biotin–streptavidin (STV) pair. The STV–DNA pair provides four native
complexation sites for the biotin molecules, themselves attached to a gold
nanostructure. Hence, the possibility of forming a tetrahedral cluster of such
nanostructures. One may then play on the affinity by complementarity of the
bases on the DNA strand conjugate to STV to attach these constructions on a
substrate that has been previously functionalised by complementary oligonu-
cleotides, or to attach an immunoglobin that can then be used to target in
a specific manner tissues or other types of biological substrate, for the pur-
poses of diagnostic studies, among other possibilities relating to molecular
electronics.

Fluorescence as Biological Marker

The fluorescence of artificial or natural molecules is a well known phenomenon
that biologists have long sought to exploit as a way of marking biological mate-
rial (tissue, cells, proteins, macromolecular complexes like viruses, etc.), both
in vivo and in vitro. The idea is then to monitor the evolution of these tagged
systems by one or several suitable techniques, e.g., one-photon or multiphoton
confocal microscopy, possibly associated with second or third harmonic gener-
ation. The aim is to induce from these observations, e.g., of the spectral drift
and/or polarization features of the emission, relevant information concerning
the environment or internal modifications of the system.

The ideal system must therefore fulfill a certain number of requirements.
One is efficiency or yield, i.e., the ability to generate a maximal optical sig-
nal for a minimum of incident energy, and this not only to respond to the
always legitimate concern of optimising the energy conversion yield, but also
quite simply to avoid damaging tissues that are by their very nature fragile,
or again to avoid exciting interference phenomena that can mask the target-
ted fluorescence signal. Markers must also be very small so that they do not
interfere with the real system by artificial and adverse steric effects, and they
must have as long a lifetime as possible (in particular under optical excita-
tion). Finally, they must be chemically stable and be able to associate in a
controllable manner with a predetermined site of the relevant system.
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No system will readily satisfy all these criteria in a completely satisfactory
way. They are demanding in themselves and even more difficult to reconcile
as an ensemble. In this context, fluorescent molecules are justifiably reckoned
to be good candidates, although their lifetime often remains something of a
problem. They give rise to bleaching phenomena under exposure to visible
light for times that rarely exceed a few hours or even a few minutes, but
are most commonly of the order of several tens of seconds (see Sect. 17.3
for a discussion of individual molecules). Figure 17.10 and Table 17.4 review
the basic mechanisms involved in emission and absorption of light and the
associated orders of magnitude for the prototypical family of polycondensed
aromatic hydrocarbons. The different transition rates involved in the light–
molecule exchanges are indicated in Fig. 17.10. The orders of magnitude of
the lifetimes derived from the reciprocals of these rates are also indicated.

The constant kS
r is the rate (number of events per second) of radiative de-

cay from the state S1 to the state S0 accompanying the fluorescence emission.
The internal conversion rate kS

ic expresses the rate of return to equilibrium
of the population of the excited state by non-radiative transition under the
effects of structural reorganisation or energy exchange, e.g., by collision with
surrounding solvent molecules if the experiment occurs in solution.

The constant kisc is the intersystem conversion rate which expresses the
transition from the excited singlet state S1 to the triplet state T1, possibly
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Table 17.4. Fluorescence in hydrocarbons. Notation is explained in the text.
From [23]

Compound Solvent (temperature) φF τS [ns] φlec φP τT [s]

Benzene Ethanol (293 K) 0.4 31

EPA (77 K) 0.17 7.0

Naphthalene Ethanol (293 K) 0.21 2.7 0.79

Cyclohexane (293 K) 0.19 96

EPA (77 K) 0.06 2.6

Anthracene Ethanol (293 K) 0.27 5.1 0.72

Cyclohexane (293 K) 0.30 2.24 0.09

EPA (77 K)

Perylene n-Hexane 0.98 0.02

Cyclohexane (293 K) 0.98 6

Pyrene Ethanol (293 K) 0.65 410 0.35

Cyclohexane (293 K) 0.65 450

Phenanthrene Ethanol (293 K) 0.13 0.85

n-Heptane (293 K) 0.16 0.60

EPA (77 K) 0.31 3.3

Polymer film 0.12 0.88 0.11

followed by emission of so-called phosphorescence radiation, which is only
weakly allowed and hence retarded with respect to fluorescence. Although
the latter manifests itself at times less than the nanosecond, and even down
to the picosecond, phosphorescence is generally bound to occur on a much
longer characteristic time scale ranging from the microsecond to the second.
The radiative and non-radiative deactivation constants of the triplet state
towards the singlet ground state are denoted kT

r and kT
nr, respectively.

By analogy with chemical kinetics, the decay rate of excited molecules is
given by a population rate equation of the form

−dN1

dt
=
(
kS
r + kS

nr

)
N1 , (17.15)

where kS
nr = kS

ic + kisc and N1 is the number of molecules in the excited
state. With this notation the characteristic decay time for the excited state
S1 is given by τS =

(
kS
r + kS

nr

)−1 whilst that of the triplet state is given
by τT = (kT

r + kT
nr)

−1. The fluorescence quantum yield, which may be close
to unity for the most efficient molecules, e.g., perylene in Table 17.4, is the
fraction of the population of excited molecules to return to the ground state
by a radiative channel with emission of a fluorescence photon, viz.,

ΦF =
kS
r

kS
r + kS

nr

= kS
r τS . (17.16)
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Likewise, the quantum efficiencies of intersystem conversion and phosphores-
cence, Φisc and Φp, respectively, are given by

Φisc = kiscτS , Φp =
kT
r

kT
1 + kT

nr

Φisc . (17.17)

A particularly important parameter from a practical standpoint, in order to
distinguish the fluorescence emission from the exciting beam, is the Stokes
shift. This expresses the shift between the maximum of the first absorption
band and the maximum of the fluorescence spectrum, which one thus seeks
to maximise, the amplitude of this shift increasing with the polarity of the
solvent. Fluorescence thus provides information about the latter. Figure 17.11
shows the Stokes shift for two fluorescent molecules: a derivative of benzoxa-
nenone and the standard dye Rhodamine 6G.

The technique known as FISH (fluorescence in situ hybridisation) in-
volves attaching fluorescent molecules onto oligonucleotides. This approach
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is tending to replace radioactive labelling as a way of tracing DNA or proteins
and monitoring their motion in situ. A strand of test DNA is made fluores-
cent by adjoining a fluorescent part that is discrete enough and suitably well
located not to interfere with hybridisation. The modified DNA strand is de-
signed to match up with the specific complementary sequence of a human or
other chromosome. Figure 17.12 shows a fluorescein molecule grafted onto a
base (thymine), itself connected to the characteristic sucrose–phosphate se-
quence of a DNA strand. Other dyes with quite distinct emission spectra can
be used for specific grafts. One can then achieve multiplexed wavelength mark-
ing, e.g., where each colour characterises one of the 23 human chromosomes,
making them individually identifiable.

17.2.2 Luminescent Nanostructures
Based on Semiconductors and Metals

When it comes to marking biochemical species, some of the disadvantages
displayed by fluorescent molecules can be removed by replacing them by inor-
ganic nanostructures, the most widely used being based on II–VI direct gap
semiconductors such as ZnS, CdSe, or some of their ternary or quaternary
alloys. The main disadvantages at issue here are a certain fragility, as well as
broad emission spectra which generally make it impossible to employ more
than a relatively small number of markers (at most 3 or 4), thus reducing the
combinatorial potential of this method.

The quasi-atomic nature of the optical transitions involved in the mech-
anisms for absorption and emission of light in confined structures are indeed
capable of leading to much narrower line widths. What is more, these widths
are strongly dependent on the size of the nano-object and can be effectively
tuned. The typical dimension of such nano-objects is of the order of the nat-
ural radius of the electron–hole pair (exciton) created in the semiconductor,
or even smaller. This results in useful phenomena known as quantum confine-
ment effects, characteristic of geometries in which the wave function of the
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elementary excitation ‘feels’ the boundary conditions imposed by the walls
of the nanostructure. The typical dimensions of these phenomena are of the
order of a few nanometers.

The science of materials has long been actively engaged in establishing effi-
cient fabrication methods that can produce nanoparticles with well-calibrated
sizes, largely for physical purposes. These procedures may advantageously use
soft organometallic chemistry (in wet phase), the products of which are then
refined by a size-selective precipitation, resulting in monodispersed nanostruc-
tures with a standard deviation as low as a few percent in the size distribution.

A very simple model (see Fig. 17.13), which was subsequently refined in
various specific ways, still has a general validity. It can be used to relate the size
variation in the nanostructure to the energies of the excited levels. Assuming a
spherical shape, the latter are indexed by the same radial and orbital quantum
numbers (n and l,m, respectively) as the atomic orbitals (whence the term
‘quasi-atom’ sometimes used to designate such nano-objects):

En,l =
�

2α2
n,l

2m0a2
, (17.18)

where αn,l is the n th zero of the spherical Bessel function of order l, m0 is
the electron mass, and a is the characteristic dimension of the nanostructure,
assumed to be described here by an infinitely deep spherical potential well
of the same radius. The appearance of the 1/a2 term reflects a strong size
dependence.

By controlling this crucial geometric parameter, one gains access to a whole
range of light-emitting nanolabels made from the same semiconductor, viz.,
CdSe, emitting at distinct wavelengths for the same excitation wavelength
depending on the size. Furthermore, they can be attached to a biological
molecule or indeed a solid substrate. A prototype for such structures is shown
schematically in Fig. 17.14. Surrounding the spherical core structure made
from CdSe is an extra shell layer of ZnS, a material with larger gap than
CdSe. This means that, from the standpoint of an electron, it represents a
deeper potential well which further increases the level of confinement. The
result is that the luminescence yield from such core–shell nanoparticles can
be raised from 10% to more than 50%.

A further advantage obtained by using a single excitation wavelength is
the possibility of marking many chosen places in a system by a whole set
of nanoparticles. This allows the colocalised detection of several interacting
entities, within a cell medium, for example.

Another problem is then the solubility, and more generally, the acceptabil-
ity in the biological (i.e., aqueous) medium of an initially hydrophobic struc-
ture, not to mention its potential for grafting onto a biological entity. Several
approaches have recently been proposed, e.g., coating by an outer layer of
siloxane. This is a sol–gel hybrid polymer well-suited to soft chemistry in so-
lution and capable of carrying organic functional groups like amines, thiols,
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hydrocarbons, etc., substituted at the silicon site. Such substititions consti-
tute a first step towards further biochemical conversion. Silanisation lends it-
self to the addition of phosphonate, polyethylene glycol, or ammonium groups
whose presence on the nanoparticle surface ensures its water solubility. Includ-
ing phospholipid nanoparticles equipped with long hydrophobic tails leads to
a double-layer segregation, the nanoparticle being enclosed within the inner
cavity and the outer face then rendered hydrophilic. In both cases, the fluores-
cence yield remains unchanged, but with the advantage of aqueous solubility
and long-term stability.

The cross-linking element is part of the kit already discussed in more detail
with regard to the linking of biological structures (e.g., biotin, DNA strands,
proteins, etc.). Such structures are then accessible to the FISH method already
mentioned and their use has witnessed a tremendous upsurge recently.

Finally, let us note the importance of metallic nanostructures. These make
up another large emerging family, complementary to semiconductors and
molecules. Gold is the most widely used metal, followed by silver, although
its surface state is more difficult to stabilise. Electronic resonances of surface
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Fig. 17.15. Photothermal detection of metallic nanoparticles

plasmon type (see Chap. 16) are characteristic of interfaces between the metal
and a dielectric structure such as a biological medium. By grafting a metallic
nanostructure such as gold onto a target oligonucleotide, one can considerably
reduce the optical detection threshold for pairing of complementary strands,
one of which is attached to a solid substrate.

More recent and very promising work involves photothermal detection of
local heating photoinduced by absorption of light on a gold nanostructure.
Figure 17.15 illustrates the detection principle based on interferometry. The
temperature increase due to illumination by the 514-nm line of an argon laser
(injecting a continuous power of the order of 20 mW into the material) is
probed by a He–Ne laser at 633 nm. Nanoparticles with sizes as small as 2 nm
can thereby be imaged.

The resulting temperature increase, estimated at a few kelvins for 5-nm
particles, is doubtless still a little too high to be acceptable without dam-
age in a biological medium. However, improvement in detection sensitivity
should make it possible to reduce this level significantly. This highly promis-
ing method avoids the drawbacks intrinsic to organic structures (tendency to
photobleaching), but also those that create difficulties when using semicon-
ductor nanostructures (intermittent emission, known as blinking).

17.2.3 Molecular Engineering for Biophotonics

The high number of degrees of freedom displayed by molecules make them
eminently suitable for functionalising nano- and microscopic constructions
composed of tailor-made molecules, i.e., molecules fulfilling a detailed set of
physicochemical specifications making them compatible for application to a
biological environment. For this purpose, a predictive relation must be estab-
lished between the nature of these molecules, but also their orientation and
relative disposition in space, and the existence of the effect or combination
of effects one seeks to implement. And in addition to this, the intensity or
yield of these effects must be optimised, or else the initiation or observation
threshold must be reduced.

These constructions are capable of scanning all length scales, from the
molecule to the bulk material, passing through the nanocluster and the
microstructure. Furthermore, they are of all different kinds:



17 Nanophotonics for Biology 699

• Purely organic, as happens when the relevant entity, e.g., an aggregate, is
composed of standard dyes such as rhodamine or fluorescein.

• Organometallic. Ruthenium–trisbipyridine complexes play an important
role in biophotonics through their affinity with certain specific sites on
DNA and their photoreactivity. These properties make them candidates
for use in genetic phototherapy.

• Organomineral. The biomineral crystallisation of organic entities such as
proteins with inorganic crystals such as calcite or apatite is omnipresent in
cartilaginous tissue such as tooth enamel or the bony part of the skeleton.

• Amorphous, non-crystalline media, such as polymers, e.g., polystyrene or
poly(methylmethacrylate) (PMMA), possibly in the form of nanospheres
within which functional entities with the required photonic properties are
dispersed or attached.

In the following, we shall be concerned with the link between the structure
of molecules and the optimisation of various optical properties arising from
this structure, without considering at this stage the effects of interactions be-
tween molecules or of their spatial arrangement. Indeed, the intermolecular
binding energy can be neglected to first order compared with the dominating
effect of intramolecular chemical bonds which are more cohesive and ener-
getic. Spatial arrangement raises some delicate and novel problems that are
characteristic of the nanoscale and less important or even absent on longer
length scales. Consider the case of a structure whose characteristic dimension
is commensurable with a significant variation in the electromagnetic field in-
teracting with it, i.e., it has characteristic dimensions in the range from λ/10
to λ/20. Here the constraint of non-centrosymmetry which applies so clearly
in large scale bulk materials with a view to second harmonic generation loses
all validity. Indeed, other types of coupling, such as quadrupole coupling of
the structure with the electric field gradient, or surface effects of the same
order of magnitude as bulk effects on this length scale, are likely to efficiently
make up for the absence of centrosymmetry breaking and to induce the same
effects.

In this section, we consider three major categories of molecular systems
whose generic structures, illustrated by several specific examples in each case,
are shown in Figs. 17.16 and 17.17:

• Nonlinear molecules. We consider only quadratic effects, the lowest or-
der nonlinear effect. These molecules can be divided into two basic fami-
lies: dipolar and octupolar molecules, from which multipolar systems can
be generated. They have just arrived on the nanobiophotonic stage but
prospects for them are good, especially in the mapping of membrane
potentials or potentials in the vicinity of neurones.

• Molecules suitable for two-photon absorption, i.e., displaying a certain ef-
ficiency in the ‘simultaneous’ capture of photon pairs by absorption (in the
quantum mechanical sense, as predicted in the 1930s by Maria Goeppert-
Mayer), with the return to the ground state occurring by the more classical
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channel of fluorescent emission. These molecules are becoming more com-
mon in conjunction with the development of confocal microscopy in biology
labs (see Sect. 17.3). The luminescence generated by the pump laser comes
mainly from an elementary region surrounding the focal point, defined
from the diffraction properties of the beam, either Gaussian or otherwise,
and the definition of the focusing system. This property, a consequence
of the quadratic dependence of two-photon absorption, and hence of the
emitted fluorescence, as a function of the incident beam intensity, has the
benefit of eliminating any significant background contribution from auto-
fluorescence by tissues along the optical path on either side of the elemen-
tary volume (as would have been the case with one-photon fluorescence).
The contrast and readability of images is thereby greatly enhanced.

• The fluoroionophores, a family of molecules whose luminescence properties
are controlled by complexation to a specific target entity such as an ion,
and which can thus be incorporated into the composition of new types of
ultrasensitive and specific sensor, e.g., nanoscopic pH meters or calcium
ion detectors, recalling that calcium, potassium or sodium flows and their
variations are key features in the life of a cell.

The first category of molecules here, i.e., those with strong quadratic nonlin-
earity, has been under constant scrutiny for over three decades now. The initial
motivation for these studies came from optical data processing for telecommu-
nications and in particular, electro-optical modulation and switching, which
together with microlasers will play a key part in very high speed data trans-
mission systems. Indeed, these aims are more than ever relevant today in view
of the issues at stake and the constant shift of objectives towards improved
performance, particularly with regard to broadband issues. The first applica-
tions to cell imaging are beginning to appear, affording a new and extensive
field of application to these systems, alongside complementary techniques that
are already commonly used, such as one- and two-photon fluorescence.

The cubic anharmonicity of the electron polarisation under the effect of
the electric field of a laser beam generates in its turn radiation at all fre-
quencies that are multiples of the fundamental frequency, i.e., 2ω, 3ω, . . . , nω.
The most intense radiation corresponds to the harmonic of lowest order, i.e.,
the doubled frequency (provided that the symmetry of the system allows this
emission). The (cubic) anharmonic potential felt by the electrons during their
excursions under the effect of the exciting field results from strong centrosym-
metry breaking brought about by jointly attaching a donor group conjugate
to an acceptor group through a centrally located system made up of highly
polarisable delocalised electrons. The central part of the molecular system,
sometimes called the π transmitter (see the diagram of the generic structure
in Fig. 17.16), is generally provided by aromatic or polyaromatic systems.
These are well suited to the requirement that the electrons should be highly
delocalised, making them sensitive, through their displacements and subse-
quent spatial explorations beyond the central quasilinear part of the internal
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potential, to anharmonic distortions of the surrounding potential. This anhar-
monicity shows up in turn through the radiation induced by these electronic
displacements in the form of even harmonics including 2ω. In this context, one
may legitimately speak of molecular antennas and the optimisation of their
anharmonicity.

A two-level quantum model was proposed in the 1970s and has been con-
tinually improved since then to account for new structures. Hence, it was
shown that a 3-level model is required to describe 2D octupolar systems, and
a 5-level model to generalise this to 3D. To a first approximation, the two-level
model can be used to account for the anharmonicity of the induced anhar-
monic polarisation, leading to the following expression for the coefficient β
(strictly speaking, a tensor) relating the harmonic polarisation to the square
of the fundamental field:

β =
μ2ω

E2
ω

=
3�

2

2m

μ2
01Δμ

[�2Ω2 − (2�ω)2] (�2Ω2 − �2ω)
, (17.19)

where μ2ω is the amplitude of the electron dipole induced at frequency 2ω,
and Eω is the amplitude of the fundamental field. The terms of (17.12) can
be recognised here. The excited level is denoted here by |1〉, whilst Δμ is
the difference in dipole moment between the ground and excited states. μ01

is the transition dipole between the ground state and the excited state, �Ω
is the energy separating the ground state and the excited state (often called
the gap), and �ω and 2�ω are the energies of the fundamental and harmonic
photons, respectively.

Referring to the generic model illustrated in Fig. 17.16, a certain number
of molecules materialise particular combinations of the three basic compo-
nents of the system, and experimental values of the parameter μβ are given.
The combination of the dipole moment μ of the ground state with β reflects
the suitability of these entities to orientate themselves in an electric field
in the framework of the Langevin model as implemented in the context of
the EFISH (electric-field-induced second harmonic) method. This allows mea-
surement of the parameter β by centrosymmetry breaking of an ensemble of
molecules in solution at thermodynamic equilibrium resulting from the dipole
interaction with an electric field via the permanent ground state molecular
dipole.

The rod-shaped bipolar structure of donor–acceptor type is in fact just
a particular limiting case of more general multipolar structures, whose other
limiting case is associated with the so-called octupolar structures. The in-
dices J = 1 and J = 3 are a conventional notation arising historically from
symmetry considerations in quantum mechanics as applied to atomic physics
(addition of angular momenta and pioneering work by E. Wigner, who applied
group theory to physics as early as the 1930s). Indeed, one may decompose
the tensor β = βJ=1 + βJ=3 into its two independent components βJ=1 and
βJ=3, also called its irreducible components. The first can be associated with
a spatial average of the charge density of dipolar character, corresponding
to the operator x, which, all things being equal, amounts to assimilating a
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pear-shaped charged object to a rod, but weighting the swollen end more
heavily. The other component is associated with a deviation from this dipole
approximation, which can be shown to correspond to an octupolar structure,
i.e., a system with order 3 symmetry, associated with an average over the
charge density of the cubic operator x3. The most general model for an octupo-
lar system can be assimilated with a cube whose eight corners are alternately
occupied by donor and acceptor groups identical to those already mentioned
for the dipole structures, i.e., four electron donor groups alternating with four
electron acceptor groups (see Fig. 17.17).

Such structures have considerably extended the previous field and raise
questions that are both fundamental and practical, concerning the absence of
a dipole characterising octupolar structures. One of the main issues concerns
the impossibility of macroscopic centrosymmetry breaking by orientation in
an electric field, owing to the intrinsic absence of a dipole that might allow
such coupling. The answers to these questions, which belong to the burgeoning
field of quantum coherent control applied to the ‘all-optical’ manipulation of
molecular systems, goes beyond the scope of this introductory discussion. The
interested reader is referred to the research literature or more specialised texts.

These various challenges have proved extremely fertile and have gener-
ated a new interface between nonlinear optics, a major area of photonics,
and biology. Indeed, previous methods for orientating molecules in solution
(the Langevin method associated with the coupling between the orientating
electric field and the permanent dipole) excluded the ionic species that are
omnipresent in biology, making it very difficult, if not impossible, to operate
in an aqueous medium, whilst imposing very restrictive experimental configu-
rations. Indeed, a capacitive cell is used to generate an impulsive orientating
field with pulse widths of microsecond order and weak periodicity of the order
of a few cycles or tens of cycles per second to avoid the risk of hydrolysing or
decomposing the solution (even if neutral).

The alternative approach, now widely adopted, is the harmonic scattering
of light, also called hyper-Rayleigh scattering. The incoherent character of this
light provides a way of overcoming the constraint of breaking the centrosym-
metry of the medium, but the signal is much weaker and requires careful
optimisation of the detectors. Indeed, whereas the harmonic signal generated
by the EFISH techniques displays a coherent character, hence proportional to
the square of the concentration of species in solution, the incoherent nature
of the signal produced by anharmonic Rayleigh scattering leads to a weaker
response, since it is simply linearly proportional to this concentration of active
species. The possibility of detecting this response and following it over time
(nonlinear monitoring) in a medium that may be aqueous or acidic as happens
in biologically relevant situations, whether one is dealing with ionic species
with or without dipoles, which may evolve over time (e.g., complexation of
species, protonation or deprotonation which can directly and sensitively in-
fluence the donor–acceptor charge transfer underlying β and thereby open an
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invaluable observational window upon the cellular medium), has led to a new
field of investigation in the area of nonlinear phenomena in biological media.

The tensors β and their spectral dependence in different wavelength ranges
depending on the application are tending to become fundamental data for
qualifying chemically and biochemically relevant molecules, complementing
the information inferred from more conventional constants such as optical
rotating power, dielectric constant, molar extinction coefficient, and their
spectral dispersions. The cubic nonlinear effects associated with the perturba-
tion of the dipole of order immediately greater than β and corresponding to
a quartic perturbation of the harmonic potential will not be discussed here.
They are responsible for important effects, such as third harmonic genera-
tion or the effects known as four-wave mixing. The reader is referred to the
research papers indicated in the bibliography.

The second family of molecules illustrated in Fig. 17.17 is the family of
fluorescent molecules with high quantum yield for two-photon absorption, the
principles of which have already been described. The optimisation of two-
photon absorption is the central part of the problem here, more critical than
optimising the yield of the subsequent fluorescence. Organic dyes generally
exhibit good fluorescence yields, sometimes close to unity. Such a level cor-
responds to the theoretical optimal situation of one fluorescence photon per
absorbed pump photon, and in no way implies that the measured effective
yield will be 100%, given the rather unpredictable geometric path of the pho-
tons, which may lead to inefficient collection of fluorescence photons on the
sensitive surface of the photodetector, the limited efficiency of the detectors
themselves, and even the limited absorption cross-section of the fluorescent
molecule with regard to the pump photons. However, the picture here may be
less demanding than for the optimisation of quadratic properties, where the
lack of centrosymmetry is a fundamental constraint on the molecular level.

Systematic studies have brought out a generic structure of quadrupole
type. From consideration of tensor symmetries, it can be established that the
multipole components of even order, e.g., charge J = 0, quadrupole J = 2,
hexadecapole J = 4, are associated with different molecular geometries rela-
tive to the optimisation of the tensor γ (imaginary part), the imaginary part
of which is associated with two-photon transitions. A model linear structure
comprises a conjugated chain with two identical electron donor groups at-
tached symmetrically at its ends, whose action can be reinforced by two other
acceptor groups attached to a rigid, central core, e.g., an aromatic cycle, lo-
cated at the centre of the conjugated system, producing a quadrupole-type
structure.

The two examples in Fig. 17.17 show ways of making fluorescent systems
according to this scheme. The two-photon absorption cross-section can reach
10−47 cm4s per photon for the factor δ given by

δ =
3�ω2ImγNLI

ε0c2
, (17.20)
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where the cubic polarisability γNLI corresponding to the index depending on
the incident beam intensity was given in (17.2). δ is of the order of 10−50 cm4s
per photon for standard non-optimised two-photon markers still in use a few
years ago.

A particularly interesting case in nanotechnology is provided by the sec-
ond molecule BSB-S2 which has an extra rather special functionality. Indeed,
the two-photon absorption phenomenon, particularly efficient for this mole-
cular system, is followed by emission of protons which can then themselves
initiate chemical reactions in the irradiated medium, following a sudden and
highly localised pH variation. Such molecules are known as two-photon acid
photogenerators (APG). They have been used, for example, to initiate a pho-
topolymerisation reaction locally at the focal point of a confocal microscopy
device, this reaction involving only the submicron focal region of the device
(see Sect. 17.3). Combined with the advantage that the threshold for the pho-
topolymerisation effect is higher for two-photon absorption than for normal
one-photon absorption, it becomes possible to achieve truly nanometric writ-
ing in the highly irradiated focal region of photosensitive polymers such as
acrylates or epoxides within which APG-type molecules have been previously
dispersed, capable of efficiently absorbing photon pairs.

Hence, with the molecule BSB-S2 and other APG systems, the fluorescence
yield collapses in favour of the highly efficient release of a proton by the
lateral dimethylsulfonium groups under two-photon excitation. The protons
photoemitted in this way will then initiate polymerisation of the epoxides and
eventually lead to exquisite photoencoded nanostructures.

Finally, let us mention the special case of the standard dye molecule
known as DCM [4-dicyanomethylene-2-methyl-6-(p-(dimethylamino)styryl)-
4H-pyran], which is important in practice. It combines the benefits of a high-β
nonlinear structure β ≈ 20 × 10−30 esu at 1.064 μm), due to a pair of donor–
acceptor groups connected through a linked system of π electrons, while dis-
playing significant one- and two-photon fluorescence quantum yields. This is a
phototypical example of a multifunctional system with the essential practical
advantage that it is robust under irradiation by a pump laser beam in the
visible. Indeed, it has long been used in dye lasers and is commercially avail-
able. This kind of multifunctionality has become relevant again in molecular
engineering or optical tracking of molecular traffic (the colourful term adopted
in cell biology) in biological media via the complementary triple signature of
second (or third) harmonic generation and one- and two-photon fluorescence.

The third illustrative family mentioned earlier comprises molecules for the
detection of ions or other species by transfer of photoinduced electrons, which
tends to inhibit fluorescence effects. Their generic structure, shown in the
lower part of Fig. 17.17, has three modular parts:

• a fluorescent subentity that is active in the absence of the ion target,
• a spacer of variable effective length and type,
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• a cryptand subentity designed to display a strong selective affinity with a
certain type of species to be dosed (in this case, cations, e.g., protons).

When this complexation occurs, the electron from the receptor which other-
wise tended to deactivate fluorescence is preferentially captured by the cation
and the return to the ground state by emission of a fluorescence photon is
now authorised.

Two examples are shown in the figure. The first illustrates protonation
of an anthracene derivative (a tertiary amine playing the role of proton re-
ceptor), allowing very sensitive pH measurement in biologically or chemically
relevant environments by the method described above. The second example
illustrates the more sophisticated chemistry of the crown ethers (due to Cram
et al. and perfectly representative of the generic family of the cryptates). The
example shown complexes the potassium ion, which is particularly important
in biology, but it could equally well be the divalent calcium cation in another
configuration.

In each example, the free electron pair of the nitrogen, which occurs in a
so-called non-binding molecular orbital (this term refers to the high lability
of the electrons attached to it, located energywise between the two extreme
cases of filled bonding orbitals and empty antibonding orbitals), are able to
orient themselves either towards the cation, thereby stabilising it, or in its
absence, towards the fluorophore part of the molecule, thereby opening up a
non-radiative deexcitation channel for the system.

17.3 Nanophotonic Instrumentation for Biology

In order to improve our understanding of the more complex biological mech-
anisms, one must find out how molecules interact on their own length scale.
Recent experiments carried out on the scale of single molecules have brought
us closer to such processes. They are based upon engineering, detection and
manipulation of molecular and macromolecular entities or particles in typi-
cal media, e.g., living cells or artificial membranes. In the present section,
we shall describe various techniques that can be used to measure the prop-
erties of single molecules in biology, i.e., optical and mechanical properties.
The advantage in detecting isolated entities is the access gained to hetero-
geneous behaviour that would be hidden within an averaging measurement
made over an ensemble, such as specific fluctuations due to the interaction
of a molecule with its immediate surroundings, for example. The following
sections outline conditions for observing single molecules by fluorescence and
applications connected with this technique.

17.3.1 Optical Detection of Single Molecules by Fluorescence

The advantage with optical measurements is that there is no mechanical
contact, so that molecules can be studied from a distance and without
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perturbations that would be induced by a tip, for instance. Techniques for
collection and detection of very weak optical signals have progressed enor-
mously, and today it is possible to detect isolated molecules by fluorescence
or Raman spectroscopy. Historically, the first single molecules were observed
by fluorescence at very low temperature in crystals. This opened up new
prospects in molecular spectroscopy, quantum optics and condensed matter
physics [25–29]. Many studies at room temperature were to follow, with a
very wide field of applications, since it now became possible to image isolated
proteins in cells, to observe the dynamics of excitation transfer between two
entities, and to measure the lifetimes of single molecules [30–33].

Basic Principles and Techniques for Detecting Single Molecules
by Fluorescence

Detecting and Imaging Single Molecules

The main limitation when detecting a single molecule is its very weak fluores-
cence signal, which must be isolated from all other signals arising in the neigh-
bourhood. One must therefore ensure that only one molecule is detectable,
that it is in resonance with the exciting laser, and that its fluorescence emis-
sion is efficient. In a typical single-molecule detection experiment, a laser beam
with excitation power P and energy hν is focused on the sample through a first
optical element, an objective in microscopy or the tip of a fibre in near-field
optics. Focusing occurs over an area A that is determined by the size of the
diffraction pattern in the case of illumination through an optical element (A
may be more difficult to assess for illumination under a tip or by evanescent
waves).

The total efficiency of the excitation–emission–detection process for a sin-
gle molecule depends on two main parameters:

• The absorption cross-section σ of the molecule. This is defined as the
area over which it can ‘absorb’ an incident beam. The quantity σ can be
rigorously related to (17.6) in Sect. 17.1 applied to an isolated molecule.

• The fluorescence quantum yield Q. This is the number of emitted photons
per absorbed photon.

The signal emitted by a molecule is then

〈F (t)〉 = CQ
〈P (t)〉σ

Ahν
[counts (or photons) per second] , (17.21)

where C is the collection efficiency of the optical system, hν the energy of
an incident photon, and 〈P (t)〉 the mean excitation power over the detection
time. One can also define the intensity 〈I0(t)〉 = 〈P (t)〉 /A in W/cm2, where
A is the focal area on the molecule.

Superposed on this signal is the background noise from the surroundings
or the substrate: residual fluorescence emission if any, Raman or Rayleigh
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scattering, and electronic noise in the detector. Moreover, to be certain that
only one molecule has been excited, one must ensure that it is sufficiently
far away from the others in the sample, by dilution, or one must reduce the
area of focusing (or excitation in the optical near field). The various optical
techniques used for illumination are outlined in the next section.

Typically, σ = 2.8×10−16 cm2 (comparable with molecular sizes) and Q =
0.85, for a fluorescein isothiocyanate (FITC) molecule excited at λ = 525 nm
and diffusing freely in water. For comparison, the Raman effect of the molecu-
lar environment can reach a cross-section of the order of 10−12 Å2 for benzene,
for example. With confocal detection (see Fig. 17.16), a typical value of the
collection efficiency C is 2–10%. (Naturally, only a part of the fluorescence
emitted in all space directions is actually intercepted.) Excitation areas can
vary. In confocal detection, a typical value is A = 1 μm2 (diffraction limit in a
microscope using a wide-aperture objective). In near-field microscopy, A can
be as low as 0.01 μm2 (see Fig. 17.16). Using an excitation power of 100 mW
and an integration time of 1 ms in confocal microscopy, one can thus obtain
signals of 66 photon/ms.

Noise from the environment is typically 100 Hz/μW, or equivalently
100 photon/s/μW, whilst the electronic noise in sensitive detectors like ava-
lanche photodiodes is of the order of 100 Hz. The overall noise level thus
corresponds to 7 photon/s in the conditions described above, which remains
well below the expected signal from an isolated fluorescing molecule.

The detectors commonly used in single-molecule spectroscopy operate in
photon counting mode. Avalanche photodiodes are often used. They have the
advantage of a high quantum yield (around 70% in the visible) and a time
resolution of the order of 400 ps. Photomultipliers have better time resolution
(around 20 ps), but lower quantum yield (10–20%).

Despite their reasonable emission rates, the detection of single molecules
is limited by their finite emission time. In the aqueous environments used in
biology, which are therefore rich in oxygen, the fluorophores can form non-
fluorescent radicals by photochemical reactions in the excited state with other
reactive molecules such as oxygen. These reactions irreversibly alter the chem-
ical nature of the molecule, leading to a sudden interruption in the fluorescence
emission. Before this interruption, known as photobleaching (see Sect. 17.1),
an FITC molecule in water can typically emit 106 photons, reducing to 15 s the
possible observation time for FITC molecules that have been immobilised for
study in the conditions described earlier. One of the main aims in molecular
engineering of fluorescent molecules is to enhance their stability.

Prior to this sudden disappearance of the signal, the time evolution of
the emission from a single molecule reveals the deexcitation cycles that it
undergoes: the emission is sometimes interrupted when it passes through
non-radiative states, e.g., the triplet state, and this leads to an intermit-
tent fluorescence signal. These non-radiative periods degrade the fluorescence
quantum yield. Indeed, if the molecule underwent no transitions into these
non-radiative states, the rate of photon emission could easily be deduced from
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Fig. 17.18. Setup for fluorescence detection of single molecules. Measurement of
emission spectrum, imaging, polarisation resolution (a polarisation splitter separates
the signal between the two detectors), excitation transfer resolution (a dichroic mir-
ror separates two wavelengths detected by each photodiode)

the fluorescence lifetime τS, where by definition

τS =
1

kS
r + kS

nr

,

with the notation of Sect. 17.2. A typical value of the fluorescence lifetime
of a molecule is τS ≈ 5 ns, which gives a fluorescence emission rate of about
108 photon/s. With a rather modest collection efficiency, it would thus be
possible to detect around 106 photon/s. Unfortunately, this fluorescence rate
is often limited by access to non-radiative states during decay. The molecules
are also sensitive to their environment, and time variations in the fluorescence
emission of signal molecules are the signature of these interactions with their
immediate environment. These properties are used to provide information
about molecular behaviour in complex media.

Microscopy Techniques for Detecting Single Molecules

Microscopy techniques have been improved considerably over the last few
years, especially with the advent of high resolution microscopes using ob-
jectives of excellent optical quality and large numerical aperture, but also
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thanks to near-field techniques. Fluorescence detection is now possible in bio-
logical samples with a lateral resolution of a few hundred nanometers. The
longitudinal resolution has also been improved using techniques such as confo-
cal microscopy or two-photon microscopy (see Sect. 17.3.2). Different instru-
mental setups for microscopy based on one-photon fluorescence are shown
in Figs. 17.18–17.21. Most fluorescence microscopy techniques work by reflec-
tion. One then speaks of inverted microscopy, in which the optical image of
the sample is often found point by point, in contrast to what happens in tradi-
tional fluorescence microscopy by parallel imaging. A 2D image of the sample
is obtained either by sweeping the sample across the fixed focal point of an
objective using a piezoelectric setup, or by scanning the laser beam across
the fixed sample by means of mirrors mounted on a galvanometric system. In
inverted microscopy, the objective used to focus the beam on the sample also
serves to collect the signal, thereby significantly simplifying the optical setup.

Figure 17.18 shows a general optical setup for detecting single molecules.
More specific excitation geometries are discussed below.

Experimental Techniques for Spatial Selection
of a Single Molecule

In a typical single-molecule detection experiment, a laser beam with excitation power
P and frequency ν is focused on the sample through a first optical element, e.g.,
the objective for a microscope, or the tip of a fibre in the optical near-field case.
Focusing occurs over an area A determined by the size of the diffraction pattern.
The signal is collected by a second optical element which may be the same as the
one used for excitation (see Fig. 17.19).

For excitation by the optical near field, the laser beam passes through a tapered
fibre (see Fig. 17.20, left). At the end of the fibre, it emerges in the form of an
evanescent wave whose intensity falls off exponentially over several tens of nanome-
ters. The excitation area depends sensitively on the shape of the fibre tip and its
distance from the sample.

For excitation under total internal reflection (see Fig. 17.20, right), the angle of
incidence of the beam on the sample is greater than the critical angle of grazing

Optical detection
element

collection

Focussing
volume Optical excitation

element
Exciting

beam

Excitation area : A

excitation cross-sect
:σ of a molecule;

Fig. 17.19. Excitation with large numerical aperture
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refraction between the first medium (glass of the substrate) with index n1 and the
medium containing the molecule (liquid, air, etc.) with index n2. This angle im is
defined by the condition n1 sin im = n2. There is then an exponential decrease of
the incident intensity in the medium over a wavelength d such that

d =
λ

4π

√
n2

1 sin2 θ − n2
2 ≈ λ

5
.

The quantity NA = n sin α is the numerical aperture of the objective or focusing
lens. In confocal microscopy (see Fig. 17.21), a confocal diaphragm in the image
plane improves longitudinal resolution by removing light rays arising from emission
from other planes than this object plane. The lateral diameter of the focusing spot
is of the order of 0.51λ/NA ≈ λ/2. In the longitudinal direction, the size of the
focusing spot is less than nλ/NA2.

Confocal Microscopy. The distinguishing feature of the confocal microscope is
the confocal pinhole, which serves as detection aperture and is optically con-
jugate to the sample point under observation (see Figs. 17.21 and 17.22). The
confocal microscope can thus image samples in three dimensions by rejecting
the fluorescence background arising from the environment of the fluorescent
entities that interest us, but also excluding photons scattered from the focal
point. Ideally, the confocal pinhole should be similar in size to the diame-
ter of the diffraction pattern arising from the image of a point object by the
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objective. Hence, the main drawback with this technique is the loss of light
intensity due to the diaphragm.

The resolution of a microscope must be defined according to some specified
criterion. One can choose either the size of the image of an infinitely small
point source (full width at half maximum or FWHM, which is the diameter of
the light spot where the intensity descends to half of its maximum value),
or the minimum distance between two point sources at which they can still be
distinguished (Rayleigh criterion), or the passband in spatial frequencies for
an optical instrument (a notion arising from Fourier optics). In the case of
the Rayleigh criterion, two point sources can first be distinguished when the
maximum of the image of one coincides with the first minimum in the diffrac-
tion pattern produced by the other. The spatial intensity distribution near the
focal point for an initially homogeneous distribution of the amplitude front
before focusing is given by the function I(u, v), where u and v are the reduced
spatial coordinates defined below. The analytical solution is

I(0, v) ∝
∣∣∣∣2J1(v)

v

∣∣∣∣2 (Airy disk) , (17.22)

where J1(v) is the Bessel function of order 1, v = rn2π sin α/λ is the reduced
radial coordinate with r the radial coordinate, n is the refractive index of the
medium in which focusing occurs, e.g., a refractive index oil, λ is the incident
wavelength in the vacuum, and α is the half-angle of the aperture cone of the
objective, defined above.

Similarly, the intensity distribution along the optical axis is given by

I(u, 0) ∝
[
sin(u/4)

u/4

]2

, (17.23)

where u = zn2π sin2 α/λ is the reduced longitudinal coordinate and z is the
longitudinal coordinate.

The first zero of the function I(u, v) is located at (u0 = 4π, v0 = 1.22π),
and the lateral and longitudinal FWHM values of the spot are given in
Fig. 17.22.

It is clearly better to work with larger numerical apertures. This is why
high index immersion oils are often used between the objective and the sample
(typically n ≈ 1.5). For NA = 1.4, λ = 500 nm, one obtains lateral FWHM =
440 nm and longitudinal FWHM = 765 nm. Note also that the expressions
given here arise from the plane wave diffraction theory, which is not strictly
applicable for large numerical apertures. The full diffraction theory predicts
slightly smaller values than the classical theory.

The true resolution of a microscope is not purely defined by the effective
size of the interaction volume. It also depends on the optical configuration used
for detection and the coherence of the signal. The global point spread function
(PSF) results from the optical elements and diaphragms under illumination
PSFill(r, z) and during detection PSFdet(r, z). Then, if a source producing a
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Fig. 17.22. Schematic of the light rays propagating through a confocal microscope.
The objective focuses light from a laser onto the sample. Fluorescence from the
sample is collected by the same objective and detected by a photodetector, e.g., a
photomultiplier or an avalanche photodiode. A dichroic mirror then transmits the
fluorescence since it reflects wavelengths shorter than the excitation wavelength. By
virtue of the confocal pinhole, only those rays arising exactly from the image focal
plane are actually collected. FWHM = full width at half maximum. From [34]

spatial light distribution O(r, z) is imaged, the final image will have intensity
distribution

I(r, z) =
[
PSFill(r, z)PSFdet(r, z)

]2
⊗ O2(r, z) , (17.24)

for an incoherent optical process, e.g., fluorescence, and

I(r, z) =
∣∣∣[PSFill(r, z)PSFdet(r, z)

]
⊗ O(r, z)

∣∣∣2 , (17.25)

for a coherent optical process. In the incoherent case which interests us here,
the source is seen as a superposition of elementary point light sources. The
coherent case is useful when treating other phenomena, such as nonlinear co-
herent emission mentioned in Sect. 17.3.2 (second harmonic generation SHG,
coherent anti-Stokes Raman scattering CARS).

The underlying idea of confocal detection is to place the confocal di-
aphragm at the focal point where the image diffraction pattern is located,
keeping only its central disk. The main advantage is the rejection of inter-
fering light sources not belonging to the focal plane under investigation. As
a consequence, PSFdet(r, z) is modified. The optical resolution thus obtained
is not changed if the confocal diaphragm is much bigger than the Airy disk
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Fig. 17.23. Emission from single molecules immobilised within a polymer. Cy3 =
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PSFill(r, z). When the diaphragm is much smaller than the Airy disk, dif-
fraction effects due to the diaphragm must be taken into account in a form
that can be solved analytically. The effect on the resolution is summed up
in Fig. 17.22, where it can be seen that the longitudinal resolution is the one
that is most affected by the diaphragm. We may conclude that the size of the
confocal pinhole will be chosen in consequence of the compromise adopted
between better luminosity and better longitudinal resolution. The size of the
diaphragm is often chosen to be roughly equal to half the size of the Airy disk
due to the objective PSFill(r, z).

Figure 17.23 illustrates the characteristic emission of immobilised single
molecules, together with a fluorescence image measured using confocal mi-
croscopy. Photobleaching is clearly visible in the emission time series for each
of the molecules, as is the intermittent emission effect (blinking). From the
series for a large number of molecules, the time development of an ensemble
of molecules can be reconstituted. One retrieves the characteristic exponen-
tial decay of ensemble photobleaching (see Fig. 17.24). Note that similar ob-
servations have been made with regard to fluorescence emission by isolated
CdSe/ZnS nanoparticles in a polymer matrix, mentioned in Sect. 17.1.

Scanning Near-Field Optical Microscopy (SNOM). Historically, near-field mi-
croscopy was the first technique used to detect isolated fluorescent molecules
on a surface. This approach gradually gave way to confocal microscopy, which
was easier to implement. Near-field microscopy involves illuminating the sam-
ple through a tapered optical fibre, producing a much higher resolution than
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can be achieved by traditional fluorescence microscopy. Indeed, the diameter
of the aperture at the end of the fibre can be as low as a few nanometers. In
SNOM, optical measurements are based on a feedback loop involving the force
felt by the probe (fibre). This system is similar to atomic force microscopy
(AFM), except that the vibration of the optical fibre used as a tip reduces
the resolution of the resulting images. This technique is discussed more fully
in Chap. 5. When observing biological samples, the main difficulty today is to
carry out high resolution measurements in aqueous media.

Fluorescence Correlation Spectroscopy (FCS). This technique consists in ob-
serving molecules that are freely diffusing in the focal volume of the micro-
scope objective, but keeping the confocal configuration. The idea is to ensure
that just one molecule is passing through this volume: the focal volume of an
objective with large numerical aperture being 10−15 L, the molecular concen-
tration is reduced to 10−9–10−12 mole/L. Very brief signals are then observed,
typically in the range 0.1–1 ms. Several pieces of information can be deduced
from such measurements: the diffusion time of the molecules (translational
or rotational, if the detection is polarised), or the degree of excitation trans-
fer between several fluorescence emitters (see Sect. 17.3.1), which is discussed
below. Considering a time series F (t) for fluorescence emission, with time
average 〈F (t)〉 over a given integration time and fluctuations δF (t) about this
average, the autocorrelation function G is given by

G(τ) =
〈δF (t)δF (t + τ)〉

〈F (t)〉2 . (17.26)

This function is generated by comparing the fluorescence emission in the focal
volume at time t with the emission at time t+τ , where τ is the new time vari-
able. This function contains a wealth of information concerning the sources of
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fluctuations in the emission from a single emitter, e.g., resulting from the in-
teraction with its immediate environment, insofar as it succeeds in quantifying
the various time scales of these fluctuations.

The measurement principle shown in Fig. 17.25 underlies the technique
of fluorescence correlation spectroscopy (FCS), first introduced in the 1970s
[36, 37]. This technique does not strictly speaking measure time series from
a single molecule, but from the time series of several transiting molecules, it
can provide information concerning their diffusion behaviour, the kinetics of
chemical reactions, the molecular concentration, and other details.

It can be shown that, if the molecules diffuse freely in the focal volume with
diffusion coefficient Dlat, then the autocorrelation function falls off exponen-
tially with characteristic time τlat = r2

0/4Dlat, where r0 is the diameter of the
Gaussian focusing beam measured at Imax/e2. In a real situation, phenomena
other than diffusion can be observed. At time scales shorter than the mi-
crosecond, behaviour such as (non-radiative) transitions into the triplet state
or other photochemical processes become apparent, whereas longer time scales
correspond to diffusion of the molecules through the focal volume. Observa-
tion on time scales shorter than the microsecond would reveal the rotational
diffusion behaviour of the molecule. The translational diffusion coefficient Dlat

is proportional to 1/M1/3, where M is the mass of the molecule, whereas the
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rotational diffusion coefficient Drot is proportional to 1/M [37]. The autocor-
relation curves assume more complex shapes when chemical reactions with
measurable kinetic coefficients are involved. Figure 17.26 shows how FCS can
be used to distinguish biological entities.

Low Temperature Spectroscopy of Single Molecules. Until now, we have de-
scribed how to detect single molecules dispersed in space. It is also possible
to select a molecule among others by using the spectral characteristics of its
absorption or emission, provided that we can distinguish it from the others.
This is only possible at low temperatures, where the absorption and emission
lines are narrow, or by using emitters with special properties, such as semi-
conductor nanocrystals. At low temperatures, effects that broaden emission
lines such as collisions between molecules become negligible. The absorption
line of a molecule at low temperature is thus reduced to its homogeneous
width (in contrast to its inhomogeneous width in an ensemble of molecules at
room temperature), and this is centered on a frequency which depends on the
microscopic neighbourhood of the molecule. One can thus distinguish them in
an ensemble where they occur frequently simply by scanning the wavelength
of the excitation source.

There are other advantages in working at cryogenic temperatures. Photo-
bleaching is reduced, since oxygen or water can no longer diffuse easily in
the medium, and the absorption cross-section of the molecule is increased
[25,26,28]. Indeed, for a randomly oriented molecule, it can be shown that

σ =
λ2

2π

γr

Γtot
,
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Fig. 17.27. Spectral shifts in the resonance frequency of a single pentacene mole-
cule in a p-terphenyl crystal at 1.5 K. The spectral sequences are measured at 2.5-s
intervals (origin 0 MHz = 592.546 nm). Changes in frequency, or spectral diffusion,
are due to the reorientation of phenyl groups in molecules near the emitter [29]

where λ is the incident wavelength, γr is the radiative emission rate, and Γtot is
the total absorption width (corresponding roughly to the sum of homogeneous
and inhomogeneous widths in frequency). For a fluorophore in solution at
room temperature, γr ≈ 30 MHz, which corresponds to a radiative lifetime
of a few nanoseconds, and Γtot ≈ 3 × 104 GHz. This returns the order of
magnitude given earlier, viz., σ ≈ 6 Å2. At low temperatures, the line width
is reduced, e.g., Γtot ≈ 30 MHz, whence σ ≈ 106 Å2, which corresponds to the
cross-section of 100 000 molecules at room temperature!

At very low temperatures in a solid medium (< 10 K), the homogeneous
width of the molecular emission line is much narrower than the inhomoge-
neous width of their distribution (γhom ≈ 10 MHz). The effect of vibrational
contributions is also absent. It is then possible to produce a spectral image
of the molecules which provides useful information about their conformation
or their interaction with their surroundings. In a crystalline environment, one
can also observe significant spectral modifications (see Fig. 17.27).

Other effects have been observed at low temperatures, such as the bunching
and antibunching of photons emitted by single molecules, and the shift in their
emission line due to an electric field (Stark effect).

Time Dynamics of Emission and Spatial Diffusion
of Single Molecules

Important information can be obtained from the behaviour of isolated emit-
ters by studying their emission dynamics, but also the polarisation state of
the emitted light, or possible spectral fluctuations. These emitters are com-
monly used today as probes for their immediate environment. It thus becomes
possible to study the dynamics of conformational change in macromolecules,
or the interaction between proteins.



720 J. Zyss and S. Brasselet

• In biology, a distinction is made between naturally fluorescing proteins [38],
such as green fluorescent protein (GFP) or cholesterol oxidase (COx), and
other systems which have to be marked (or functionalised) by fluorophores
or nanocrystals in order to be able to observe them (see earlier sections).
Marked systems may be proteins, DNA or RNA fragments, in aqueous
media (gels), in artificial membranes (lipid bilayers or vesicles), in cell
membranes (cell surfaces), or directly in a fixed or living cell [31–33,38].

• In physicochemistry, many physical studies have also been carried out
on chromophores included within polymer matrices or gels, in order to
obtain information on heterogeneity and local behaviour in such media.
Moreover, specific macromolecules display interesting emission properties,
such as the antenna effect due to the large energy transfer within the
molecule (luminescent polymers, dendrimers).

The following examples serve to illustrate single-molecule studies and the
information it can yield.

Time Resolution: Emission Dynamics

We saw earlier that the emission from a single molecule could be intermittent
due to the various relaxation pathways towards non-radiative states. Intermit-
tent emission may also arise through a change in conformation or chemical
state of the molecule, with microsecond to second time scales to transit from
one state to the other. It is thus possible to follow an equilibrium reaction
between one emitting (on) state and one non-emitting (off) state of the mole-
cule by measuring similar time series to those shown earlier. The mean time
spent by the molecule in the on and off states provides direct access to the
time scales of the relevant molecular dynamics. As an example, the behav-
iour of a specific protein is given in Fig. 17.28. This is cholesterol oxidase
(COx), a flavoprotein enzyme which catalyses the oxidation of cholesterol by
oxygen. The active site of the enzyme involves a flavin-adenine dinucleotide
(FAD) which is naturally fluorescent in its oxidised form. It is reduced to
a non-fluorescent form by cholesterol. The molecule thus passes successively
from the fluorescent (on) state (oxidised) to the non-fluorescent (off) state
(reduced) during the oxidation reaction.

The distribution of different behaviour measured over several molecules
can thus be visualised, something that would be quite impossible through
ensemble measurements.

Polarisation Resolution: Reorientation Dynamics

Earlier, we mentioned the dynamics of the emission from a single molecule. By
monitoring the polarisation state of this emission, it is also possible to follow
the real time evolution of the direction of the emitting dipole. The fluorescence
signal of a single molecule is thus very sensitive to its orientation, represented
by the direction of its emission dipole [33]. The fluorescence yield of a molecule
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Fig. 17.28. (a) Image of immobilised cholesterol oxidase (COx) molecules, dispersed
in an agarose gel and excited at 442 nm, with confocal detection at 520 nm. Oxidation
of a COx molecule. (b) Real time observation of enzymatic reactions of a single
COx molecule catalysing a cholesterol oxidation reaction (0.2 mM cholesterol in an
agarose gel). The statistical distribution of on and off times depends on the amount
of cholesterol: (c) 0.2 mM, (d) 2mM [39]

subjected to an optical field E can be expressed in terms of the probabilities
of absorption and emission, viz.,

Pabs(t) = |μabs(t)·E|2 , Pem(t) = |μem(t)·e|2 , (17.27)

as in (17.27) of Sect. 17.1, where e is the polarisation direction, and μabs and
μem are the absorption and emission dipoles of the molecule, respectively. The
angle between the latter depends on the molecular conformation in its excited
state (measurable by other means) [26]. Of course, the directions of these
dipoles will evolve in time according to the dynamics of molecular rotation.
The fluorescence signal thus has the form

F (t) ∝ |μ(t)·E|2|μ(t)·e|2 ,

for a molecule whose emission and absorption dipoles point in the same direc-
tion (μabs = μem = μ), which is relatively common for long and dipolar mole-
cules. By exciting a molecule with circular polarisation and simultaneously
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Fig. 17.29. Setup for measuring dipole orientation by fluorescence

detecting the fluorescence emission along two perpendicular polarisations, its
rotational diffusion dynamics can be monitored as a function of time. The
point about using a circular incident polarisation is that one can excite the
molecules with the same efficiency whatever their direction (see Fig. 17.29).
The rotational diffusion time of molecules in a matrix depends heavily on
the viscosity of their immediate environment and the possible interactions
between molecules.

The orientation (θ, φ) of the dipole in space is defined by

μ = μ(sin θ cos φ, sin θ sin φ, cos φ) .

Using the notation of Fig. 17.29 and the above definition of the fluorescence
signal, we then have F (t)X ∝ sin2 θ(t) cos2 φ(t) and F (t)Y ∝ sin2 θ(t) sin2 φ(t).
The anisotropy of the fluorescence signal depends directly on the angle of
orientation in the plane and is defined by

r(t) =
F (t)Y − F (t)X

F (t)Y + F (t)X
= cos 2φ(t) . (17.28)

By measuring the fluorescence anisotropy of a single molecule, one thus di-
rectly obtains its orientation projected in the sample plane, the value being av-
eraged over the integration time of the detectors. In the example of Fig. 17.30,
it can be seen that the orientations of molecules inserted by dilution into the
pores of a polymer are able to evolve rapidly, and that changes of regime are
possible as time goes by, depending on the very dynamics of the immediate
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sition temperature (287K) [27]

surroundings with which they interact. A change in the rotational dynamics
is largely reflected by modifications in local properties like the pH and the
viscosity.

The local viscosity causes constraints that prevent the molecule from dif-
fusing freely in the matrix, constraints that could not be revealed by ensemble
measurements. This example illustrates the usefulness of single-molecule spec-
troscopy when it comes to understanding heterogeneity in the behaviour of a
matrix that is a priori homogeneous. The various rotational diffusion regimes
shown in Fig. 17.30 can be interpreted quantitatively by examining the tempo-
ral autocorrelation of the emission. This function exhibits a multiexponential
decay indicating the presence of several different rotational regimes. However,
each regime taken separately (on shorter time scales, see Fig. 17.30) exhibits a
monoexponential decay. This observation shows that a single molecule is sensi-
tive to dynamical disorder in the matrix, in such a way that over a long period
of time the autocorrelation measurement begins to look like what would be ex-
pected from the dynamics of an ensemble measurement. This agrees with the
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ergodic principle concerning the behaviour of these isolated molecules: observ-
ing an average signal over a large number of molecules amounts to observing
the behaviour of a single one of these molecules over a certain time.

Excitation Transfer: Conformation Dynamics

There is a special case of the interaction between a molecule and its environ-
ment that is of particular interest, in which the molecule find itself at a very
short distance (< 10–100 Å) from another emitting dipole. In this situation,
an excitation transfer may occur. This is called fluorescence resonance energy
transfer (FRET), originally identified by Förster. For an emitter (donor D)
in close proximity to another (acceptor A), and if the absorption spectrum
of A overlaps with the emission spectrum of D, part of the energy absorbed
by D is transferred non-radiatively by dipole–dipole interaction to A with an
efficiency E given by

E =
1

1 + (R/R0)6
, (17.29)

where R is the distance between A and D, and R0 is the Förster radius. The
latter is such that R6

0 ∝ ΦDJκ2/n4, where κ is a geometric term such that
κ = cos θAD−3 cos θAR cos θDR, taking into account the respective orientation
of the two dipoles and the vector R joining them (defined by their direction
cosines cos θAD and cos θAR cos θDR), n is the refractive index of the medium,
and ΦD is the fluorescence quantum yield of the donor D. The quantity J
is the spectral overlap integral for the absorption of D and the emission of
A (see Fig. 17.31). Note that, when the molecules diffuse freely with a small
rotational diffusion time compared with the integration time of the detectors,
the time average of κ2 is equal to 2/3. In this situation, one does not need to
measure the orientations of the dipoles over time.

The length R0, typically a few nanometers, corresponds to the distance
at which A must be located to obtain a transfer efficiency of 50%. Excitation
transfer between two fluorescent dipoles is therefore a phenomenon capable
of providing information on the distance between two distant emitters with
subnanometer resolution.

This effect, commonly used for ensemble measurements in solution or bio-
logical medium, can be applied in the single-molecule context for its sensitivity
to the distance between two emitters on macromolecular scales. For example,
it can inform about conformational changes of an isolated protein by function-
alising at two different sites of this protein, using one molecule to play the part
of donor and another to play the part of acceptor. Applications encompass a
variety of effects, including fluctuation and stability of macromolecular con-
formation, folding/unfolding dynamics of a protein, and structural changes in
an enzyme during catalysis (see Fig. 17.32). Research into protein folding is
particularly appropriate on the level of single molecules, given its complexity
and stochastic nature which make it difficult to interpret ensemble measure-
ments. In such conditions, various paths of conformational change can in fact
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Fig. 17.31. Excitation transfer between donor and acceptor dipoles. The transfer is
defined by its rate kFRET (s−1), which provides a further relaxation channel for the
donor D, competing with its fluorescence emission rate kf,D (τf,D is the fluorescence
lifetime of D)

be identified, along with their characteristic time scales. This information is
crucial given the relevance of protein conformation to the way cells work.

In practice, the signals corresponding to the emission wavelengths of the
donor and acceptor can be measured in confocal microscopy for a given ex-
citation wavelength, by using suitable spectral filters. The signals are then
corrected for the quantum yields and collection efficiencies for the donor and
acceptor. One then measures

E =
(

1 + α
FD

FA

QA

QD

)−1

,

where FA and FD are the fluorescence signals of A and D, respectively, QA and
QD are the fluorescence quantum yields, and α is an experimental correction
coefficient accounting for the collecting efficiencies of the two detection chan-
nels. Figure 17.32 is a schematic representation of two different situations in
which donor and acceptor molecules are attached to a large molecule, together
with the expected signals.

We can illustrate the measurement of a FRET signal in single-molecule
spectroscopy by the example of the protein chymotrypsin inhibitor 2, a sim-
ple model system that has two equilibrium states: a folded conformation and
an unfolded conformation. The two stable conformation states of the protein
have been revealed by exploring intermediate situations in which increasing
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Fig. 17.32. Illustration of energy transfer in single-molecule detection. Upper : Fold-
ing dynamics of a protein revealed by following the signals from two markers attached
to the protein. Lower : Interaction of an enzyme with the substrate. ID photodiode
detecting the fluorescence signal at the donor wavelength. IA photodiode detecting
the fluorescence signal at the donor wavelength [7]

concentrations of a denaturing agent (guanidinium chloride) have been added.
The most compact state, bringing the two molecules close to one another
(45 Å, ascertained from the transfer efficiency), produces a strong FRET sig-
nal. The other state increases the separation between the two molecules to
61 Å. The measurements shown in Fig. 17.33 were made on molecules diffus-
ing freely in the focal volume of a confocal microscope. This measurement can
provide proof that these two states do exist. Other experimental setups are
possible, involving immobilisation of the molecules, for example, which allows
one to study the dynamics of transitions between the various conformations.

Spatial Resolution: Diffusion in Membranes

The possibility of imaging fluorescence areas measuring a few tens of microns
with high optical resolution (∼ 300 nm) and a high level of sensitivity has
opened the way to detecting single molecules that are diffusing, freely or
otherwise, in fluid environments such as polymers and artificial membranes
like lipid bilayers, cell membranes, and cells [43]. The diffusion behaviour
of single molecules in a given environment provides a wealth of information
about its interaction with its close surroundings, e.g., protein–lipid, protein–
protein, protein–cytoskeleton in a cell membrane. Specific behaviour such as
constrained diffusion, which would be hidden in an ensemble measurement,
may also be revealed.

Figure 17.34 shows the cell components which may be relevant in pro-
tein, DNA, or virus diffusion properties at the level of the single molecule.
Membrane proteins diffuse at the surface in a fluid medium (membrane, lipid
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Fig. 17.33. Stable conformation states of the protein chymotrypsin inhibitor 2
investigated by energy transfer between the dye TMR (λemission ≈ 580 nm) and
the dye Cy5 (λexcitation ≈ 640 nm), attached to two remote sites on the protein. The
equilibrium between the folding states of the protein is shifted by increasing the
concentration of a denaturing agent from 3 mole/L to 69 mole/L [41]

bilayer) comprising many obstacles and specific domains which may play a
specific role in cell recognition, for example. Diffusion through the cell mem-
brane, an essential phenomenon with regard to cell nutrition and waste rejec-
tion by the cell, occurs either by free transport, i.e., diffusion from zones with
the highest molecule concentrations to less concentrated regions, or by active
transport, i.e., the cell ‘holds’ the molecules in spite of gradient concentrations,
thereby maintaining an equilibrium with its surroundings. Active transport
is achieved by specific membrane proteins which use cell energy supplied by
adenosine triphosphate (ATP). This is a molecule which plays a determining
role with regard to energy supply by transferring its terminal phosphate group
directly to the protein that acts as intermediary for the transport.

The theoretical approach to particle diffusion is based on a hydrodynamic
model. Historically, the first demonstrations were obtained by observing the
diffusion of pollen particles in water (R. Brown in 1827, then A. Einstein in
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Fig. 17.34. Cell membrane. Boundary between the inside of the cell and its various
components and the outside. Taken from [42]

1905 and P. Langevin in 1908). The general equation of motion

m
dv

dt
= −αv + F (t)

gives the velocity of a particle subjected to a fluctuating force F (t), such
that 〈F (t)〉 = 0, and friction with coefficient α expressing dissipation. To
study diffusion of molecules, macromolecules and particles in cell membranes
or within a cell, we limit the discussion to 2D diffusion in a plane, although
the properties described here can be extended to three dimensions [44]. For
purely Brownian diffusion in two dimensions, the spatiotemporal variation of
the probability of finding a particle in a given environment is given by Fick’s
law:

∂P (r, t)
∂t

= D∇2
rP (r, t) , (17.30)

where P (r, t) is the probability of the particle moving to the position r at time
t, measured from its original position. The amplitude of the displacement ||r||
is indicated in Fig. 17.35, which shows an example of position measurements
on a particle diffusing in the plane. D is the lateral diffusion coefficient, given
by D = 3kT/α according to the Einstein model mentioned above. The solution
to this equation is a probability density of the form

P (r, t)dr =
1√

8πDt
exp

(
− r2

4Dt

)
dr .

The function most often used directly relates the probability of finding the
particle at a given distance from its previous position:
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P (r2, t) = 1 − exp
(
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)
. (17.31)

This function can be plotted directly from measurements like those repre-
sented in the figure. If the theoretical parameters can be fitted to the ex-
perimental data to yield the exponential decline given in this equation, the
particle motion can be considered to be Brownian.

In practice, it is also possible to make direct measurements of molecular
positions every nΔt and record the mean squared displacement defined by

〈
r2
〉
(t = nΔt) =

∑N
i=0

[
(xi+n − xi)2 + (yi+n − yi)2

]
(N + 1)

, (17.32)

where xi and yi are the particle position coordinates as measured at time iΔt.
This approach gives experimental access to the time-dependent parti-

cle displacement. This function is known in the simple cases described in
Fig. 17.36. Most of these situations (diffusion restricted to domains of finite
dimension, anomalous diffusion) have been the subject of much theoretical
and experimental work, leading to empirical models that are widely used to-
day. For purely Brownian motion, as observed in the diffusion behaviour of
proteins in an artificial lipid membrane, the mean squared displacement is a
linear function of time, viz.,

〈
r2
〉

= 4Dt, and the coefficient D can be deduced
directly. Any deviation from Brownian behaviour is thus directly identifiable.

More complex models have been developed to explain the diffusion behav-
iour of membrane proteins, taking into account the local viscosity of the lipid
environment, for example (Saffman-Delbrück, 1975).

In practice, measurements of the position of a molecule depend on the
optical resolution, but the displacement can be estimated with a resolution of
around 50 nm. Typically, a membrane protein diffusing freely in a cell mem-
brane diffuses with diffusion constant D ≈ 5–10 μm2/s. Under the experimen-
tal conditions of confocal microscopy, a particle is considered to be motionless
for D < 10−4 μm2/s. The signal-to-noise ratio is a very important factor for
the detection of single molecules in the cell medium. Indeed, the cell environ-
ment is itself made up of fluorescing entities such as flavins, proteins that will
fluoresce under excitation at 500 nm. To remedy this difficulty, excitation in
the red is favoured, e.g., HeNe laser at 632.8 nm (see Fig. 17.37), or two-photon
excitation (see below).
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Fig. 17.36. Diffusion behaviour in a complex medium. These examples are accessi-
ble to fluorescence observations, by measuring the displacement of isolated proteins
labelled by a fluorophore. Taken from experimental data on Cy5 molecules marking
MHC membrane proteins on Chinese hamster ovary (CHO) cells [45]

More detailed studies of protein diffusion within a cell have shown that it is
now possible to detect intracellular markers, as in the example of Fig. 17.38,
where a labelled virus has been followed from the moment it crossed the
membrane (endocytosis) until it reached the nucleus. In this example, it was
possible to determine the very nature of the infection process by monitoring
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a

b

Fig. 17.37. Detection of single molecules in a cell membrane. (a) Transmission elec-
tron microscope image of an HASM cell (adhering to the substrate) in which lipid
probes (DOPE, unsaturated lipid 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine)
have been marked in very small quantities by a fluorescent cyanine (Cy5). The
cell is imaged with magnification ×40 in (a), whereas the fluorescence image (b)
was recorded with a magnification of ×100. A Cy5 is clearly visible in the latter,
with a signal-to-noise ratio of 23. The diffusion of DOPE-Cy5 is Brownian with
coefficient D ≈ 3.0 μm2/s, whereas observations of the diffusion of marked satu-
rated lipids DMPE-Cy5 [(1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine)-Cy5]
exhibit constrained diffusion behaviour in domains of measurable size: diffusion con-
stant D ≈ 0.6 μm2/s and domain sizes 700 ± 20 nm [46]

the intracellular diffusion of the virus. In particular, understanding the trans-
port phenomena exploited by the virus to reach the nucleus (where the genes
are expressed) would provide a way of identifying the decisive steps to target
in the development of a suitable therapy.

17.3.2 Multiphoton and Nonlinear Microscopy

The aim in this section is to describe the main techniques of multiphoton flu-
orescence microscopy (two- or three-photon excitation), and nonlinear coher-
ent microscopy (second harmonic generation SHG, third harmonic generation
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Fig. 17.38. Fluorescence imaging
of the adeno-associated virus (AAV)
marked by a fluorophore (Cy5) and
diffusing within a HeLa cell. The virus
concentration has been reduced in or-
der to isolate them. The transmission
electron microscope image has been
superposed on the image of the trajec-
tory of various isolated viruses as mon-
itored by fluorescence. Trajectories 1
to 4 show different stages of the in-
fection. (1 and 2) Diffusion in solution
outside the cell. (3) Penetration into
the cell membrane. (3 and 4) Diffusion
in the cytoplasm. (4) Penetration in
the nuclear envelope and diffusion in
the nucleoplasm. Diffusion is free (pas-
sive transport) and sometimes anom-
alous in cases 3 and 4 [47]

THG, coherent anti-Stokes Raman scattering CARS). Most of these tech-
niques are still at the research stage.

Two-Photon Fluorescence

Multiphoton fluorescence microscopy has been presented recently as a useful
alternative to confocal microscopy. The excitation wavelengths are longer,
in the near infrared, thereby reducing light scattering effects in the kind of
complex media represented by cells and increasing the depth of penetration
in consequence. Photodamage is also reduced in the infrared, and so is the
fluorescence background due to the cell environment itself.

In two-photon fluorescence microscopy, excitation occurs spectrally in the
infrared, typically in the range 750–1 000 nm, since two photons must be ab-
sorbed to generate fluorescence in the visible. Because the excitation requires
two photons, incident energies are also greater than those used in conventional
or confocal one-photon fluorescence microscopy. To this end, pulsed lasers are
used, with subpicosecond pulse width (generally 30–200 fs) and high repeti-
tion rates (typically 80–100 MHz), leading to average power outputs in the
range 30–300 mW. Optical configurations for two- or three-photon fluores-
cence remain essentially the same as in confocal microscopy (see Sect. 17.3.1).
However, the confocal pinhole is no longer necessary, because the observed
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effects are sensitive to the second or third power of the incident intensity, so
that the observed phenomenon has an intrinsic longitudinal resolution (see
Fig. 17.39).

The main difference with one-photon fluorescence is the excitation process.
The excitation probability in two-photon fluorescence is proportional to the
fourth power of the field, whence the measured intensity is proportional to
[see (17.8)]

I2–photon = |μexc·E|4 |μem·e|2 .

One may thus define a two-photon absorption cross-section, written δ (in units
of cm4s/photon).

Resolution with Two-Photon Fluorescence

The reduction in the interaction volume is due to the reduction in the intensity
distribution PSF defined above. Hence, for a fluorescence process of order N ,
the new PSF, denoted by PSF(N), will be related to its equivalent linear PSF
by PSF(N) = (PSF)N . It can be shown that, for a Gaussian distribution, this
induces a division of the original size by

√
N . For two-photon fluorescence,

one may write

I2–photon = |PSFill|4 |PSFdet|2 ,

whereas

I1–photon = |PSFill|2 |PSFdet|2 .

In contrast to one-photon fluorescence as described in Sect. 17.1, the signal
emitted in two-photon fluorescence is now expressed as a function of the square
of the incident intensity integrated over the focal volume V [49]:

〈F (t)〉2–photon = CQ(2)〈I2
0 (t)〉δ

∫
V

a2(r)d3r , (17.33)

where a(x) is the spatial distribution of excitation (dimensionless), Q(2) is the
two-photon fluorescence quantum yield, I0(t) is the incident intensity, δ is
the two-photon absorption cross-section, and C is an experimental coefficient
representing the collection efficiency.

The expression for
∫

V
a2(r)d3r can be used to deduce the spatial resolution

of the process. After spatial integration of a homogeneous profile (see above
in the case of conventional microscopy), we have∫

V

a2(r)d3r ∝ 8nλ3

π3NA4 ,

where NA is the numerical aperture of the objective and n is the refractive
index of the medium. The diffraction-limited focal volume is thus proportional



734 J. Zyss and S. Brasselet

Two-photon excitation
volume

Excitation probability

One-photon
excitation volume

∝I2 ∝I
N

um
be

r 
of

 p
ix

el
s 2000

1000

0
0 50 100 150 200 250

Pixel intensity

Confocal
Multiphoton

MultiphotonConfocal

Fig. 17.39. Left : Excitation volume for one- and two-photon fluorescence. Right :
Confocal and two-photon fluorescence images of a tissue (at a depth of 60 μm in a
monkey kidney labelled by a fluorophore) requiring a large penetration depth [48]

to λ3/NA4, in contrast with the case of one-photon fluorescence for which the
dependence is λ3/NA3. Volumes of 0.06 μm3 are typical under two-photon
excitation.

The spatial integration leads to the following simple expression, which
takes into account the quantity 〈I0(t)〉2, directly measurable by a detector:

〈F (t)〉2–photon = CQ(2)〈I0(t)〉2δg 8nλ3

π3NA4 , (17.34)

where g = 〈I2
0 (t)〉/〈I0(t)〉2 is a measure of the temporal coherence of the

source (g = 1 for a CW laser source). For a pulsed laser with repetition rate
100 MHz and Gaussian pulse profile of width 100 fs, one has g ∼ 105.

Two-Photon Fluorescence Imaging

Two-photon fluorescence is particularly well-suited to 3D imaging inside a
cell, where access to inner regions is more easily achieved. This feature is
illustrated in Fig. 17.40, where labelled slices of vesicles have been imaged by
polarised two-photon fluorescence microscopy.

Two- and Three-Photon Coherent Phenomena:
Second and Third Harmonic Generation

Second Harmonic Generation (SHG)

The phenomenon of second harmonic generation was described in Sect. 17.1.
In microscopy, it is possible to detect the signal generated in molecular ensem-
bles with non-centrosymmetric distribution either by transmission (a second
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Fig. 17.40. Two-photon fluorescence imaging. Giant unilamellar vesicles (GUV)
are model systems of cell dimensions which are suitable for studying lipid–lipid and
lipid–protein interactions. These vesicles occur in the form of lipid membrane spheres
and are easily labelled by fluorescent dyes, whose orientation depends on the dye
structure. Two-photon fluorescence can be used to produce images of vesicular slices.
The polarisation response of the generated signals provides information concerning
the structure of the vesicle, its phase, etc. [50]

Spectral filter

Microscope
objective

Microscope
objective

Microscope
objective 

spectral filter

Fig. 17.41. Different setups for detection in SHG microscopy

objective is then necessary), or by reflection (see Fig. 17.41). This technique is
particularly well-suited to the study of morphological changes in a biological
medium [53], the detection of defects in materials, and the analysis of specific
surface properties. The interpretation of images in terms of molecular organ-
isation can be achieved by polarisation analysis. Recently, SHG microscopy
has also been extended to the near-field configuration in molecular media [53].

The following example, shown in Fig. 17.42, illustrates the complemen-
tarity of information provided by two-photon fluorescence and coherent SHG
emission on the same system, using the same optical excitation in the infrared.
Giant vesicles (GUV) have been doped with nonlinear fluorescent molecules,
and it can be seen that the fluorescence is visible over the whole surface,
whereas the SHG disappears in the interface region between two vesicles. This
is due to the fact that, unlike the SHG, fluorescence exists even in a centrosym-
metric medium. In the interface region where the molecules lie head-to-foot,
the order loses its centrosymmetry and this cancels the SHG signals.
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Fig. 17.42. Two-photon fluorescence (left) and SHG (right) microscopy in vesicles
doped by lipid dyes with non-negligible nonlinear quadratic and two-photon fluores-
cence yields. The part of the image where the two vesicles fuse is inactive in SHG
because, in this region of the lipid layer, the molecules are oriented head-to-foot [54]

Fig. 17.43. THG (and SHG) microscopy in a living cell from a drosophila ovary
labelled by a dye (DAPI) [55]

Third Harmonic Generation

Whereas SHG requires a medium with a centre of symmetry, i.e., that is not
centrosymmetric, the process of third harmonic generation (THG) is allowed
in any medium. (It is in fact a process of odd order, as described in Sect. 17.1.)
The THG signal, emitted at frequency 3ω, where ω is the incident frequency,
is proportional to |χ(3)|2I(ω)I(ω)I(ω), and hence proportional to the third
power of the incident intensity. This optical process, which requires high in-
cident energies, has nevertheless proven its efficiency for observing changes of
phase in liquid crystals, optical fibres, and indeed biological media.

Coherent Anti-Stokes Raman Scattering (CARS)

In a similar way to third harmonic generation, coherent Raman emission is
a third order process (or a four-wave mixing process), which is in fact reso-
nant for vibrational transitions rather than electronic levels. This process is
therefore very useful for spectroscopic detection in which the molecules and
molecular bonds can be directly identified spectrally. In the CARS process,
two incident frequencies ωp (pump) and ωs (signal) interact, with ωp − ωs of
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Fig. 17.44. CARS microscopy on polystyrene beads (left) and on a living cell
(right) [57]

the order of a resonance frequency of the medium. The third order nonlinear
polarisation induced at frequency ωAS = 2ωp − ωs is proportional to

P (3)
ωAS

= χ(3) : E(ωp)E(ωp)E(ωs)∗ .

The latter is the source of radiation of the detected signal. The point about
using CARS microscopy is that one can work on the molecular level in bio-
logical media such as cells without needing to inject fluorescent dyes [56]. The
subjects of study are identified by their Raman resonance frequency. This non-
linear process can also be used to shift the detection frequency far from the
molecular fluorescence line, which can otherwise lead to optical noise problems
in classical Raman measurements. The first demonstrations on polystyrene
beads confirmed the feasibility of such a technique (see Fig. 17.44).

17.3.3 Mechanical Properties of Single Biomolecules

Optical Tweezers

Optical tweezers are used to hold a microscale object under a focused light
beam and to measure the effects of displacing this object under the action
of extremely small forces (1–100 pN). By attaching them to a molecule or
biomolecule, optical tweezers can be used to measure the forces applied to
this molecule, or to exert forces with a view to deforming or displacing it.

Optical tweezers use forces resulting from radiated light pressure (defined
below) to trap small particles. This technique has been used over the past
20 years to trap dielectric particles of micrometric dimensions, and it is
only recently that force measurements have been carried out on molecules
in biological environments, manipulating them with nanoscale spatial accu-
racy [32,58–60]. This new type of manipulation of single molecules opens the
way to a wide range of associated studies, e.g., to test the physical behaviour
of DNA (conformational elasticity) from a standpoint that was never before
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accessible. Likewise, many effects have now been understood in the field of
biological molecular motors, and interaction phenomena between proteins and
DNA by direct measurement of the interaction energy during binding. Several
examples are outlined below.

Optical Traps

When a light beam crosses a dielectric particle, the directions of the rays in the
beam are modified by refraction. This causes a change in the direction of the
momentum p of the photons, and hence a radiation pressure on the particle,
defined as the force per unit area exerted by the momentum p of the photons.
The photon momentum is given by p = �k, where k is the wave vector with
amplitude |k| = 2π/λ for a beam of wavelength λ. The requirement whereby
the total momentum of the electromagnetic wave and the particle is conserved
allows one to express the resulting force on the particle, this being given as
the difference between the incoming light flux at the particle (of area Σ) and
the outgoing light flux:

F =
n

c

∫∫
Σ

(Sin − Sout)dA , (17.35)

where S is the Poynting vector related to the total momentum of the photons
by

d2P

dt2
=

n

c
SdA .

This force is generally very weak compared with other forces, such as the
weight. This is why the objects manipulated must be very small, e.g.,
polystyrene spheres with diameters of the order of a a few nanometers to
a few microns.

Optical Tweezers

The forces exerted on small objects can be either repulsive, due to light reflection, or
attractive, due to refraction (see Fig. 17.45). As the sphere modifies the direction of
the momentum of incident photons, an equal and opposite momentum is transferred
to the sphere with an associated force in the direction of the focal point of the beam
focused on the sphere. This attracts the sphere towards the centre of this focal point.
In contrast, the force due to reflection on the sphere tends to push it away from the
focal point. To reduce the effect of this repulsive force, objectives with very large
numerical aperture are used, in such a way as to focus the light as precisely as
possible on the sphere and favour highly inclined rays in the trapping force. With
an objective immersed in an oil of refractive index 1.5, numerical apertures of 1.4
are possible.

Two light rays 1 and 2 are refracted in a dielectric sphere immersed in water.
The directions of these rays obey Snell’s law nwater sin θwater = nsphere sin θsphere.
Figure 17.45 illustrates the situation without taking into account multiple reflections
inside the sphere.
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Fig. 17.45. Forces on a small sphere due to refraction and reflection of a focused
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Fig. 17.46. The change in the momentum of photons passing through the sphere
leads to a net force

Measuring Forces with Optical Tweezers

The effect can be gauged quantitatively and the force on a sphere can actually
be measured. This effect is particularly useful in biology. A sphere, typically
with diameter between 100 nm and 100 μm, positioned in a Gaussian beam
focused by a microscope objective, will be affected by the steep gradients in
the intensity profile of the beam in the three space directions, which tend to
draw the sphere towards the centre of the focal point. The position of the
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sphere can be localised using an imaging technique, e.g., projecting onto a
quadrant photodiode, which can attain accuracies in the nanometric range.

If the sphere is displaced from the centre of the focal point, it is subject to
a restoring force proportional to its distance from the focal centre: F = −kr,
where r is the vector from the sphere to the focal centre and k is the restoring
coefficient. In practice, the sphere moves all the time due to Brownian motion.
However, if it moves away from the focal point under the action of an external
force exerted by a protein attached to it, for example, the force attracting it
back can be quantified and will depend on the force exerted by the protein.
By measuring the displacement of the sphere, the value of the force can be
deduced with an accuracy that depends on the restoring coefficient, which
itself depends on the trapping technique and the size of the sphere. Measured
values of the restoring coefficient are generally of the order of 50 pN/μm, whilst
the most sophisticated devices can reach 0.5 pN/μm.

An optical trapping experiment requires a microscope equipped with an
objective with large numerical aperture. Trapping occurs under continuous
illumination in the infrared, since this wavelength is the best suited to cause
least damage to biological media like cell membranes. The optical trapping
beam is directed onto the bead by a set of mirrors and lenses, whilst an
acousto-optic modulator is used to control its direction.

The instrument must be calibrated in order to be able to infer the force
exerted on the sphere. To do so, a known force is applied and the displacement
of the sphere is measured, which yields the value of the restoring coefficient k
for the system. Such a force can be provided by the known flux of a fluid with
viscosity η, whence F vis = 6πηaνu, where ν is the fluid velocity, and a the
sphere radius. This force can be modulated in time for greater accuracy. Other
calibration techniques are based on position fluctuations due to Brownian
diffusion, and in particular, their frequency spectrum.

Optical tweezers are no used in many applications. Two examples are
shown in Figs. 17.47 and 17.48. The first case concerns the displacement of
molecular motors (kinesin protein) isolated on a microtubule. The second
monitors the DNA transcription process, the role of the molecular motor being
played by RNA.

Microscopy Techniques Using Tips

The techniques discussed here are treated in more detail in Chaps. 3–5. We
therefore restrict the following to features relevant to biological problems.

After twenty years of research in this field, the techniques of probe mi-
croscopy are still in the development stage, particularly with regard to image
interpretation [64]. This type of technique is especially relevant to the study
of surfaces and the manipulation of atoms and molecules. The basic setup
of the scanning tunneling microscope, atomic force microscope, or near-field
optical microscope is a scanning system based on piezoelectric transducers, a
feedback loop, and a system for recording data. Local measurements are then
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Fig. 17.47. Molecular motors and optical tweezers. The example here is kinesin,
a small protein in the form of a dimer, capable of moving along a microtubule.
Attaching a single kinesin protein to a polystyrene bead trapped by optical tweezers,
its motion can be revealed. It occurs in discrete steps of 8 nm [61]. Every 8 nm, the
protein recovers energy by hydrolysing an ATP molecule to form ADP [62]

possible by establishing the feedback conditions. For the observation of single
molecules, this type of approach has opened up a wide range of channels for
exploring their physical, chemical, mechanical and electronic properties. The
type of molecule concerned varies from diatomic systems to complex biological
entities. Moreover, micro- and nanotechnologies are now capable of fabricat-
ing accurate probes on scales that approach those of the molecular systems
they investigate.

Scanning Tunneling Microscopy (STM)

The underlying idea of the scanning tunneling microscope is to cause a cur-
rent to pass by the tunnel effect through the space separating the tip and the
sample surface (see also Chap. 3). The feedback system holds the tunneling
current constant. In the vacuum, this current typically changes by an order of
magnitude for each 1-Å variation in the tip–sample separation. The voltage
applied to the piezoelectric transducer in order to hold this current constant is
then recorded, providing highly accurate topographical information concern-
ing the sample surface.

The energy of the tunneling electrons varies under changes in the applied
bias voltage between the tip and surface, and depending on the the sign of
this bias, filled or empty electronic states can be probed. Observing molecules
adsorbed on the surface, it is thus possible to correlate the surface topo-
graphy with direct chemical interpretations related to the observed electronic
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Fig. 17.48. Transcription and optical tweezers. A transcription complex (RNA
polymerase, DNA) is attached between two spheres and held under a continuous
flux. When a polymerase moves along the DNA, it tries to pull the two spheres
along with it. One of the beads is retained by optical tweezers and the other by a
micropipette. The measured displacement gives the distance between the two ends
of the DNA and the transcription rate can be determined from it [63]

structures, since the bias can be used to select specific states. This technique
has long been applied to semiconductor nanostructures, for example.

Atomic Force Microscopy (AFM)

In atomic force microscopy, the servo-system acts on the force as a function of
the separation between tip and sample (see also Chap. 4). An AFM can work
with or without contact between the tip and sample. In contact mode, one
exploits the repulsive force between the probe and the surface, which varies
rapidly as a function of the tip–sample separation. This mode is rarely used
for biological samples, owing to their fragility. An alternative is the tapping
mode, which attempts to minimise contact and causes less damage to samples.
The feedback system is nevertheless still based on the contact time. In non-
contact mode, AFM uses a weaker attractive force between the tip and sample.
In each case, the recorded signal comprises measurements of the deformation
of the tip holder, e.g., by deflection of a light signal reflected from the latter
during its motion. It is also possible to measure the lateral motions of the tip
in order to examine the friction and adhesion effects it undergoes.
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AFM has been used intensively in surface topography studies, and more
recently, in the manipulation of biological systems in aqueous media [65]. This
method can be used to obtain information concerning the structure (elasticity,
mechanical properties) of such systems on the molecular level.

17.4 Conclusion

As this discussion is intended as an introduction, the aim has not been to
cover the whole field of nanobiophotonics, although the authors hope that
this neologism will appear a great deal clearer to the reader on reaching the
present section. Nor has it been our desire to represent these issues in the
rather rigid way one might a mature field, when the subject is still in its
infancy. At best, we will have identified the main lines of force as they stand
today, and the reader is warned not to extrapolate too willingly beyond the
most immediate future, when we are only just dealing with the definition
stage.

As a conclusion then, we shall simply recall here some of the applied and
cognitive matters raised by current and future progress in nanobiophotonics,
without risking a judgement in the heated debate that surrounds the chances
of success for one approach or another.

Concerned as always with the nanoscale, one of the major alternatives
today which will certainly continue to develop over the next few years is exo-
genous photonic marking, as opposed to the endogenous response of biologi-
cal media. In the first case, nanoparticles of all types, endowed with diverse
and identifiable physical properties, are adopted as accessories, provided that
they insinuate themselves into the medium as discretely as possible, whilst
providing the microscopic device with the required luminosity and spatial
resolution associated with the properties of nanostructures that have been
optimised with this in mind. It goes without saying that the so-called en-
dogenous response of the tissue alone is in every way preferable, particularly
for in vivo studies, given the drawbacks of marking by a degradable particle
that is foreign to the biological ecosystem, although at the same time clearly
falling short of the record performance that can be achieved by introducing
a nanostructure. Since each approach has its advantages and disadvantages,
they will doubtless be called upon to complement and emulate one another,
rather than just to compete, over the coming years.

Research into exogenous labels is itself far from finalised and still gives rise
to lively controversy. Although semiconductors in the form of quantum dots
based on III–V or II–VI alloys tend to be predominant in biophotonics, these
also display some disadvantages and one may predict the emergence of still
conjectural alternatives. An example is perhaps the metallic nanostructures
which, when heated by laser flux, can provide an excellent source of informa-
tion on this scale, without the risk of bleaching or blinking, playing upon the
sensitivity of interferometry as a means of detection. Along the same lines, we
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may also mention luminescent rare earth nanostructures functioning in the in-
frared, which allows their use deep inside tissues, or nanostructures made from
frequency-doubling nonlinear molecular crystals, which have a very efficient
response due to the coherent nature of the effect and which, in contrast with
one- or multiphoton luminescence effects, do not involve resonances likely to
cause photodegradation.

More generally, as far as instrumentation is concerned, one may expect a
generalisation and growth of methods which combine advanced microscopy,
especially confocal microscopy, with interferometric and polarimetric devices,
rich sources of otherwise inaccessible information. As regards techniques us-
ing nonlinear ellipsometry, one may envisage local mapping of the generalised
anisotropies of biological media, capable of reflecting nanofluxes of chemical
species, or discontinuities or breaks in the electric field. At the same time, de-
termination by means of microscopic interferometry of the contribution of the
phase in the local response of biological systems should be able to refine other-
wise incomplete structural information gleaned from intensity measurements
alone, recalling that phase data is ignored in the incoherent effects commonly
solicited, such as fluorescence.

Moreover, the coherent or incoherent nonlinear effects associated with the
intrinsic response of tissues or of nanolabels often turn out to be highly sen-
sitive to any kind of external perturbation affecting physicochemical, electric,
or structural parameters describing the environment and operating at scales
from the nanoscale to the mesoscale.

We are just beginning to be able to steer nano-objects towards desig-
nated targets such as lesions or tumors of a certain type by adorning their
periphery with systems of monoclonal antibodies specific to these targets. Not
only are novel nanodiagnostic techniques in view, but one may now glimpse
the possibility of nano-intervention, using an extra drug release layer in the
nanostructure which can be photo-triggered, as happens in current methods
of dynamic phototherapy for cutaneous or subepidermal pathologies.

On a more fundamental level, different forms of radiation are likely to
play an increasing part in guiding or at least assisting the traffic of reporter
nanoparticles or biochemical species, such as repair genes carried by deacti-
vated viruses but which still struggle to get past the various membranes which
oppose their penetration to reach the core of the nucleus in sufficient numbers.
From this point of view, the authors of this chapter are particularly attentive
to the possibilities of applying coherent dual-frequency control techniques to
biological systems, e.g., interference of multiphoton absorption paths, the sim-
plest combining one- and two-photon absorptions. These allow one to orient
and direct at will the motion of certain well-designed molecular systems, e.g.,
photo-isomerisable systems, through solid environments and in a potentially
more precise way than with current optical tweezers in vacuum.

Finally, emulating the revolution in optoelectronics over the last two
decades, where fundamental and applied research have moved forward hand
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in hand,1 fundamental repercussions are expected in biophotonics from re-
search in biotechnology, especially from the spectacular development of DNA
biochips over the last ten years. Capitalising on progress in the technology
of silicon components, these DNA chips are beginning to provide fundamen-
tal research of the post-genome era with tailor-made multiple receptacles of
a combinatorial nature which can be interrogated and analysed in real time
by ultrahigh resolution read techniques associated with ever more powerful
image analysis methods. With little risk of error, one may predict that new
types of optoelectronic component, similar to those currently being developed
for information technology, will emulate the development of new generations
of DNA chips provided with internal photonic functionalities, and this all the
more easily in that some are already based on the implementation of polymers
and functionalised molecules, thereby well-placed to cooperate with biological
systems.

Apart from the main pathologies (HIV, cancer), another wide field of ap-
plications is in neurophysiology. This is undoubtedly one of the new frontiers
which remains the most open and the most fascinating for biophotonics. The
stakes are twofold. One goal is to open observational windows that can com-
bine the various levels of cooperation, in a way that was previously inaccessi-
ble, from the systemic (cortex, neural networks) to the subcellular (synapses
and the interior of the neurone). There is no doubt that this will contribute
to the advance of the cognitive sciences. The other goal is to bring to bear the
resources of photonics on the problem of the neurodegenerative pathologies,
which now stand as the next major challenge to be faced by our society.

We hope to have convinced the reader that the union between photonics
and the life sciences is not some ephemeral consequence of a chance encounter.
Indeed, upstream of the spectacular progress which is beginning to renew and
transform the methodology and equipment of research laboratories in the
life sciences, and which will very likely soon enter the clinical field, the basic
problem situation which currently associates photonics with the life sciences is
in fact of precisely the same kind as the problematic which already associated
the nascent science of biology with the emergence of the first microscopes at
the beginning of the seventeenth century, and which has never ceased to unite
them. For when all is said and done, to see is to understand.
1 As an example, recall that the observation of the fractional quantum Hall effect

at the end of the 1980s arose directly from the discovery in the previous decade
of techniques for depositing thin layers with accuracies that could be controlled
on the atomic scale, which opened the way to the epitaxial growth of semicon-
ductor interfaces, at a time when the search was on for ultrafast data processing
techniques.
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J.W., Rôckel, H., Rumi, M., Subramaniam, G., Webb, W.W., Wu, X.-L., and
Xu, C.: Science 281, 1653–1656 (1998)



17 Nanophotonics for Biology 747

Nanoparticles

18. Boyer, D., Tamarat, P., Maali, A., Lounis, B., Orrit, M., Science 297, 1160–1163
(2002)

19. Bruchez, M., Moronne, M., Gin, P., Weiss, S., Alivisatos, A.P.: Science 281,
2013–2016 (1998)

20. Chan, W.C.W., Nie, S.: Science 281, 2016–2019 (1998)
21. Marks, R.S., et al.: Mat. Sci. Eng. C 21, 189–194 (2002)
22. Niemeyer, C.M.: Angew. Chem. Int. Ed. 40, 4128 (2001)
23. Valeur, B.: Molecular Fluorescence: Principles and Applications, Wiley-VCH

(2002)
24. de Silva, A.P., et al.: Trends in Biotechnology 19 (1), 27 (2001)

Section Three

Single-Molecule Detection by Fluorescence
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18

Numerical Simulation

X. Blase and C. Delerue

It is not easy to investigate the structural and electronic properties of the
systems used in nanotechnology, simply because they are so small. Despite
considerable progress made with near-field techniques, observation of matter
with nanometric resolution is still a challenge.

In order to obtain a better understanding of materials on the atomic scale,
experiment has found itself a useful ally in the form of numerical simulation.
This branch of physics, standing midway between theory and experiment, is
well known to the general public in the context of hydrodynamics. Indeed,
weather prediction or aerodynamic modelling of a prototype car or plane can
be carried out on the computer, without the need for wind tunnel tests. This
same approach, where one seeks to reproduce the behaviour of matter on a
given scale in the computer, has come a long way in materials science since
its beginnings at the end of the second world war, and is now accompanying
the development of nanoscience. The idea here is to simulate the behaviour
of matter on the atomic scale.

The aim of the present chapter is not to reproduce the theory of struc-
tural, electronic, magnetic, optical or transport properties of nanostructures.
These subjects and the relevant fundamental equations have been discussed
in earlier chapters. Rather, we shall show how to obtain the ingredients re-
quired to implement these theories for a specific real system. In particular,
we shall show that numerical simulations can be used to determine atomic
and electronic structures, i.e., wave functions and energy levels, of a given
material. This characterisation of the atomic and electronic state provides a
complete description of the system, whereby its intrinsic features and its in-
teraction with the environment (STM tip, electromagnetic field, etc.) can be
understood. Other examples will also be mentioned.
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18.1 Structural Properties

In order to study the properties of a material using numerical simulations, its
atomic structure must first be ascertained. Indeed, the relative position of the
atoms in space, the type of chemical bonds, and the level of phase segregation
in the case of systems comprising several types of atom are all factors with a
strong influence on the structural properties, i.e., elasticity, hardness, melting
temperature, etc., and the electronic properties, i.e., band structure, optical
absorption, magnetism, etc., of the ensemble.

One might be tempted to think that nanoscale systems such as clusters will
behave like a blob of matter extracted from the bulk material. However, this
intuitive approach often proves unsatisfactory. Even in the case of relatively
large structures, e.g., clusters of large radius, although the core of the object
may retain a structure close to that of the bulk solid, the surface atoms gener-
ally occupy very different positions. Indeed, compared with their environment
in the solid, these atoms have lost neighbours. Chemical bonds have been
broken. To make up for this reduction in coordination number, surface atoms
will shift to create new bonds or stronger bonds with neighbouring atoms.
This phenomenon is known as surface reconstruction. Among other things,
it has a significant effect on the chemical reactivity of the cluster. The same
type of phenomenon occurs in clusters imbedded in a matrix. The chemical
environment, which differs from that in the bulk solid as far as the surface
atoms are concerned, leads to varying degrees of structural rearrangement.

In the case of relatively small structures (bearing in mind that, in a cube
containing 1 000 atoms, about 60% are at the surface!), any cluster can re-
construct to minimise its energy, i.e., to move towards greater stability. To be
able to assess the stability of a structure, one must have methods capable of
calculating the interaction potential energy between atoms. As we shall see
below, one can then also calculate the forces those atoms will exert on each
other.

18.1.1 Interatomic Potentials and Forces

The first approaches to calculating the energy of an atomic system are based
on the use of empirical potentials capable of reproducing as faithfully as pos-
sible the interaction potential energy between two atoms a distance R apart.
Intuitively, we know that two atoms repel one another at close range and do
not interact at all at long range. Their interaction energy goes through a min-
imum corresponding to the equilibrium interatomic distance. This behaviour
is represented by the potential profile shown in Fig. 18.1.

The empirical approach consists in postulating a parametrised functional
form for the distance dependence of the potential energy. In his pioneering
work in 1922, the English physicist Lennard-Jones thus proposed the rela-
tionship
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Fig. 18.1. (a) Lennard-Jones potential. (b) Hard-sphere potential
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]

(18.1)

to describe the interaction between two atoms. The terms in 1/R12 and 1/R6

are called the repulsive and attractive terms, respectively. The parameters
A and σ are fitted to reproduce certain properties of the system one hopes
to describe, such as the equilibrium separation, vibrational frequencies, com-
pressibility, etc. This is indeed an empirical approach, since one must have a
priori knowledge of the material under investigation. The parameters depend
not only on the chemical species present, but also on the crystal structure.

The empirical approach has been further developed and is still widely used.
Other functional forms have since been suggested. Depending on whether the
system is ionic, metallic, or covalent, the form of V (R) can change significantly
(see Chap. 7 and in particular Sect. 7.2.1). In each case, V (R) can be used to
calculate the total potential energy Epot of the system by summing over all
pairs:

Epot(R1,R2, . . . ,RN ) =
1
2

∑
I �=J

V (|RI − RJ |) , (18.2)

where (R1,R2, . . . ,RN ) are the positions of the N atoms making up the
system. In principle, to find the structure with lowest energy, one merely has to
minimise the energy Epot as a function of the 3N variables (R1,R2, . . . ,RN ).
We shall not go into the details of the mathematical methods available for
minimising multivariable functionals. From the point of view of the physicist,
let us just note that the total force exerted on an atom located at R1 can be
found from the total energy as

F I = − d
dRI

Epot(R1,R2, . . . ,RN ) . (18.3)

Calculation of forces allows one to carry out molecular dynamics simulations
(see Sect. 18.1.3), but also to minimise the energy of the system starting from
a given geometry, by displacing the atoms in the direction of the force ex-
erted on them: Rn+1

I = Rn
I + λF I , where Rn+1

I and Rn
I are the positions of
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Fig. 18.2. Schematic potential energy surface for a fullerene doped by substituting
two silicon atoms. Two possible isomers are shown, differing in the relative position
of the silicon atoms. Each one corresponds to a different energy minimum

atom I in the (n + 1) th and n th iterations of the minimisation process. The
parameter λ is an adjustable positive parameter controlling the rate of con-
vergence. The first order relation dEpot = −F IdRI = −λF 2

I shows that this
algorithm does indeed lead to a minimisation of the energy. At equilibrium,
as the forces are then zero, the atoms will move no longer and the process
converges. This method, known as the method of steepest descent, is a robust
one and widely used. Other, more sophisticated techniques, e.g., conjugate
gradients, Newton–Raphson method, derive from it.

18.1.2 Potential Energy Surface

The technique proposed above for finding the equilibrium structure of an
atom ensemble conceals a crucial problem: the final solution may depend
heavily on the structure used to initialise relaxation. To understand how
this comes about, Fig. 18.2 shows a schematic graph of a possible function
Epot(R1,R2, . . . ,RN ). It is clear that this curve in the 3N -dimensional space
of atomic positions has a great many minima. If the system is prepared in
state A0 and the atoms are pushed in the direction of the forces exerted upon
them, the system will move towards the minimum denoted A, which differs
from the one obtained by relaxing from the initial system B0. The minimum
A is called a local minimum, because it has greater energy than the system
at B. Determination of the absolute minimum in a space of 3N variables is
generally a very challenging problem. There are many available algorithms
and it is difficult today to speak of a general method that is preferred over all
the others.

Below we shall describe the techniques known as molecular dynamics,
whose scope goes well beyond the determination of the minimum energy. To
motivate this approach, note that nature does not necessarily choose the most
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Fig. 18.3. Carbon nanotubes. From left to right : Single-walled armchair, zigzag,
and chiral nanotubes, and multiwalled nanotube. The method of synthesis employed
leads to one or other of these structures, depending on physical conditions such as
temperature, the use of a catalyst, and so on

stable structure. Depending on the conditions of synthesis, e.g., temperature,
pressure, presence of a catalyst, etc., one isomer or another, or a mixture of
them, can be obtained. It is thus important to study matter in temperature
and pressure conditions equivalent to those in the experiment. This is the aim
of molecular dynamics, whose principle is described below.

18.1.3 Classical Molecular Dynamics

Molecular dynamics [1] is a simulation tool for following the trajectories of a
group of atoms with positions RI(t). The atoms are treated classically and
obey Newton’s law

MI
d2RI

dt2
= F I , (18.4)

where F I is the force exerted on the atom indexed by I.
For an isolated ensemble of atoms, e.g., free clusters, the trajectory is fully

defined by the initial conditions (positions and velocities) and Newton’s law.
Therefore, to follow the dynamic evolution of the system, one must know:

• the initial conditions,
• an integration algorithm,
• the forces F I on the atoms in a given configuration.

Integration Algorithms

Numerical solution of the equations of motion is achieved by discretising the
time parameter in Newton’s equation. A widely used algorithm is the so-called
Verlet algorithm. It is based on the truncated expansions

RI(t + h) = RI(t) + h
dRI

dt
+

h2

2
d2RI

dt2
+

h3

6
d3RI

dt3
+ O(h4) ,

RI(t − h) = RI(t) − h
dRI

dt
+

h2

2
d2RI

dt2
− h3

6
d3RI

dt3
+ O(h4) ,
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which combine to give (with MI = 1)

RI(t + h) = 2RI(t) − RI(t − h) + h2F I(t) + O(h4) . (18.5)

Hence, knowing RI(t), RI(t − h) and F (t), the position of the particle at a
later time t + h can be ascertained. Moving forward in this way, the whole
trajectory can be obtained. h is known as the time step in the numerical
integration. From RI(t+h) and RI(t−h), one can also calculate the velocity
of the atoms by

V I(t) =
RI(t + h) − RI(t − h)

2h
− h

12

[
F I(t + h) − F I(t − h)

]
+ O(h3) .

(18.6)

The term O(h4) in (18.5) indicates that the position RI(t + h) is determined
up to an error of the order of h4. To obtain a high level of accuracy, i.e., to
be sure that the discretised trajectory is always close to the true trajectory,
h must be small in some well-defined way. The quality of integration can be
adjusted by controlling the integrals of motion. In the case of an isolated
system, i.e., a microcanonical ensemble, the total energy of the system, viz.,

E(t = nh) =
∑

I

1
2
MIV

2
I(t) +

1
2

∑
I �=J

V
(
RI(t) − RJ(t)

)
, (18.7)

must be independent of time. Here n indexes the time step and V (RI − RJ)
is the interaction potential for the two atoms at positions RI and RJ .

Exercise

Write a molecular dynamics program for one particle moving in one dimension in the
case of a simple harmonic oscillator with equation of motion Md2x/dt2 = −kx. By
choosing different initial conditions (position and speed), check that the numerical
trajectory is close to the analytic solution provided that the time step h is small
compared with the natural period of the oscillator. Study the evolution of the total
energy of the system as a function of time.

Temperature and Thermostats

As indicated above, the atomic structure of a material can depend sensitively
on the conditions of temperature and pressure prevailing during its synthe-
sis. Moreover, many physical processes such as melting, coalescence of two
clusters, or chemical reactions between molecules are thermally activated. It
is thus important in molecular dynamics simulations to be able to introduce
the interaction of the system under investigation with its surroundings, e.g.,
surface, carrier gas, laser, since these determine the level of heat exchange.
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Such exchange processes between systems can be complex. For example,
it is difficult to describe the way a laser or an electrical current heats a ma-
terial, and the temperature of a moving cluster or one deposited on a surface
depends on the multiple collisions occurring with atoms in the carrier gas or
at the surface, respectively (surface phonons, in the latter case). Rather than
attempting to simulate all these complex processes in an exact manner, the
approach adopted consists in bringing the system artificially to the desired
temperature.

In order to make these things precise, let us consider the dynamics of a
cluster, e.g., melting, fragmentation, etc. at a given temperature T . A first
approach that is easy to apply consists in attributing velocities V I(t = 0), as
initial conditions for the equations of motion, that have been prepared so to
speak, so that their average value is in agreement with the heat energy:∑

I=1,N

1
2
MIV

2
I =

3
2
NkBT ,

where kB Boltzmann’s constant. However, if the system is now allowed to
evolve without interaction with the surroundings, its energy will be constant,
rather than its temperature. There will be an exchange between the potential
energy and the kinetic energy and the temperature will fluctuate.

To remedy this problem and hold the temperature constant, a very simple
technique is often employed, known as velocity renormalisation. At each time
step, or after a fixed number of time steps, the velocities can be changed
by a small factor α, i.e., V I(t) → (1 + α)V I(t), in such a way as to keep
the average velocity around 3kBT/2. Although rather crude and ad hoc, this
technique gives good results. Not only is the temperature stabilised around the
required value, but the energy distribution over all vibrational modes remains
in reasonable agreement with the distribution predicted by statisical physics,
i.e., the Boltzmann distribution.

Other more sophisticated techniques known as thermostat techniques have
been proposed. In these approaches, there are exact results which can be
used to show that the heat transfer towards the atomic system does indeed
lead to a Boltzmann distribution. However, the simple approach discussed
here remains widely used. Other thermostat techniques can also stabilise the
pressure around a specified value.

To illustrate, Fig. 18.4 shows three snapshots of a molecular dynamics sim-
ulation for a carbon nanotube under tensile stress, revealing the so-called
Stone–Walles transformation (formation of 5/7 cycles). This transformation,
first ‘discovered’ through simulations, is useful for understanding the plastic
properties, e.g., hardness, ductility, of carbon nanotubes.

18.1.4 Monte Carlo Methods

Another large class of simulation methods which appeared at the same time
as molecular dynamics, just after the second world war, go by the name of
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Fig. 18.4. Stone–Walles transformation (formation of 5/7 cycles) in a carbon nan-
otube under tensile stress

the Monte Carlo methods. In contrast to molecular dynamics, the idea here
is not to follow the trajectory of the system in time, but rather to sample the
available configuration space in an efficient way. For concreteness, recall that
for a dynamical system (like a system at finite temperature), any physical
observable, e.g., band gap, magnetic moment, coordination number, etc., is a
time average of the form

〈M〉 =
∫ τ

0

M(t)
dt

τ
,

of the instantaneous values M(t) taken by the system for a given configuration
[R1(t), . . . ,RN (t)]. This average can be found using molecular dynamics.

Another approach is based on a result arising from statistical physics. For a
system at constant temperature, for example, this average can also be written

〈M〉 =
1
Z

∫
dR1 . . .

∫
dRNM(R1, . . . ,RN ) exp

[
− βEpot(R1, . . . ,RN )

]
,

(18.8)

where the exponential term includes the Boltzmann factor (β = 1/kBT) and
Z is a normalisation factor. This is therefore an ensemble average over all
possible values (RI , I = 1, . . . , N) rather than a time average. The ergodic
theorem shows that these two averages must be equal in the long time limit
τ → ∞.

Direct evaluation of the integral in (18.8) is difficult, however. Consider a
system of 10 atoms, able to move around in a box of side 10 Å. Discretising
the box by means of a mesh of interval 1 Å in each direction, we obtain 1030

possible configurations if we allow the atoms to move between the nodes of
the lattice. This number is far too big to be able to find the exact average
over all possible configurations.

The Monte Carlo approaches use the fact that all the configurations with
high energy Epot(R1, . . . ,RN ) contribute little to the average owing to the
presence of the Boltzmann exponential term. The main idea here is thus to
keep only the lowest energy configurations. One speaks of selective phase space
sampling techniques.

To implement this selective sampling, the following technique is used.
One starts with the configuration (R0

I , I = 1, . . . , N) of energy E0. Small
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displacements (dRI) are then chosen at random to obtain a neighbouring
configuration (R′

I) of energy E′. The ratio

exp(−βE′)
exp(−βE0)

= exp
[
− β(E′ − E0)

]
is then calculated. If this ratio is large enough in some well-defined sense, i.e.,
greater than a given fixed value, this means that the system is moving towards
a region of phase space that will contribute significantly to the integral. This
displacement is therefore accepted. If on the other hand the ratio is small, the
system is therefore moving in the ‘wrong’ direction and the displacement is
rejected. A new shift (dRI) is then chosen at random and the procedure is
repeated in this way so that the system can sample a large region of available
(RI). The name ‘Monte Carlo’ arises from the parallel with drawing lots in
games of chance.

18.2 Electron Properties

In order to study the properties of electrons, one must turn to the principles
of quantum mechanics which govern their behaviour. In contrast with the
classical approaches presented above, where the atom was considered as a
point object, electrons and ionic nuclei must be treated as separate particles
interacting via the Coulomb potential. We begin by summarising some results
from quantum mechanics, referring the reader to the standard textbooks for
further detail, and in particular to [2], which treats the subject of elementary
inorganic clusters.

18.2.1 Basic Results from Quantum Mechanics

Independent Electrons

Whether one considers the well known example of an electron in a box, subject
to the central potential of a proton in the hydrogen atom, or the periodic po-
tential of the nuclei in a solid [3], the postulates of quantum mechanics [4] lead
one to introduce wave functions φn(r) that are solutions of the Schrödinger
equation

Ĥφn(r) = εnφn(r) ,

where Ĥ is the Hamiltonian of the system given by

Ĥ = − �
2

2m
∇2 + V (r) . (18.9)
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Fig. 18.5. Confining potential and en-
ergy levels for an electron in a box (left)
and several non-interacting electrons in the
same box (centre). The figure on the right
shows an excited state

where m is the electron mass, −�
2∇2/2m is the kinetic energy operator, and

V (r) is the potential in which the electron is moving. The wave function φn(r)
gives the probability amplitude of finding the electron in the n th energy level
εn at the point r of space. When the system is not perturbed, the electron
sits in the lowest energy level, known as the ground state (see Fig. 18.5, left).

Let us now consider a more complicated system, viz., a situation with
several electrons. To a first approximation, is is common practice to treat the
electron as non-interacting. This is the approximation used, for example, to
provide a simple description of the Fermi gas, or the formation of energy bands
in solids. In this approximation, each electron feels only the potential V (r). Its
wave function φi, where the index i counts the electrons, thus satisfies the same
Schrödinger equation as for the single-electron case. The set of available states
(εn) is the same as in the one-electron problem, and it is only the population
of the levels that changes here. In the ground state, the levels are filled from
the bottom, i.e., the lowest energies first, with a maximum of two electrons
with opposite spins in each level. This is the Pauli exclusion principle for
fermions. The energy difference between the highest occupied level and the
lowest unoccupied level is called the band gap (see Fig. 18.5, centre). In solids,
the occupied levels define the valence bands, whilst the empty levels define the
conduction bands. During electron excitation, e.g., when the system interacts
with an electromagnetic wave, an electron abandons an occupied level for an
unoccupied one of higher energy, leaving a charge hole in the original level
(see Fig. 18.5, right).

General Case

The non-interacting electron model is an approximation. In reality, the elec-
trons interact with one another via the Coulomb force between charged par-
ticles. The potential in which the electrons move thus depends on the whole
set of positions (ri, i = 1, . . . , Ne). The Hamiltonian for the system is

Ĥ =
N∑
i

(
− �

2

2m
∇i

2

)
− e2

4πε0

N∑
I=1

Ne∑
i=1

ZI

|ri − RI | +
e2

4πε0

Ne∑
i<j

1
rij

, (18.10)

where ZI is the charge on the nucleus. Schrödinger’s equation Ĥφ = Eφ be-
comes an equation in 3Ne variables, where Ne is the number of electrons.
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This is called an N -body equation, and the Hamiltonian is an N -body Hamil-
tonian, in contrast to the one-body (or single variable) Hamiltonian given
in the last section. The wave function solving this equation is a function of
many variables, φ(r1, r2, . . . , rNe), which describes the probability amplitude
for having one electron at r1, another at r2, and so on. The exact solution of
this differential equation to ascertain φ gains rapidly in difficulty and becomes
impossible when the number of electrons exceeds a few dozen. Likewise, even
the calculation of the energy as the expected value of the Hamiltonian for
the N -body wave function, viz., 〈φ|Ĥ|φ〉, becomes a multiple integral that is
difficult to calculate in practice, and application of the variational principle1

is no longer a feasible option. Approximations are thus required to treat the
interaction between electrons.

In every case, the electron interaction is replaced by some sort of aver-
age interaction that does not depend explicitly on the positions of the other
electrons. This so-called mean field is the same for all the electrons and con-
verts the problem back to the simple case of non-interacting electrons. A
first class of approximations is based on an empirical parametrisation of the
electron–electron and/or electron–ion interactions, as was done for the inter-
action between atoms in the first section of this chapter, and can be done for
the interaction between spins, which we shall return to briefly below.

A second family of methods aims to find approximations for the electron–
electron potential on the basis of the principles of quantum mechanics, without
appealing to empirical parameters. These are known as ab initio methods
[5]. These approaches, which are generally more accurate but more time-
consuming, will be discussed in Sect. 18.2.3. However, we begin with the semi-
empirical approaches to electron structure.

18.2.2 Semi-Empirical Approaches to Electron Structure

To illustrate the relevance of the empirical methods, we first examine how
they are applied to semiconductor nanostructures, e.g., composed of silicon.
Consider a nanocrystal containing N atoms occupying positions Rj (j =
1, . . . , N). We assume that its electron structure can be described by a single-
particle Hamiltonian Ĥ. The idea is to find a certain number of eigenvalues
εe,h
i and eigenstates φe,h

i in the neighbourhood of the band gap:

Ĥφe,h
i = εe,h

i φe,h
i , (18.11)

where the superscript e denotes empty states in the conduction band, whilst
h indicates occupied states in the valence band. Ĥ is the Hamiltonian of the
electrically neutral system, but εe

i and εh
i are often interpreted as the energies

1 According to the variational principle [4], the wave function φ of the system in
its ground state, i.e., at rest, minimises the energy E[ψ] = 〈φ|Ĥ|φ〉. This is a very
powerful way of obtaining the wave function ψ from the Hamiltonian Ĥ using the
standard mathematical algorithms for minimising functions (see Sect. 18.1.1).



760 X. Blase and C. Delerue

of an extra electron and hole in the nanocrystal, which is an approximation.2

As we have already seen, the Hamiltonian Ĥ contains the kinetic energy of
the electron, the potential energy of the interaction with the atomic nuclei,
and the effective interaction potential with all other electrons.

The semi-empirical calculations assume that the Hamiltonian Ĥ can be
reasonably approximated by the Hamiltonian Ĥ0 of the bulk solid within the
nanostructure. This is the case, for example, in a nanocrystal of diameter
d > 1 nm. Semi-empirical methods such as the k · p method and the effective
mass method [7, 8], the pseudopotential method [9], and the tight-binding
method [10, 11, 13] each propose a different approximation for Ĥ0. They in-
volve a certain number of parameters which are fitted to the experimental
data or the ab initio band structures. These parameters are then transferred
to the nanostructures (Ĥ = Ĥ0) to which appropriate boundary conditions
are applied, i.e., conditions describing the surfaces and interfaces. In general,
only a small number of desired states φe

i and φh
i are directly calculated, which

means that the semi-empirical methods can be used to study the electronic
structure of much bigger nanostructures than ab initio methods. The quality
of description of the band structure of the bulk solid and the relevance of the
boundary conditions applied to the nanostructures are the two essential crite-
ria whereby one may assess a semi-empirical method. We shall now describe
several methods in more detail.

Effective Mass Approximation

The simplest method for calculating the electron structure of semiconductor
nanostructures is based on the effective mass approximation. To describe this,
consider for example the case of an extra electron in a nanocrystal. (The
crystal is then charged, but we shall neglect the induced Coulomb effect to
simplify the problem.) When this electron is in the bulk semiconductor, it
necessarily occupies a state at the bottom of the conduction band, since all
the states of the valence band are occupied, by definition. The quantum theory
of the electron structure then shows that this electron behaves effectively as
a free electron, although with an inertial mass that is not the mass me of the
electron, but rather an effective mass denoted m∗

e that is often smaller than
m. In other words, when a force f is applied to the electron, it has acceleration
γ = f/m∗

e , according to Newton’s famous second law.
The effective mass reflects the fact that the particle is not moving in vac-

uum, but is surrounded by other electrons and nuclei with which it is con-
tinually interacting. The electron energy, and hence the Hamiltonian Ĥ0, are
formally those of a free electron, thus reducing to the kinetic energy p2/2m∗

e ,
where p is the magnitude of the momentum vector p of the electron, with the
zero energy fixed at the bottom of the conduction band (εc). When the elec-
tron is in the nanocrystal, it interacts in approximately the same way with the
2 The electric charges injected into a nanocrystal can be taken into account using

corrections to the Hamiltonian derived from classical electrostatics.
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other particles and it is reasonable to assume that its mass remains equal to
m∗

e . The Hamiltonian for this confined electron can therefore be approximated
by

Ĥ = Ĥ0 + Vconf(r) = − �
2

2m∗
e

Δ + Vconf(r) , (18.12)

where Vconf is the confining potential simulating the effect of the surface. It
reflects the fact that the electron prefers to remain within the nanocrystal and
that the surfaces act as barriers for it.

A common approximation consists in setting Vconf(r) = 0 inside the
nanocrystal and Vconf(r) = V0 (constant) outside. In the limit V0 → +∞,
one obtains the equation for a free particle of mass m∗

e in an infinite potential
well [8]. This problem has analytic solutions for a certain number of simple
geometries, such as spherical and cubic wells. Generally, the eigenenergies εe

i

of the confined electron vary as 1/m∗
ed

2, where d is the characteristic size of
the nanostructure, i.e., the radius for a sphere and the side for a cube. This is
a well-known result for a particle enclosed in a box.3 When d tends to infinity,
the energy tends asymptotically towards εc, the energy at the bottom of the
conduction band.

Since the situation is symmetric for electrons and holes (defining the mass
of a hole as m∗

h), we obtain the well-known result that the band gap of semi-
conductor nanostructures is broader than that of the bulk solid, and that this
increase (the confinement energy) goes as 1/d2. We shall see shortly that this
approximation is only valid in the weak confinement limit, i.e., the limit of
small confinement energy or large size.

The level of difficulty involved in solving the Schrödinger equation with
the Hamiltonian in (18.12) is independent of the number of atoms and the size
of the system. This is a major advantage of the effective mass method and the
k · p methods derived from it. These methods successfully describe, among
other things, the physics of 2D electron gases, e.g., quantum well lasers, MOS
transistors, MESFET, etc., and quantum dots when they are not too strictly
confined, e.g., stressed InAs/GaAs islands [14]. However, the effective mass
approximation generally overestimates confinement energies in small semicon-
ductor nanostructures because the description of the bulk solid Hamiltonian
3 This variation is easily interpreted by the following qualitative argument. We

have seen that the energy varies in the effective mass approximation according
to p2/2m∗

e . Moreover, in quantum mechanics, by the wave–particle duality, the
momentum is related to the wavelength λ of the associated wave by the de Broglie
relation p = h/λ. Finally, since the electron is confined, the electron wave must
be stationary and must vanish on the nanocrystal surface, so that d is equal to
a whole number multiple of λ. (The same relationship holds for the wavelengths
associated with the vibrations of a string attached at each end and the length
of the string.) Combining all these observations, we arrive at the fact that the
electron energy varies as 1/m∗

ed
2.
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Fig. 18.6. Band structure of bulk silicon calculated by a highly accurate ab ini-
tio method (the GW approximation [12]) and also the tight-binding method [13].
Eigenenergies are plotted as a function of the wave vector k in several directions of
the Brillouin zone. The top of the valence band εv is taken as the zero energy. The
width εc − εv of the band gap is 1.1 eV

is too simplistic and because boundary conditions describing real surfaces
cannot be applied.

To establish the limits of this method, it is useful to consider the band
structure of a bulk semiconductor, e.g., silicon, as illustrated in Fig. 18.6.
The figure shows the electron energy as a function of the wave vector k,
also known as the dispersion relations. In the effective mass approximation,
these dispersion relations are easily obtained by writing the kinetic energy as
a function of k and using the de Broglie relation p = �k. The energy thus
varies quadratically as a function of k = |k|, as εc+�

2k2/2m∗
e for the electrons

and as εv − �
2k2/2m∗

h for the holes. (The minus sign arises because a hole
corresponds to an electron removed from an electron level.) From Fig. 18.6
it is clear that this quadratic approximation is only valid in the immediate
vicinity of the band edges (εc and εv) and that it generally overestimates
the dispersion of the bands as one moves away from the band edges. As a
consequence, the effective mass approximation overestimates the confinement
energy. In the strong confinement regime, other more accurate methods are
therefore used, such as empirically determined pseudopotentials and tight-
binding, which describe the band structure throughout the Brillouin zone and
over a wide range of energies (≈ 5–15 eV) around the band gap. Moreover,
these techniques explicitly account for the atoms in the system, which is not
the case in the effective mass approximation. A recent review of these methods
can be found in [15]. We shall now outline what is involved.

Empirical Pseudopotentials

This method is based on an expansion of the electron eigenfunctions in a plane
wave basis, viz.,
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φe,h
i =

∑
k

ce,h
i (k)eik·r , (18.13)

where ce,h
i (k) are treated as variational parameters. In practice, the basis of

plane waves required to describe the lowest energy electron states is cut off at
a maximal value of |k| which fixes the minimal wavelength λ of oscillations
in the wave function (|k| = 2π/λ). One difficulty arises because the basis in
terms of which the wave functions are expanded must produce both the core
and the valence states of the atoms. In reality, the core states in a solid or a
molecule are very close to those of free atoms. The theory of pseudopotentials
generates ways of eliminating core states from the calculations so that one may
concentrate on the valence states, which are easier to write down. Consider a
Schrödinger equation of the form(

− �
2

2m
+ V

)
|φ〉 = ε|φ〉 . (18.14)

As the eigenstate |φ〉 must be orthogonal to the core states |c〉 produced by the
same potential, |φ〉 is necessarily a highly oscillatory function in the vicinity
of the atomic core, and this makes a description in terms of a plane wave basis
impossible to achieve in practice. To get around this problem, it is useful to
replace the potential V by a pseudopotential [16]:

Vps = V +
∑

c

(ε − εc)|c〉〈c| . (18.15)

The Schrödinger equation becomes

(T + Vps)|ψ〉 = ε|ψ〉 . (18.16)

The eigenvalues of this equation are equal to the energies of the valence states
|φ〉. Vps is a complex operator which has no unique definition, since one may
add any linear combination of core orbitals without changing the eigenval-
ues. This property allows one to optimise the pseudopotential in such a way
that the pseudofunctions |ψ〉 are as monotonic as possible. The pseudopoten-
tials can be obtained by ab initio calculations and they can be optimised for
application to a wide range of different systems (transferability criterion).

In the empirical pseudopotential approach, it is assumed that Vps can be
written as a sum of atomic contributions

Vps(r) =
∑

j

vj(r − Rj) . (18.17)

The matrix of the potential in the plane wave basis is then written as a func-
tion of a small number of parameters which are subsequently fitted to obtain
the best possible description of the electron structure of the system under in-
vestigation, usually the band structure of a crystalline solid. The valence and
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conduction states of covalent semiconductors are generally well described by
this method with atomic pseudopotentials that are relatively simple to imple-
ment. These pseudopotentials can then be transferred to handle other systems.
Examples of applications of this method to semiconductor nanostructures and
heterostructures can be found in [17].

Tight-Binding Method

The tight-binding method describes the wave functions of the molecule as a
linear combination of atomic orbitals [10,11,13]:

φ =
∑
j,α

cj,αϕj,α , (18.18)

where ϕj,α is the orbital α of the atom j at position Rj . In general, a minimal
basis of atomic orbitals is used, where minimality means that it is limited to
the valence orbitals of the atom. For example, for silicon, one uses the 3s,
3px, 3py, 3pz orbitals (sp3 basis), and for hydrogen, the 1s orbital. The tight-
binding approximation consists in neglecting overlaps between orbitals, i.e.,
one assumes that the atomic orbitals are all mutually orthogonal. The allowed
energies of the system are then given by diagonalising the matrix H of the
Hamiltonian Ĥ giving the eigenvalues

det|H − εI| = 0 , (18.19)

where I is the identity matrix. The matrix H describing the Hamiltonian
contains two types of term:

• Diagonal or intra-atomic terms Hiα,iα = 〈ϕiα|Ĥ|ϕiα〉, which describe the
energy of the orbital labelled α of the i th atom in the system.

• Interatomic terms Hiα,jβ corresponding to the case where the two atoms
labelled i and j are different. In general, only the terms between first, sec-
ond, and possibly third nearest neighbours are included. The remaining
elements are often simplified using the two-centre approximation which
consists in neglecting the effect of the potential of any atom other than i
and j on the matrix element 〈ϕiα|Ĥ|ϕjβ〉, as in the case of a diatomic mole-
cule. By making use of the symmetries of the problem, these interatomic
elements can be expressed in terms of a limited number of independent
parameters. For example, for atoms described in a basis (s, p), the various
interactions now comprise only four terms (see Fig. 18.7):

Vssσ , Vspσ , Vppσ , Vppπ , (18.20)

where σ (resp. π) denotes a p orbital parallel to (resp. perpendicular to)
the bond.
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Fig. 18.7. Interactions between s and p orbitals in the tight-binding approximation
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Fig. 18.8. Confinement energy in silicon nanocrystals as a function of their diam-
eters, obtained by different ab initio and semi-empirical techniques: TB = tight-
binding, LDA = ab initio method, PP = empirical pseudopotentials

Simple rules for the nearest-neighbour interaction potentials were obtained by
Harrison [18]. The valence band of semiconductors is fairly well reproduced
with these parameters. However, the conduction band is not. Approaches used
to remedy this problem consist either in increasing the range of the interac-
tions to second or even third nearest neighbours, or in increasing the size of
the basis by adding a second s orbital, called the s∗ orbital, or d orbitals. A
very good description of the whole band structure can then be obtained, as
shown in Fig. 18.6 for silicon.

Figure 18.8 shows the results obtained by this method for spherical sili-
con nanocrystals passivated by hydrogen. The calculation used tight-binding
parameters from [13] in an sp3 basis. The confinement energy increases con-
tinuously as the size decreases. It behaves as 1/d2 in the large nanocrystal
limit (weak confinement), as predicted by the effective mass approximation.

It is interesting to compare these results obtained by a tight-binding model
using an sp3 basis with other semi-empirical and ab initio methods. Fig-
ure 18.8 graphs the confinement energy as a function of the diameter d of
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the nanocrystals for the sp3 model and an sp3d5s∗ model [19]. The results
obtained from a calculation based on semi-empirical pseudopotentials [20]
and an ab initio technique [21] in the local density approximation (see be-
low) are also graphed. Very good agreement is obtained between the results
of the sp3 tight-binding model and the semi-empirical pseudopotential model
in the range 1 < d < 4 nm, and also with the local density results for small
nanocrystals. Finally, the agreement with the other tight-binding model, us-
ing an sp3d5s∗ basis, is excellent over the whole size range. Many recent stud-
ies show that that the semi-empirical methods give equivalent results (and
equivalent to the ab initio methods), provided that they propose compara-
ble descriptions for the bulk solid material and boundary conditions. On the
other hand, the effective mass approximation overestimates the confinement
energies by about 25% for d < 8.5 nm and 50% for d < 4.5 nm [13].

Semi-empirical methods such as pseudopotentials and tight-binding can
be used to calculate many physical properties: optical properties, including
excitonic effects [22] or electron–phonon coupling [23], dielectric properties [24]
or transport properties such as the electrical spectroscopy of nanocrystals by
scanning tunneling microscopy [25].

Another important field of applications for the semi-empirical methods
is magnetism on the nanoscale, in particular in transition metal nanostruc-
tures [26], such as multilayer systems or clusters. In these systems, magnetic
properties are very sensitive to the geometry and chemical environment of
the atoms. Simulation then provides a way of understanding the complex
phenomena involved. In the spirit of the tight-binding method, the spin–
orbit interactions ξijsi·lj and spin–spin interactions Jijsi·sj between spins
si and/or orbital angular momenta lj associated with electrons are described
by empirical parameters ξij and Jij which must be fitted in a suitable man-
ner. It is important to note that the values of si and lj depend heavily on
the environment and cannot generally be taken as those in the bulk material.
The Hamiltonian thus depends explicitly on the electronic state of the sys-
tem, which itself depends on the Hamiltonian. One must then use the so-called
self-consistent techniques (see below) which make the calculations rather more
complex.

18.2.3 Ab Initio Methods

The empirical electronic approaches described above are extremely useful in
the sense that they can be used to study systems containing large numbers
of atoms. However, they have the disadvantage of being based on parameters
that must be fitted for each system under investigation. This fitting requires
a priori knowledge of the system, something that is not always available.
Suppose for example that we wish to study the electronic properties of small
silicon clusters. We can try to use the parameters fitted for bulk silicon, but
can we be sure that these parameters are well suited to the Si–Si bond in
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small clusters where the crystal environment is very different from the one
encountered in bulk silicon?

The same question applies to the subject of the empirical potentials de-
scribed in the first section of this chapter. Can an interatomic potential fitted
to interactions between carbon atoms in diamond be used (transferred) to de-
scribe interatomic interactions in graphite, fullerenes, or carbon nanotubes?
This problem of transferability of parameters from one system to another
is a major obstacle which limits the predictive power and reliability of the
empirical approaches.

To solve this problem, other approaches, known as ab initio approaches
insofar as empirical parameters are no longer a prerequisite, have been devel-
oped. We shall now outline one widely used approach going by the name of
density functional theory.

Density Functional Theory (DFT)

The fundamental result from this theory is a formal demonstration that the
energy of a system of ions and electrons can be written in the form of a func-
tional of the electron charge density n(r) of the system, i.e., E0 = E0[n(r)].
It is important to note that, in the general case, the energy is a functional of
the N -body wave function of the system, i.e., E0 = E0[ψ] = 〈ψ|Ĥ|ψ〉. The
density functional theory (DFT) thus provides a way of going from a total
energy which depends explicitly on the 3Ne variables describing the positions
of the Ne electrons in the system to a functional depending only on the scalar
field n(r).

DFT thus shows that it is in principle possible to formulate an exact mean
field approach. Indeed, the charge density n(r) is calculated as an average
over the positions of all the electrons. One thus avoids the N -body problem
which requires explicit knowledge of the wave function ψ(r1, . . . , rNe) and
the resulting equations in 3Ne dimensions. This result, which formalises an
approximation previously known as the Thomas–Fermi approximation [27],
earned one of its inventors, W. Kohn, the Nobel Prize for Chemistry in 1998
[28].

Hohenberg–Kohn Theorem

Here we shall give the original formulation by Hohenberg and Kohn [29],
presented in their seminal paper in 1964. In the notation of that article, the
ionic potential acting on the electrons is called the external potential V ext, in
the sense that the ions are considered to be external to the electron system.

Theorem 1. (HK) The potential V ext is determined up to an additive con-
stant by the electron density n(r).
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It is clear that the ground state of an electron system is completely determined
by the external potential V ext and the number of electrons Ne. Given V ext

and Ne, the Hamiltonian Ĥ is known and hence so are ψ and n(r). What
the first HK theorem shows is that the converse is also true, i.e., knowledge
of n(r) determines the external potential V ext uniquely, up to an additive
constant.

Proof proceeds by reductio ad absurdum. Suppose there are two external
potentials V ext

1 and V ext
2 which generate the same charge density n(r) every-

where in space, but two different wave functions ψGS
1 and ψGS

2 for the ground
state. The variational principle applied to the Hamiltonian Ĥ1, viz.,

Ĥ1 = T + V ee + V ext
1 , (18.21)

where V ee is the interelectron potential, leads to the inequality

EGS
1 <

〈
ψGS

2 |Ĥ1|ψGS
2

〉
=
〈
ψGS

2 |Ĥ2|ψGS
2

〉
+
〈
ψGS

2 |V ext
1 − V ext

2 |ψGS
2

〉
,

and hence,

EGS
1 < EGS

2 +
∫

dr n(r)(V ext
1 − V ext

2 )(r) . (18.22)

We are considering here systems with non-degenerate ground state, whence
the inequality is strict. Likewise, swapping the subscripts 1 and 2,

EGS
2 < EGS

1 +
∫

dr n(r)(V ext
2 − V ext

1 )(r) . (18.23)

Adding the two inequalities,

EGS
1 + EGS

2 < EGS
2 + EGS

1 , (18.24)

which is absurd. Hence, if V ext
1 and V ext

2 generate the same charge density
n(r), they must be equal.

This one-to-one relationship between charge density and external poten-
tial, which completely defines the system via the Hamiltonian Ĥ, shows that
the ground state energy of the system can indeed be written as a functional
of the density.

Kohn–Sham Equations

Furthermore, it can be shown that knowledge of the total energy as a func-
tion of the charge density allows one to write down a one-body Schrödinger
equation known as the Kohn–Sham equation:

− �
2

2me
∇2φn(r) + V ion(r)φn(r) + V eff [n](r)φn(r) = εnφn(r) , (18.25)
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Fig. 18.9. Electron distributions φHOMO(r) (left) and φLUMO(r) (right) associated
with the highest occupied molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO), respectively, of doped fullerene C59Si. These states were
obtained by solving the Kohn–Sham equations for the system

where V ion describes ion–electron interactions, and the potential V eff [n](r) is
the mean potential which accounts for the action of the N − 1 other electrons
on a given electron. Like the total energy, V eff [n](r) is a functional of the
mean charge density of the system. It does not therefore depend explicitly on
the positions (r1, r2, . . . , rNe) of the electrons. The Kohn–Sham equation is
a one-body equation that can be solved for systems comprising up to several
thousand electrons. This equation is very widely used today. The eigenval-
ues εn and eigenfunctions φn(r) form the basis for analysis of the electronic
properties of solids and molecules in the DFT framework (see Fig. 18.9).

Local Density Approximation (LDA)

The theorems dealing with the possibility of expressing the total energy E[n]
and an effective interelectronic potential V eff [n] as a function of the charge
density n(r) are very formal. Exact analytic relations between these quantities
are not known. In practice, one must therefore resort to approximations.

One widely used approximation is known as the local density approxima-
tion (LDA). This exploits the possibility of numerical solution of the exact
N -body problem in the very specific case of a homogeneous system of inter-
acting electrons, i.e., an electron gas with uniform charge density n in space.
Indeed, the symmetry properties of this model system lead to a considerable
simplification when solving the N -body Schrödinger equation. The energy
Ehom(n) and potential V eff

hom(n) can then be found very precisely for various
densities n (‘hom’ stands for ‘homogeneous’).

The LDA uses these results, which are exact in the limit of a uniform
charge distribution, to treat realistic systems in which the charge density
n(r) varies in space. The idea is to say that the effective potential at a point
r of space with density n(r) is that of an electron gas with homogeneous
density n = n(r), so that V eff [n](r) = V eff

hom

(
n(r)

)
. The hypothesis whereby
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the effective potential at a point r depends only on the charge density at
that point (local character of the electron interaction) is an approximation
which may seem rather crude, especially in covalent systems where the charge
density can actually be extremely inhomogeneous. However, the LDA leads to
good results: interatomic distance, binding energies, vibrational frequencies,
etc., can be calculated to within an error of only a few percent compared with
experiment, and this without any recourse to adjustable empirical parame-
ters. Other approximations called gradient correction approximations bring
in not only the charge density, but also its gradient, in order to account more
accurately for spatial charge variations.

Self-Consistency

A crucial feature in ab initio calculations is the idea of self-consistency. In order
to find the wave functions φn, one must solve the Kohn–Sham equations with
Hamiltonian HKS. However, this Hamiltonian depends on the charge density,
which is itself constructed from the wave functions φn by

n(r) =
∑

n=occp

|φn(r)|2 ,

where the condition n = occp indicates that the sum is taken over occupied
states. To solve this problem, an iterative self-consistent approach is imple-
mented. Starting with an ‘arbitrary’ initial density n0(r) (generally chosen
as the superposition of the atomic charge densities), an initial Kohn–Sham
Hamiltonian HKS[n0(r)] is constructed. This is inverted to give states φn

which can then be used to construct a new charge density n(r). If n(r) is very
different from n0(r), the Hamiltonian HKS[n(r)] is constructed and solved to
yield another charge density, and so forth. This algorithm is shown schemat-
ically in Fig. 18.10.

This self-consistent process is very important in particular in multi-element
systems where there may be charge transfer from one chemical species to an-
other (as in NaCl = Na+Cl−, for example). The self-consistent loop provides
a way of following such charge transfer. These processes are also at work in
the response of a system to an external perturbation. Let us consider the im-
portant case of the interaction between a cluster and light. A priori, first order
perturbation theory [30] easily gives the variation δφn of the orbitals as a func-
tion of the external perturbation δV ext (in this example, an electromagnetic
wave):

δφn(r) =
∑
m�=n

|〈φn|δV ext|φm〉|2
εn − εm

φm(r) . (18.26)

The associated variation in the charge density, viz.,

δn(r) =
∑

n=occp

[
δφ∗

n(r)φn(r) + φ∗
n(r)δφn(r)

]
,
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Fig. 18.10. Flow diagram for a self-consistent convergence loop
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Fig. 18.11. Optical absorption spectra of Na8 (left) and benzene C6H6 (right).
Spectra with and without self-consistent effects are indicated by continuous and
dotted curves, respectively. Experimental results for the main absorption peaks (the
so-called Mie frequency for Na8 and the transition π → π∗ for benzene) are indicated
by vertical bars. For time-dependent Hamiltonians, the density functional theory is
called TD-DFT [6]

would then yield the polarisability of the cluster, for example. This approach
is in fact incorrect. Indeed, when the charge density changes, the effective
potential V eff [n(r)] also changes. The perturbation is not the external field
δV ext alone, but the sum δV ext + δV eff [n], which depends self-consistently on
the charge variation. The difference between the two approaches is illustrated
in Fig. 18.11 for the optical absorption spectra of a small metallic cluster (Na8)
and the benzene molecule C6H6.

18.2.4 Ab Initio Calculation of Interatomic Forces

Ab initio calculations give us the energy of a system, taking into account
electron–electron energies (via the effective potential), ion–electron energies
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and ion–ion energies. As we saw in the first section, energy calculations can
be used to classify the most stable structures and work out the forces exerted
on the ions in order to relax the atomic positions or carry out molecular
dynamics.

Forces are calculated from the gradient of the total energy with respect to
atomic positions, viz., F I = −∇RI

E. With empirical potentials, the explicit
dependence of the energy on the positions RI made this derivation particularly
straightforward. In the quantum case, only the ion–ion interaction energy
depends explicitly on the position of the nuclei. In contrast, electron–electron
and ion–electron energies depend only implicitly on ion positions through the
charge density which is adapted self-consistently to the positions of the nuclei.
Quite generally in quantum mechanics, the gradient of the total energy, viz.,

∇RI
E = ∇RI

〈φ|Ĥ|φ〉 = 〈∇RI
φ|Ĥ|φ〉 + 〈φ|∇RI

H|φ〉 + 〈φ|Ĥ|∇RI
φ〉 ,
(18.27)

depends on the gradient of the wave functions, which do not depend explicitly
on the positions of the atoms. To get around this difficulty, forces are generally
calculated using the so-called Born–Oppenheimer approximation. The typical
time scale for electron dynamics is the femtosecond (10−15 s). Due to the small
mass ratio of electrons to nuclei, the latter move between a hundred and a
thousand times more slowly. This observation justifies the assumption that,
when the nuclei move, the electrons are able to relax almost instantaneously
(on the scale of ion dynamics) into the ground state corresponding to the
instantaneous position of the atoms. As far as this approximation is valid, the
electron wave function |φ〉 is therefore an eigenvector of the Hamiltonian Ĥ
with eigenvalue equal to the energy E0 of the ground state. Hence,

〈∇RI
φ|Ĥ|φ〉 + 〈φ|Ĥ|∇RI

φ〉 = 〈∇RI
φ|φ〉E0 + E0〈φ|∇RI

φ〉 = E0∇RI
〈φ|φ〉 ,
(18.28)

which is zero since, by normalization, 〈φ|φ〉 is a constant equal to unity. This
result, known as the Hellmann–Feynman theorem, is a special case of the vari-
ational principle. In practice, the fact that the variation of the wave functions
drops out of the force expression is an important result. Note that this result
does not apply when the electrons are excited out of their ground state by
some (rapidly) time-varying external perturbation, such as an electromagnetic
wave.

Knowing the forces derived from ab initio calculations (and hence without
appealing to empirical potentials), one can carry out molecular dynamics for
systems in which interactions are difficult to describe by a simple formula de-
pending only on the relative positions of the atoms. This happens in particular
for multi-element systems, where charge transfer from one atom to another
can change during the dynamics, significantly altering the more or less ionic
nature of the interactions.
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18.2.5 Using Electron Wave Functions and Eigenvalues

Whether calculated semi-empirically or by ab initio methods, the wave func-
tions and energies (φi, εi) obtained above can be used to find many properties
of the material. We have already mentioned the interaction with an external
electric field. The variation of the wave functions [see (18.26)] can be used to
obtain the time variation of the charge density, viz., δn(r, t), and hence in par-
ticular, the dynamic polarisability αij(ω) for clusters, or the dielectric constant
and plasmon modes for solids. These quantities are fundamental for studying
the optical absorption by nano-objects or photonic nanocrystals. Likewise, by
calculating the variation of the wave functions and electron energies in an
applied magnetic field, one can infer the magnetic response properties of the
material (see [2], Chaps. VIII–X).

Another important example in the nanotechnology context is the possi-
bility of modelling STM images. As discussed in Sect. 3.2.2 of Chap. 3, in the
simple Tersoff–Hamann approximation, the tunneling current can be found to
a first approximation from the electron charge density n(r) associated with
the surface or the molecule interacting with the STM tip. More sophisticated
approaches are also based on knowing the wave functions of the surface to
be imaged and the STM tip just above it. The example of tunnel imaging
is a special case of a much wider field, namely electron transport in nanos-
tructures, a subject that can be tackled using modern numerical simulation
techniques [13].

18.3 Conclusion

The examples discussed here should be sufficient to demonstrate the useful-
ness of numerical simulations for studying the geometry of nanostructures, as
well as their electronic and optical properties. Many other physical quantities
are commonly calculated by computer, e.g., superconducting transition tem-
perature, magnetic anisotropy and moment, NMR or Raman spectra, etc.,
with accuracies to within a few percent.

Many approaches have been omitted here, due to lack of space. One could
mention the kinetic or statistical Monte Carlo methods for structural proper-
ties, phase diagrams, or dynamics, and the quantum ab initio approaches such
as the Hartree–Fock method, quantum Monte Carlo, or configuration inter-
action, used to study electron properties. The reader is referred to textbooks
dealing specifically with these techniques [1].

The choice of one method or another is very often based on a compromise
between reliability, accuracy, and computation time (see Fig. 18.12). Ab initio
calculations are generally more reliable and accurate than the empirical ap-
proaches, but much more costly in terms of computer time. As an example,
in order to follow a hundred atoms for just 10 ps using ab initio molecular
dynamics, one would have to wait more than a month even with access to a
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Fig. 18.12. Number of atoms in a spherical silicon nanocrystal as a function of its
radius R. Current limits of the main techniques for calculating electron structure
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good work station. Over the same period, simulations using empirical poten-
tials can handle several thousand atoms as they evolve over several hundred
picoseconds.

Hence, despite the considerable recent development of ab initio methods,
the semi-empirical techniques continue to play an important role in the analy-
sis of structural, dynamic and electronic properties. They can be used to
tackle problems where ab initio techniques remain too complicated to imple-
ment. They can also be used to obtain simple and pedagogical descriptions of
complex problems. The fact remains, however, that the problem of choosing
adjustable parameters often requires a quality control on the results obtained,
by carrying out empirical and ab initio calculations in parallel on the same
test system.
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4. Cohen-Tannoudji, C., Diu, B., Laloë, F.: Quantum Mechanics, Vol. II, Wiley,
New York (1977)

5. Blase, X., and Jensen, P.: Les Matériaux virtuels, La Recherche 352, 40–44
(April 2002)

6. Blase, X., and Ordejón, P.: Phys. Rev. B 69, 085111 (2004)
7. Kittel, C.: Introduction to Solid State Physics, 7th edn., Wiley, New York (1996)

Chap. 8



18 Numerical Simulation 775

8. Bastard, G.: Wave Mechanics Applied to Semiconductor Heterostructures, Les
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Computer Architectures for Nanotechnology:
Towards Nanocomputing

C. Gamrat

The advent of nanotechnology and improved control of fabrication processes
have led to the elaboration of nanocomponents with novel and often surprising
properties. Among all the fields of application that might benefit from this
progress, there is one which seems to hold especially great promise: this is the
area of data processing devices. The design of these future nanocomputers will
come by proficient control of a particularly well-suited computer architecture.
Indeed, this is an opportunity to raise a certain number of questions concern-
ing the suitability of computer architectures in use today and to revisit the
thinking behind the elements that make them up: memory cells, logic gates,
and interconnects, but also information coding and advanced architectures.
It is this whole new field of research on the frontier between components and
systems that we aim to explore in the present chapter.

19.1 Introduction

Over forty years ago, when Bardeen, Brattain and Shockley invented the tran-
sistor, the applications imagined for this new device were very different to
those we would imagine today for the same invention. At the time, the ampli-
fying characteristics of the transistor and its low operating voltage naturally
found applications in radio, low frequency amplification, measuring equip-
ment, and other analog electronic devices. But today, whenever a new elec-
tronic device becomes available, one no longer thinks of the record player, the
radio, or the television as a primary application, but rather of the computer.
Most electrical signals representing sounds, pictures, telephone conversations,
right down to the spelling mistakes I constantly make when writing this text,
are digitised. For this reason, the computer, fast and skillful manipulator of
binary data, is naturally placed at the centre of modern technology, for which
it has become the driving force. This has become so true today that we can
never be completely sure where a computer might be hiding, even in our own
homes! It may be in our portable telephone, in the least expected corners of
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our car, in our television set, the washing machine, or even the coffee percola-
tor! The omnipresence of this device has become so important that we can no
longer imagine an application of technology without calling for its assistance.

So at a time when nanotechnology promises new elementary components,
it is quite natural to ask how these may be put to use to build a computer.
As the previous chapters have illustrated, nanoscience offers a great diver-
sity of fabrication techniques and operating principles which exploit the basic
physical phenomena. Amongst this diversity, it is hard to identify those de-
vices that might be useful in realising a computer, or part of one. Apart from
considerations of function and performance with regard to the basic device,
other aspects must be reviewed, such as questions of fabrication, compatibility
with other technologies, and cost. Indeed, the last point tends to become a
key feature in the strategic field of computer technology. Of course, given the
wealth of subjects that could be subsumed under the theme of this chapter,
there will be no attempt to be exhaustive. The reader should consider it as
an introduction to the general problem situation, revealing the subject in a
light that he or she may not previously have imagined.

In the following, we shall not go into details concerning the nanodevices
that are likely to be used to build the future nanocomputer. Indeed, the phys-
ical characteristics of these devices together with a description of how they
can be made have already been discussed at length in the various chapters of
this book. We shall be concerned here with describing the basic functions and
the way they can be put together in order to make a data processing system.
We shall also try to identify those approaches that look most likely to con-
tribute to the architecture of the future nanocomputer. The guiding idea here
will be to provide the reader with a system-based overview of the problem,
so that he/she may imagine the kind of complex system one might set out to
build with a set of nanocomponents. We shall also attempt to answer certain
questions relating to the main architectural principles underlying today’s com-
puters. Will these principles, so clearly validated by current microelectronic
technology, maintain their relevance in the novel context provided by nan-
otechnology? Is not the advent of a new technology an opportunity to rethink
at least some of these principles? Can we expect qualitative or quantitative
advantages over the best solutions known today?

There is no doubt that the following discussion will raise more questions
than it will answer. The fact is that this new field remains to be explored, and
suitable architectural solutions remain to be imagined, bearing in mind that
no one today has the blueprint for a working nanocomputer tucked away in
their drawer!

Section 19.2 begins with a brief review of the current situation and trends
in the digital technologies, before identifying the typical computer architecture
and the indispensable basic elements that must be mastered in order to build
it. We then discuss the critical points and solutions that could be brought to
bear by nanotechnology in the familiar architectural framework.
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In Sect. 19.3, we review several proposed architectures which seem well-
suited to the specific context of nanotechnology. Some of these ideas have never
received much attention against the background of conventional technology
and we shall see how far nanoscience might be able to rehabilitate them.

Finally, in Sect. 19.4, we shall turn to several important points concerning
system design, such as reliability and pooling of resources in heterogeneous
computation.

19.2 Computer Architecture and Basic Functions

Between a technology capable of producing a range of elementary devices and
its assembly in view of some specific application, one enters the province of
architecture, whose final aim is to integrate these devices into a usable system.
At the same time, the computer architect must also propose orientations for
the development of technological components that are consistent with the
needs of a system, and hence, at the end of the day, those of its user. At
the crossroads between technology and its use, architecture, or the art of
assembling the building blocks to make a useful ensemble, is therefore an
inescapable crossing point.

19.2.1 Typical Architecture of a Computer

To identify the main functions, let us review certain features characterising
the structure of the typical computer. In fact, the archetypal computer with
which we are so familiar today is based upon a principle stated by A. Turing in
1935, when he first described the famous machine which now carries his name.
This purely conceptual invention was developed at the time to illustrate his
mathematical research in the field of logic, undecidability, and other concepts
in computation theory. The idea was taken up and adapted ten years later
by J. von Neumann and the result became the foundation stone of computer
architecture as we know it. So what exactly is this idea?

In this architecture, a processing unit is connected to a memory device
which stores the data to be processed and also a list of processing instructions.
A control unit synchronises read/write operations between these two elements.
To be complete, some device must handle communications with the outside
world. Figure 19.1 illustrates this concept in a simple, schematic way.

1. Read an instruction (n) in memory.
2. Read the necessary data if any.
3. Carry out the instruction.
4. Write the result in memory.
5. Move forward to the next instruction (n + 1).
6. Go back to step 1 and continue until the instruction ‘stop’.
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Fig. 19.1. Highly simplified view of how a computer works

This architecture is characterised on the one hand by the fact that processing
is sequential, and on the other by the fact that data and program instructions
are stored together in the same memory. This was the key refinement made to
the Turing machine by von Neumann. Not all instructions that are executed
actually process data. For example, the so-called control instructions serve to
manipulate the sequence itself, effecting operations such as omission, branch-
ing, or stopping. These essential instructions are used to write more complex
algorithms than a simple linear series of instructions.

Memories, interconnects and operators are thus the basic elements for
building a computer according to the model we have just described. We may
note in passing that, among these three functions, only one – the operator –
can modify the state of the data. Memories and connections must in no way
alter the state of the data they handle.

19.2.2 Memory

The role of memory is simply to conserve a particular state at a given instant
of time and to be able to reproduce it faithfully when required. The essential
characteristics of a good memory element are:

• access time (read and write),
• storage density per unit area,
• data retention time.

The way memory elements are used within a typical computer architecture
must fit in with the specific properties of the available memory technolo-
gies. Indeed, between the core of the processor which actually processes data
and the central memory in which the data is stored, the required data and in-
structions pass through a succession of layers each of which may have different
density and speed characteristics. This hierarchical structure of the memory
is illustrated in Fig. 19.2.

In the core of the processor, a sequence of instructions is executed at high
speed over a set of registers. The latter are small scale memories, containing
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Fig. 19.2. Typical memory hierarchy

Table 19.1. Speeds and storage capacities at various levels in the memory hierarchy

Level Technology Speed Capacity

Register Same as core (volatile) 0.5 ns 10–1 000 byte

Cache L1 Same as core (volatile) 1–5 ns 1–100 Kbyte

Cache L2 Static RAM (volatile) 3–10 ns 1–10 Mbyte

Central memory Dynamic RAM (volatile) 5–30 ns 1–10 Gbyte

Mass memory Hard disk (non-volatile) 10 ms 1 Tbyte

several tens of bytes each and operating at the same speed as the processor
core. To transfer the data from the register level to the central memory, in-
termediate memories known as cache memory are interposed. Their role is to
adapt the speed of the processor core to that of the central memory. This hi-
erarchy in the memory structure arises because different memory technologies
are optimal either for the speed or for the storage density. This is shown in
Table 19.1 for the memory hierarchy of a typical PC using an Intel Pentium
processor.

Let us note in passing an opportunity for radically simplifying and im-
proving computer architectures. Indeed, a technology able to achieve compact
and economical memories with a capacity of several gigabytes and with an
access speed of nanosecond order would make it possible to omit the cache
memories.
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Fig. 19.3. Basic logic operators (gates)

19.2.3 Interconnects

The role of interconnects (wires) is simply to transport a binary state from
one place to another. Although this function may sound trivial, it is no less
essential and critical. In the context of conventional electronic technology, con-
nections are directly characterised by the electron transport properties of the
materials used to make lines. Depending on the geometric parameters of the
metals employed, connection lines are primarily characterised by properties
such as resistivity (1.7 and 2.7 × 10−8 Ωm for Al and Cu, respectively), or
the capacitance and inductance per unit length. Moreover, depending on the
environment in which the lines are used (geometry, dielectric) and the type
of signal they transport, mutual interaction parameters can become relevant,
even critical. These properties have a direct impact on the static and dynamic
behaviour of the lines. As a general rule, the more cramped the geometry, the
more important it is to have high quality interconnects. Furthermore, given
the ever-increasing operating frequencies, particularly in processor cores, it is
important to consider signal propagation speeds. Indeed, this parameter was
neglected in the past when designing integrated circuits, but with a clock fre-
quency at 3 GHz, the distance travelled by a signal in a half-period is reduced
to a few centimeters.

19.2.4 Operators

Computation operators constitute the active part of the computer. This is
where useful data is manipulated and transformed. The physical implanta-
tion of computation operators is closely connected with the way one chooses
to code information. Although binary coding is most familiar to us today,
this has not always been the case. However, Boolean logic and handling of
binary states are perfectly suited to the microelectronics technologies. The
elementary operators for binary coding are shown in Fig. 19.3.

The many combinations of these basic operators can achieve more complex
functions by application of Boolean algebra. For example, a full 2-bit adder
can be built as shown in Fig. 19.4. This very simple example clearly brings
out the notion of a circuit upon which the more complex operators are based.
For example, generation of the carry signal involves passage through many ele-
mentary gates. A signal restitution mechanism is required. In microelectronics
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technology, it is the transistor, elementary component of the logic gate, which
fulfills this role. Arbitrarily complex circuits can thus be constructed. With
other technologies, it may grow difficult to make computer elements by phys-
ically combining circuits unless appropriate signal restitution or refreshment
devices become available.

19.2.5 Technological Considerations

With the electronic technologies we know so well, the three functional elements
just described can be produced in various ways. For example:

• A memory cell using a condenser which stores charges, or based on a
so-called bistable circuit like an Eccles–Jordan flip-flop circuit.

• An interconnect line made from a simple metal conductor, allowing elec-
tron charges to circulate. This is the simplest element to implement, pro-
vided that speed and miniaturisation constraints are not too demanding.

• Operators are made up of simple switches. Suitably arranged and adjusted,
they can reproduce all possible Boolean logic functions. The role of the
switch is generally entrusted to a transistor. Figure 19.5 shows how NAND
and NOT operators can be built, for example.

Ever since the advent of microelectronics at the beginning of the 1970s, these
elements have been made in the form of integrated circuits. These more and
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more complex circuits bring together all the elements required for a com-
puter on one chip: control and computation units, memory hierarchy and
input/output devices. Considerable progress has been made in microelectron-
ics technology. Moore’s law [3], an empirical law due to G. Moore, one of the
founding fathers of Intel, states that the complexity and performance of cir-
cuits based on microelectronics technology will double every 18 months (see
Fig. 19.6).

This law has been so well observed since the 1970s that the microelectron-
ics industries use it to determine their industrial and economic predictions. At
the present time, what preoccupies manufacturers in this sector is precisely
the question as to whether Moore’s law will continue to be so exactly satisfied
in the years to come, given that the well-being of their business depends on
it. As an illustration of Moore’s law and its impact on how the products have
evolved, Table 19.2 gives an overview of the development of the Intel processor
over a period of 30 years.

The reduction in characteristic transistor sizes and the descent to nano-
metric dimensions will inevitably raise a certain number of physical problems
which are bound to reduce the slope of the Moore curve. Among such limita-
tions, we have already mentioned the increasing contribution of interconnects.
There is another difficulty with regard to the power density of circuits and
the technological means available for evacuating the heat they generate. Yet
another problem is to run devices in which the useful dynamics continues to
approach the background noise level. These difficulties are already discussed
in technological forecasts by the microelectronics industry [28], and some solu-
tions have been envisaged to extend the lifetime of current technology (stressed
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Table 19.2. Microprocessor characteristics over the last 30 years. Note that most
of the transistors in the Pentium 4 are used in the cache memory zones

Name Year Number of Technology Clock Data bus MIPS

transistors [μm] [MHz] [bits]

8080 1974 6 000 6 2 8 0.64

8088 1979 29 000 3 4.77 16/8 0.5

80286 1982 134 000 1.5 6 16 1

80386 1985 275 000 1.5 16 32 5

80486 1989 1 200 000 1 33 32 25

Pentium 1993 3 100 000 0.8 75 32/64 100

Pentium II 1997 7 500 000 0.35 233 32/64 300

Pentium III 1999 9 500 000 0.25 450 32/64 510

Pentium 4 2000 42 000 000 0.18 1 500 32/64 1 700

P4 (Prescott) 2004 125 000 000 0.090 3 600 32/64 7 000

silicon, high permittivity dielectrics), whilst the search continues for new de-
vices (SET, molecular electronics). In a word, the industry is already moving
gradually into the age of nanoelectronics.

19.2.6 Nanomemories, Nano-operators, Nanoconnections

The study of nanotechnological devices presented in previous chapters of this
book has revealed several possibilities for making the elements required to con-
struct a hypothetical nanocomputer. Among these, carbon nanotube (CNT)
technology looks particularly promising. Metallic or semiconducting CNTs
seem well-suited to play the part of both interconnects and transistors. In-
deed, the feasibility of FET-type transistors using semiconducting CNTs has
already been demonstrated [34]. Combining CNTs into a crossbar-type struc-
ture, Lieber et al. in Harvard have suggested making memory cells that work
via a simple phenomenon of electrical repulsion and attraction [24]. The point
of such a structure would be to achieve (theoretical) switch densities of the
order of 1 000–10 000 μm−2, i.e., 1–10 Gbit/mm2.

However, even when it becomes possible to make such matrices, other
problems will remain before they can be put to use. To begin with there is
a very real problem of scale which is illustrated in Fig. 19.7. An array of 64
active points fabricated at the intersection of two bundles of eight nanowires
(HP Labs) occupies an area of about 1 μm2 (central region of the figure). In
stark contrast, the copper or aluminium conductors giving access to this array
(periphery) occupy several hundred μm2.

Hence, nanotechnology seems to supply all the building blocks required
to build a computer as we know it, and yet the von Neumann architecture
is perhaps not the best suited to the nanoscale world. First of all, the com-
puter architecture presented at the beginning of this chapter is organised into
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Fig. 19.7. Micro–nano interconnects. Courtesy of HP Labs

well-defined blocks. Such an organisation leads inevitably to lengthy non-local
interconnects and implies a structure with a high level of granularity. In con-
trast to the memory element, the control unit and operator elements possess
a rather irregular internal structure. This irregularity in the distribution of
interconnect circuits complicates the timing control of signals within an es-
sentially synchronous computer architecture. Finally, the computer made in
this way is very vulnerable to defects. Whether one is dealing with fabrication
defects, breakdown, or dynamical perturbation due to noise, this architecture
is not robust in the face of mishap. Certain elements like the control unit are
especially concerned here. It is therefore wise to seek an alternative architec-
ture better suited to the nanoworld. This is what we shall explore in the next
section.

19.3 Some Ideas for a New Architecture

19.3.1 Calculating with Memory Alone

A great deal of work has focused on the fabrication of memory cells. Indeed,
it seems relatively natural to conceive of a bistable, even multistable device,
which can be initialised in a particular state, then design a circuit for reading
this state. Many physical phenomena exhibit stable states – static or dynamic
equilibrium states – that could perhaps be exploited for this purpose. Hence,
the memory function is likely to be the prime beneficiary of advances in nan-
otechnology.

Let us imagine a technology that could be used to obtain gigantic and
very dense memory planes (several Gbytes/mm2), but with which it would
be difficult to build logic element circuits of the kind described above. With
this technology, would it be possible to carry out operations other than data
storage?



19 Computer Architectures for Nanotechnology 787

AA B

B

S

S 0 0 0
0 1 0
1 0 0
1 1 1

S = A.B (AND)

0
1
1
0 output = f (x)

Memory
contents f (x)

address (AB) = x

Fig. 19.8. Look-up table (LUT), exemplified by the AND function

A simple answer goes by the name of the look-up table (LUT). This ex-
tremely simple device can be used to make any operator simply by initialising
a memory zone with the states of its truth table. For example, consider a
memory containing 4 binary cells that can be separately addressed by means
of a 2-bit code via the AB signals (see Fig. 19.8). Now add a connector (S) to
the memory in order to output the states contained within the addressed cells,
and fill the cells of the memory with the states corresponding to the function
f(AB) that one hopes to realise. By applying a value x to the address input of
the memory, the value f(x) is output. In brief, the truth table of the desired
function is written directly in the memory.

The LUT mechanism is widely used in reconfigurable architectures, which
will be discussed later. It has a certain number of very attractive properties
in the context of nanotechnology:

• Once one can make memory, one can automatically carry out logic oper-
ations. The problem of building operators then reduces to mastering an
efficient memory technology.

• The time required to carry out the implanted function does not depend on
the operator, but depends purely on the technology and memory structure.

• If the memory technology allows it, the content of the memory can be
modified dynamically and the function adapted to suit computation re-
quirements.

However, several more delicate points need to be remembered:

• If the operands are complex or require a high level of accuracy, the amount
of memory involved may become prohibitive.

• The apparent simplicity of the LUT idea should not obscure the fact
that the system required to address the memory cells can considerably
increase the complexity of the whole setup. As shown by feasibility studies
[23, 24], memory dots are generally arranged in crossbar-type arrays.
Individual addressing of intersections for reading and writing may well re-
quire decoding circuits of greater design complexity than the memory dots
themselves.

A great deal of work has been carried out on memory. Whatever architec-
ture is envisaged, there are proposals for memory cells. The point is that it is
a truly universal function. There could be no computer architecture without
memory! Furthermore, as we have just seen, memory can even be self-sufficient
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when it comes to computation. Finally, the fabrication of memory lends it-
self extremely well to collective production processes and naturally generates
highly regular structures. Hence, if the problem is to find efficient addressing
techniques, memory devices will certainly figure amongst the first operational
realisations of nanotechnology.

19.3.2 Reconfigurable Computer Architectures

Reconfigurable computer architectures [26, 27] arise directly from the princi-
ples discussed above. Indeed, we have seen that it suffices to modify the con-
tent of an LUT to change the implanted logic function. The physical structure
of the device remains unchanged whilst its logic structure can evolve as the
need arises. Instead of contemplating a straight application of LUT, which
would lead to a huge amount of memory, the memory tables used are rather
small and distributed within a programmable interconnect network which can
connect them together. The combination of simple operators implanted in the
LUT units via the communication network can then be used to configure any
type of logic circuit. Adjoining input/output facilities to this scheme, one ob-
tains the typical structure of a reconfigurable circuit like the one shown in
Fig. 19.9.

A set of memory cells is associated with each resource in the architecture:
the LUT for the logic blocks, and a specific memory cell to pilot the state of
each switch in the routing blocks. The whole system (logic plus routing) then
becomes fully programmable by writing these memories. This type of architec-
ture underlies all currently commercialised reconfigurable circuits, commonly
called field programmable gate arrays (FPGA).

Available since the mid-1980s, FPGA circuits are based on standard mem-
ory technologies. Up to now, these circuits have only really been used in
relatively static applications in which they simply replace conventional logic
circuits. In this context, the potential for reconfiguring the circuit is only used
for maintenance or updating. However, as soon as these circuits came on the
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scene, proposals were made to use them at the very heart of a data processing
system to design a computational unit whose structure could evolve dynami-
cally depending on the processes to be carried out. This is a very active area
of research today in the computer architect community.

One of the main advantages of this architecture lies in the fact that it is
essentially based on a memory technology. In addition to this, the array struc-
ture of the logic operators within an interconnect network is highly regular.
For this reason, the architecture of the reconfigurable processor is perceived
by many experts as a natural channel for applying nanotechnology. This idea
was first popularised through the HP project known as the Teramac [14]. To
begin with the aim of the study was to take advantage of the notion of circuit
reconfigurability to enhance the reliability of computers by integrating certain
self-repair facilities. The results of the study gave birth to the idea that, if
such reconfigurable structures could increase the intrinsic reliability of a sys-
tem, they might well make it possible to exploit components produced using
technologies that were a priori rather unreliable, such as molecular electron-
ics [15]. Moreover, since the only active elements making them up are memory
cells and switches, the structures of reconfigurable processors certainly look
well-suited to nanotechnological applications.

19.3.3 Cellular Automata

A cellular automaton comprises a set of very simple units (cells), regularly
arranged in a finite dimensional space. Each cell has a state that evolves
under the guidance of a systematic rule. The rule, evaluated in discrete time
steps, computes a new state St for the cell which depends on the previous state
St−1 of the same cell and the previous states of the neighbouring cells. This
neighbourhood generally means only nearest neighbours, i.e., 4 or 8 neighbours
for a 2D automaton. Since the rule is a function of a finite set, it is easily
specified by a truth table (LUT).

In the example of Fig. 19.10, the chosen rule leads to a cyclical evolution.
In fact, the collective behaviour of cellular automata is particularly rich. The
complexity of the patterns that can be produced by such simple mechanisms
is often striking (see Fig. 19.11). This is one of the reasons why they have been
so widely studied, in particular by Wolfram [5] and Toffoli and Margolus [6].
A certain number of applications have thus been proposed to take advantage
of this wealth of behaviour. Some rules provide a very good way of gener-
ating random numbers. The idea has been suggested for modelling physical
phenomena in fluid dynamics and magnetism [6]. Their capacity for massively
parallel processing has been assessed in areas such as the routing of messages
between resources [7] and image processing [8]. And, of course, we could not
discuss the field of cellular automata without mentioning the famous game
of Life invented by J. Conway in 1970 [9]. The dynamics created by this rule
gives the impression of an artificial life form and the game has stimulated a
great deal of interest in cellular automata in general.
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Fig. 19.11. Pattern generated by a 2D cellular automaton with 9 neighbours and
3 states. Courtesy of the CEA (France)

Cellular automata display especially interesting properties for the produc-
tion of nanoscale systems:

• In the first place, like any architecture based on the use of memory, they
lead to remarkably regular systems, in the sense that all cells are the same
and execute the same rule.

• Secondly, as interconnections are limited to nearest neighbours, it is also
highly regular.

• The locality of connections is a remarkable feature of cellular automata
in the nanotechnological context. It means that short-range interaction
modes can be exploited, which were quite unusable in the case of global
interconnects. In 1993, researchers at Notre Dame University (USA) sug-
gested a truly original cellular automaton concept based on the electro-
static repulsion of charges in an elementary cell made from 4 quantum
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dots [10]. Connecting such cells and exploiting their interactions, one of
the two stable states can be propagated along a circuit set up rather like
a series of dominos. A whole range of binary logic ‘circuits’ (AND, OR,
XOR, INV) has been described on the basis of this idea.

There are nevertheless a few points that can make cell automata difficult to
exploit:

• The discrete time synchronous dynamics of the model requires global syn-
chronisation by means of a clock.

• Cellular automata are generally very sensitive to initial conditions and a
computer architecture built on this principle requires some way of initial-
ising states. This means that global access to all cells is a prerequisite.

As with memory, collective fabrication techniques might be exploited to pro-
duce a very large quantity of cells. However, on the scales discussed in this
book, one might expect the level of complexity of the fabricated cells to remain
very limited, whence also the complexity of the rules that can be executed.
Consequently, one should probably favour an approach which uses the rules
of physics to guide the evolution of the nanocells!

19.3.4 Neural Networks

In the computational model inspired by biological neurons, the basic oper-
ator is the formal neuron. The model for the formal neuron is already an
old concept. Indeed, the first model of the biological neuron is due to the
mathematician Pitts and the neurobiologist McCulloch in 1943 [29]. From ob-
servations of living cells, they proposed a simplified model of the biological
neuron, known as the formal neuron (see Fig. 19.12). The formal neuron thus
comprises:

• inputs associated with real weightings which model synapses and den-
drites,

• a device calculating the state of the neuron by summing the weighted in-
puts and applying a nonlinear function which models the cell body (soma),

• an output which communicates the state of the neuron as evaluated pre-
viously to the other neurons in the network that models the axon.

Neurons are organised into networks with a wide range of topologies. These fall
into two main categories between which all intermediate interconnect schemes
are allowed:

• networks arranged in feedforward layers, with forward propagation, for
which a simple dynamic scheme is defined by an input → output relation,

• fully connected networks, called recurrent networks, whose many feedback
loops endow them with great dynamic richness.

Two distinct process dynamics are applied to govern neural networks built in
this way:
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Relaxation Dynamics. This calculates the state σi of a neuron in terms of the
states σj of other neurons to which it is connected. This is expressed by

σi = f(Hi) , with Hi =
N∑

j=1

σjWij + θi . (19.1)

In the simplest case, the nonlinear function is a Heaviside step function at-
tributing binary states to the neurons. The variable θi represents a local
weighting (threshold) at the neuron.

Learning Dynamics. This calculates changes in interconnect weightings Wij ,
where

Wij = Wij + Δij , with Δij = f(σi, σj ,Hi, ε, . . . ) . (19.2)

In contrast to states where the dynamics is well established, there are many
algorithms for calculating Δij from a wide range of parameters and error
functions. The simplest learning algorithm is Hebb’s rule, which is written
Δij = σiσj for signed binary states (−1/ + 1).

However, crude it may seem, this model laid the foundations for a field that
has developed considerably since the publication of work by J.J. Hopfield in
1981 [30]. By studying the dynamics of fully connected binary networks, called
Hopfield networks, Hopfield showed that under certain conditions (Wij =
Wji and asynchronous dynamics), the network behaves as an excellent energy
minimiser. This result complemented earlier work by Rosenblatt [31], who
introduced the simplest neural models capable of elementary computation,
namely, the perceptron.

This opened the way from formal neural networks to data processing ap-
plications, and many neural machines were proposed over the following years,
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Fig. 19.13. Two examples of neural machines from the 1980s. Left : Digital tech-
nology. Right : Analog technology. Courtesy of the CEA (France)

using all available technological resources, from analog and digital to opti-
cal (see Fig. 19.13). Now that nanotechnology has arrived on the scene, these
neural architectures may well see a revival of interest. Indeed, many properties
of this model seem particularly well suited.

• Neural networks exhibit highly regular architectures. Like cellular au-
tomata, all the basic units are identical and carry out the same calculation.
This is an eminently parallel architecture.

• The dynamics of neural networks is essentially asynchronous. Theoreti-
cally, therefore, there are no problems arising from distribution from a
global clock.

• Neural networks are remarkably tolerant of errors. Harmful consequences
of fabrication defects or operating errors are reduced, because the oper-
ating mode of these architectures results from the collective dynamics of
distributed variables.

• As a consequence of its dynamics and the way it is programmed by learn-
ing, a neural network can be built from basic components with highly
dispersed characteristics.

Possible difficulties are as follows:

• For certain network topologies, the interconnect circuit can become ex-
tremely complex, as can control of the associated weighting matrix.

• Direct implantation of neural dynamics as proposed by (19.1) and (19.2)
may make it difficult to implement the neuron and synaptic connections.
This is due to the realisation of multiplication operators which can be
complex and the nonlocality of certain learning algorithms.

In brief, a physical implementation of neural networks depends on the reali-
sation of two critical functions:

• a summing device that can deal with a large amount of input,
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 P(A)

P(S  ) = P(A).P(B)
P(B)

S = A and B

A

Β

Fig. 19.14. Two values A and B are encoded in the probabilities P (1) of two bit
sequences. The signals P (A) and P (B) are applied at the input of an AND logic
gate. The probability P (S) at the output is the product of the input probabilities
P (A) and P (B). The AND logic gate becomes a very simple multiplier

• a synapse function that can realise weighting functions Wijσj during the
relaxation phase and adaptation functions Wij + Δij during the learning
phase.

A certain number of ideas have been published concerning synapses made
using molecular single-electron transistors [32] and adaptive synapses [33] ca-
pable of locally evaluating a learning rule like the Hebb rule. Although this
work remains rather conceptual, one can expect experimental demonstrations
of neural nanodevices to follow soon enough, given the attractive aspect of
the neural approach in the context of nanotechnology.

19.4 Computer Environment

19.4.1 Information Coding

The binary code underlies the coding used in computers. If we consider the
circuits in Fig. 19.5, we observe that the layout of the transistors is a direct
consequence of the way information is coded for the NAND and NOT func-
tions. If the same functions had been built using some code other than the
natural binary coding, the architecture would have been totally different.

As an illustration, Fig. 19.14 shows a multiplier function for probabilities.
The data is very simply encoded in the probability of having a state 1 on a
signal consisting of a bit sequence. Note the simplicity with which the mul-
tiplication is accomplished. Although such coding is obviously very limited
in the context of a numerical computation to arbitrary accuracy, it proves
extremely efficient for more qualitative operations.

19.4.2 Defect Tolerance

Current microelectronics systems integrate many internal and external devices
to ensure smooth running and periodic test phases. Generally speaking, as a
system grows more complex, the relative part devoted to control and test
functions also grows. This is particularly true for the latest von Neumann
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computer architectures, which integrate many computation units and cache
memory levels. Indeed, for this type of architecture, tolerance of fabrication
defects is very low. As many functions must therefore be tested as possible if
one hopes to optimise research and development investments.

The use of nanotechnology in computer design requires some revision of
previously well-established concepts. Indeed, most technologies yet envisaged,
e.g., molecular electronics, carbon nanotubes, do not have the same properties
as the transistor technologies so successfully used up until now. To begin with,
the small size of these devices makes it impossible to exercise perfect control
over their fabrication. Secondly, at length scales below 10 nm, quantisation
effects can no longer be neglected. Finally, electron transport in very small
conductors can seriously perturb the quality of transmitted information.

In order to overcome these difficulties, there are two main channels:

• The first consists in trying to correct or minimise induced errors by self-
correction or redundancy systems, in order to continue using known com-
puter architectures, by making the underlying devices more reliable.

• The second consists in trying to bypass the stochastic nature of the devices,
conceiving of new architectures and computation techniques for which the
overall result is deterministic even though the elementary devices are not.

Table 19.3 summarises the properties of computer architectures discussed
here. Apart from the physical properties used to assess the suitability of a
solution for a given technological target, the table also shows properties rele-
vant to the use of the architecture. Indeed, what could be done with a perfectly
made machine if there were no way of exploiting it? This is why it is impor-
tant to examine all the implications of a given architecture for the computer
system as a whole.

A multidisciplinary approach is essential to achieve this. Indeed, the
processing system must be viewed as a whole in order to arrive at conclusive
results. A mastery of the elementary device does not guarantee its optimal use
within a computer system, and even less that it will contribute effectively to
the accomplishment of some useful task. Moreover, when one considers that
nanotechnological devices will necessarily be integrated into more complex,
technologically heterogeneous systems, the design of interfaces becomes the
central problem. It is only by understanding the system as a whole that such
hybrid computational tools will become effectively exploitable. Considerable
interaction between technological specialists and computer architects will thus
be required at all development stages. For example, it is striking to observe
that early work in this area sought to obtain nanodevices that would directly
achieve Boolean logic operations. However, it turns out that, on the nano-
metric scale, the noisy nature of phenomena can make this a delicate task.
Moreover, a Boolean logic operator is not necessarily the most crucial function
in current computer architectures.

Although at first glance it may seem relevant to carry out such work for
the purpose of direct comparison between nanotechnological products and
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those arising from conventional technology, this strategy may actually hinder
the emergence of new technologies. Indeed, points of comparison provided by
speed, passband, power, etc., are too strongly biased toward the technology
that produced them. Continued exchange between specialists from the relevant
fields gives a faster way of guiding work into genuinely useful channels.

Consequently, it is very important for the development of future computer
generations to face the problem of designing heterogeneous machines. Indeed,
even though nanotechnology is likely to succeed in stimulating the appearance
of new data processing architectures like the ones we have been discussing,
no one believes that the latter will completely replace computing machines
as we know them today. To convince the reader, it is enough to examine a
little more closely the fields of application for which each of these proposals
is potentially best suited in order to realise that there is actually no direct
competition, but instead, a great deal of complementarity. Today’s processors
are first-rate calculators, unbeatable experts when it comes to arithmetic. All
tasks concerned with pure numerical computation are likely to remain within
their jurisdiction as long as precise results are required. But real applications
are made up of a wealth of elementary tasks which do not all require absolute
numerical precision. For example, in the case of an operation which compares
two values, what matters is the order of magnitude rather than the exact value.
For another example, consider a task in which one evaluates the respective
‘weights’ of a set of quantities, to weigh up the pros and cons so to speak,
in order to reach a compromise or make a decision. In this situation, the
algorithm designer will have recourse to a whole range of numerical tricks
with which to achieve evaluation and comparison functions. These two types
of processing are thus classified according to whether they are quantitative
(numerical values, high-precision calculation) or qualitative (low accuracy,
compromise). Here one can imagine a possible division between the types of
architecture depending on the type of processing – quantitative or qualitative –
for which they are best suited.

As soon as we consider the possibility of pooling together several data
processing resources, sometimes based on different technologies, two key ques-
tions must be addressed:

• Are the technologies compatible enough to integrate the parts into a single
whole? Can the different fabrication processes be used together to build
the multiple resources without each somehow altering the characteristics
of the others?

• If we succeed in fabricating the ensemble, will we be able to set up con-
nections that allow the required dialogue between resources, in particular
on the data encoding level?

Several examples already show that essentially very different technologies can
be combined, such as MRAMs with CMOS technology. Real progress has also
been made in the deposition, and even in situ growth, of nanowires and carbon
nanotubes. However, whichever of the architectural proposals made here is



19 Computer Architectures for Nanotechnology 797

T
a
b
le

1
9
.3

.
P

ro
p
er

ti
es

o
f
se

v
er

a
l
co

m
p
u
te

r
a
rc

h
it

ec
tu

re
s

C
o
m

p
u
ta

ti
o
n

T
em

p
o
ra

l
C

o
n
n
ec

ti
o
n
s

D
ef

ec
t

S
ta

n
d
a
rd

u
se

F
ie

ld
o
f

u
n
it

d
y
n
a
m

ic
s

to
le

ra
n
ce

a
p
p
li
ca

ti
o
n

V
o
n

N
eu

m
a
n
n

C
o
m

p
le

x
,

S
y
n
ch

ro
n
o
u
s

G
lo

b
a
l,

L
ow

(c
o
rr

ec
ti

o
n
s)

C
en

tr
a
l
se

q
u
en

ti
a
l

N
u
m

er
ic

a
l
ca

lc
u
la

ti
o
n

co
m

p
u
te

r
ir

re
g
u
la

r
g
lo

b
a
l
m

em
o
ry

p
ro

g
ra

m
a
n
d

b
ro

a
d

sp
ec

tr
u
m

co
n
tr

o
l
(q

u
a
n
ti

ta
ti

v
e)

R
ec

o
n
fi
g
u
ra

b
le

R
a
th

er
si

m
p
le

,
M

ix
ed

M
ix

ed
Q

u
it

e
g
o
o
d

ci
rc

u
it

co
m

b
in

a
ti

o
n
,

N
u
m

er
ic

a
l
ca

lc
u
la

ti
o
n
,

a
rc

h
it

ec
tu

re
s

re
g
u
la

r
(r

ec
o
n
fi
g
u
ra

ti
o
n
)

tr
u
th

ta
b
le

s
d
a
ta

fl
ow

(q
u
a
n
ti

ta
ti

v
e)

C
el

lu
la

r
S
im

p
le

,
S
y
n
ch

ro
n
o
u
s

L
o
ca

l,
d
is

tr
ib

u
te

d
A

v
er

a
g
e

(d
ep

en
d
-

R
u
le

fo
r

ev
o
lu

ti
o
n
,

F
in

e-
g
ra

in
ed

a
u
to

m
a
ta

h
ig

h
ly

re
g
u
la

r
m

em
o
ry

in
g

o
n

ru
le

)
p
a
ra

ll
el

re
g
u
la

r
d
a
ta

N
eu

ra
l

S
im

p
le

,
A

sy
n
ch

ro
n
o
u
s

D
ep

en
d
s

o
n
,

G
o
o
d

(i
n
tr

in
si

c)
L
ea

rn
in

g
,

A
p
p
ro

x
im

a
ti

o
n

n
et

w
o
rk

s
re

g
u
la

r
to

p
o
lo

g
y,

p
a
ra

ll
el

o
f
fu

n
ct

io
n
s,

d
is

tr
ib

u
te

d
o
p
ti

m
is

a
ti

o
n

m
em

o
ry

(q
u
a
li
ta

ti
v
e)



798 C. Gamrat

actually put into practice, if any, the successful development of symbiotic
computers will hinge upon the way the interfaces and the system as a whole
are handled.

19.5 Prospects

The different types of architecture discussed here are very varied in terms
of both structure and potential use. They can be distinguished in particular
by the complexity of the elementary computation unit and the interconnect
network. But they can also be distinguished in terms of their ability to help
with solving non-trivial problems. Although computer architectures based on
von Neumann processors have already proved their worth, the same cannot
be said for some of the architectures we have been discussing here. In par-
ticular, the cellular automata which represent such an attractive channel for
nanotechnology due to their great regularity have not yet been provided with
a well-established programming plan, or one might rather say, a proven guide
to their correct use. This does not mean that one should abandon these archi-
tectures, but it should be borne in mind that, quite apart from the problem
of physical implementation (the main concern of this book), these new ar-
chitectural ideas also require a great deal of research upstream concerning
programming paradigms and data encoding problems.

The reader will have noticed the omission of several rather original pro-
posals. One example is the idea of a computer based on DNA, and several
variants, proposed by Adleman [16] in 1994 to solve problems of combinatoric
optimisation. Another is the quantum computer arising from ideas originally
due to Feynman [17] and later developed by Deutsch [18]. Although in the
first example (DNA), many implementation problems await solution, in the
second (quantum computing), several algorithms of some interest have been
devised [19]. As a result, much work is under way in the latter field, not all
of it related to nanotechnology. Having said this, neither of these propos-
als gives reason to expect concrete developments in the near future. This is
why we have concentrated mainly on architectural solutions that can easily
be extrapolated in the mid-term from machine designs that are already well
tested.

So we must leave it to the future and to the various parameters that
determine it – not all very scientific – to tell us what components and what
architecture will be used to build the computer of tomorrow.
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extinction spectrum, 265

facetted, 249

finite-size effects, 206–241

fluctuations, 200–205, 215

functionalised, 251, 254, 262

gallium, 220, 221, 223

gold, 193, 195, 238–240, 251, 253,
254, 256–258, 262, 263, 276

heat capacity, 205

in matrix, 750

ionic binding, 192–193

ionisation potential, 196–197

island, 256–259, 262

Lennard-Jones binding, 259

lithium, 231

magic, 211, 212, 220, 221, 232, 273

magnesium, 203

magnetic, 260–261, 531

mass spectrum, 210, 212–215, 220,
223

melting temperature, 193–196,
200–202, 215

memory effect, 230, 258
metallic, 184, 196–200, 209, 213, 216,

225, 227, 232, 234, 264
metallic binding, 184–189
metastable, 248
molybdenum, 255
monovalent, 198
multilayer, 248
noble metal, 237, 238
nucleation, 241–246
optical properties, 225–241
palladium, 453
paramagnetic susceptibility, 202–205
parity, 203
photoionisation spectrum, 214
potassium, 231
preparation, 241–251
radius, 193–200
silicon, 261
silver, 205, 238–240, 249, 265
silver sulfide, 250
size, 258, 269
sodium, 209, 212, 215, 219–221, 233,

234
soft ionisation, 214
spherical, 191, 248
stabilisation, 251
static polarisability, 228, 230, 231,

234, 236
transition metal, 199, 261, 766
van der Waals binding, 189, 259

CMOS, 383, 385–391, 497
inverter, 386–388, 390–391
logic, 390
technology, 783, 796
transistor, 12

cobalt, 56, 261, 510, 515–517, 561, 586,
588

as stabiliser, 305
cluster, 182, 183, 250, 547
dots, 57, 58, 163
film, 526
islands, 56, 531
nanoparticle, 373, 547
nanostructure, 58
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ultrathin film, 526, 540
coercive field, 588, 591, 608, 615
coherence length, 193, 418, 433, 434,

437
coherent anti-Stokes Raman scattering,

see CARS
cohesive energy, 180–181, 184, 186, 267
colloid, 179–277

assemblies, 252–266
metal, 246–251

colloidal suspension, 371
complexation, 354

axial, 357, 358
computer architecture, 776–798

2-bit adder, 782, 783
binary code, 794
bistable circuit, 783
defect tolerance, 794–798
FPGA, 788
interconnects, 780, 782–783
memory, 779–781
NAND operator, 783, 794
new ideas, 786–794
NOT operator, 783, 794
operator, 780, 782–783
parallel processing, 789, 793
processing unit, 779, 780, 785
reconfigurable, 788–789, 797
register, 780, 781
von Neumann, 779, 780, 785, 795, 797

conductance, 335, 418, 431, 434
drain, 385, 390–393
Drude, 432
electron gas, 432
nanotube transistor channel, 485
of carbon nanotube, 312
of molecule, 374
of nanowire, 335–343
quantisation, 336, 432
SET, 487
single-molecule, 452, 453, 457, 469,

470
universal fluctuations, 435–436

conducting multilayer, 532
confinement model, 271
confocal microscopy, 676, 691, 706, 709,

711–715
conformation, 681

dynamics, 719, 724–726

coordination number, 56, 57, 183, 184,
186, 187, 257, 269

copper, 45, 237, 529, 538, 539
Fermi surface, 537, 538
interconnects, 399
surface, 56, 57, 86, 331

copper–oxygen stripes, 47
core–shell cluster, 240, 248, 261, 696
Coulomb

blockade, 342, 420–425, 427, 428, 454,
464, 486, 487, 489, 612, 642

oscillations, 421–422, 428
regime, 458, 465–469
stairs, 454

CQED, 644, 646
creation operator, 338
cross-linking agent, 688, 689, 691
crown ether, 707
cryotron, 440
crystal

bcc, 516
cubic, 516
defect, 543
fcc, 516
growth, 334
ionic, 621
lattice, 508, 515, 517, 518, 529, 535,

576, 637, 646
structure, 751
surface, 42–47

cube, 184, 185
cubo-octahedron, 183, 185, 266
Curie

susceptibility, 205
temperature, 508, 617

cyclodextrin, 363, 364
cyclophane, 363
cytidine, 359
cytosine, 359

dangling bond, 4, 190, 191, 200, 271
silicon, 87

data processing, 777, 778
data storage, 417, 443, 503, 583–618

antiferromagnetically coupling media,
588–590

bit, 548, 587, 591, 595–596
discrete media, 592–593
error rate, 547–548, 599
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GMR read head, 585–586
grain boundary, 587, 589
heat-assisted recording, 591
local probe techniques, 584, 593–595
longitudinal medium, 585
magnetic grain, 586, 587, 592
nanoscale bit, 585
perpendicularly magnetised media,

590–591
phase-change material, 595, 609
retention time, 584, 597, 600, 603,

616, 780
switching time, 587
word, 595–596
write time, 618

DDA model, 257
de Broglie

relation, 761, 762
wavelength, 418, 420

decision-making cell, 442, 443
decoherence, 576
defect, 656–661

as cavity, 657–660
as wave guide, 660–661

delocalised electronic structure, 78
demagnetising field, 512–515, 543, 576,

589, 591, 615
dendrimer, 349–353, 364, 720

convergent synthesis, 352–353
divergent synthesis, 350–352
monodispersed, 352

dendron, 352, 353
density functional theory, 208, 472, 474,

767–769
time-dependent, 771

density of states, 218, 219, 424, 474,
511, 538, 557, 560, 561

of single QD, 640
semiclassical theory, 221–225

depolarisation factor, 622
developer, 6, 8
dextran, 108
DFT, see density functional theory
diamond, 191, 280–281

AFM tip, 112
film, 112, 113
structure, 190

diblock copolymer, 371, 374, 375
diffraction, 627

by two slits, 141
grating, 121, 624, 626, 628, 629
limit, 19, 20, 24, 137–142

diffusion, 433, 726–731
diffusive regime, 336
dimerisation, 343
diode

current rectifying, 471
laser, 659
light-emitting, 639, 659, 674
molecular, 449, 471–474
NDR, 472

dipole approximation, 226, 228
dipole radiation, 143–144, 147–155

near an object, 149–150
near nanoparticle, 152–155
near plane mirror, 151–152

dislocation, 639, 640
network, 45

distributed feedback laser, 631, 654
DLVO model, 108
DNA, 105, 165, 168, 172, 251, 353, 449,

453, 687, 688, 690, 695, 720, 738
computer, 798
tile, 498
transcription, 740, 742

dodecahedron, 185, 188
dodecanethiol, 250
DRAM, 584, 596, 604–605, 611, 781

1T-capacitorless, 609–610
bit line, 604
retention time, 604
storage capacity, 605
word line, 604

Drude
conductance, 432
metal, 621
transport theory, 429

Drude–Sommerfeld model, 228, 232,
233

dry etching, 11–13
DVD, 583, 584, 595, 609
dye, 370, 695, 727, 736, 737
dysprosium silicide nanowire, 334

Eccles–Jordan flip-flop circuit, 783
EELS, 308
EEPROM, 596, 601, 611

flash, 601, 602
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EFISH, 701
elastic energy, 52, 53
elastic stress engineering, 58
elastomer, 112

viscoelastic phase, 113
electric force microscopy, 110
electrodeposition, 158, 162, 453
electroluminescent diode, 375
electrolytic growth transfer, 15–18
electron

back-scattered, 31, 32, 34
coherence length, 418, 433, 434, 437
coherent transport, 456
confinement, 79, 532–540, 761
delocalisation, 269, 283
delocalised, 207, 209, 256, 264
effective mass, 760
elastically bound, 147
energy levels, 209
Fermi energy, 418
gas, 761
heat capacity, 205
incoherent transport, 342
indistinguishability, 507
magnetic moment, 506
magnetic susceptibility, 203
mean free path, 418, 419, 554, 563,

567, 569
mobility, 386, 409, 410
numerical simulations, 757–773
phase coherence length, 336
quantum theory, 757–759
spillout, 234–237, 240, 264
spin, 203, 506
spin diffusion length, 554, 563, 567,

569
spin-dependent transport, 557,

559–568
transport, 336, 429, 450, 454–470,

511, 773, 795
wave function, 69, 72–74, 417–419,

428, 434, 533, 637, 758, 761, 772,
773

wavelength, 28
weak localisation, 432–434

electron beam lithography, see
lithography, electron beam

electron microcolumn array, 29
electron microscope, 30

electron–electron interaction, 341, 343,
759, 771

electron–hole interaction, 270
electron–ion interaction, 223, 225, 237,

759, 769, 771
electron–magnon interaction, 560, 562
electron–matter interaction, 31
electron–phonon interaction, 80, 341,

343, 766
Encyclopedia Universalis, 87
endoreceptor, 365
entangled photons, 628, 644
enzyme, 690, 720, 726

detector, 489
epitaxy, 15, 17, 257, 332, 591, 636, 639,

640
coherent, 50
condition, 257, 259
incoherent, 50
liquid phase, 55
molecular beam, 53, 60
vapour phase, 55

EPROM, 596, 601
ergodic theorem, 436, 685
etch mask, see lithography, mask
Euler angles, 676, 677, 685
Euler theorem, 191, 282
evanescent wave, 122, 124–127, 137,

139, 142–143, 623, 624, 631, 651,
667, 711

exchange
interaction, 507, 514, 520–522, 540,

552, 559
length, 521–523, 540

excimer laser, 25, 168, 406
excitation transfer, 724–726
exciton, 270, 677, 695, 766
exoreceptor, 365
exposure time, see lithography, dose

Fabry–Perot device, 532, 657
factory roof structure, 555
Faraday law, 17
fcc lattice, 45, 46, 183, 187, 190
FeRAM, 596, 606–607

bit line, 607
Fermi

distribution, 337, 535
gas, 758



808 Index

golden rule, 150, 151, 422–424, 467,
681, 683

level, 72, 74, 83, 197, 198, 202, 211,
219, 237, 299, 300, 421, 458, 485,
534, 557, 560, 610, 611

surface, 535–537, 539
wavelength, 234, 240, 264, 336, 418,

419, 430, 433
Fermi–Dirac distribution, 202, 273, 423,

565, 635
fermion, 207, 273
ferrimagnetism, 509
ferrofluid, 371
ferromagnetic

film, 523, 526
interaction, 507, 532, 536, 537
metals, 510–511, 517, 536, 542, 559
semiconductor, 559

ferromagnetism, 508, 509, 514
itinerant, 530

Fick law, 728
finite-size effects, 206–241
FISH, 694, 697
flavin adenine dinucleotide, 720
flocculation, 250, 688
fluctuations in nanosystems, 200–205
fluorescein isothiocyanate, 709
fluorescence, 123, 253, 669, 697, 700

as biological marker, 691–695
intensity, 682
lifetime, 710, 725
microscopy, 711
multiphoton, 681
one-photon, 681, 682, 711
quantum yield, 693, 705, 706, 708,

725
single-molecule, 137
two-photon, 682, 732–734

fluorescence correlation spectroscopy,
716–718

fluorescent protein
green, 673, 720
red, 673

fluoroionophore, 700
fluorophore, 251, 709, 720, 730, 734
fluxon, see magnetic flux quantum
FM-AFM, 101
force feedback nanomanipulator, 117
four-wave mixing, 705

Fowler–Nordheim effect, 602
FPGA, 788
fractal, 253
fractional charge transfer, 457
FRAM, 584
Franck–Condon approximation, 678
Frank–van der Merwe growth, 49
Fraunhofer diffraction, 20, 24
free-electron model, 341
Fresnel diffraction, 20
FRET, 678, 724, 725, 727
friction, 114
friction force microscopy, 94
fuel cell, 317
fullerene, 261, 279–318, 370

C60, see C60 molecule
C70, 283
discovery, 281
doped, 752, 769
isomers, 282, 283
production, 284
smallest, 282
stability, 283
structure, 282–284
stuffed, 191

GaAs, 79, 80, 261, 638, 639, 652, 659
band gap, 82
cavity, 641
components, 408
mesa, 37
nanowire, 334
photonic crystal, 164
substrate, 58, 59, 640
wire, 434–436

gallium cluster, 220, 221, 223
GaN, 640
gas sensor, 489
Gaussian

beam, 34, 35
probe, 30

Ge quantum dots, 60
gene, 353
genetic engineering, 370
geometrical optics, 24
giant atom, 213
giant magnetoresistance, see magne-

toresistance, giant
Gibbs pressure, 181, 194
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Gibbs–Duhem relation, 193
Gibbs–Thomson effect, 334
GILD, 406
glass surface, 134, 170, 372
glass transition temperature, 158
gold, 33, 45, 115, 196, 237, 330, 336,

538, 624, 697
cluster, 193, 195, 238–240, 251, 253,

254, 256–258, 262, 263, 276
dielectric function, 238
electrode, 111, 469, 470
film, 170, 340
icosahedron, 190
islands, 56, 57, 63, 64
loop, 438
nanoparticle, 134, 689
nanostructure, 57, 63, 116, 117, 691
nanowire, 333, 343, 375
on AFM tip, 115
particle, 632, 633
pillars, 18
reconstruction, 43, 44, 56, 58
shell, 248
silver, 238
substrate, 173, 257, 258, 454, 456
surface, 45, 56, 328, 330, 372, 373,

688
vicinal surface, 48, 57
wire, 454

golden section, 187
GPS, 409
grain boundary, 435
graphene, 289–291, 319

electronic structure, 292–295
first Brillouin zone, 295, 296, 298, 299
K point, 298, 299
lattice, 292, 293
reciprocal lattice, 295
transport properties, 293

graphite, 113, 280–281, 333
structure, 280
substrate, 262, 263
surface, 256, 257
vaporisation, 303

Green function, 341
Green tensor, 150, 153, 154
group theory, 681, 701
growth modes, 48–52
guanine, 359

guanosine, 359
guest/host complex, 358, 359
gyromagnetic factor, 541

hard disk, 110, 260, 503, 547, 584–593,
616, 781

antiferromagnetically coupling media,
588–590

capacity, 616
discrete media, 592–593
magnetic, 585–588
perpendicularly magnetised media,

590–591
read head, 553
recording density, 616

hard-sphere potential, 751
harmonic generation, 684, 691, 702, 706,

734–736
second, 679, 714, 734–735
third, 679, 705, 736

Hartree–Fock theory, 429
hcp lattice, 183
Hebb rule, 792, 794
helicate, 355
helium, 246

ion, 30
Hellmann–Feynman theorem, 772
Helmholtz

energy, 425
equation, 138, 139

heteroatomic nanotube, 302
heteroepitaxy, 53
heterojunction, 336, 339, 408, 409
heterostructure, 162, 409

double, 410
III–V, 659
semiconductor, 764
Si/SiGe, 409–411
SiGe/Si/SiGe, 409

high-k insulator, 404
Hohenberg–Kohn theorem, 767–768
hole, 758, 761, 762

mobility, 386, 409, 410
holon, 343
HOMO, 343, 457, 458, 473–475, 769

delocalised, 472
HOPG, 256, 262, 263, 333

substrate, 257
Hubbard model, 461
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Hückel model, 196
Hund rules, 507
hybridisation, 190–191, 200, 261, 267,

270, 271, 280, 457, 528, 562
hydrogen bond, 353, 354, 359–362, 367
hydrophobic interaction, 354, 363–365
hyper-Rayleigh scattering, 704
hysteresis, 441, 442, 545, 546, 550, 551

icosahedron, 184, 185, 187–189
gold, 190

immunoglobulin, 689
impurity, 435, 436, 543, 562, 652
InAs quantum dots, 58, 59, 79, 80,

636–641, 643, 644
laser, 638

inclusion complex, 364, 365
indium, 375, 624, 640
inelastic electron tunneling spec-

troscopy, 85
InP, 261, 408, 409, 638, 652, 659

membrane, 651, 653, 656
microlaser, 659
nanowire, 495, 496

insulator–metal transition, 264, 269
integrated circuit, 383, 386, 783

BiCMOS, 409
CMOS, see CMOS
design parameters, 383
design rule, IX
half pitch, 395

integration density, 260, 263, 383, 410,
616

memory, 600, 606, 609, 611
molecular memory, 477
of Josephson junctions, 445

interdigital electrode, 165
interface dislocation, 60
iodobenzene, 88
ion

bombardment, 11, 54, 246, 263
thinning, 36, 37

ion beam etching, 12
ion–ion interaction, 772
ion–matter interaction, 35
iron, 261, 510, 515–517, 561

atoms, 86, 331
whisker, 538

island, 419, 422, 531

formation, 49–51, 53, 334
growth, 49
hexagonal array, 57
nucleation, 51, 52, 56
periodic growth, 56
polarised, 427
ramified, 256
size distribution, 52
stressed, 761

isolated pentagon rule, 283
itinerant magnetism, 510–511, 530, 542
ITRS roadmap, IX, X, 395–397, 405,

440, 607

Jahn–Teller effect, 216–217
jellium model, 208, 210, 211, 220, 221,

223, 225, 232–235
Josephson

current, 442–444
junction, 440–445

Joule effect, 62, 246, 595, 609

Kelvin force microscopy, 110
Kerr effect, 540
kinesin, 740, 741
Kohn–Sham equations, 208, 768–770
koiland, 365
Krätschmer–Huffmann process, 284,

302
Kretschmann prism, 624
Kubo

criterion, 197–200, 202, 269–271
model, 202–205, 341

Landau damping, 232, 233
Landauer

four-wire formula, 431
linear response, 339
theory, 337, 430–432, 435

Langevin process, 685, 701
Langmuir film, 376
Langmuir–Blodgett technique, 375, 472,

490
laser ablation, 246, 494
latching logic, 440, 442
lateral force microscopy, 94
latex film, 100, 114
lattice mismatch, 49, 50, 53, 258, 259,

332, 529
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LCAO method, 292
LDOS, see local density of states
lead

nanotube, 114
nanowire, 333, 375

LECBD, 256–258, 262, 263
Legendre polynomial, 130
length scale, 671–673
Lennard-Jones potential, 93, 189, 750,

751
life, 674
life sciences, 671, 674
lift-off, 15–16, 33, 158, 162, 168, 328
light storage, 648
light-emitting components, 639
light-emitting diode, 639, 659

GaN, 639
organic, 674

lipid bilayer, 720, 726
liposomes, 370
liquid crystal, 364, 365, 736

display, 370
liquid metal ion source, 35
liquid-drop model, 180–181, 193–196,

245, 267, 682
quantum, 207, 213

lithium
cluster, 231
dielectric function, 232

lithography, 3–37, 42, 123, 327, 383
additive transfer, 15–18
AFM, 20
contact, 21–22
dip-pen, 115, 116, 491
dose, 5, 32
DUV, see lithography, EUV
electron beam, 4, 8, 30–35, 158, 168,

327, 452, 453, 493, 592, 593, 630,
636, 640, 650, 669

electron projection, 28–29
emerging techniques, 157–174, 326,

327
EUV, 20, 28, 327, 627
far-field techniques, 39
FIB, 35–39
field stitching, 31
industrialisation, 34
ion projection, 29
mask, 9, 11, 12, 14, 19–21, 25–28, 30

nanoimprint, see nanoimprinting
near-field, 172–173, 328–332, 342
next generation, 28
parallel writing, 19
pixel, 30
proximity, 22
resolution, 19, 21, 22, 24–26, 33, 38,

39
sequential writing, 19, 30
soft, 20, 40, 169–172, 327–328
subtractive transfer, 9–14
transfer, 8
write speed, 19, 38
X-ray, 18, 327

LLG equation, 541, 549
local density approximation, 766,

769–770
time-dependent, 232, 233, 238

local density of states, 73, 81, 457
localised magnetism, 508–510
lock-and-key mechanism, 370, 669, 686
logic

circuit, 497
gate, 483, 485, 497, 596, 606, 777,

782, 783, 794
operator, 782

look-up table, 787–789
Lorentz–Lorenz model, 679
LTP, 406
LUMO, 343, 457, 458, 473–475, 769

delocalised, 472
Luttinger liquid, 343

macroscopic quantum tunnel effect, 548
macrospin, 540, 576

LLG equation, 541
precession, 541–544

Madelung
constant, 192
energy, 192

magic cluster, 211, 212, 220, 221, 232,
273

magnesium cluster, 203
magnetic

alloy, 260
anisotropy, 260–262, 515–518,

543–545, 616, 773
cluster, 260–261, 531
dipole anisotropy, 521
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dipole interaction, 520–522, 524, 589
domain, 520, 523, 585
domain wall, 520, 523–524
dots, 163, 260, 592, 593
film, 529, 572–576
fingerprint, 436
flux quantum, 417, 434, 441, 443
hard disk, 585–588
head-to-tail wall, 524
induction, 504, 623
interface anisotropy, 526–531
liquid, 371
molecule, 548
moment, 504–508, 773
multilayer, 532–540, 552–572
nanostructure, 164, 261
RAM, see MRAM
recording, 531
recording head, 109
semiconductor, 558
shape anisotropy, 515, 524, 617
storage, 547
susceptibility, 271–272
tape, 109
thin film, 520, 522, 523, 595, 617
tunnel junction, 557, 560, 568–572,

607
ultrathin film, 523–524

magnetic force microscope, 109, 163
magnetisation, 512, 514–516, 520

dynamics, 540–551
easy axis, 260, 515, 516, 520, 523,

528, 544, 548, 549
easy direction, 516
hysteresis, 545, 546, 551
LLG equation, 541, 549
perpendicular, 590
precession, 541–544, 576–578
reversal, 544–551, 554, 576–578, 587
saturation, 588
spin transfer mechanism, 549–551
vortex, 521, 522

magneto-optical
disk, 109
response, 123, 540

magnetoconductance, 434–436
gold loop, 438

magnetocrystalline anisotropy, 260, 507,
509, 510, 515–517, 521, 616

interface, 526–528, 574

uniaxial, 515, 520, 521, 576

magnetoelastic anisotropy, 517

interface, 529–530

magnetoelectronic device, 504

magnetoresistance, 550, 616

curve, 554, 556, 557

giant, 503, 533, 552–556, 560,
562–568, 586, 615

tunnel, 556–559, 568–572

magnetoresistive device, 551

magnetoresistive read head, 585, 616

giant, 585–586, 616

magnetostatics, 504–505

magnetostriction, 518–519, 543

magnon, 543

manipulation

of adatoms, 85

of atoms, 41, 86, 87, 331, 369

of molecules, 41, 87, 115, 369

mass memory, 583–595, 781

local probe techniques, 584, 593–595

matrix memory, 584, 595–613

access transistor, 604–608, 611

addressing, 598, 600

atomic scale, 613

bit line, 596, 601, 602

detection transistor, 611, 612

floating gate, 601, 602, 604, 612

gain cell, 611–613

NAND architecture, 602, 603

nanoscale, 599–606

noise, 599

NOR architecture, 602, 603

redundancy, 599

repair, 599

word line, 596, 602

Maxwell’s equations, 647

Maxwell–Boltzmann distribution, 685

Maxwell–Garnett model, 264

MBE, see epitaxy, molecular beam

McCumber parameter, 444

mean field approximation, 759

membrane, 369

cell, 370, 686, 720, 726–731

lipid, 369

memory, 583–618

64-bit, 497
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access time, 584, 600, 604, 606, 615,
780

cache, 781
cell, 22, 314, 344, 375, 417, 476, 478,

595, 596, 777, 783
central, 781
computer, 780–781
flash, 584, 601, 603, 604
hierarchical structure, 780, 781
mass, see mass memory
matrix, see matrix memory
microprobe, 584, 594
molecular, 163, 476, 477
non-volatile, 477, 553, 598, 599,

601–604, 606
NOVORAM, 606
on-board, 599
plane, 596, 598, 602, 605
PLED, 612
RAM, 598, 604–606
register, 780, 781
ROM, 596, 598, 601
single-electron, 610–611
stability, 584
volatile, 604–605

mercury, 199, 200, 269, 270
mesophase, 370

lyotrophic, 371
mesoscale, 671
mesoscopic

device, 417
system, 335

metal–insulator transition, 198, 199
metal–ligand bond, 354, 361
metallic

binding, 184–189
carbon nanotube, 113, 297–299, 312,

487–489
cluster, 184, 196–200, 209, 213, 216,

225, 227, 232, 234, 253–254, 264
magnetic multilayer, 552–572
multilayer, 532
nanoparticle, 372, 449, 451, 452, 689,

698
MFM, see magnetic force microscope
micelle, 369, 370

reverse, 250
micro–nano interconnects, 786
micro-optics, 173

micro-phase separation, 371, 374
micro-squid, 16
microcanonical ensemble, 754
microcavity, 642, 643, 645–662
microcontact printing, 40, 170, 171, 491
microdisk, 645
microelectronics, IX, 162, 261, 383–413,

783, 784
design, 615
memory requirements, 600

microfluidic
channel, 165, 168, 495, 496
chip, 165
device, 170, 172, 627, 662
network, 171, 172

microlaser, 646, 659
micromagnetism, 173
micropillar, 79, 643–645

GaAs/AlAs, 644
microprocessor, 22

characteristics, 785
micropump, 172
microreactor, 370
microscale, 671
microsegregation, 371
microtubule, 740, 741
microvalve, 172
Mie

classical theory, 226
resonance, 226–228, 233, 236–239,

253, 771
theory, 241, 265

Miller indices, 42, 45, 182, 187
Millipede, 173, 594
miniaturisation, IX, 314, 599, 600, 619,

646
miscut angle, 46
misorientation angle, 59
MOCVD, 55
molecular

abacus, 87
amplifier, 474, 477
assembly, 490–492
bistable, 476, 478, 613
circuit, 490–498
components, 450–479, 497
conductor, 457–469
conformation, 470
diode, 449, 471–474
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dipole, 678
electronics, 447–499, 795
energy levels, 455
engineering, 698–707
machine, 366–368
magnet, 371
memory, 163, 476, 477
motor, 738, 740, 741
nanocage, 361
network, 362
orbitals, 457–463
orientation, 676
photonics, 667
recognition, 251, 360, 362, 364, 370,

688
rectifier, 449
rotor, 366, 367
shuttle, 366, 367
switch, 373
tectonics, 362, 363
transistor, 477–479
triode, 449
tweezer, 358, 359
wire, 78, 469–471

molecular dynamics simulation, 202,
255, 258, 305, 341, 751–755

ab initio, 773
integration algorithm, 753–754
thermostat, 754–755
velocity renormalisation, 755

molecule–metal coupling, 454–456, 459
molybdenum cluster, 255
monolayer, 49
Monte Carlo simulation, 31, 32, 202,

755–757
selective sampling, 756

Moore’s law, IX, 383, 395, 784
MOSFET, IX, 162, 383–386

bulk punch-through, 392–394, 404
buried doping, 394, 404
conduction channel, 385
doping profile, 383, 393, 394, 405
drain, 383
electrical parameters, 396
gate oxide layer, 383
halo, 389, 394, 396, 404
inversion layer, 384
normally-off, 383–386
ohmic regime, 385, 391

on SOI, 412
pinch-off voltage, 385
pocket, 389, 394, 396
quantum effects, 406, 407
retrograde doping, 388, 393, 394, 396,

397, 404
saturation current, 385
saturation regime, 385, 390
scaling, 392–400
short channel effects, 392–393, 404,

604
silicon, 386, 483, 484
source, 383
space charge region, 384, 392
superhalo, 405
surface punch-through, 393, 411
threshold voltage, 384, 393

Mott transition, 264
MRAM, 371, 503, 504, 553, 596,

606–609, 613, 796
bit line, 608

multi-quantum well, 656, 659
multiphoton microscopy, 731–737
multitwinned particle structure, 188,

191
multiwalled nanotubes, see carbon

nanotube, MWNT

nano-antenna, 127
nano-operator, 785
nano-optics, 137, 144, 164
nanoarray, 375
nanobiophotonics, 667, 670, 686
nanocage, 361
nanochain, 375
nanochannel, 165
nanocluster, 186
nanocomponents, 778
nanocomputing, 776–798
nanoconnection, 785
nanocrater defect, 263
nanodetector, 136
nanoelectronics, 261, 383, 416–444

hybrid, 477, 497
superconducting, 440–444

nanoembossing, 167–169, 328
nanogap, 451, 456, 478, 479
nanoimprinting, 20, 40, 158–166, 327,

328, 477, 593
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alignment, 162, 171
UV, 166

nanoindentation, 112
nanolaboratory, 660, 662
nanolithography, 4, 38, 39, 136, 157–174,

329
nanomagnet, 371, 551
nanomagnetism, 163–164, 504–551

fundamental lengths, 525
novel effects, 525–540
numerical simulation, 766

nanomemory, 785
nanoMOS devices, 400–412
nanomoulding, 327, 328
nanoparticle

assembly, 690
core–shell, 696
semiconductor, 697

nanophotonics, 665–745
nanopillar, 165, 551, 555, 556
nanopore, 335, 451, 453, 469, 471
nanoscale, 671
nanoscale light source, 136
nanosensor, 669, 700
nanostencil, 115
nanowire, 45, 324–344, 449, 553, 555,

631, 796
as electrical contact, 325
array, 375
as building block, 325
assembly, 493
bundle, 785
electrical conductance, 335–343
electrical contacts, 336–342
encapsulated, 313
fabrication, 326–327
InAs/InP, 335
InP, 495, 496
molecular, 342, 343
multilayer, 334
self-assembly, 332–334
semiconductor, 334
silicon, 115, 116, 495
ZnO, 336

near-field microscopy, 41, 121–155, 312,
327, 328, 330, 332, 336, 627, 633

carbon nanotube tip, 317
near-field optical microscope, 122, 123

apertureless, 123, 126–133

tip, 129–131, 135
near-field optics, 121–155
Néel pair model, 518–519, 528, 574
Néel temperature, 508
Néel wall, 524
Néel–Brown model, 547
negative refraction, 633
Nernst–Einstein relation, 52
neural networks, 791–794, 797

adaptive synapse, 794
formal neuron, 791
learning dynamics, 792
relaxation dynamics, 792
synapse, 791

neuron, 686
nickel, 113, 247, 261, 510, 515–517, 529,

539, 561
columns, 163
deposition, 16, 17
dots, 316
pillars, 593

niobium
junction, 442, 445
layer, 553

nitride, 605
nitrogen film, 57
NMOS, 385–387, 389–391, 393, 394, 410
NMR, see nuclear magnetic resonance
noble metal, 247, 537, 538

cluster, 237, 238
non-covalent force, 354
non-radiative

coupling, 147, 155
recombination, 639
transition, 681

nonlinear optical effects, 660
normal hydrogen electrode, 247
NOVORAM, 606
nuclear magnetic resonance, 109, 773
nucleotide, 688
nucleus, 207
numerical aperture, 24, 25
numerical simulation, 341, 749–774

accuracy, 773
computation time, 773
conjugate gradients, 752
effective mass method, 760–762
electron, 757–773
interatomic potential, 750–752
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nanomagnetism, 766
Newton–Raphson method, 752
potential energy surface, 752–753
pseudopotential method, 760,

762–764, 766
reliability, 773
semi-empirical methods, 759–766
steepest descent, 752

octahedron, 184–186, 266
truncated, 184, 185

odd–even effect, 197, 205
off-axis illumination, 25
oligomer

phenyl, 469
π-conjugated, 469, 470
thiophene, 469

oligophenylene
ethylene, 469, 470
vinylene, 469

opal, 661, 662
optical fibre, 123, 124, 627, 652, 667,

716, 736
metal-coated, 133–135
multimode, 627
sensor, 630
single-mode, 627
unconditionally secure link, 642

optical multiplexing, 627
optical tweezers, 737–740
optoelectronic components, 22, 532,

641, 646
optronics, 261, 619–662

optical addressing, 630, 631
S3PS, 641–644
subwavelength aperture, 627–629

orange peel coupling, 575
organic

dye, 688
nanostructure, 78, 79, 87
nanotube, 362
transistor, 163

organometallic
complex, 450, 699
compound, 55

organomineral, 699
oxynitrides, 404, 605

palladium cluster, 453

parallel process, 19, 117, 161, 173
paramagnetism, 587
parameter mismatch, 50, 334
parity, 681
passivation layer, 14
Pauli exclusion principle, 273, 429, 507,

758
PBG, see photonic band gap
PCRAM, 584, 596, 606–609, 613
PDMS, 169–172, 327, 328

stamp, 169–171, 496
Peierls transition, 343
pentacene, 719
perceptron, 792
percolation threshold, 134, 258
perturbation theory, 680, 770
pH measurement, 707
phase-shift mask, 25, 26, 30
phonon, 437, 543, 755
phospholipid, 370, 697
phosphorescence, 693, 694
photobleaching, 692, 709, 715, 716, 743
photodepletion, 229
photoemission spectroscopy, 458
photoevaporation spectroscopy, 229–231
photolithography, 20–28, 327

projection, 23–26
X-ray, 26–27

photoluminescence, 261, 262, 640, 641,
643, 644, 659

photomultiplier, 709
photon

antibunching, 719
bunching, 719

photon scanning tunneling microscope,
123–126

photon sieve, 628–629
photonic band gap, 630, 646, 655, 657,

658
1D, 648
2D, 649–650
absolute, 650

photonic crystal, 164, 645–662
1D, 647–648
2D, 648–650, 652–655
allowed bands, 646, 653–656
coupling, 652
defect engineering, 660
dispersion relation, 647, 648, 651
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group velocity, 648, 654, 661
laser, 654
leaky mode, 652
light cone, 651
light line, 651
mirror, 657
optical confinement, 652–653, 656,

660
strong confinement, 653
vertical confinement, 652, 653
weak confinement, 653
with defects, 656–661

photopolymerisation, 706
photoresist, see resist
photothermal detection, 698
π interaction, 354, 365, 367
picotechnology, 499
plane wave expansion, 137–142, 647
plasma, 620

dispersion relation, 622
frequency, 622
reaction, 246
wavelength, 622

plasmon, 126, 226–228, 234, 238, 239,
253, 276, 619–633, 698, 773

ATR coupling, 626
biochemical sensor, 624–626
bulk mode, 621
chemical sensor, 624
detection, 631, 632
dispersion relations, 622–623
fibre-optic sensor, 627
frequency, 629, 630
guide, 126
in metal nanoparticle, 629–633
light coupling, 622–627
polariton, 620
propagation length, 624, 633
resonance, 624
wave guide, 631–633

platinum, 45, 330, 528, 592
acetylacetonate, 593
nanoparticle array, 16
nanowire, 331
shell, 248
sputtering, 453
surface, 56, 57, 531
vicinal surface, 333

plexiglass, 7

plumbago, 280
PMMA, 7, 31–33, 36, 158, 160, 169,

327, 371, 375, 699
bridge, 454
resist, 636

PMOS, 385–387, 390–391, 410
threshold voltage, 386

point spread function, 713
polarisability, 680
polarisation tensor, 678, 705
polariton, 677
polaron, 343
polycarbonate, 158
polydimethylsiloxane, see PDMS
polyhedron, 266, 282

compactness, 184, 185
Euler theorem, 191
regular, 185
symmetry group, 185

polymer, 674
contour length, 108
dextran, 108
elasticity, 109
glass transition, 158
luminescent, 720
melt, 371
molecular weight, 7, 159
moulding, 40, 158–160, 166–168
photosensitive, 706
resist, 4, 158
silicone oil, 169
under irradiation, 7
viscosity, 159
wetting properties, 375

polymethylmethacrylate, see PMMA
polymolecular assembly, 368–378
polystyrene, 371, 375, 737, 738, 741
porous matrix, 327, 335, 336
porphyrin, 357–360
post-exposure bake, 5
potassium, 485

cluster, 231
dielectric function, 232

prepatterned surface, 41–65, 332, 553,
555

prestructured surface, see prepatterned
surface

programmable
architecture, 497, 602
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ROM, see EPROM, EEPROM
switch, 497

protein, 673, 689, 695, 738, 741
conformation, 725
fluorescing, 719
folding, 725–727

proximity effect, 31, 32
proximity optical correction, 25
pseudomorphic growth, 50
pseudopotential method, 762–764, 766
PSTM, see photon scanning tunneling

microscope
Pt/Co dots, 163
Purcell effect, 643–645, 660
pyrazine, 358
pyridine, 253, 357, 358
PZT, 606

quantum box, see quantum dot
quantum cascade laser, 631
quantum coherent conductor, 338
quantum computer, 642, 798
quantum confinement, 422, 532–540,

575, 635
quantum corral, 86
quantum cryptography, 79, 641, 642,

644
quantum data processing, 627, 645
quantum dot, 50, 58–61, 79, 465, 466,

498, 639, 652, 761, 791
absorption spectrum, 640
laser, 634, 636, 638
plane, 635–637
radiative cascade, 642
semiconductor, 634–646, 660
single, 640–646
spectroscopy, 82–84
transistor, 163

quantum interference, 428–439, 532, 534
Bohm–Aharonov effect, 437–439

quantum size effects, 533, 537–540,
575–576

quantum well, 635, 637, 639, 640, 642,
652

components, 639
laser, 634, 635, 638, 639, 761

quartz, 434
template, 167, 168

qubit, 642

radiative
cascade, 642
coupling, 147, 155
damping, 147–149
lifetime, 148, 151, 152, 154, 643
mode, 650, 651, 653, 654
recombination, 639, 643

radiolytic effect, 33
RAM, see memory, RAM
Raman

microspectrometery, 630
scattering, 708, 709, 714, 736
spectroscopy, 310, 683, 708
spectrum, 773

random walk, 433
Rayleigh criterion, 24, 142, 619, 627,

713
Rayleigh scattering, 708
reactive ion etching, 13–14, 25, 36, 158,

162, 168, 389, 453, 636
etch rate, 13

reciprocal lattice, 534, 536–538, 647,
648

reconstructed surface, see surface
reconstruction

recording density, 260, 503, 547, 584,
585, 588, 594, 595, 616, 780

reduction potential, 247
refractive index, 123, 648

contrast, 652, 660, 661
high, 652

reorientation transition, 528
replication, 687
resist, 3–9, 19, 593

contrast, 6, 20
contrast curve, 7
electrosensitive, 30
exposure, 4
glass transition temperature, 15
inorganic, 33, 37
negative, 6, 31
polymer, 158
positive, 6–8, 31
refractive index, 21
sensitivity, 5, 7
sol–gel, 166
spreading, 5

Reststrahlen region, 621
Rhodamine 6G, 253, 694, 723
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RKKY interaction, 540, 589, 590, 617
RNA, 353, 720, 742
ROM, see memory, ROM
rotaxane, 356, 366, 367, 476, 478, 497
RRK model, 245
RSFQ

components, 442–445
logic, 417, 440
logic gate, 443, 444

ruthenium, 450, 589
ruthenium–trisbipyridine complex, 699

sapphire, 640
SBT, 606
SCALPEL, 29
scanning capacitance microscopy, 111
scanning electron microscope, 31, 79,

316
scanning near-field optical microscope,

173, 715
aperture, 133–136
apertureless, 131–133, 630

scanning projection printing, 23
scanning spreading resistance mi-

croscopy, 111
scanning tunneling microscope, 4, 41,

68–89, 123, 173, 309, 311, 329,
450, 667, 668

barrier height, 76–77, 82
contrast, 75–76
elastic tunnel current, 80–82, 374
for biology, 741
image potential, 77
inelastic tunnel current, 84
local chemistry, 87–88
manipulation, 85–87, 368
modelling, 773
pulling mode, 85
pushing mode, 85
resolution, 74–75
setup, 71
single-molecule observation, 451–452
sliding mode, 86
spectroscopy, 80–85, 766
tip apex, 72, 75, 76
tip preparation, 71–72
tip–sample interaction, 85–88
topography, 70, 374

scattering matrix, 337, 431, 650

scattering sphere model, 127–128
Schottky

barrier, 314, 480–483
diode, 314
gate electrode, 409

screw dislocation, 60
selection rules, 681
selenium, 470
self-assembled monolayer, 4, 170,

491–492, 495
self-assembly, 342, 498, 661, 669, 688

by charge transfer, 365
by hydrophobic interaction, 363–365
FePt nanoparticles, 592, 593
hydrogen bonding, 359–362
in bulk, 369–371
of amphiphiles, 370, 371
of carbon nanotubes, 300
of nanowire, 332–334
on surface, 372–378
techniques, 327
template effect, 354–359

self-consistent calculation, 208, 232,
238, 239, 462, 472, 766, 770–771

self-organisation, see self-assembly
self-organised growth, 79, 636
semi-empirical methods, 457
semiconductor, 50

band gap, 80–82, 761
carbon nanotube, 298–300, 314
cavity, 645
doping, 109
Fermi wavelength, 418
ferromagnetic, 559
growth, 334
heterostructure, 764
III–V, 261, 639, 652
laser, 634–640
membrane, 652
multilayer, 532
nanoparticle, 449
nanostructure, 261
quantum dot, 634–646, 660
surface, 51
valence band, 765

SERS, see surface enhanced Raman
spectroscopy

shaped-beam machine, 34
sharp-point effect, 129
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SHG microscopy, 734, 735
short channel effects, see MOSFET,

short channel effects
shot noise, 132
Sigmund formula, 11, 12
silane, 372
silanisation, 165, 687, 697
silica, 169, 479

insulator, 479
metallised grating, 627
sphere, 661
substrate, 496
surface, 372

silicon, 11, 25, 639, 652
atomic orbitals, 764
band gap, 261
band structure, 762, 765
bead, 97, 107, 108
cluster, 261
dangling bond, 87
dots, 315
etched, 10, 14
hydrogenated surface, 4, 330
islands, 60
lines, 162
matrix, 163
monocrystalline, 4
MOSFET, 385
mould, 167, 169
nanocrystal, 765, 774
nanowire, 115, 116, 330, 495
oxidation, 55, 115, 388
oxide, 165, 170, 385
polycrystalline, 12, 169, 389, 402, 407
prepatterned surface, 64
probe, 594
pyramid, 38
substrate, 31, 32, 163, 169, 335, 495
surface, 77–79, 88, 107
thin film, 60
transistor, 163
vicinal surface, 61–63, 333
wafer, 28, 59, 60, 166, 168, 616, 627

silicon-on-insulator, see SOI
silver, 237, 330, 538, 624, 697

cluster, 205, 238–240, 249, 265
dielectric function, 238
film, 57
islands, 56

nanoparticle, 154, 689
nanowire, 333, 375
stripes, 633
sulfide, 250
surface, 372

silylation, 25
SIMS, 406
single molecule, 136

adhesion, 108
component, 449
conductance, 452, 453, 457, 469, 470
elasticity, 108
electrical contact, 450–456
electronic device, 173
emissions, 144
fluorescence, 137
fluorescence detection, 707–731
level broadening, 457, 458, 463, 470
low temperature spectroscopy,

718–719
observation, 630, 675
spectroscopy, 709, 725
strongly coupled, 458–463
transistor, 451
transport properties, 456–469
weakly coupled, 463–469

single-electron memory, 610–611
single-electron transistor, 16, 417,

427–428, 449, 611, 612, 617, 794
CNT, 486–489
conductance, 487
stability diagram, 428, 487, 488

single-photon source, 79, 641–644
single-walled nanotubes, see carbon

nanotube, SWNT
SNOM, see scanning near-field optical

microscope
sodium, 237

borohydride, 247
cluster, 209, 212, 215, 219–221, 233,

234, 771
dielectric function, 233
dodecylsulfate, 248
magic cluster, 211

soft bake, 5, 158
soft matter, 169
SOI, 412, 652, 659

layer, 162
technology, 411
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transistor, 609, 612
solar energy, 303, 304, 306, 360
soliton, 343
spaser, 633
spectral hole burning, 675
spectral matching, 643
spherical harmonic, 130
spillout, see electron spillout
spin, 506
spin electronics, 552–572

CIP geometry, 553–556, 563–565
CPP geometry, 553–556, 563–565,

567
Mott model, 560–562
spin accumulation, 554, 567–568
two-current model, 559–562

spin glass, 262
spin transition complex, 377
spin valve, 163, 553, 554, 586
spin–orbit interaction, 506–507, 510,

528, 766
spin–spin interaction, 766
spinon, 343
spintronics, see spin electronics
spontaneous emission, 150, 151
sputtering, 11, 15, 54, 55

etch rate, 12
platinum, 453
yield, 11–13

squeezed field, 632
SRAM, 483, 584, 600, 605, 606, 781

bit line, 605
switch, 596

stacking fault, 44, 45, 56–58
stamp, 328
Stark effect, 719
statistical physics, 755, 756
step bunching, 61, 62, 64
step edge, 57, 58, 78, 333

defect, 56
in magnetic film, 574–575

step-and-flash, 166
step-and-repeat projection printing, 23,

28, 29
step-and-scan projection printing, 23
STM, see scanning tunneling microscope
STM-assisted CVD, 329
stochastic matrix theory, 436
Stokes shift, 694

Stone–Walles transformation, 755, 756
Stoner model, 510, 559
Stoner–Wohlfarth astroid, 545, 546
stopping power, 11
Stranski–Krastonov growth, 49–51, 58,

334
streptavidin–biotin pair, 686, 688, 691
subnanoscale, 671
supercapacitor, 317
superconducting

logic components, 440–442
materials, 417
MWNT, 312
nanoelectronics, 440–444
niobium layer, 553
transition temperature, 773

superconductor, 109
superlattice, 371
superparamagnetism, 260, 586, 588,

591, 595, 617
supershell, see electron supershell

structure
supersonic beam, 242
supramolecular grid, 377
supramolecule, 353–368, 674, 686
surface

charge, 622
chemical potential, 52, 53, 58
curvature, 53, 58, 60
dehydrogenation, 87, 88
diffusion, 53, 57
diffusion coefficient, 52
dislocation, 44, 45, 50, 56
faceted, 45, 48
free energy, 46, 48, 49, 52, 53, 180,

258
functionalisation, 494, 495
functionalised, 669
graphite, 256, 257
plasmon, 126, 227, 228, 234, 238, 239,

619–633
reconstruction, 43, 44, 332, 750
relaxation, 42, 59
self-organised, 47–48, 56–57
stepped, 45
stress, 46, 47, 53, 57, 60
tension, 180
topography, 70, 105, 132, 165
vicinal, see vicinal surface



822 Index

surface enhanced Raman scattering, 630
surface enhanced Raman spectroscopy,

253, 633
surface-emitting laser, 645
surfactant, 248, 249, 371, 372
symbiotic computer, 798
synchrotron radiation, 27
systems on-chip, 614

tailor-made molecule, 698
TBSMA, 269
TD LDA, 232, 233, 238
technological node, 395
tecton, 362, 363
template effect, see self-assembly,

template effect
Teramac, 789
Tersoff–Hamann approximation, 773
Tersoff–Hamann theory, 73, 75
terthiophene, 469, 470

dithiol, 470
tetrahedron, 185
THG microscopy, 736
thienylenevinylene, 78
thioalkane, 254
thiol, 115, 116, 170, 173, 328, 330, 372,

374, 469, 688
nanowire, 330

Thomas–Fermi approximation, 767
Thomas–Reiche–Kuhn sum rule, 235
THz source, 631
tight-binding approximation, 184, 269,

292, 293, 300, 341, 760, 762,
764–766

self-consistent, 472
time reversal symmetry, 434, 505, 515
time-of-flight spectrometer, 214, 273
tin, 375
top-down approach, 41, 326, 327, 349,

688
top-gate configuration, 480
transferability criterion, 763
transistor, 110, 157, 375, 761, 777, 783

as switch, 783
bipolar heterojunction, 409
buried oxide, 411, 412
CNTFET, 479–486, 494, 785
CNTSET, 486–489, 497
FET, 314, 611, 612, 615

FinFET, 412, 413

gate length, IX, 383

geometry, 392

HEMT, 408–409

interconnects, 398–400, 407

leakage current, 388, 390, 392, 394,
403, 404, 411

miniaturisation, 784

MOSFET, see MOSFET

multiple gate, 412

new architectures, 408–412

organic, 163

quantum dot, 163

SBFET, 480

SESO, 612

single-electron, 16, 427–428, 449,
486–489, 611, 612, 617, 794

single-molecule, 451, 477–479

SOI, 609

spinFET, 558, 560

threshold voltage, 384

ultra-high speed, 18

transition metal, 261, 510

cluster, 199, 766

ferromagnetic, 517, 559

transmission electron microscope, 36,
308, 310, 317

triboelectricity, 109, 111

tribology, 112, 591

trimethylammonium bromide, 248

tritopic ligand, 355

truncated octahedron, 186

tungsten

AFM tip, 103

STM tip, 71

tunnel

current, 70, 72–79, 374, 403, 773

double junction, 425–427, 455

effect, 69, 72, 124, 410, 412, 420–422,
425, 463, 467, 540, 602

junction, 421, 422, 456, 557, 560,
568–572, 607, 612

magnetoresistance, 556–559, 568–572

resistance, 424, 425

Turing machine, 779, 780

twist angle, 60

two-level model, 680, 686, 701

two-photon acid photogenerator, 706
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two-photon fluorescence microscopy,
711, 732–734

ultrasonic waves, 33

uncertainty relation, 140, 141, 143, 425

UV-NIL, see nanoimprinting, UV

vacuum vapour deposition, 15, 53

van der Waals force, 33, 93, 99, 109,
189, 246, 251

Verlet algorithm, 753

vertical-cavity semiconductor laser, 38

vesicle, 370, 720, 736

bilayer, 370

giant, 735

vicinal surface, 45, 46, 332, 333, 574,
576

gold, 48

growth on, 57–58

platinum, 531

silicon, 61–63

virus, 369, 691, 730, 732

VLS synthesis, 306, 307, 327

Volmer–Weber growth, 49

wave guide, 623, 627, 646, 651, 652, 656,
660–661

conical, 135, 136
metallic, 134, 135
surface plasmon, 631–633

wave–particle duality, 761
wet etching, 9–11, 330

undercut, 10
wetting, 49, 375
Wigner function, 677
Wigner–Seitz

polyhedron, 183
radius, 180, 208, 238
unit cell, 183

WKB approximation, 74
Woods–Saxon potential, 207, 209, 211
work function, 72, 196, 213, 267–268,

464, 483, 485
Wulff polyhedron, 182–184, 189, 267

YBaCuO technology, 445

Zeeman
effect, 203
energy, 514

zinc, 247


