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PREFACE

The publication of this volume on the mouse eye and visual system seems overdue, given
the burst of studies that have appeared on this topic in recent years. As the chapters in
this volume illustrate, mouse models have already contributed to a wide range of scientific
breakthroughs for a significant number of ocular and neurological diseases. They have
also allowed us to address fundamental issues that could not be pursued using other experi-
mental models.

As is often the case, technical rather than conceptual advances have induced or driven
the move to the mouse. The major factor has been the comparatively recent ability to
produce mice with precisely defined changes in gene sequence—so-called transgenic and
knockout mice. As a result of this powerful technology, genes can now be turned on or off
in specific cell types at specific stages of development. Of equal importance, mouse genes
can now be swapped for their human equivalents. This advance should ultimately permit
us to humanize cells and tissues as complex as the retina, which will allow us to test new
therapies in a controlled experimental context.

Although the power of mouse models is now taken for granted, it is worth noting that
until fairly recently, study of the mouse visual system was a backwater of vision research.
Size matters, and the large eyes of rabbits, cats, and cows were much more tractable for
biochemical, histological, and functional studies. However, a small and dedicated cadre of
radiation biologists and geneticists began to exploit mice for vision research, collecting and
analyzing the stream of spontaneous and induced mutations at the Jackson Laboratory, at
Oak Ridge National Laboratory, at the MRC Harwell, at the German Research Center
for Environmental Health (GSF, Munich), and at universities and mouse breeding and
research centers. Richard Sidman, Jin Kinoshita, Matthew LaVail, Ursula Drager, and
others helped to build the mouse resource infrastructure that we now take for granted,
mapping and characterizing some of the first retinal degeneration, cataract, and pigmenta-
tion mutations that disturbed visual system function.

The main activity in vision research following the catalytic studies of David Hubel and
Torsten Wiesel in the 1960s and 1970s centered on fundamental problems in visual neu-
rophysiology, development, plasticity, and pathology. Cats and macaques were the domi-
nant species used in this program of discovery. These models are still making major
contributions to our understanding of mechanisms of vision and visual system develop-
ment. Because of its small size, experimental fragility, and low acuity, the mouse was gen-
erally regarded as a compromised model for this kind of systems neuroscience. Those
scientists interested in development typically followed the lead of Roger Sperry and col-
leagues and turned to cold-blooded vertebrates, particularly fishes and frogs. The sud-
den introduction of transgenic and knockout technology by Rudolph Jaenisch, Mario
Capecchi, Martin Evans, and Oliver Smithies radically restructured experimental pos-
sibilities. What once seemed risky or even foolish—for example, functional studies of mouse
retinal ganglion cells and visual cortex—now seemed well warranted if only the experi-
mental methods could be miniaturized to deal with an eye with an axial length of 2 mm
and a brain with a total mass of 450 mg. It soon became obvious just how informative

xi



it would be to exploit this species to modify gene sequences and to test effects on devel-
opment, function, plasticity, and disease progression.

This book can be considered a compendium of results from the first wave of studies.
We hope that it will answer the question of just how useful mouse models can be as part
of the exchange between experimental and clinical research. Study of these mouse models
has already demonstrated real translational prowess. However, it is just a beginning, since
large gaps in our knowledge remain to be filled, some of which, no doubt, are still blissfully
outside our awareness.

We owe thanks to many colleagues. First, we are grateful to Drs. Patsy Nishina and
Maureen McCall, as well as the National Eye Institute of the National Institutes of Health
and the Jackson Laboratory, for having organized and supported meetings and workshops
in 2004 and 2006 on the laboratory mouse in vision research. These meetings helped
motivate the assembly of this book. We also thank the staff at MIT Press. For several
decades, MIT Press has helped promote vision research by publishing wide-ranging texts
on vision from engineering, computational, biological, psychological, and theoretical points
of view. In particular, we are grateful to Barbara Murphy and Meagan Stacey for their
expert assistance in bringing this project to fruition. Finally, we thank the authors whose
work is included herein, for their contributions to this volume and for the sacrifices they
made to meet the deadlines necessary to bring this project to a successful conclusion.
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1 Evolutionary History
of the Genus Mus

PRISCILLA K. TUCKER

Knowing the evolutionary history of the house mouse is
valuable not just for evolutionary and systematic biologists,
who study the diversity of life, but also for biomedical
researchers, who use the mouse as a research model with the
assumption that certain discoveries can be generalized to
humans. Understanding the biological significance of a new
finding ultimately requires comparisons among populations
and species in the context of their evolutionary history. For
example, a newly discovered feature of the mouse may be
unique to a population or to the species, it may be conserved
only among species closely related to the mouse, or it may
be conserved across more distantly related species such as
mouse and human. Comparisons among taxa in the context
of their evolutionary history also provide the researcher the
ability to determine how genes, genetic or developmental
pathways, physiological features, or complex traits have
changed over time, and whether observed similarities be-
tween the mouse and other species are due to common
ancestry or to convergence (independent evolution).

This chapter introduces the reader to the evolutionary
history of species in the genus Mus, to which house mice and
laboratory inbred strains belong. It includes an overview of
species diversity in the genus and a more comprehensive
account of the evolutionary history of the house mouse, the
Mus musculus complex, from which laboratory strains are
derived. It concludes with a summary of our current under-
standing of the evolutionary relationships among members
of the genus as depicted in a phylogeny.

The house mouse is a member of the Order Rodentia,
one of 29 currently recognized orders of mammals (Wilson
and Reeder, 2005). The common laboratory rat (Rattus nor-
vegicus) 1s also a member of this order. Rodentia and the
Order Lagomorpha (rabbits, hares, and pikas) are consid-
ered sister taxa, each other’s closest relatives, and together
are thought to be closely related to a group comprising the
Orders Primates, Dermoptera (flying lemurs), and Scanden-
tia (tree shrews) (Murphy et al., 2001; Carleton and Musser,
2005; Kriegs et al., 2006). In contrast, the cat, a taxon that
is also used in vision research, is a member of the Order
Carnivora, a taxonomic group proposed to be more closely
related to the Orders Perissodactyla (horses), Artiodactyla
(even-toed ungulates), and Cetacea (whales, dolphins, and

porpoises) than to either Rodentia or Primates (Murphy
et al., 2001; Kriegs et al., 2006).

The genus Mus Linnaeus, 1758, includes a monophyletic
group of 30 or more species belonging to the subfamily
Murinae in the speciose rodent family Muridae (Musser and
Carleton, 2005; Cucchi et al., 2006; Shimada et al., 2007).
Mus species are found throughout the Old World from
southern Africa to eastern Asia. They occupy ecologically
diverse habitats such as tropical montane forests, grasslands,
and deserts (Suzuki et al., 2004; Musser and Carleton, 2005;
Veyrunes et al., 2005). Like many other murine rodents,
most are thought to be active at night. The genus can be
distinguished from other murine genera using a combination
of morphological features (Marshall, 1977a, 1997b, 1978,
1981) and molecular characters (reviewed in Suzuki et al.,
2004, and Veyrunes et al., 2005). Utilizing a molecular
clock, a combination of mitochondrial and nuclear genes,
and calibration points based on fossil dates, researchers have
estimated the divergence of the genus Mus from other murine
lineages as occurring between 11 and 8 million years
ago (mya) (Chevret et al., 2005; Veyrunes et al., 2005).
Fossil evidence (Flynn and Jacobs, 1983; Jacobs and Downs,
1994) and phylogeographic considerations (Suzuki et al.,
2004; Veyrunes et al., 2005) place the origin of the genus
in Asia.

Duversity in the genus Mus

Based on morphological characters and diploid chromo-
some numbers, Marshall (1977a, 1977b, 1978, 1981, 1998)
recognized four subgenera: Coelomys, Nannomys, Pyromys, and
Mus. Biochemical and molecular studies (Bonhomme et al.,
1984; She et al., 1990; Lundrigan and Tucker, 1994;
Sourrouille et al., 1995; Lundrigen et al., 2002) based on
limited taxonomic sampling verified that the subgenera rep-
resent discrete evolutionary lineages (figure 1.1). The mono-
phyly of each of these subgenera, with one exception,
described subsequently, was also confirmed with morpho-
logical and molecular analyses of multiple species from
cach subgenus (Chevret et al., 2003, 2005), and a suite of
key morphological characters to distinguish among the
three Eurasian subgenera, Pyromys, Coelomys, and Mus, was
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Fieure 1.1 A synthetic phylogeny depicting evolutionary rela-
tionships among subgenera and species in the genus Mus. Species
belonging to the four subgenera are bracketed. The phylogeny is
based on recent studies using different combinations of molecular
characters (Lundrigan et al., 2002; Auffray et al., 2003; Chevret et
al., 2003, 2005; Suzuki et al., 2004; Tucker et al., 2005; Veyrunes
et al., 2005; Cucchi et al., 2006; Shimada et al., 2007) and chro-
mosomal characters (Veyrunes et al., 2006). Polytomies (unresolved
nodes) indicate uncertainty of relationship. Estimates for diver-
gence times (in parentheses) are ranges based on the variation in

estimates calculated using DNA-DNA hybridization (She et al.,

proposed (Chevret et al., 2003). These characters include
qualitative features of the skull and dentition and the pres-
ence or absence of spinous guard hairs. Some authors (Bon-
homme et al., 1984; She et al., 1990) have argued that the
four subgenera should be elevated to the rank of genera
based on the degree of difference in biochemical and molec-
ular characters. Others contend that the level of genetic
divergence among subgenera does not merit a change in
rank (Chevret et al., 2005). Utlizing a molecular clock, dif-
ferent combinations of mitochondrial and nuclear genes,
and different calibration points based on fossil dates,
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------------- vulcani

1990) or different combinations of genes, taxa, and fossil calibration
dates (Suzuki et al., 2004; Chevret et al., 2005; Veyrunes et al.,
2005; Cucchi et al., 2006). Where ranges are not given, divergence
time estimates are from *Veyrunes et al., 2005, **Suzuki et al.,
2004, and ***Cucchi et al., 2006. The recent addition of molecular
data from Mus lepidoides to the total data (K. Aplin, pers. comm.)
suggests a topology for the subgenus Mus in which the M. cervicolor
group is basal and the M. booduga group is sister to a lineage giving
rise to M. lepidoides and M. musculus species groups. Dashed lines
indicate taxa not represented in any of the phylogenetic analyses
already cited.

researchers have estimated the divergence of the four
subgenera from 8 to 6.5mya (Suzuki et al., 2004; Chevret
et al., 2005; Veyrunes et al., 2005). For comparison, human
and chimpanzee are thought to have diverged from a
common ancestor approximately 6—7mya (Brunet et al.,

2002).

TrE SuBceENUs CorLomys TroMAs 1915: SHREwW MicE  Mice
of this subgenus are large with a shrewlike appearance
characterized by small eyes and long noses. There are four
recognized species, all of which inhabit mountain forests.



They are Mus mayorz, from Sri Lanka; Mus pahar, from
northern India (Sikkim) to Vietnam; Mus crociduroides, from
Sumatra; and Mus vulcan: from Java (Marshall, 1977D).
Estimates for diversification within the subgenus range from
7 to 3.4mya (She et al., 1990; Chevret et al., 2005; Veyrunes
et al., 2005).

Tre SubceEnus Ninvomrs PETERs 1876: Arrican Pyemy
Mice These are small-sized (<12g), short-haired mice
found throughout sub-Saharan Africa (Catzeflis and Denys,
1992). They are morphologically distinct from Pyromys and
Coelomys. Delimitation of species within the subgenus has
been difficult; the mice are morphologically similar to each
other (Petter 1963, 1981; Macholan, 2001). However, they
have variable diploid chromosome numbers and occupy
diverse habitats, from deserts to montane forests (reviewed
by Veyrunes et al., 2004). Musser and Carleton (2005)
recognize 17 species, but there may be many more.
Speciation within Nannomys is thought to have occurred
between 5.2 and 3mya (Chevret et al., 2005; Veyrunes
et al., 2005).

TuE SuBceENUs Prromrs Tromas, 1911: Spiny Mice  Five
species of spiny mice are recognized. They are distinguished
from each other by size, karyotype, and qualitative char-
acteristics of the teeth and skull (Marshall, 1977a, 1977b,
1978, 1981): Mus shortridger, found in grassy habitat in
deciduous forests in Myanmar, Thailand, and Cambodia;
Mus saxicola, common and widespread from Pakistan and the
Himalayan foothills to southern India, with Himalayan
populations lacking spiny fur; Mus platythrix, found in India
from Bihar and Maharashtra states to the south; Mus phillipsi,
found in India from southern Rajasthan state to the south;
and Mus fernandoni, from Sri Lanka. Utilizing similar criteria
as described for the divergence of the subgenera of Mus,
estimates for diversification within the subgenus range from
6.7 to 3.4mya (She et al., 1990; Chevret et al., 2005).

Tue SuBceNus Mus Sensu Stricto: Frerp Mice, House
(CommensarL) Mice  The 14 recognized species of subgenus
Mus Sensu stricto are distinguished morphologically by
qualitative features of the skull and dentition (Marshall,
1977a, 1997b, 1998; Auffray et al., 2003; Musser and
Carleton, 2005; Cucchi et al., 2006; Shimada et al., 2007).
Nine species are strictly Asian in distribution and form three
phylogenetically distinct groups of taxa (Suzuki et al., 2004).
These include the Mus cervicolor species group, the Mus booduga
species group, and the Mus lepidoides species group. A fourth
phylogenetically distinct group, the Mus musculus group, has
a Palearctic distribution with the exception of one species,
Mus musculus. Estimates for divergence of the four groups
range from 4.8 to 4.3mya or possibly later (Suzuki et al.,
2004; Chevret et al., 2005).

Mus cervicoror SPECIEs GrRouP  Mus cervicolor 1s found in
rice fields and in forests from Nepal and India east to
Myanmar, Laos, Cambodia, Vietnam, Thailand, and
Indonesia, and possibly Pakistan (reviewed in Musser and
Carleton, 2005). Marshall (1977b) recognized several sub-
species reflecting variation in size and/or color of fur. Mus
carolt is typically found in rice fields and grassy habitat on
the Ryuku Islands, Taiwan, and in southeastern China to
Vietnam, Laos, Cambodia, Thailand, the Malay Peninsula,
and the Indonesian islands of Sumatra, Java, Madura, and
Flores, where it was likely introduced (reviewed in Musser
and Carleton, 2005). In Thailand, populations are also
known from pine savanna (Marshall, 1977b). Mus cooki is
found primarily in mountains from India and Nepal to
northern Myanmar, and in China (Yunnan Province),
Thailand, Vietnam, and Laos (reviewed in Musser and
Carleton, 2005). Three subspecies varying in size are
recognized. Estimates of species divergence in this group
range from 4mya (Suzuki et al., 2004; Chevret et al., 2005)
to 1.6mya (She et al., 1990).

Mus Boopuca SPECIES GROUP  Mus booduga is known from Sri
Lanka, peninsular India (north to Jammu and Kashmir),
Bangladesh, southern Nepal, central Myanmar, and Pakistan
(reviewed in Carleton and Musser, 2005). Mus terricolor is
known from India, Nepal, Bangladesh, and Pakistan, and
northern Sumatra, where it was likely introduced (Marshall,
1977b; reviewed in Carleton and Musser, 2005). Mus
Jragilicauda 1s a recently described species collected from
Nahkon Ratchasima (Khorat) Province (Auffray et al., 2003)
and from Laos (Suzuki et al., 2004). While similar in
appearance to Mus cervicolor, it can be distinguished
genetically, karyologically, and by subtle characteristics of
the skull. All three species live in grass and cultivated rice
and wheat fields. Mus nitidulus (Shimada et al., 2007) is a
species originally identified in 1859 from south-central
Myanmar. It was subsequently treated as a synonym of M.
cervicolor (reviewed in Marshall, 1977b) until morphological
and molecular analyses of recently collected specimens
(Shimada et al., 2007) showed it to be a distinct lineage.
Although Mus famulus, known only from the Nilgiri Mountains
in southwestern India, was originally placed in the subfamily
Coelomys (Marshall 1977b), based on recent molecular and
morphological analyses (Chevret et al., 2003; Suzuki et al.,
2004), it is now recognized as belonging to the subgenus
Mus, and more specifically to the Mus booduga species group
(Shimada et al., 2007). Estimates of species divergence in this
group range from 3.3mya (Suzuki et al., 2004) to 1.5mya
(Shimada et al., 2007).

Mous repmorpes SPECIES GRourp  This group includes a single
species, Mus lepidoides, known only from central Myanmar

and previously recognized as a subspecies of M. booduga
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(Marshall, 1977b). Recent molecular analyses based on
multiple gene sequences identify this species as a distinct
lineage with no known close relatives (K. Aplin, pers. comm.).
The molecular data, together with the morphological data,
suggest an affinity with the Mus musculus species group
(Shimada et al., 2008).

Mus muscurus SpEcies GRoup  There are five species in this
group, four of which have a strictly Palearctic distribution.
These include Mus macedonicus, with a distribution from
Macedonia to western Iran; Mus spretus, from northern
Africa, the Iberian Peninsula, and southern France; Mus
spictlegus, from southeast Austria to the Caucasus Mountains
(Boursot et al., 1993); and Mus cypriacus, a recently described
species from the island of Cyprus (Cucchi et al., 2006). The
fifth species, Mus musculus, is found on all continents and
islands except Antarctica. Its worldwide distribution is a
result of its commensal association with humans. Ecological
patterns for species within the M. musculus species group are
atypical for the genus Mus. There are no species inhabiting
forests. Rather, they are found in more open xeric habitat
such as grasslands, shrublands, and temperate steppes
(Suzuki et al., 2004). Estimates of the time of species
divergence within this group range from 2mya to less than
0.5mya (She et al., 1990; Suzuki et al., 2004; Chevret et al.,
2005; Cucchi et al., 2006).

Evolutionary history of the species Mus musculus

Understanding the evolutionary history of M. musculus is
particularly important in light of the fact that most inbred
strains of mice are an admixture in unequal proportions
(Wade et al., 2002) of three genetically distinct yet closely
related evolutionary lineages of this species, M. musculus
musculus, M. musculus domesticus, and M. musculus castaneus
(Yonegawa et al., 1980, 1982; Ferris et al., 1982, 1983b;
Bishop et al., 1985; Nishioka and Lamothe, 1986; Bon-
homme et al., 1987; Nishioka, 1987; Tucker et al., 1992a;
Wade et al., 2002).

Mus musculus is thought to comprise three or four closely
related lineages (Boursot et al., 1993, 1996; Sage et al., 1993;
Moriwaki, 1994; Yonegawa et al., 1994; Din et al., 1996;
Prager et al.,, 1996, 1998; Boissinot and Boursot, 1997;
Marshall, 1998). Emphasizing evidence for distinct evolu-
tionary histories and separate gene pools between lineages
(Sage et al., 1993; Prager et al., 1996, 1998; Marshall, 1998),
some authors recognize each lineage as a distinct species—
M. domesticus, M. musculus, M. castaneus, and M. gentilulus.
Emphasizing evidence for a continuum of gene flow across
lineages, others (Boursot et al., 1993, 1996; Moriwaki, 1994;
Yonegawa ct al., 1994; Din et al., 1996; Boissinot and
Boursot, 1997) refer to each of the lineages as subspecies:
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M. musculus domesticus, M. m. musculus, M. m. castaneus, and
M. m. gentilulus. The “native” range for M. m. domesticus (M.
domesticus) includes Western Europe, northern Africa, and
the Middle East to western Iran. Populations of M. m. domes-
ticus are also known from North and South America, where
their occurrence is due to passive transport by Europeans to
the New World. M. m. musculus (M. musculus) is found in
Eastern Europe and northern Asia. M. m. castaneus (M. casta-
neus), as recognized by Prager et al. (1998) using mitochon-
drial genes, is found in Central and Southeast Asia. M. m.
gentilulus (M. gentilulus) from Yemen represents a distinct
mitochondrial lineage (Prager et al., 1998). Recent studies
(Boursot et al., 1993, 1996; Din et al., 1996; Marshall, 1998;
Prager et al., 1998) of a previously recognized subspecies,
M. m. bactrianus, comprising mice from the Indian subconti-
nent, Afghanistan, and Iran, indicate that this subspecies
does not constitute a cohesive genetic lineage. The subspe-
cies M. m. molossinus, identified from Japan, is also not a dis-
tinct subspecies but rather a result of hybridization between
M. m. musculus and M. m. castaneus (Yonegawa et al., 1986,
1988, 1994). Some populations of M. m. molossinus also carry
M. m. domesticus alleles, although all but one of these popula-
tions are restricted to the Ogasawara islands and likely rep-
resent recent mixing (Bonhomme et al., 1989; Yonegawa et
al., 1994). Estimates of divergence among lineages range
from 350,000 to 900,000 years ago (She et al., 1990; Boursot
et al., 1996; Suzuki et al., 2004).

Two hypotheses on the origin and radiation of house mice
have been proposed. The first is the centrifugal model of
evolution (Boursot et al., 1993, 1996; Bonhomme et al.,
1994; Din et al., 1996). In this model, house mice are pro-
posed to have originated in the northern Indian subconti-
nent and expanded to the west, north, and east, giving rise
to M. m. domesticus, M. m. musculus, and M. m. castaneus, respec-
tively (figure 1.24). The model is based on evidence that
house mice in the Indo-Pakistan region have the highest
genetic (nuclear allozyme and mtDNA) variability when
compared with surrounding populations (Boursot et al.,
1996; Din et al., 1996). Although a subset of the nucleotide
diversity from the central Indo-Pakistan populations is found
in peripheral populations of M. m castaneus, the mtDNA lin-
cages of M. m. domesticus and M. m. musculus are not known
from the center, and the lack of evidence for intergrading
populations from the center to the periphery calls into ques-
tion the view of M. musculus as a single species (Boursot
et al., 1996).

The second hypothesis is a sequential or linear model
(Prager et al., 1998) and is based on additional sampling and
the use of mtDNA trees to infer the relative ages of house
mouse lineages. In this model, house mice originated in
west-central Asia in the current range of M. m. domesticus,
expanded to the southern Arabian Peninsula, migrated east-
ward and northward into south-central Asia, giving rise to
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Ficure 1.2 Maps displaying alternative hypotheses for the origin
of the house mouse, Mus musculus (Tucker, 2007). 4, The centrifugal
model of Boursot et al. (1993, 1996), Bonhomme et al. (1994), Din
et al. (1996), and Guenet and Bonhomme (2003). House mice
originated in the northern Indian subcontinent and expanded
to the west, north, and east, giving rise to M. m. domesticus,
M. m. musculus, and M. m. castaneus, respectively. A fourth line-
age, M. m. gentilulus, is recognized from the Saudi Arabian Penin-
sula. B, The sequential or linear model of Prager et al. (1998).
House mice originated in west-central Asia in the current range
of M. m. domesticus. Populations expanded west and south, into
the Arabian Peninsula, giving rise to M. m. gentilulus. From the
Arabian Peninsula, house mouse populations migrated east and
north into south-central Asia, giving rise to M. m. castaneus, and
then moved north into north-central Asia, giving rise to M. m.
musculus.

M. m. castaneus, and then moved northward into north-
central Asia, giving rise to M. m. musculus (figure 1.2B).
More recent expansions include M. m. castaneus into South-
cast Asia, where it appears to intergrade with M. m. musculus
in mainland China along the Yangtze River (Yonegawa et
al., 1988; Frisman et al., 1990; Kawashima et al., 1995), and,
as noted earlier, in Japan, where it has extensively hybrid-

1zed with M. m. musculus (Yonegawa et al., 1986, 1988, 1994).
I, generation laboratory crosses of both males and females
of Southeast Asian M. m. castaneus and M. m. musculus from
China indicate that these two subspecies are interfertile
(Niwa-Kawakita, 1994). Taken together, these data suggest
that there is a continuum of gene flow between M. m. mus-
culus and M. m. castaneus.

M. m. musculus and M. m. domesticus are hypothesized to
have independently colonized Europe via passive transport,
from northwest of the Black Sea around 4000 BC and from
the Mediterranean during the last millennium BC, respec-
tively (Auffray et al., 1990; Cucchi et al., 2006; Cucchi and
Vigne, 2006). These two subspecies form a narrow zone of
hybridization through Central Europe that extends from the
Jutland Peninsula to the Bulgarian coast of the Black Sea
(Boursot et al., 1993; Sage et al., 1993). Extensive studies of
the hybrid zone suggest that A m. musculus and M. m.
domesticus are partially reproductively isolated. Changes in
allele frequency at diagnostic genetic markers occur over
short distances, with different genomic regions introgressing
differentially (Hunt and Selander, 1973; Ferris et al., 1983a;
Vanlerberghe et al., 1986; Gyllensten and Wilson, 1987;
Vanlerberghe et al., 1988a, 1988b; Tucker et al., 1992b;
Dod et al., 1993, 2005; Sage et al., 1993; Orth et al., 1996;
Munclinger et al., 2002; Payseur et al., 2004; Bozikova et al.,
2005; Raufaste et al., 2005; Macholan et al., 2007). Natural
hybrids also have a higher parasite load than pure M. m.
musculus and M. m. domesticus (Sage et al., 1986; Moulia et al.,
1993, 1995). Taken together, these data indicate hybrid
breakdown between M. m. musculus and M. m. domesticus, re-
sulting in reduced gene flow between these two subspecies.

The apparent reproductive incompatibility in nature is
also found in the laboratory. Crosses between European M.
m. musculus and some mbred strains (Forejt and Ivanyi, 1975;
Forejt et al., 1991; Trachtulec et al., 1997) or between Euro-
pean M. m. musculus and European M. m. domesticus (Britton-
Davidian et al., 2005) have resulted in sterile progeny.
Furthermore, when the X chromosome from C57BL/6], a
strain that is predominantly M. m. domesticus in origin, is
replaced by an X chromosome from a wild-derived A. m.
musculus strain (PWD/Ph; Storchova et al., 2004) or a wild-
derived M. m. musculus X M. m. castaneus strain (MSM/Ms-;
Oka et al., 2004), males are sterile. These data also suggest
that there is not a continuum of gene flow between M. m.
domesticus and M. m. musculus.

Limited gene exchange has also been documented between
M. m. domesticus and the more distantly related M. spretus
where these two species overlap in their ranges (Orth et al.,
2002), despite I} male sterility when AL spretus is crossed with
inbred mice of mixed ancestry (i.e., M. m. musculus X M. m.
castaneus X M. m. domesticus) in the laboratory (Bonhomme
et al., 1978; Guenet et al., 1990; Pilder et al., 1991; Pilder,
1997; Elliott, 2001).
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Whether house mice constitute a single species or a
complex of closely related species depends on the extent of
mixing among the four house mouse lineages and on one’s
concept of what constitutes a species. The former issue
requires more studies involving greater taxonomic sampling
of house mouse populations from central Asia, and the latter
issue is beyond the scope of this review. However, based on
studies to date, it is important to consider house mice as
comprising multiple lineages, each with a distinct evolution-
ary history and including, for some lineages (i.c., M. m. mus-
culus and M. m. castaneus), reticulation through hybridization,
and for other lineages (i.e., M. m. musculus and M. m. domesti-
cus), reproductive incompatibility.

When hybrid populations are identified in the wild, they
should be referred to as crosses between species or subspe-
cies; an example is Japanese house mice, M. m. musculus X
M. m. castaneus. Inbred strains of mixed ancestry should also
be referred to in this way. The appropriate taxonomic
nomenclature for most inbred strains should be M. m. domes-
ticus X M. m. musculus X M. m. castaneus, or, if one recognizes
the distinct house mice lineages as species, M. domesticus X
M. musculus X M. castaneus.

Phylogenetic relationships in the genus Mus

Comparative data from allozymes (Sage, 1981; Bonhomme
et al., 1984; She et al., 1990), mtDNA restriction fragment
length polymorphisms (RFLPs) (Ferris et al., 1983b; She et
al., 1990), RFLPs of nuclear rDNA spacer regions (Suzuki
and Kurihara, 1994), single-copy nuclear DNA (scnDNA)
hybridization (She et al., 1990; Catzeflis and Denys, 1992;
Chevret et al., 2003), mtDNA sequences (Fort et al., 1984;
Sourrouille et al., 1995; Prager et al., 1996, 1998; Lundrigan
et al., 2002; Chevret et al., 2003, 2005; Suzuki et al., 2004;
Tucker et al., 2005; Veyrunes et al., 2005; Shimada et al.,
2007), and nuclear sequences (Jouvin-Marche et al., 1988;
Lundrigan and Tucker, 1994; Lundrigan et al., 2002, Auffray
et al., 2003; Suzuki et al., 2004; Chevret et al., 2005; Tucker
et al., 2005; Veyrunes et al., 2005; Shimada et al., 2007)
have been used to elucidate evolutionary (phylogenetic) rela-
tionships among species of Mus.

Recent studies using varying combinations of molecular
or chromosomal characters and species are synthesized into
a single tree diagram in figure 1.1. They support monophyly
for the genus Mus—that is, all the known species in the genus
are descended from a common ancestor—as well as for each
of the four recognized subgenera, Coelomys, Nannomys, Pyromys,
and Mus—that 1s, all the known species in each of the sub-
genera are descended from a common ancestor (Lundrigan
et al., 2002; Chevret et al., 2003, 2005; Suzuki et al., 2004;
Tucker et al., 2005; Veyrunes et al., 2005, 2006). Relation-
ships among subgenera are resolved based on chromosomal
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characters (Veyrunes et al., 2006). The subgenus Coelomys is
basal, and Nannomys is sister to a Pyromys-Mus clade.

There are four well-defined monophyletic groups or
clades within the subgenus Mus. As shown in figure 1.1,
relationships among taxa within these groups are not as
clearly defined. However, the recent addition of molecular
data from M. lepidoides to the total data (K. Aplin, pers.
comm.) suggests that the M. cervicolor group is basal and the
M. booduga group 1is sister to a linecage giving rise to
M. lepidordes and M. musculus species groups. In the M. cervi-
color clade, evolutionary relationships among M. cervicolor,
M. cookir, and M. caroli differ depending on the gene sequences
used in the analysis. In combined gene analyses there is
stronger support for M. cervicolor/ M. cookii as most closely
related (or sister) taxa, with M. caroli as more distantly related
(or basal), than for M. caroli/M. cookii as sister taxa, with
M. cervicolor as basal (Suzuki et al., 2004; Tucker et al., 2005).
In the M. booduga clade, evolutionary relationships among
M. booduga, M. lepidoides, M. terricolor, M. fragilicauda, M.
Jamulus, and M. nitidulus also vary depending on the gene
sequences used, and in combined gene analyses there is no
resolution (Suzuki et al., 2004; Shimada et al., 2007). In the
M. musculus clade the relationship of M. spretus to other
species within the Palearctic clade is uncertain (Tucker
et al., 2005). Comparative data from nuclear genes suggest
that M. spretus is most closely related to an M. spicilegus/ M.
macedonicus clade, whereas the mitochondrial data place M.
spretus as basal to both the M. spicilegus/M. macedonicus clade
and the M. musculus complex. Based on mitochondrial D-loop
sequence, M. ¢ypriacus is most closely related to M. macedonicus.
This relationship is not supported by sequence from a single
mtron from the nuclear 4bpa (androgen-binding protein alpha)
gene. Phylogenetic analyses (Tucker et al., 2005) of the M.
musculus complex using a multigene data set places M. m.
domesticus as basal to an M. m. musculus/ M. m. castaneus clade.
This arrangement lends support to the sequential or linear
model for the evolution of house mice (Prager et al., 1998).
However, this phylogeny is based on limited sampling of
Asian M. m. musculus and M. m. castaneus, and thus this hypoth-
esis needs to be more rigorously tested using a larger sample
of Asian M. m. musculus and M. m. castaneus.
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Ongins of inbred strains used for research

The mnbred laboratory mouse has become the most widely
used experimental mammal for studies of genes, brain and
behavior. The power of the inbred strain is due to its isoge-
nicity within a strain and the genetic heterogeneity among
strains. Each strain possesses a distinctive phenotype that
can be studied in order to determine its underlying genetic
contribution to neural and behavioral phenotypes. In this
way, phenotypic variations between strains and between
mutants and their wild-type controls can be traced back to
particular genes of interest. The advantages of using the
mouse as a model organism include its small size, short
generation time, large litters, the ease with which it can be
handled, and its genetic comparability to humans—approxi-
mately 99% of human genes have mouse homologues (Silver,
1995; Taft et al., 2006; Tecott, 2003). Compared to other
animals, the mouse genome is relatively easy to manipulate,
allowing gene-gene and gene-environment interactions to be
studied and thus the genetic components of human diseases
to be identified. Furthermore, the mouse genome can be
manipulated with innovative transgenic techniques to create
a variant that, except for the mutated genes, is virtually
genetically identical to its parental strain.

Inbred mice are developed by mating two unrelated strains
and mating their offspring (F)) in a series of brother-sister
matings (Staats, 1968b). With each successive generation,
the genetic uniformity of the strain increases, and after 20
generations of sibling matings, the resulting mice are 98.7%
homozygous at all loci (Silver, 1995). The origin of inbred
strains began with the DBA mouse, created by one of the
founding fathers of mouse genomics, Clarence Cook Little,
to study the inheritance of coat color. He bred mice carrying
the recessive genes for three mutations, dilute, brown, and
nonagouti, and after 20 generations of inbreeding, the first
fully inbred strain (DBA) was created in 1909 (Staats, 1968a).
Little’s research focus shifted from inheritance of coat color

to cancer susceptibility, and he built up his colony of DBA
mice at the Carnegie Institute at Cold Spring Harbor to
study the genetics of cancer. Little went on to develop new
inbred strains, some of which were descended from fancy
mice received from Miss Abbie Lathrop, a mouse supplier
in Granby, Massachusetts. Little developed his line C, which
was descended from Lathrop’s stock, mating two females
(number 57 and 58) to male number 52. The descendants
of female 57 became the C57BL (BL for black) inbred strain,
while the descendants of female 58 became the C58 inbred
line. In 1920, Leonell C. Strong mated a series of DBA mice
from Cold Spring Harbor with albino mice received from
Halsey J. Bagg at Memorial Hospital, New York, and devel-
oped several related inbred lines of mice, including C3H,
CBA, C, CHI, and C121I (Staats, 1968a). In 1921, Strong
crossed an albino mouse from Little’s colony in Cold Spring
Harbor to Bagg’s albino stock and created the A strain, which
had a high incidence of mammary and lung tumors. Also
at Cold Spring Harbor, Bagg’s albinos were inbred by E.
Carleton MacDowell and were then used exclusively by
George D. Snell in work that led to his Nobel prize in
1980 for landmark immunogenetic studies on the histocom-
patibility locus. This research led to the production of
the first genetically engineered strains of mice, so-called
congenic strains, in which sections of chromosomes affecting
the survival of skin grafts were transferred from one inbred
line to another (http://nobelprize.org/nobel_prizes/medicine/
laureates/1980/snell-lecture.pdf).

The founding of the Roscoe B. Jackson Memorial
Laboratory (now the Jackson Laboratory) in Bar Harbor,
Maine, in 1929 by Clarence Cook Little provided the first
specialized facility for the study of the genetics of cancer and
radiation biology and for the development of new inbred
strains of mice and the discovery of new mutations. At
present, the Jackson Laboratory (www.jax.org/about/jax_
facts.html) has more than 450 inbred mouse strains available
for research (Beck et al., 2000).

13



Transgenic and mutant mouse models

The use of inbred strains has expanded greatly in the last
decade because of the availability of more advanced methods
to modify the mouse genome (Peters, 2007; Tecott, 2003).
These strategies fall into two general categories. The first
involves introducing known mutations into the mouse
genome, creating a transgenic mouse that can be examined
phenotypically for consequences of the mutation. The second
involves a forward genetics approach, in which inbred mice
are screened for phenotypic differences and then the genetic
correlates and causes of these differences are identified
(Tecott, 2003; Vitaterna et al., 2006).

Although mice with spontaneously occurring mutations
have been a valued resource for studying behavioral genet-
ics, genetically engineered mice created by transgenesis, tar-
geted mutagenesis, inducible mutagenesis, gene trapping,
and chemical mutagenesis have been crucial in the search
for genetic correlates of human diseases (Peters, 2007,
Tecott, 2003; Vitaterna et al., 2006). With these genetic tools
and the availability of the mouse genome sequence (www.
nchbi.nih.gov/genome/guide/mouse/), the mouse as a model
system provides a unique opportunity to study anatomical,
neurochemical, and behavioral effects of aberrant gene
expression and the molecular and cellular underpinnings of
human neurological diseases. However, to study the genetic
basis of disease, it is necessary to determine which clinical
symptoms can be assessed in animal experiments. Pheno-
typic evaluation of each mouse model system is a prerequi-
site for evaluating the physiological consequences of genetic
perturbations. Willott et al. (2003) suggest that a reliable and
valid mouse model for a human disorder should ideally meet
the following six criteria:

1. The behaviors to be studied should be readily exhib-
ited by both mice (the primary mammalian model for genetic
research) and humans (the subject of the model).

2. The behaviors should be simple enough to be accu-
rately isolated and measured.

3. The behaviors should have relevance for everyday life
or clinical conditions.

4. Assuming that genes are likely to affect behavior via
neurophysiological and neurochemical mechanisms, the
neural pathways and physiology of the behaviors should be
reasonably well understood.

5. From a practical standpoint, quantitative measure-
ment of the behaviors should be relatively simple, fast, and
reliable, to allow testing of many mice.

6. The behaviors should vary substantially among differ-
ent genetic strains of mice or mutants in order for inheri-
tance mapping and other genetic techniques to be applied.

Meeting these criteria has become a challenge. Advances
in molecular and cellular techniques for the development of
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new transgenic and knockout mouse strains have occurred
without the development of new strategies for understanding
how the manipulated genes relate to sensory systems, brain,
and behavior. There are two categories of problems associ-
ated with modifying the mouse genome with respect to
behavioral phenotyping strategies (Gerlai, 2001). The first
problem is associated with compensatory mechanisms that
could exist when a gene is knocked out. These mechanisms
can cause secondary phenotypic changes that could alter
developmental, physiological, or even behavioral processes.
For example, “helper” genes may be able to take over the
function of the targeted gene mutation, masking the func-
tional outcome of the mutation. Or compensation for a dis-
rupted function may lead to altered function of another
mechanism, leading the investigator to falsely conclude that
observed phenotypical abnormalities are due to the targeted
mutation. This compensation problem is not one that can
be easily solved. Gerlai (2001) suggests that gene expression
changes could be measured in vitro or in vivo using quantita-
tive reverse transcription polymerase chain reaction (RT-
PCR) or gene-chip technology to assess how genes respond
in concert, or transgenic studies could aim to knock out a
cluster of genes that work as a functional unit, rather than a
single gene.

The second problem involves the background effect of the
strain that 1s used to maintain the genetic disruption (Gerlai,
1996). Most gene targeting is carried out in embryonic stem
cells derived from the 129 inbred strain (Crawley, 2000;
Gerlai, 2001; Linder, 2006). Mice receiving the targeted
mutation are often mated to mice of a different strain than
the genetic background of the embryonic stem cells. Result-
ing I, generation mice will have one set of chromosomes
from each strain, and thus sibling matings between hetero-
zygous I, generation will produce an F, population with
mice that are wild type, homozygous and heterozygous for
the null mutation. However, homozygous and heterozygous
mice may be genetically different from their wild-type lit-
termates at loci other than the targeted gene, owing to the
recombination pattern of the genes of the two parental
strains. Furthermore, the alleles of genes that surround the
targeted locus will be of the 129 type in null mutant mice
but of the other parental strain in wild-type mice. Thus, the
behavioral phenotype observed in null mutant mice (and not
in wild-type mice) may be due to the effect of the 129 back-
ground (Gerlai, 2001), and there are many different 129
substrains with different phenotypes (Festing et al., 1999;
Simpson et al., 1997).

Many transgenic mice are maintained on a hybrid back-
ground in which one of the progenitor strains has the retinal
degeneration gene Pde6b’™ (e.g., FVB/N, C3H, Black Swiss),
resulting in 25% of the offspring being homozygous for
retinal degeneration. To address these problems, one can
backcross the mutant hybrid multiple times to a strain



TasLE 2.1

Hearing and visual abilities in 14 inbred and wild-derived mouse strains_from the Jackson Laboratories

Strain Type JAX Number Hearing Vision
129S1/SvIm] Inbred 002448 Normal Normal
A/J Inbred 000646 Deaf < 3mo. of age Albino
AKR/J Inbred 000648 Normal Albino
BALB/cBy]J Inbred 001026 Deaf > 16 mo. of age Albino
BALB/¢J Inbred 000651 Normal Albino
C3H/HeJ Inbred 000659 Normal Pde66™
C57BL/6] Inbred 000664 Deaf > 16 mo. of age Normal
CAST/Eq] Wild-derived 000928 Normal Unknown
DBA/2J Inbred 000671 Deaf < 3mo. of age Glaucoma > 9mo. of age
FVB/N]J Inbred 001800 Normal Pde66™
MOLEF/Ei] Wild-derived 000550 Normal Pde66™"
SJL/] Inbred 000686 Normal Pde66™
SM/]J Inbred 000687 Normal Unknown
SPRET/Ei] Wild-derived 001146 Normal Unknown

Note: The Jackson Laboratory (JAX) catalogue number is given. Pde66™ is the gene for retinal degeneration, so these mice are blind

by weaning age.

without the retinal degeneration gene to create a congenic
strain that carries the mutation on a desired genetic back-
ground and does not have retinal degeneration. For example,
FVB/N mice are an albino strain that is commonly used for
the generation of transgenic mice because of their large,
strong pronuclei and high breeding performance, but they
have retinal degeneration, which impairs their performance
on behavioral tasks. A pigmented, sighted FVB/N strain
(named FVBS/Ant) was created by repeated backcrossing
of an FVB/N x 129P2/OldHsd I, hybrid with FVB/N mice
while selecting against albinism and homozygosity of the
retinal degeneration mutation (Pde6b). The FVBNS/Ant
mouse is suitable for behavioral analysis as it has normal eye
histology, an positive visual evoked potential response, and
improved performance on visuospatial learning tasks (Errij-
gers et al., 2006).

Behavioral tasks used to measure sensory_functions
in mice

For its behavioral phenotype to be determined, a mouse
must be tested in a series of behavioral tasks (Bailey et al.,
2006). Performance on behavioral tasks is dependent on the
sensory, motor, and cognitive abilities of the mouse. Every
behavioral task depends on at least one of the sensory abili-
ties for the mouse to correctly execute the task, but surpris-
ingly little information is available on the sensory abilities of
mice. The goal of detecting sensory deficits 1s to eliminate
artifacts that could confound the results of tasks used to test
higher cognitive function. Many commonly used strains of
mice have vision or hearing deficits (table 2.1), and these

TABLE 2.2

Sensory demands of behavioral tasks used to measure higher
order cognitive functions

Task Vision Hearing Olfaction Taste Pain

Morris water Yes No No No No
maze

Cued and context Yes Yes Yes No Yes
conditioning

Passive and active Yes No No No Yes
avoidance

Conditioned taste No No No Yes No
aversion

Barnes maze Yes Yes No No No

Olfactory tubing No Yes Yes No No
maze

Open field test Yes No No No No

Light-dark Yes No No No No
transition test

Elevated plus Yes No No No No
maze

sensory impairments may affect performance on behavioral
tasks, as most behavioral experiments measure motor re-
sponses to sensory information. Table 2.2 shows some of the
behavioral tasks most commonly used in mice and their cor-
responding sensory demands.

This chapter summarizes some of the behavioral tasks
that are most commonly used to evaluate the sensory capa-
bilities of mice (with an emphasis on vision), highlights strain
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differences in sensory function, and discusses how strain dif-
ferences in sensory ability may confound the results of learn-
ing and memory and anxiety-related behavioral tasks. The
need for proper controls and for developing tasks that exploit
the natural abilities of the mouse 1s also discussed.

Vision

Mice are not usually considered visual animals because they
are nocturnal and rely principally on olfactory, auditory, and
tactile information to sense predators, food, and conspecifics
in their environment. Although the laboratory setting pro-
vides an unnatural environment for the mouse (food and
water are provided ad libitum, constant temperature is
maintained, and physical activity is greatly reduced), the eye
of the laboratory mouse remains anatomically adapted for
natural conditions. For example, Shupe et al. (2006) found
no significant differences in outer nuclear layer thickness,
linear density of the ganglion cell layer, and cone opsin
expression in the eyes of wild M. musculus, three inbred
strains (C57BL/6J, NZB/BINJ, and DBA/1]), and wild and
outbred laboratory-domesticated stock of the deer mouse,
Peromyscus maniculatus. Therefore, the laboratory mouse’s
visual system remains adapted to natural conditions, and use
of the mouse as a model system to investigate properties of
the visual system and visual disorders is justified.

The visual system of the mouse serves many functions,
ranging from adjusting pupillary diameter in response to
changes in light levels to tracking moving targets and dis-
cerning spatial details of objects in the environment (Pinto
and Enroth-Cugell, 2000). For this reason, no one behav-
1oral task provides a comprehensive test of visual function in
mice, and different techniques have been used to assess gross
visual ability, visual detection, visual pattern discrimination,
and visual acuity.

Many mouse strains, especially albino mice such as A/J,
AKR/]J, BALB/cByJ, and BALB/cJ, suffer from light-
induced retinal degeneration, while other strains, such as
C57BL/6], do not (LaVail et al., 1987a, 1987b). This
means that when mice are housed under bright lights or
under 24-hour light conditions, some strains of mice ex-
perience retinal degeneration while others will not, and
as they age, the retinal degeneration becomes more severe
(Danciger et al.,, 2000, 2003, 2007). Thus, the lighting
conditions under which mice are housed constitute an en-
vironmental factor that interacts with genetic differences
between strains to alter visual ability, and it is important that
the lighting conditions under which mice are housed be
reported.

Gross MEASURES OF VisuaL ABILITY Reflex responses to
visual stimuli such as the eye blink reflex and pupillary
constriction in response to light can be used to measure gross
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visual function (Crawley, 2000; Pinto and Enroth-Cugell,
2000). The visual cliff test (Fox, 1965) measures the ability
of a mouse to detect the appearance of a drop-off at the edge
of a horizontal plane and was designed to detect depth
perception, and thus provides only a crude measure of visual
acuity (Crawley, 2000).

BricarNEss/Visuar DeteEcTiON The ability of mice to
detect visual stimuli as ascertained by behavioral testing
was pioneered by Yerkes (1907), who developed a special
discrimination box in which mice were trained to discriminate
between black and white stimulus cards (figure 2.14). The
mice were trained to choose the box with the white card
and received a mild electrical shock when they entered the
box with the black card (Yerkes and Dodson, 1908). Mice
achieved a perfect score (100% correct choices) after only
50 trials (Yerkes, 1907).

Many adaptations of the Yerkes apparatus have been used
to test black versus white discrimination in mice. One of
these was a modified water T-maze with rounded arms, one
of which was painted black and the other white (Wimer and
Weller, 1965). Mice were trained to escape from the black
or the white arm using an escape ladder, and the correct
number of responses in the 10 trials on the fourth day served
as the learning measure. On this procedure, AKR/J,
C57BL/6], DBA/2], and RF/] strains exhibited significant
learning, but A/HeJ mice did not. The performance of mice
with retinal degeneration (C3H/He], SJL/J, SWR/]) was
significantly inferior to that of all other stains tested except
A/He] mice. Since A/] mice are the strain most sensitive to
light-induced retinal degeneration (Danciger et al., 2007),
and since A/J and A/HeJ mice are from the same stock (Fox
and Witham, 1997), their performance may be related to
light-induced retinal degeneration.

An adaptation of the water T-maze, the six-choice water
maze (Balkema et al., 1983), was used to investigate bright-
ness discrimination. The maze was painted white, and mice
were trained to detect a black stimulus placed at the end of
one of the six arms, which contained an escape ramp. Under
normal lighting conditions, mice were trained for 10 trials
per day to swim to the black stimulus. Once they reached a
criterion of 90% correct, the room luminance was lowered
until the success criterion was no longer achievable.
C57BL/6] pe/pe mice have decreased dark-adaptive sensi-
tivity but no photoreceptor degeneration (Balkema et al.,
1983), and when tested on the six-choice water maze, these
mice performed as well as the wild-type mice in the light-
adapted state (>107°cd/m?), but their performance was sig-
nificantly impaired in the dark-adapted state. This suggests
that C57BL/6] pe/pe mice may provide a good model for
some forms of human stationary night blindness.

The visual water box, developed by Prusky, West, and
Douglas (2000a), assesses visual detection (Wong and Brown,
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Ficure 2.1  Examples of apparatus used to test for visual ability

in mice. 4, The discrimination box developed by Yerkes (1907) to
test for black (b)-white (w) discriminations in mice. This box was
94 cm long, 30 cm wide, and 11.5cm deep and was divided into a
nest box (a), an entrance chamber (b), and two boxes (/, 7) with wires
(w) on the floor connected to a battery (¢) and a switch (£), which
could deliver foot shocks if mice entered the wrong compartment.
Mice exited (¢) from the boxes into an alley (0), which led back to
the nest box. B, The visual water box designed to test vision in

rodents by Prusky et al. (2000a) as used by Wong and Brown
(2006, 2007). ¢, The radial maze used by Hyde and Denenberg
(1999) to test pattern vision in mice and the six patterns used
as stimuli. D, The modified water T-maze used for horizontal-
vertical discriminations by Balogh et al. (1999). E, The two-
alternative-choice apparatus used by Gianfranceschi et al. (1999)
to measure visual acuity in mice. (From Wiesenfeld and Branchek,
1976.) F, The optomotor test apparatus used by Prusky et al.
(2004) to test visual acuity in mice.
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2006) on a task requiring mice to swim to a hidden platform,
the location of which is predicted by a visual cue displayed
on a computer screen (see figure 2.1B). Mice were trained
for eight trials per day to discriminate between a low spatial
frequency (0.17 ¢/deg) sinusoidal vertical grating (S+), and a
gray screen (S—). The percentage of correct choices on each
day was used as a measure of visual ability, with 70% correct
set as the learning criterion. Using this procedure, Wong and
Brown (2006) tested 14 strains of mice with different visual
abilities as predicted by the physiology of their visual system
(figure 2.2). Mice with reportedly normal vision at 3—4
months of age (12951/Svim]J, C57BL/6]J, DBA/2]) per-
formed very well on this task, and mice with poor visual
abilities due to albinism (AKR/J, A/], BALB/cBy], BALB/
¢J) performed worse than mice with normal vision except
AKR/]J, which performed as well as mice with normal vi-
sion. Mice with retinal degeneration (C3H/HeJ, FVB/N]J,
MOLEF/Ei], SJL/]) performed at chance levels, as did mice
with uncharacterized visual abilities (CAST/Ei], SM/]J,
SPRET/EiJ).

Partern DiscrRiMINATION — Behavioral tasks have also been
used to study pattern discrimination in mice. Using a
modified version of the eight-arm radial maze, Ammassari-
Teule and de Marsanich (1996) trained mice to collect food
from four baited arms displaying distinctive visual patterns.
CD-1 mice adopted a 45-degree angle turn strategy to locate
the food instead of associating the visual patterns with the
presence of food; however, C57BL/6NCrlBR and DBA/
2NCrIBR mice successfully learned this pattern discrimi-
nation task, and there was no difference in performance be-
tween these strains (Passino and Ammassauri-Teule, 1999).
The results of these experiments indicate there are strain
differences in visual pattern discrimination ability, but
discrimination ability could have been masked by the
complexity of the task.

Using escape from an eight-arm water maze modified into
a T-maze, Hyde and Denenberg (1999) found that BXSB
mice could learn to discriminate between different pairs of
visual patterns and could reach a criterion of 80% correct
after 5 days of training with 10 trials per day with each of
the nine pattern discrimination tasks (see figure 2.1(). On a
probe trial in which all six patterns were available in the
eight-arm maze, the mice showed a preference for the S+
over the S—patterns, indicating they were capable of complex
pattern discrimination. The modified radial arm maze pro-

tocol employed by Hyde and Denenberg (1999) exploited
the natural inclination for the mouse to escape from water,
and the results on this task suggest that escape from water is
a more successful motivation than food reward as used by
Passino and Ammassauri-Teule (1999) for visual discrimina-
tion tasks in mice.

Balogh et al. (1998, 1999) found that C57BL/6], ectopic
BXSB mice, which have neocortical malformations and are
used as a model of developmental learning difficulties,
nonectopic BXSB mice, and 129/SvEvTac mice, which
have the pink-eyed dilution allele, could be trained to dis-
criminate between horizontal and vertical patterns in a
water-escape T maze (see figure 2.1D). The 129/SvEvTac
mice, however, did not perform as well as the BXSB and
C57BL/6] strains, presumably because of deficits in visual
acuity.

Using the visual water box, Wong and Brown (2006)
trained mice of 14 strains to discriminate between vertical
and horizontal gratings. Mice with reportedly normal vision
(12951/SvIm]J, C57BL/6], DBA/2]) were capable of pattern
discrimination as they reached the criterion of 70% correct
within the 8 days of testing. Albino mice (AKR/]J, A/],
BALB/cBy], and BALB/cJ) performed worse than mice
with normal vision, taking longer to reach criterion,
while mice with retinal degeneration (C3H/He], FVB/N]J,
MOLF/Ei and SJL/]) and mice with uncharacterized
visual abilities (CAST/Ei], SM/] and SPRET/Ei]) per-
formed at chance levels, a finding indicating they could not
differentiate between the vertical and horizontal grating pat-
terns (see figure 2.2).

VisuaL Acurry  Visual acuity is the ability to detect small
distances separating two points, and the threshold for visual
acuity 1s reached when the observer can no longer determine
a separation between the two points. Spatial frequency is
defined by how rapidly a stimulus changes across space and
1s measured in term of cycles per degree (c/deg). For a
grating stimulus, spatial frequency refers to the frequency
with which the grating repeats itself per degree of visual
angle (Goldstein, 1999).

One procedure for determining the visual acuity of mice
is a two-alternative forced choice apparatus (see figure 2.1F)
consisting of a start box that leads to a choice area with two
parallel alleys, each with a food cup and a stimulus card at
the end (Wiesenfeld and Branchek, 1976). Food-deprived
mice were trained for 80 trials per day to discriminate

Ficure 2.2 Mean (+ SEM) percent correct for each of the 14
mouse strains on each of the eight days of testing in the visual
detection task (left column) and the pattern discrimination task (nuddle
column) and calculation of visual acuity threshold from mean
(= SEM) percent correct for each strain on each of the eight spatial
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»
|

frequencies that were tested in the visual acuity task (right column).
For clarity, mice were grouped into those with normal vision (4),
albinos (B), those with retinal degeneration (C), and those of
unknown visual abilities (D). (From Wong and Brown, 2006,
p. 394.)



100 [

80 [

% Correct

201

100

80 [

% Correct

201

100

80 [

% Correct

201

100

80 [

% Correct

201

60

40 [

S ]

@ 129S1/SvimJ
& C57BL/6J
-A- DBA/2J

60 [

40 [

1

2 3 4 5 6 7 8

-TF AKRJ
-/~ BALB/cByJ
<~ BALB/cJ

60 [

40 1

1

2 3 4 5 6 7 8

@ C3H/HeJ
W FVBINJ
A Molf/Ei
&SI

60 [

40 [

1

2 3 4 5 6 7 8

-O- CASTIEi
F smu
-~ SPRET/E|

1

2 3 4 5 6 7 8

Days

100 1

80

60

% Correct

201

100

80 [

% Correct

201

100

80

60 [

% Correct

20

100

80 [

60

% Correct

201

40 [

I

-@ 12951/SvimJ
- C57BL/6J
-A DBA/2J

60

40

1 2 3 4 5 6 7 8

F AKRN
-/ BALB/cByJ
<>~ BALB/cJ

40 [

12 3 4 5 6 7 8

-@ C3H/HeJ
- FVB/NJ
& Molf/Ei
4 SJLY

40 [

1 2 3 4 5 6 7 8

-O- CASTIEi
+F smu
- SPRET/Ei

12 3 4 5 6 7 8

Days

100+

] —e— 129S1/SvimJ
—m— C57BL/6J
] —A— DBA/2J

0 01 02 03 04 05 06 07

spatial frequency (c/deg)

—o— Al
] —1— AKR/

—A— BALB/cByJ
—>— BALB/cJ

0 01 02 03 04 05 06 07

spatial frequency (c/deg)

—@— C3H/HeJ
—m— FVB/NJ

—aA— MOLF/Ei
—— SJLJ

02 03 04 05 06 07
spatial frequency (c/deg)

0 041

] —O— CASTEI
1 -0 smu
1 —&— SPRETE

02 03 04 05 06 07
spatial frequency (c/deg)

0 01

WONG AND BROWN: SENSORY ABILITIES AND THEIR INFLUENCE ON COGNITIVE FUNCTION

19



between pairs of vertical and horizontal stripes of the same
spatial frequency (0.15c¢/deg) using a food reward. During
testing, the spatial frequencies were increased or decreased
by 0.1c/deg until the mouse reached a criterion of 90%
correct choices. Using this protocol, Gianfranceschi et al.
(1999) determined that the visual acuity of C57BL/6] mice
was between 0.5 and 0.6 ¢/deg.

Using their visual water box, Prusky, West, and Douglas
(2000a) trained mice as young as 40 days of age to swim to
an escape platform signaled by a sinusoidal wave grating (S+)
versus a homogeneous gray screen (S—). During testing, the
spatial frequency of the grating was increased by one cycle
at a time until the mouse made an incorrect response. A
visual acuity threshold was obtained when the mouse per-
formed below 70% correct at a particular spatial frequency.
With this protocol, it was determined that C57BL/6] mice
had a visual acuity of 0.51 ¢/deg.

Different test procedures, however, result in different
visual acuity thresholds in the same strains of mice. Wong
and Brown (2006) modified the procedure of Prusky et al.
(2000a) by employing a standard set of eight spatial frequen-
cies that were tested daily for 8 days. Using this procedure,
mice with no known visual defects (129S1/SvIm], C57BL/6],
DBA/2]) and two albino strains (AKR/] and BALB/cBy]J)
had defined visual acuity thresholds of 0.375, 0.245, 0.375,
0.375, and 0.320c/deg, respectively. The other albino
strains (A/], BALB/cBy]J, BALB/¢J) did not reach the cri-
terion of 70% correct and so had thresholds below 0.17 ¢/
deg (the largest stimulus used), whereas mice with retinal
degeneration (C3H/He], FVB/NJ, MOLF/Ei], SJL/])
and mice with uncharacterized visual abilities (CAST/E1],
SM/], SPRET/Ei]) performed at chance levels. Using
the same apparatus and procedure, however, Wong and
Brown (2007) determined the visual acuity of 6-month-old
C57BL/6] mice as 0.48 c/deg and that of DBA/2] mice as
0.54c/deg.

There are also age-related differences in visual acuity
within strains. As DBA/2] mice age, they develop glaucoma-
like visual defects, and after 12 months of age they perform
at chance, and no visual acuity threshold can be measured.
C57BL/6] mice, on the other hand, retain their visual ability
to at least 24 months of age, when it was measured at 0.38 ¢/
deg (Wong and Brown, 2007) (figure 2.3). Because BALB/
cBy]J albino mice also show age-related retinal degeneration
(Danciger et al., 2000, 2003), measurements of visual acuity
obtained in young mice (3—6 months) may change as these
mice age (see discussion in Wong and Brown, 2007).

Using the virtual optokinetic system, which records head
movements in response to the “movement” of computer-
generated vertical gratings in an optical cylinder (see figure
2.1F), Prusky et al. (2004) determined that C57BL/6] mice
had a visual acuity threshold of 0.39 ¢/deg. The virtual opto-
kinetic system is much less time-consuming than the visual
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water box, as it can provide reliable, consistent visual acuity
thresholds in a single 25- to 40-minute test. Because it mea-
sures a reflex response and does not rely on swimming ability
or involve the stress of immersion in water, as occurs with
the visual water box, it seems to be a better way of measuring
visual acuity, but this method is less sensitive than the visual
water box in determining visual acuity thresholds in mice.
Using an optokinetic drum, Abdeljalil et al. (2005) deter-
mined the visual acuity of C57BL/6] mice as 0.26c¢/deg
under scotopic conditions and 0.52c¢/deg under photopic
conditions, while 129/SvPas mice had a visual acuity
threshold of 0.52 ¢/deg under both conditions. These mea-
sures are only crude estimates, because the steps were 0.26,
0.52, and 1.25¢/deg. CD-1 albino mice and C3HeB/Fe]
mice, which have retinal degeneration, had no observable
optomotor responses; thus their visual acuity was not
measurable.

In general, behavioral tests indicate that mice without
visual defects (C57BL/6]) have a visual acuity between 0.5
and 0.6 c¢/deg and albino mice have reduced visual acuity
thresholds of 0.17-0.38 ¢/deg (Gianfranceschi et al., 1999;
Prusky et al., 2000a; Sinex et al., 1979; Wong and Brown,
2006). This 1s relatively low compared to the visual acuity of
0.92c/deg for the rat (Prusky et al., 2000a), 6-7 c/deg for
cats (Blake et al., 1974; Smith, 1936), and 60c/deg for
humans (Oyster, 1999).

Hearing

The most sensitive and objective measure of hearing ability
in mice is the measurement of the auditory evoked brainstem
response (ABR), which is an evoked potential measurement
of activity in the auditory nerve, fiber tracts, and nuclei
within the auditory brainstem pathways. The ABR is a
useful measure for determining hearing sensitivity in mice
(Zhou et al., 2006), because analysis of ABR threshold,
amplitude, and latency provides important information
regarding the peripheral hearing status and the integrity of
the brainstem pathways. The ABR is elicited using clicks and
tones of varying frequency and intensity that are channeled
through the ear canals of the mouse. Measurement of the
ABR requires mice to be deeply anesthetized and subcutane-
ously implanted with a recording electrode below the pinna,
superficial to the auditory nerve. Various clicks and tones
ranging from 8 to 32kHz are presented through earphones
on both ears and the loudness of each tone is varied in 5-dB
steps. Auditory nerve responses are filtered through a pre-
amplifier and amplified 25,000-100,000 fold. The ABR is
presented as a waveform for each stimulus, and an auditory
threshold is defined as the lowest stimulus intensity that will
evoke a normal ABR wave.

In a survey of 80 inbred mouse strains, Zheng et al. (1999)
found that 61 strains had normal ABR thresholds and 19
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Ficure 2.3  Mean (+ SEM) percent correct for each strain on each
of the eight days of testing in the visual detection task (4, D, G, and
J) and the pattern discrimination task (B, £, H, and K) when mice
were 6, 12, 18, and 24 months old. Visual acuity curves (C, F, 1,
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and L) from mean (= SEM) percent correct for each strain on each
of the eight spatial frequencies that were tested in the visual acuity
task. (From Wong and Brown, 2007.)
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strains had elevated ABR thresholds before 13 weeks of age.
The 129/], 129/Re], 129Sv], C57BR/cd], C57L/], DBA/
2HaSmn, I/Ln], and MA/My]J strains had a mild hearing
impairment (defined as 20—40 dB sound pressure level [SPL]
above normal threshold); the A/J, DBA/2], and SKH2/]
strains had an intermediate impairment (41-60dB SPL
above normal threshold), and the BUB/Bn], NOR/LtJ, and
NOD/L] strains had a severe hearing impairment (>60 dB
SPL above normal threshold). They also found that 16
strains with normal hearing when measured before 13 weeks
of age exhibited age-related hearing loss. ABR thresholds for
all hearing impaired strains increased with age, and for some
strains, ABR thresholds varied significantly, depending on
stimulus frequency (Zheng et al., 1999).

Tone detection thresholds have been evaluated behavior-
ally in mice using a testing cage divided into two compart-
ments: a listening area, which has a speaker above it, and a
response area, containing a water dipper. A water-deprived
mouse is placed in the listening area, and when it hears a
sequence of 250ms tone bursts presented at a rate of two
bursts per second, it must move into the response area within
3 to receive a water reward. Tone detection thresholds are
determined by gradually decreasing the tone levels in inter-
vals of 5 dB. A tone detection threshold is calculated in terms
of d’ values, where d” = (z score for the percentage of hits
for particular tone level) — (z score for the percentage of false
alarms). An absolute threshold is defined as the sound pres-
sure level that elicits a d” value of 1. Using this procedure,
age-related hearing loss for high-frequency tones (16 kHz) in
C57BL/6] mice was shown to develop between 21 and 33
weeks of age, while hearing loss for low-frequency tones
(8kHz) developed between 27 and 50 weeks of age. CBA/
CaJ mice did not develop age-related hearing loss (Prosen
et al., 2003).

Another widely used behavioral test for measuring audi-
tory ability in the mouse is the acoustic startle test, which
measures the startle response to a sudden loud noise. The
startle reflex 1s measured by the amplitude of the whole-body
flinch, and the acoustic startle amplitude is defined as the
minimum decibel level that elicits a flinch (Crawley, 2000).
Mice are placed in a small restraining tube in a chamber
with white noise of 75-120dB present as background noise.
Brief tones of 70-120dB are randomly delivered through a
speaker on the wall of the chamber. Mice with normal
hearing will show a startle response to tones of 100dB or
more, mice with impaired hearing will respond only to
louder tones (100-120dB), and deaf mice will respond only
to acoustic stimuli of 120dB or louder owing to their vibra-
tional effects (Crawley, 2000).

A more sensitive measure of hearing is the prepulse inhibi-
tion of the acoustic startle response, which is also used as a
behavioral measure of sensorimotor gating. First, a weak

tone of 70-90dB of varying frequencies (4, 12, or 20kHz) is
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delivered, followed by a loud 100-120dB tone 100 ms later.
If mice can hear the weaker tone, they will inhibit their
response to the louder tone, thus providing a measure of
auditory ability. Willott et al. (2003) found significant differ-
ences among 40 inbred strains of mice tested for both acous-
tic startle and prepulse inhibition of acoustic startle. For
example, DBA/2] mice, which have a hearing impairment,
and G3H/HeJ mice had the smallest acoustic startle
responses, BALB/c and FVB/N]J mice, which have normal
hearing, had relatively large acoustic startle responses, and
the responses of AKR/]J mice fell in the middle.

Willott et al. (2003), however, demonstrated that there is
only a weak relationship between hearing sensitivity as mea-
sured by the ABR and acoustic startle and prepulse inhibi-
tion of acoustic startle responses. Some strains of mice that
demonstrate hearing loss at an carly age (BUB/Bn]J, A/])
show large acoustic startle amplitudes and relatively good
prepulse inhibition, and conversely, some strains of mice
that hear well (MOLF/E1, C3H/Hg]J, SJL/]) exhibit very
small acoustic startle responses and weak prepulse inhibi-
tion. This could be due to the fact that measures of
acoustic startle and prepulse inhibition of acoustic startle are
not pure measures of hearing but have emotional and motor
components that may confound the interpretation of the
results. Also, a large body of literature suggests that dopa-
mine is involved in sensory gating and prepulse inhibition
(for a review, see Geyer, 2006). Strain differences in dopa-
minergic function could thus be responsible for this contra-
dictory relationship between different measures of hearing
ability.

Olfaction

The simplest behavioral test of olfactory ability in mice is
the buried food test, in which the time taken for a food-
deprived mouse to locate a piece of food buried in bedding
material 18 recorded (Crawley, 2000). Using this test, Luo
et al. (2002) showed that mice deficient in the G protein (G,)
were unable to locate a piece of food buried in 3cm of
bedding, while CD-1 hybrid and 129Sv-ter/C57BL/6
hybrid mice were able to do so. The buried food test is a
measure of olfactory ability and cannot be used to measure
strain differences in olfactory acuity or discrimination.
Odor discrimination ability can be tested using habitua-
tion-dishabituation or the habituation-discrimination tests,
which are based on the observation that mice decrease their
investigatory behavior when presented with a familiar odor
and increase their investigatory behavior when presented
with a novel odor (Slotnick et al., 2005). The habituation-
dishabituation test involves the presentation of odor A for
multiple trials (the habituation phase) and then a novel odor
B is introduced (the dishabituation phase). In the habitua-
tion-discrimination test, odors A and B are both presented



following habituation to odor A. Using the habituation-
dishabituation test, Luo et al. (2002) found that mice
deficient in G, were unable to discriminate between geraniol
(a flower odor) and citralua (lemon odor), whereas CD-1
hybrid and 129Sv-ter/C57BL/6 hybrid mice were able to
discriminate between the two odors. Likewise, Macknin et
al. (2004) found that transgenic mice overexpressing human
tau protein (Toll-3RT TTG mice) were unable to discrimi-
nate between vanilla and peach odors or between pepper-
mint and vanilla orange spice odors in a habituation-
dishabituation test, while their wild-type littermates were
able to make this discrimination. Staggerer mutant (sg/sg)
mice and their nonmutant littermates on a C57BL/6 back-
ground were both able to discriminate vanillin from amyl
acetate odors in the habituation-dishabituation test (Deiss
and Baudoin, 1999). Using the habituation-dishabituation
test to determine olfactory acuity, Lee et al. (2003) showed
that BALB/c¢ mice could discriminate between conspecific
urine odors at lower concentrations than C57BL/6] or 129/
S1 mice. A criticism of these tests is that they depend on the
intrinsic motivation of the mouse to investigate odors, and
failure to show discrimination or dishabituation does not
lead to the conclusion that the mice are unable to discrimi-
nate between odor A and odor B. They may be able to dis-
criminate but may not show a motor investigatory response
(Slotnick et al., 2005).

A more powerful method for studying the ability of mice
to detect and discriminate between odors is to use an operant
olfactometer, which delivers odors with controlled concen-
tration, flow, and temporal parameters and measures operant
responses (Slotnick et al., 2005). Water-deprived mice are
trained to nose-poke into a glass odor port to sample the
odor stimuli and receive a water reward when they detect
the correct odor by licking the water spout (Bodyak and
Slotnick, 1999). After the initial odor—no odor training, mice
are trained in a go/no-go discrete trials procedure to dis-
criminate between an odor that results in a water reward
(CS+) and an odor that is not associated with reward (CS-).
The operant olfactometer can also be used in mice to test
odor detection thresholds, odor sampling behavior, discrimi-
nation between odor mixtures, odor masking, and odor
memory. Using this protocol, it was shown that CF-1 mice
readily acquired four separate two-odor discrimination tasks,
and when all eight odors were randomly presented in the
same session, the mice continued to perform well. Further-
more, memory for the eight odors after a 32-day rest period
was at least 90% correct (Bodyak and Slotnick, 1999).

Mice with retinal degeneration, albino mice, and mice
with age-related blindness are all able to learn to discrimi-
nate between odors in a conditioned odor preference task
and remember these odors for up to 6 months (Brown and
Schellinck, 2007; Brown and Wong, 2007; Schellinck et al.,
2001; Wong and Brown, 2007).

Taste

The ability to discriminate different tastes is usually detected
using a two-bottle choice test, in which two different taste
solutions are presented in identical bottles in the home cage
(Crawley, 2000; Ritchter 1939). To control for place prefer-
ence, the position of the two bottles is switched over testing
days and the volume of each taste solution consumed is
measured over a fixed period of days. A difference between
the volumes of each taste solution consumed is an index of
taste discrimination ability, because mice will drink more of
the preferred taste solution. Usually, a sweet (saccharin) or
a bitter (quinine) solution is paired with normal tap water to
investigate flavor discrimination ability; however, a two-
bottle test of two different concentrations of the same flavor
can be used to evaluate taste acuity.

In a survey of 28 mouse strains that were tested in a two-
bottle preference test with different concentrations of NaCl,
KCl, CaCl,, or NH,CI versus water, Bachmanov et al.
(2002) found significant strain differences in solution intakes
and preferences. For example, CBA/], C3H/He], and
AKR/]J mice showed the strongest avoidance of NaCl solu-
tions, while CAST/Ei, BUB/BnJ, and NZB/BINJ mice
demonstrated the highest preference for NaCl solutions.
AKR/]J mice had the highest avoidance scores for KC1
solutions, and C57BL/6] and SM/J mice had the highest
preference scores for these solutions. All strains avoided the
highest concentration of CaCl, solutions, with 129P3/] mice
displaying the highest intake of CaCl,. All strains also avoided
the strongest concentration of NH,CI solution, with NZB/
BIN]J and C57L/] mice having the highest intakes of NH,Cl
(Bachmanov et al., 2002).

There have been modifications of the two-bottle test that
use three or six bottles (Owings et al., 1967). Tordoff and
Bachmanov (2003) compared C57BL/6] and 129X1/Sv]
mice on the standard two-bottle test and two forms of the
three-bottle test, one in which the middle bottle contained
flavored solution and the bottles on either side contained
water and one in which two bottles of flavored solution were
placed on either side of a bottle in the middle containing
water. The results indicated that taste solution preferences
were highest on the three-bottle test containing two flavored
solutions and lowest on the standard two-bottle test. Similar
results were found when the two-bottle test was compared
with a six-bottle test, when more than half of the bottles
on the six-bottle test contained a flavored solution. Thus,
the relative availability of taste solution seems to determine
taste preference scores, and Tordoff and Bachmanov (2003)
suggest that the three-bottle test is more sensitive than the
two-bottle test.

The two-bottle test is also subject to other confounds such
as position preference, postingestional influences, and strain
differences in thirst demand and water deprivation (Kotlus
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and Blizard, 1998). To avoid these confounds, one can use
a short-term test that measures fluid intake in a 6-hour
period from a single graduated cylinder given to non-water-
deprived mice. Mice can be given a variety of flavored solu-
tions over consecutive days, and water intake is measured
three times before flavored solutions are introduced and
twice after the last flavored solution is introduced. Using this
protocol, Kotlus and Bizard (1998) found that among 10
inbred strains of mice (AKR/J, A/J, G3H/He], C57BL/6],
C57/L, DBA/2J, NZB/BIN]J, SJL/J, SM/], SWR/]), there
were significant strain differences in the intake of all flavored
solutions (sucrose, saccharin, quinine, HCIl, NaCl, and
monosodium glutamate). Interestingly, unlike all other
strains tested, DBA/2J and A/J mice did not increase their
consumption of the sucrose- or saccharin-flavored solution,
and DBA/2] mice were the only strain that did not decrease
their intake of the quinine solution. DBA/2] mice (quinine
insensitive) and C57BL/6] mice (quinine sensitive) have
been used to study the genetic basis of bitter taste (Nelson
et al., 2005).

Glendinning et al. (2002) developed a brief-access taste
test that involves repeatedly presenting various flavor stimuli
for 5-30s to food- and water-deprived mice. This paradigm
requires the use of a gustometer, an apparatus equipped with
a taste stimulus delivery system that records the licking
behavior of the mouse. When they tested C57BL/6] mice
on three different flavored solutions (quinine hydrochloride,
NaCl, and sucrose), Glendinning et al. (2002) demonstrated
that a concentration—response curve for NaCl or sucrose
could be generated in a single 30-minute session, and for
quinine hydrochloride in three 30-minute sessions. This
method is high throughput and can be used as a screening
protocol to identify mice with either enhanced or diminished
gustatory responsiveness. Furthermore, the data can be used
to compare the gustatory responses of mutant mice main-
tained on a C57BL/6] background with wild-type C57BL/
6] mice.

Tactile and vibrissae sensitivity

Tactile sensitivity can be measured by placing mice on a
wire mesh platform and pushing von Frey monofilaments
(e.g., bending forces of 0.3, 0.7, 1.6. 4.0, 9.8, 22.0, and
53.9nM) through the mesh onto their hind feet from below
using a single, steady application of more than 1s. The
median foot withdrawal threshold is a measure of tactile
sensitivity (Crawley, 2000). In the von Frey filament test of
mechanical sensitivity, C57BL/6]J, CBA/], and SM/] mice
showed a below-average foot withdrawal threshold, 129/],
C3H/Hge], C58/], DBA/2], and RIIIS/J mice showed an
average response, and A/J, AKR/], and BALB/cBy]J mice
showed an elevated foot withdrawal threshold (Mogil et al.,
1999a). The tactile version of the startle reflex can also be
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used to measure the flinch response to a puff of air (Plappert
et al., 2006).

To test tactile discrimination, two different types of tex-
tures can be placed on the floor in the arms of a Y-maze,
and differences in the amount of time a mouse spends in
each arm are recorded as an indication of tactile discrimina-
tion preference (Lipp and van der Loos, 1991). Tactile dis-
crimination learning can also be tested using a Y-shaped
modified Lashley jumping stand. A start platform is located
approximately 6cm away from the two choice platforms,
which are lined with different textures (e.g., diamond vs.
square wire mesh). Using only their vibrissae to detect these
textures, mice are trained to jump to one of the platforms to
receive a food reward (Cybulska-Klosowicz and Kossut,
2001; Mazarakis et al., 2005). Using this test, it was demon-
strated that presymptomatic transgenic Huntington discase
mice (R6/1) had a severe impairment of tactile discrimina-
tion learning compared with wild-type CBA X G57BL/6
mice (Mazarakis et al., 2005).

VISUAL-SOMATOSENSORY INTERACTION The topographic
maps of visual input and somatosensory input from the
vibrissae of mice in the superior colliculus (SC, optic tectum)
are highly correlated (Drager and Hubel, 1975). In fact, the
vibrissae projections to the SC follow “the roles dictated by
the visual projections” (Drager and Hubel, 1976, p. 99), and
in blind mice, the use of vibrissae and the somatosensory
representation of the whiskers in the SC are both increased
(Benedetti, 1992; Raushecker et al., 1992). This suggests that
mice may be able to develop a tactile as well as a visual
“cognitive map” of their environment, and that this vibrissae
“map” may allow blind mice to perform many behavioral
tasks.

Pain sensitivity

Pain sensitivity in mice can be measured in response
to thermal, chemical, or neuropathic pain-inducing pro-
cedures.

TreErMAL Nociceprion  The latency to withdraw from a
hot or cold stimulus can be used as a measure of pain
sensitivity. In the tail flick test, a mouse is placed on a
platform with its tail positioned under a hot light beam and
the latency to flick the tail out of the light beam is used as a
measure of pain sensitivity. Adaptations of the tail flick test,
such as the Hargreaves test (Hargreaves et al., 1988), involve
directing the beam of light onto the skin of the hind paw
instead of the tail. The hot water tail flick and cold water
tail flick tests measure the latency to remove the tail from
a beaker of hot (49.0-52.5°C) or ice water, respectively
(Janssen et al., 1963). The hot-plate test involves placing the
mouse on a metal plate that has been heated to 52-55°C.



The latency to lick or shake the paw or to jump in response
to the heat i1s used as a measure of pain sensitivity (Craw-
ley, 2000).

CuemicaL NociceprioNn  The formalin test consists of
injecting formalin subcutaneously into the dorsal surface
of the hind paw and scoring the responses to the affected
paw (lifting, shaking, licking) as measures of pain sensi-
tivity (Crawley, 2000; Tjolsen et al, 1992). Hind paw
sensitivity to subcutaneous carrageenan injections is another
method used to measure chemical pain sensitivity in mice.
Carrageenan is a mucopolysaccharide that produces
inflammation, hypersensitivity, and pain
(Tonussi and Ferreira, 1992). Four hours after injection,
mice are observed for changes in sensitivity of the injected

spontane ous

paw, using the Hargreaves test as previously described
(Mogil et al., 1999a).

NevropaTHIC PAIN  Pain resulting from hind limb de-
nervation is used as an animal model of anesthesia dolorosa
(numbness accompanied by constant pain) or phantom limb
(Mogil etal., 1999a; Wall et al., 1979). The Chung peripheral
nerve injury model (Kim and Chung, 1992) is also used to
produce neuropathic pain in mice. One of the three spinal
nerves serving the hind limb is ligated, leaving partial
innervation of the hind limb. Mice can be evaluated for
hypersensitivity of the operate paw using the Hargreaves test
of thermal nociception to compare paw withdrawal latencies
in the operate paw and nonoperate paw (Mogil et al.,
1999a).

There are strain differences in responses to all of these
different pain-inducing stimuli (Kazdoba et al., 2007; Mogil
et al., 1999a, 1999b), but strains have different rankings in
pain sensitivity on each test. Thus, the comparisons of inbred
mouse strains in terms of their sensitivity to pain depends on
the type of pain stimulus used. For example, BALB/c],
FVB/N]J, and DBA/2] mice are more sensitive to foot shock
pain than C57BL/6J, 129X1/Sy] and C3H/He] mice
(Kazdoba et al., 2007) and C57BL/6] and 129/] mice are
more sensitive than C3H/He and DBA/2 mice to thermal
pain on the hot-plate test (Mogil et al., 1999a). C57BL/6]
mice are more sensitive than 129/], BALB/c, C3H/He],
and DBA/2 mice on the tail withdrawal test of thermal
sensitivity, but 129/], BALB/¢J, C57BL/6] and DBA/2]
mice are less sensitive than C3H/HeJ mice on the acute
response to formalin injection test (Mogil et al., 1999a).

There 1s considerable evidence that pain responses are
influenced by laboratory environmental variables such as
experimenter effects, housing, time of day, scasonal effects,
and test order (Chesler et al., 2002), as well as by differences
in stimuli used to elicit pain, but there is no evidence from
these studies that pain responses are influenced by visual
ability in mice. However, if pain such as shock is used as

punishment on a vision test, as in the Yerkes discrimination
box (see figure 2.14), strain differences in pain responsive-
ness may confound measures of strain differences in visual
ability.

The importance of vision in tasks evaluating higher order
cognitive_functions

Behavioral tasks used to study higher order cognitive func-
tions, such as learning and memory and anxiety-related
behaviors, are crucial in the search for the genetic, neural,
and molecular bases of these complex behaviors. These
tasks, however, are dependent on the sensory abilities of the
mouse, and if it is to be demonstrated that strain differences
in complex behavioral responses are due to differences in
cognitive function, it must be shown that these differences
are not confounded by strain differences in sensory functions
(Bailey et al., 2006; Brown and Wong, 2007; Crawley, 1999).
The following section reviews of some of the tasks commonly
used to study complex behavior, with examples of how
performance on these tasks can be confounded by visual
impairments.

Learning and memory tasks

Some learning and memory tasks depend on visual ability,
others do not (see table 2.2). The following descriptions are
divided into tasks that depend on visual ability and tasks that
mnvolve other sensory abilities to execute the task correctly.

VisuaLLy DEPENDENT TAsKS

The Morris water maze task. 'The Morris water maze (Morris,
1984) has become the most widely used task to evaluate
spatial learning and memory in mice. It consists of a circular
pool filled with opaque water, with a submerged platform in
a hidden location. Over multiple trials, mice are trained to
locate the hidden platform using spatial information from
distal visual cues around the testing room, and the latency
to find the platform is recorded. There are many different
protocols for using the Morris water maze (Crawley, 2000).
To evaluate reversal learning, the position of the platform
can be moved to the opposite quadrant after 3 days of train-
ing, and to evaluate cued learning, a visible platform can be
used (Wong and Brown, 2007). To evaluate memory, mice
are tested in a probe trial in which the platform is removed
from the pool and the time spent swimming in the quadrant
where the platform was previously located is used as an
index of spatial memory.

The Morris water maze relies on visual ability because the
mouse must locate the hidden platform using visual cues.
Thus, the experimenter must be sure that the mice being
tested do not have any vision problems that would result in
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poor performance in the Morris water maze. Although
researchers often use a visual platform test to control for
visual deficits, the visual platform may not be adequate for
detecting small differences in visual ability that may
be responsible for poor performance (Prusky et al., 2000b;
Robinson et al., 2001). For example, visual ability, as mea-
sured in the visual water box, was highly correlated with
learning (swim latency and distance to find the platform) and
memory (number of annulus crossings in the probe trial),
indicating that mice with poor visual ability also performed
poorly in the Morris water maze (Brown and Wong, 2007)
(figure 2.4). Furthermore, when the performance of C3H/
He] and CBA/J mice, which have the rd/ mutation of the
Pde6b gene causing retinal degeneration, on the Morris water
maze task was compared with the performance of two Pde6b
wild-type strains that do not have retinal degeneration (C3A.
BLiA-Pde6b*/] and CBA/CaJ), only the wild-type strains
showed spatial learning (Clapcote et al., 2005). Transgenic
anophthalmic mice displayed persistent thigmotaxic behav-
ior and severe spatial learning impairments on the Morris
water maze task when compared to their wild-type counter-
parts (Buhot et al., 2001). Likewise, Garcia et al. (2004)
demonstrated that the presence of the retinal degeneration
gene in three strains of transgenic Alzheimer’s disease mice
(Apps, Tau, and Tau + APP,,) and their wild-type controls
resulted in profound impairment in learning the Morris
water maze.

The Morris water maze also relies on adequate motor
ability, because mice may have to swim for up to 605 to find
the platform. Thus, researchers who use the Morris water
maze to evaluate learning and memory in the mouse must
be sure that their mice are healthy enough to perform the
task and have no obvious abnormalities in motor ability that
would affect task performance. For example, many trans-
genic mice are smaller than their wild-type littermates, and
smaller body weight could result in hypothermia in the
Morris water maze (Iivonen et al., 2003).

The radial arm maze. The radial arm maze consists of a
central start box with 8 or 12 radiating arms. Food-restricted
mice are trained to find a food reward in one or more of the
arms of the maze (Crusio et al., 1995; Olton and Samuelson,
1976). Different training protocols can be used, depending

on the type of memory being evaluated (MacDonald and

»
|

Ficure 2.4  Regression plots showing the correlation of strain
means between percent correct on day 8 of the visual detection task
(VD 8) and mean reversal latency (s) (4), mean reversal swim dis-
tance (cm) (B), number of annulus crossings (C), and mean visible
platform latency (s) (D) on the Morris water maze task. Visual
ability was significantly correlated with all four measures of per-
formance in the water maze. (From Brown and Wong, 2007,
p. 141)
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White, 1993). For example, to assess working memory, every
arm is baited with food, and errors are scored when the
mouse visits arms more than once (win-shift). To assess refer-
ence memory, only particular arms contain food, with the
same arms being baited over successive trials (win-stay). The
mouse is required to learn the location of the baited arms,
and errors are scored when mice enter nonbaited arms. To
assess conditioned-cue preference, only two arms of the
radial arm maze are used. Each arm has a cue (such as a
light versus no light) and mice are trained to receive food
reward in either the “light” or the “dark” arm. The stimulus-
reward association memory is assessed by the time spent in
each arm in a preference test in which neither arm contains
food. Mice that remember the stimulus—reward association
should spend more time in the arm that was previously
paired with food. The radial arm maze relies on visual ability
because researchers often place visual cues, such as lights,
patterns, or small objects, between arms to orient the mouse.
Mice with poor vision (CBA, C3H/He, BALB/¢c) exhibited
poor performance in a radial arm maze using distal visual
cues to signal food reward, whereas mice with normal vision
(G57BL/6 and DBA/2) were able to learn the task (Roullet
and Lassalle, 1995). Mice with retinal degeneration were
impaired in learning to find the platform in a six-arm radial
swim maze (Garcia et al., 2004).

The Barnes maze.
ate spatial learning and memory in rats (Barnes, 1979) and
has been modified for use with mice (Bach et al., 1995;
Holmes et al., 2002). It consists of a circular, white, brightly

The Barnes maze was developed to evalu-

lit platform with 12 or more holes around the periphery, one
of which leads to a small enclosed escape box. The mouse
must learn to escape the bright light by finding the location
of the escape hole using distal visual cues placed around the
testing room. Thus the Barnes maze relies on visual ability
as well as auditory ability, as many researchers use a buzzer
to make the task more aversive. Many mice suffer from
noise-induced hearing loss, so it is important to test mice in
the Barnes maze after all other behavioral tasks that rely on
hearing ability are completed. Although the Barnes maze
relies on adequate motor ability to execute the task, it is less
stressful than the Morris water maze, because swimming is
not necessary. Furthermore, it offers an advantage over the
radial arm maze task in that mice are not required to undergo
food deprivation.

CBA/J mice (a strain of mice with retinal degeneration)
and DBA/2] mice (a strain that is deaf by 3 months of age)
were significantly worse at locating the escape hole in the
Barnes maze than C57BL/6] or 129/SvEms mice (Nguyen
et al., 2000). Garcia et al. (2004) found that performance in
the Barnes maze was not affected by homozygosity of the
retinal degeneration gene in three strains of transgenic
Alzheimer’s disease mice (Appy,, Tau, and Tau + APP,) and

their wild-type controls, although there were clear trends for
an rd effect in each genotype. However, this study used an
adaptation of the original Barnes maze design, in which a
black wall was placed around the periphery of the maze
(Pompl et al., 1999), and the addition of this wall causes mice
to adopt a nonvisual search strategy, as mice use tactile
information rather than visual cues to navigate around the
wall (O’Leary and Brown, 2003).

Cued and contextual fear conditioning.  Cued and contextual fear
conditioning measures the ability of the mouse to learn and
remember environmental cues associated with an aversive
experience (Fanselow, 1980; LeDoux, 1995). The major
advantage of using the cued and context conditioning para-
digm is that it provides a measure of learning and memory
in only two test days. Each type of conditioning (cued versus
contextual) places different sensory demands on the mouse,
allowing the researcher to determine whether sensory defi-
cits are the underlying cause for poor performance. The
standard cued and contextual conditioning procedure entails
placing the mouse in a visually distinct conditioning chamber
and exposing it to an auditory stimulus followed by a mild
foot shock. Approximately 24 hours later, the mouse is
returned to the same conditioning chamber and observed
for bouts of freezing. The number of seconds that the mouse
spends freezing is a measure of memory for the context in
which fear was conditioned. This task relies on visual, tactile,
and olfactory ability, because the mouse must be able to
recognize that it has been placed in the same chamber that
had previously delivered the foot shock.

To test for memory of the auditory cue, mice are placed
in a novel chamber with different visual, tactile, and/or odor
cues from the conditioning chamber, and the auditory cue
used in the conditioning phase is presented. The number of
seconds spent freezing is an indication of memory for the
auditory cue to which fear was conditioned. This task
depends on auditory ability, because the mouse must be able
to hear the auditory cue, and deaf mice will fail to freeze to
the tone. Although visual ability plays some role in cued
conditioning, changes in odor and texture of the chamber
may be robust enough to elicit fear behavior in blind mice.

Strain differences have been reported in both cued
and context conditioning, and three strains of mice with
retinal degeneration (C3H/Helbg, CBA/J, and SJL/J) had
impaired memory for the context, while DBA/2] mice
(which have age-related hearing loss) displayed memory
impairment on the cued version of the task (Balogh and
Wehner, 2003; Owen et al., 1997). However, Bolivar et al.
(2001) found no influence of vision on cued or contextual
fear conditioning.

Active and passive avoidance learning.  Active and passive avoid-
ance tasks require the mouse to avoid the location where it
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received a mild foot shock, either by exiting the chamber
where it received the foot shock (active avoidance) or by
refraining from entering the chamber in which the foot
shock was delivered (passive avoidance) (Crawley, 2000;
Mathis et al., 1994; McGaugh, 1966).

Testing active avoidance entails placing the mouse in the
dark compartment of a two-compartment chamber and
giving foot shock until the mouse enters the light compart-
ment to escape the foot shock. Twenty-four hours later, the
mouse is reintroduced to the dark compartment and latency
to enter the light compartment is used as a measure of
memory. In the passive avoidance task, the mouse is placed
in the light compartment, and when the door between the
two compartments is lifted the mouse enters the dark
chamber. Once the mouse has entered the dark compart-
ment, the door is closed and a single foot shock is adminis-
tered. Twenty-four hours later, the mouse 1s reintroduced to
the light compartment and latency to enter the dark com-
partment is used as a measure of memory (Crawley, 2000).
Adaptations of the avoidance paradigms include step-down
passive avoidance, in which the mouse must learn that step-
ping down from a small platform will elicit a foot shock, and
Y-maze or T-maze avoidance learning, in which mice must
learn to avoid or escape the arm of the maze that delivers a
foot shock.

Avoidance learning requires mice to have normal pain
perception and motor abilities to execute the task. Although
visual ability is required for mice to differentiate between the
two compartments, mice with retinal degeneration are
capable of brightness detection (Nagy and Misinin, 1970).
Blind mice are not impaired in learning an active avoidance
response in a T-maze (Farr et al., 2002), but mice with
retinal degeneration (C3H and CBA strains) were impaired
in learning a one-way active avoidance task (Wahlsten,
1973). FVB/N]J mice (which have retinal degeneration),
12956/SvEvTac mice (which have visual impairment), and
C3H mice (which also have retinal degeneration) were the
poorest learners in a lever press escape/avoidance task
(Brennan, 2004).

VisuaLLy INDEPENDENT TAsks

Conditioned odor preference.  Schellinck et al. (2001) developed
an olfactory discrimination task that entails training mice to
associate an odor with a sugar reward. Food-deprived mice
are presented with a rose odor paired with a sugar reward
and a lemon odor paired with no reward (or vice versa) for
four training trials per day over 4 days. They are then tested
for a conditioned odor preference by presenting both odors
with no reward, and the time spent digging in each odor pot
is measured. Mice able to discriminate between a rose odor
and a lemon odor will dig in the odor pot that was associated
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with the sugar reward (CS+) during training. Mice of three
strains (CD-1, C57BL/6NCrIBR, and DBA/2NCrIBR) have
been shown to learn this task (Schellinck, 2001), and both
C57BL/6] and DBA/2] mice, a strain of mice that exhibits
age-related blindness, can perform this task at 12-24 months
of age, indicating that blind mice can perform this task as
well as sighted mice (Wong and Brown, 2007). Indeed, blind
mice appear to have a better memory for odors than sighted
mice (Brown and Wong, 2007).

The olfactory tubing maze.
ethologically relevant way to study learning and memory in

The olfactory tubing maze is an

mice, independent of their visual ability (Roman et al.,
2002). The olfactory tubing maze consists of four chambers
joined together by plastic elbow tubes. The testing chambers
are composed of two plastic tubes connected in a plus shape
and having an odor port, water well, and buzzer at one end
and a fan above the center to exhaust the odor stimuli from
the maze. After habituation to the apparatus, water-deprived
mice are placed in the maze and a CS+ odor stimulus (asso-
ciated with a drop of water in the water well) and a CS— odor
stimulus (associated with a 3-second buzzer) are presented.
The mouse is required to enter the tube with the CS+ odor
in order to get a water reward. The mouse must then move
to the second testing chamber to start the next trial. During
the intertrial interval, clean air is flushed through the
apparatus. Mice are tested for 20 trials per day for 7 days,
and the percentage of correct responses and the latency to
respond to an odor stimulus are analyzed to evaluate
performance.

Using this protocol, Restivo et al. (2006) tested five strains
of mice (BALB/c, CD-1, 129/SvPasCrl, C57BL/6, and
DBA/2]) and found that all strains except DBA/2] mice
were able to successfully acquire the odor-reward associa-
tions by the seventh day of testing. Because it has been previ-
ously demonstrated that DBA/2] mice are able to acquire
simple odor discriminations (Schellinck et al., 2001; Wong
and Brown, 2007), the poor performance of DBA/2] mice
in the olfactory tubing maze may reflect an impairment of
the odor-reward associations. However, DBA/2] mice suffer
from hearing loss at an early age (see table 2.1), and there-
fore poor performance in the olfactory tubing maze could
result from inability to hear the buzzer associated with an
incorrect choice.
Conditioned taste aversion. Conditioned taste aversion is a
classic conditioning paradigm that relies on the ability of the
mouse to remember and avoid the taste of foods that had
been associated with sickness (Palmerino et al., 1980). In this
test, a novel taste, such as saccharin or sucrose, is added to
the drinking water and paired with an intraperitoneal injec-
tion of a malaise-inducing agent such as lithium chloride.



The suppression of drinking liquid containing the taste
paired with illness versus water in a two-bottle choice test is
used as a measure of associative learning and memory. The
advantages of using the conditioned taste aversion paradigm
is that it has a short training period of one or two trials,
associative learning is maintained after long delays between
consumption of the novel taste and administration of the
malaise-inducing drug, and performance relies mainly on
normal taste perception.

Mice readily learn the conditioned taste aversion to
a variety of malaise-inducing agents, including lithium
chloride (Ingram, 1982), nicotine (Risinger and Brown,
1996), and ethanol (Broadbent et al., 2002). There is no
evidence that visual impairment influences conditioned taste
aversion ability, as mice with retinal degeneration (C3H,
SJL) and albino mice with poor vision (BALB/¢] and A/J)
perform as well as sighted mice (Broadbent et al., 2002).

Anxiety-related behavior tasks

Three different behavioral tasks, the elevated plus or zero
maze, the open field test, and the light-dark transition test,
are commonly used to assess anxiety-related behavior. All
involve some form of visual cues.

TuE ELEvATED PLus anp EreEvaTteEDp ZERO Mazes The
elevated plus maze is based on the principle that mice that
are more anxious should avoid open, brightly lit areas and
prefer dark, enclosed compartments. The elevated plus maze
consists of two enclosed arms and two open arms, joined at
the middle in the shape of a plus. All four arms of the maze
are divided into equal areas, in order to determine activity
levels. The maze is elevated approximately 1m from the
floor to emphasize the aversiveness of the open arms. Mice
are placed in the middle compartment and observed for
locomotor activity (line crosses, rears), risk assessment (head
dips, stretch-attend postures), and anxiety-related behaviors
(closed-arm duration, urinations, defecations) (Brown et al.,
1999; Podhorna and Brown, 2002).

The elevated plus maze relies on visual ability because the
aversive stimuli used to provoke anxiety-related behaviors
entail visual cues such as height and light. Nontransgenic
mice with retinal degeneration showed less anxiety on the
elevated plus maze than those with normal vision (Garcia
et al., 2004), as did transgenic anophthalmic mice (Buhot
et al., 2001). C3H/Hg], a strain with retinal degeneration,
showed the least anxiety (spent the most time in the open
arms of an elevated plus maze) compared to 129S2/Sv,
BALB/c, C57BL/6]J, CBA/Ca, and DBA/2 mice (Brooks
et al., 2005). Mice with retinal degeneration also spent more
time in the open areas of an elevated zero maze (an adapta-
tion of the elevated plus maze) than mice with normal vision
(Cook et al., 2001).

Tuae OpeN Fierp Test  The open field test consists of a
square or circular arena, brightly lit from above, with the
floor divided into a grid of equal squares with lines or
photocells. Mice are placed in the apparatus for 5 minutes
per day for 2 days, and the frequency of spontancous
behaviors such as line crosses, rearing, grooming, stretch-
attend postures, time spent in the center square, urinations,
and defecations are measured (Brown et al., 1999; Podhorna
and Brown, 2002). From these behaviors, measures of
locomotion (number of line crosses and rearing), risk
assessment (frequency of stretch-attend postures), and anxiety
(frequency of entries, duration in the center square, and
number of defecations) can be obtained. Anxious mice have
fewer entries into and duration in the center square. The
open field test involves visual ability, because the apparatus
must be seen by the mouse to provoke anxious behaviors.
For example, among 13 strains of mice, Wong and Brown
(2004) found a significant negative correlation between
visual ability (as measured by performance on the visual
water box) and frequency of center square entries, indicating
that mice with poor visual ability (e.g., strains of mice with
retinal degeneration: C3H/HeJ, FVB/NJ, MOLF/L],
SJL/J) entered the center square in the open field more often
than mice that performed well in the visual water box. Thus,
blind mice may venture into the center square because they
are unaware thatitis aversive. Albino mice behave differently
from pigmented mice in the open field owing to differences
in their visual system, and these strain differences depend on
the light levels used during testing (DeFries et al., 1966).

Tue Licar-DAark Transition Task  The light-dark tran-
sition task exploits the natural inclination of the mouse to
avoid brightly lit areas. The apparatus consists of a box with
a smaller, dark compartment and a larger, brightly lit com-
partment, and an opening between the two compartments.
Mice are placed in the center of the brightly lit compartment
facing the opening and allowed to explore the apparatus for
5 minutes. A mouse that is more anxious will spend less time
in the illuminated compartment and make fewer transitions
between the two compartments (Bourin and Hascoet, 2003).
The benefit of using the light-dark transition task to test
anxiety in mice is that even mice with retinal degeneration
are capable of brightness detection (Nagy and Misanin,
1970) and modify their activity levels in response to pulses
of bright light (Mrosovsky et al., 2000). This may be due to
the presence of melanopsin in photosensitive retinal ganglion
cells (Panda et al., 2003). Wong and Brown (2004) found
there was no significant correlation between visual ability (as
measured by performance in the visual water box) and time
spent in the light zone of the light-dark transition test among
13 strains of mice, some of which had retinal degeneration

(C3H/HeJ, FVB/NJ, MOLF/EiJ, SJL/J).
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Future directions for using behavioral tasks in muce with
normal visual ability and with deficits in visual ability:
Exploiting the natural abilities of mice

It is important to develop behavioral tasks that exploit the
natural abilities of the mouse, which can be used to test
cognitive functions independently of visual ability. Although
olfactory-based tasks seem to be the best suited for the
mouse, tasks that rely on olfactory ability present problems
in the generation, control, and measurement of the odor
stimuli that are not encountered with stimuli for other
sensory modalities (Slotnick et al., 2005). A behavioral test
battery in which many tasks are used to measure the same
underlying cognitive function is probably the best approach.
In this way, scores from tasks that measure the same higher
order functions but rely on different sensory abilities can
be compared. For example, discrimination learning and
memory ability can be measured on tasks that use visual,
auditory, olfactory, gustatory, or tactile stimuli. Mice with
visual impairments but normal cognitive ability will fail on
the visual discrimination task but learn auditory, olfactory,
gustatory, and tactile discriminations.

Bailey et al. (2006) recommend a multitiered approach to
phenotyping transgenic mice that begins with evaluating
basic measures of general health, followed by examining
neurological, sensory, and motor functions. The last stages
of the phenotyping strategy involve testing mice on behav-
ioral tasks that are aimed to address the hypothesized func-
tion of the gene of interest, such as tests for anxiety-related
behaviors, drug abuse, motor function, social interactions,
learning and memory, and nociception. By determining
sensory and motor abilities first, one can select complex tests
of cognitive function that are not confounded by sensory or
motor impairments (Bailey et al., 2006). Similarly, the
SHIRPA test battery (Rodgers et al., 1997) is a systematic
and hierarchical protocol used to detect mouse mutants. It
consists of a primary screen of approximately 30 rapid tests
for neurological and neuropsychological deficits, such as
deficits in muscle and lower motor neuron function, spino-
cerebellar function, sensory function, neuropsychiatric func-
tion, and autonomic function. The secondary screen consists
of a comprehensive behavioral screening battery and patho-
logical analysis. Finally, the tertiary screen involves more
sophisticated tests to assess behavior, such as the Morris
water maze, electroencephalography, and nerve conduction.
However, many mouse test batteries do not have systematic
tests for sensory function (e.g., Takao et al., 2007).

Behavioral paradigms that are used to phenotype mice
should be standardized and validated. Standardization is
necessary to increase replicability within a given laboratory
and is also required for comparison of results between labo-
ratories (Wahlsten et al., 2003, 2006). Tasks for a specific
behavioral domain should also be assessed for construct
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validity (how well a measure of a particular trait, process, or
state reflects theoretical assumptions), predictive validity
(how well a manipulation predicts performance in the condi-
tion that is to be modeled), and face validity (the degree of
similarities between the model and the actual disorder) (van
der Staay and Steckler, 2001, 2002). Furthermore, behav-
ioral tasks that were originally developed for rats and adapted
for mice require extensive validation (Arndt and Surjo,

2001).

Conclusions

Many of the behavioral tasks that are used to measure cogni-
tive functions in mice depend on normal visual function.
Thus, it is critical to first evaluate the sensory functioning of
the mouse, and then compare the data with results obtained
on behavioral tasks to determine higher order cognitive
function. This is especially true for studies in transgenic mice
that aim to determine the genetic contribution of human
neurological diseases. Transgenic and knockout mice have
the phenotypic traits of the background strain, and differ-
ences between inbred strains, which are independent of the
gene of interest, may significantly affect the behavioral phe-
notype of a mouse. For this reason, it is important to examine
phenotypic differences between inbred strains of mice used
as background strains for transgenic mice (Bothe et al., 2005;
Brooks et al., 2005; Gerlai 1996; Nguyen and Gerlai, 2002;
Tarantino et al., 2000). In addition, the background strain
used to maintain the genetic disruption must be carefully
selected, so that noncognitive factors such as sensory deficits
do not affect task performance and thus decrease the useful-
ness of a particular animal model.
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3 Comparative Survey of the

Mammalian Visual System

with Reference to the Mouse

CATHERINE A. LEAMEY, DARIO A. PROTTI, AND BOGDAN DREHER

Until very recently, the house mouse (Mus musculus) was not
a preferred model for study of the mammalian visual system.
However, the power of transgenic and knockout mice as
models for the study of the central nervous system (CNS) has
led to important questions concerning the overall prop-
erties of the visual system of the house mouse compared
with those of other mammalian species. Indeed, the power
of knockout mice models was formally recognized by the
award of the Nobel Prize in Physiology or Medicine for
2007 to Mario R. Capecchi, Martin J. Evans, and Oliver
Smithies, the principal developers of the knockout mouse
model.

This chapter addresses similarities and differences be-
tween the visual system of the mouse and that of other
mammalian (especially eutherian) species. Available infor-
mation indicates great similarity to other species, especially
the closely related laboratory rat (Rattus norvegicus; see Arna-
son et al., 2002). However, substantial differences do exist
between the visual systems of nocturnal rodents and those
of more highly visual mammals, such as primates (including
humans) and carnivores. Thus, although transgenic and
knockout mice can provide useful and elegant models with
which to assess visual function, there is sound justification to
maintain a comparative approach.

The eye, the retina, and visual acuity

The adult house mouse is a very small nocturnal mammal
with a relatively small eye having an axial length from ante-
rior cornea to anterior choroid of about 3.4mm (Remtulla
and Hallett, 1985). As is typical for nocturnal mammals (see
Walls, 1942), the mouse eye is characterized by a relatively
large cornea and lens, the latter accounting for 60% of the
axial length (Remtulla and Hallett, 1985).

Apart from limitations imposed by the optical properties
of the eye, the limits of visual acuity depend on the arrays
of neurons in the retinal network. Several factors determine
the limits of the retinal acuity. These factors include the
retinal sampling frequency, which is determined by the size

and density of photoreceptors and their degree of conver-
gence onto retinal ganglion cells (RGGCs), the output cells of
the retina. As is characteristic of nocturnal mammals, the
mouse retina is strongly rod-dominated, with rods making
up 97% of all photoreceptors. Cones constitute a much
smaller proportion of photoreceptors (Carter-Dawson and
LaVail, 1979; Jeon et al., 1998) in the house mouse than in
diurnal rodents such as the ground squirrel (Spermophilus
beecheyr; Kryger et al, 1998), diurnal primates such as
macaque monkeys or humans, or nocturno-diurnal carni-
vores such as the domestic cat (Felis catus). Nevertheless, the
cones appear to play an important role in mouse vision. A
high degree of convergence combined with the small size of
the eye results in rather small numbers of RGCs (48,000~
65,000: Driger and Olsen, 1980; ca. 45,000 RGCs out of
110,000 neurons in the ganglion cell layer: Jeon et al., 1998).
Despite their relatively small numbers, the peak RGC density
is about 8,000 cells/mm?” (Driger and Olsen, 1981). This
figure is not only higher than the peak RGC density in the
rabbit (Oryctolagus cuniculus, a crepuscular lagomorph with
only partially vascularized retina; Robinson et al., 1990); it
is also higher than that in other nocturnal rodents with
strongly vascularized retinas, such as the rat (McCall et al.,
1987) or the golden hamster (Mesocricetus auratus; Tiao and
Blakemore, 1976b; Métin et al., 1995). Indeed, the peak
RGC density in the mouse appears rather similar to that of
the domestic cat (Stone, 1978; Hughes, 1981).

The structure of the mouse retina has been thoroughly
studied anatomically using Golgi staining (Ramoén y Cajal,
1972), Nissl staining, electron microscopy (Carter-Dawson
and LaVail, 1979; Driager and Olsen, 1981; Jeon et al.,
1998; Tsukamoto et al., 2001), and differential interference
contrast microscopy (Jeon et al., 1998). Apart from the pho-
toreceptors and retinal neurons, three types of glial cells are
found in the mouse retina (as in other mammals with vas-
cularized retinas): astrocytes are found in the optic nerve
fiber layer, microglial cell bodies form a regular array in
the inner nuclear layer (INL), and Miiller cells span the
entire retina vertically (Haverkamp and Wissle, 2000). The
Miiller cells described in mice are morphologically similar
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to those in other mammals (Dreher, Robinson, et al.,
1992).

As in all mammals other than primates (see Walls, 1942;
Rowe and Dreher, 1982; Rowe, 1991; Provis et al., 1998),
the mouse retina does not have a fovea centralis (a pitted region
in the center of the retina with the highest density of cones,
but no rods or other retinal neurons). In nonfoveate
mammals, including mice, the density of rods and cones, as
well as the density of the RGCs, peaks in the area centralis
(Dréager and Olsen, 1980) and decreases more peripherally.
In mice, the peak rod density is about 100,000/mm” and the
peak cone density is 16,000/mm” (Jeon et al., 1998), similar
to the average densities of rods and cones in the peripheral
retina of macaque monkey (Packer et al., 1989) and domestic
cat (Steinberg et al., 1973). The centroperipheral RGC
density ratio in the mouse, at around 3.5:1 (Drager and
Olsen, 1980), is somewhat smaller than that in other
murid rodents such as laboratory rat (McCall et al., 1987)
or a critecid rodent, the golden hamster, in which it is
approximately 5:1 (Tiao and Blakemore, 1976b; Métin
et al., 1993).
PuororeceEPTORS The spectral sensitivity of mouse rod
photoreceptors (estimated using three different methods:
rhodopsin absorption, the b-wave of electroretinograms
[ERGs], and recordings of ganglion cell activity), peaks at
497-500nm (Soucy et al., 1998; Toda et al., 1999; Fan et
al., 2005). There are two types of cone photoreceptors, dif-
fering in their photopigments and their absorption spectra.
One is maximally responsive to ultraviolet (UV) light (peak
sensitivity at 360 nm); the other is to medium (M)-wavelength
light (peak sensitivity at 508 nm; Nikonov et al., 2006). Most
cones express both UV and M photopigments but are
maximally sensitive at 360 nm (Nikonov et al., 2006). In the
dorsal retina, however, cones are maximally sensitive at
508nm, while the highest density of UV-sensitive cones
occurs in the ventral retina (Szél et al., 1992, 1993).

ReTmnaL NETWORK  The basic functional organization of
the mouse retina is largely similar to that of other mammalian
species (figure 3.14). Scotopic signals are transmitted via the
classical rod pathway, in which rod photoreceptors synapse
onto rod bipolar cells. These bipolar cells do not transmit
light signals directly to RGCs but rather piggyback them via
AlII amacrine cells onto the evolutionary preexisting cone
pathways by making sign-inverting synapses with OFF
cone bipolar cells and sign-conserving synapses with ON
cone bipolar cells. Cone bipolar cells in turn synapse on-
to RGCs.

In addition, both anatomical and physiological evidence
indicates the existence of alternative pathways for the trans-
mission of scotopic signals. A second pathway by which rod
signals could “leak” into the cone pathway via gap junctions
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Rod PRs

Cone PRs

IPL

Fieure 3.14  Signaling pathways in the mouse retina. Cone
circuit: cone photoreceptors contact both ON and OFF bipolar
cells. ON bipolar cells synapse onto ON ganglion cells (an o-like
ganglion cell with a large dendritic tree is represented here). OFF
bipolar cells synapse onto OFF ganglion cells. In the rod circuit,
light signals can follow three different pathways: in the classical rod
pathway, signals initiated in rod photoreceptors (Rod PRs) are
transferred to a single type of bipolar cell, the rod bipolar cell (RB).
RB cells transmit their signal to AIl amacrine cells (AII), which split
the signal into the ON and OFF channels by making gap junctions
with the axons of ON cone bipolar cells (ON CB) in sublamina b
(sub b) of the inner plexiform layer (IPL) and inhibitory synapses
(glycinergic) in sublamina a (sub a) with the axons of OFF cone
bipolar cells (OFF CB), respectively. ON CBs and OFF CBs
synapse with ON and OFF ganglion cells, respectively. Alterna-
tively, rod signals may flow via gap junctions into cone photorecep-
tors (Cone PRs), from which they are fed into ON CB and OFF
CB cells and subsequently onto their respective ganglion cells. A
third pathway has been described in which some rod PRs (shaded
Rod PR) synapse directly onto the dendrites of a particular type of
OFF CB cell, which transfers this signal to OFF ganglion cells.
These pathways are likely to operate under different lighting condi-
tions. (Modified from Protti et al,, 2005, with permission.) B,
Schematic drawing of three morphologically and physiologically
identified ganglion cell types in the mouse retina. Lefl, Bistratified
ON-OFT direction-selective ganglion cell with one dendritic plexus
branching in the ON sublamina and the other in the OFF sub-
lamina. (Based on Weng et al., 2005.) Center, ON o—ganglion cell
with a large soma and several robust, radiating primary dendrites
that expand to form a relatively wide dendritic tree covering
between 6° and 12°. (Based on Pang et al., 2003.) Right, Melanop-
sin-containing ganglion cell with dendritic tree covering a large
area of retina (>15°) and branching mainly in the outermost part
of the inner plexiform layer. Scale bar in B corresponds only to
part B. (B, Based on Berson et al., 2002.)

between the two classes of photoreceptors has been de-
scribed anatomically (T'sukamoto et al., 2001). This pathway
has been shown to exist both anatomically and functionally
in the cat (Kolb, 1977; Nelson, 1977) and macaque mon-
key (Raviola and Gilula, 1973; Schneeweis and Schnapf,
1995).



A third pathway involving direct synaptic contacts between
rods and one type of OFF cone bipolar cell has also been
described for the flow of scotopic signals (Soucy et al., 1998;
Hack etal., 1999; Tsukamoto et al., 2001; Prott et al., 2005),
although the relative contribution of this mechanism remains
to be established. The anatomical basis for such a pathway
has also been demonstrated in the cat (Fyk-Kolodziej et al.,
2003), although thus far there are no reports of a similar
circuit in primates. Tsukamoto and colleagues (2001)
proposed that in nocturnal rodents, the transmission of sco-
topic light OFF rather than light ON signals might be
favored because when these animals are active in twilight
conditions, objects would appear dark on a brighter back-
ground and consequently would be most efficiently detected
by the OFF pathway.

The structure of the photopic pathways in the mouse is
also typical of that in other mammals. Cone photoreceptors
connect to cone bipolar cells, which pass light signals directly
to RGCs. Cone bipolar cells are subdivided into ON and
OFF cells, according to their level of stratification in the
mner plexiform layer (figure 3.1B). The generation of the
ON and OFF channels of the visual system, optimized to
respond to light increments and light decrements, respec-
tively, relies on different types of glutamate receptors
expressed in the dendritic tips of bipolar cells. ON bipolar
cells express the metabotropic glutamate receptor mGluR6
(group 3) in the outer plexiform layer postsynaptic to pho-
toreceptors (Masu et al., 1995), while OFF bipolar cells
express AMPA/KA ionotropic glutamate receptors (Hack et
al., 2001; Sun and Kalloniatis, 2006). So far, nine different
types of cone bipolar cells, comprising four OFF and five
ON cone bipolar cells, have been morphologically identified
(Ghosh et al., 2004). Light-evoked responses also indicate the
existence of two functionally distinct cone bipolar cell types,
one responding to light by depolarizing, the other displaying
hyperpolarizing light responses (Berntson and Taylor, 2000;
Pang et al., 2004), consistent with their morphological iden-
tity. Recently, a bipolar cell type with morphological char-
acteristics similar to the blue ON bipolar cells of the primate
retina (Mariani, 1984; Kouyama and Marshak, 1992; Ghosh
et al., 1997) has been identified in the mouse (Haverkamp
et al., 2005). As postulated for the primate (Boycott and
Wissle, 1999; Wassle, 2004), bipolar cell diversity may con-
stitute the basis for segregation of parallel pathways of infor-
mation. Although currently there is no precise information
regarding the nature of these pathways in the mouse visual
system, the wiring of the mouse retina could, therefore,
provide higher visual centers with information concerning
different aspects of the visual world carried by parallel chan-
nels via different classes of RGCs.

ReTmvaL GancrioNn Cerps A number of different mor-
phological types of RGCs have been distinguished in the

mouse retina. This diversity seems to reflect a similar pattern
to that observed in other mammals, including primates and
domestic cats. Whereas earlier studies (Drager and Olsen,
1981; Doi et al., 1995) distinguished only three to four
principal morphological classes of RGCs, more recent
surveys (Jeon et al., 1998; Sun et al., 2002; Kong, 2005;
Coombs et al., 2006) indicate greater morphological
diversity, with up to 11-14 morphological types identified.
Similar trends in the classification of RGCs are present in
the literature for the domestic cat and macaque monkey
(Boycott and Wissle, 1974; Wissle and Boycott, 1991;
Rowe, 1991; Rodieck and Watanabe, 1993; Pu, 1999;
O’Brien et al., 2002; Dacey and Packer, 2003).

In the cat (Boycott and Wissle, 1974; Peichl and Wiissle,
1979; Rowe and Dreher, 1982; Rowe, 1991) and macaque
monkey (Leventhal et al., 1981; Rowe, 1991; Wissle and
Boycott, 1991), the sizes of the somata and dendritic trees
of RGCs increase with eccentricity concomitantly with a
reduction in RGC density. This trend is present, although
substantially weaker, in the ferret (Vitek et al., 1985)
and rat (Perry and Linden, 1982; Dreher et al., 1985). In
contrast, Sun and colleagues (2002) reported that in
the mouse, neither somal sizes nor dendpritic tree sizes of
RGCs increase significantly with a reduction in RGC
density.

Consistent with the aforementioned cone spectral sensitiv-
ity, in photopic conditions mouse RGCs are driven by signals
originating from UV- and M-wavelength-sensitive cones.
The majority of RGCs receive mixed cone input, with a
preponderance of RGCis in ventral retina receiving UV cone
input, while 18% of RGCis receive input from only UV and
3% from only M cones (Ekesten et al., 2000; Ekesten and
Gouras, 2005). Interestingly, a small number of cells (ca. 2%)
receive mixed input from UV and M cones of opposite
polarity (ON vs. OFT), suggesting the existence of a pathway
capable of carrying chromatic information (Ekesten and
Gouras, 2005).

The functional properties of some mouse RGCs have
been characterized both in vivo and in vitro (Stone and
Pinto, 1993; Sagdullacv and McCall, 2005). Overall, mouse
RGCs have relatively large receptive fields, 2-10° in diame-
ter, with antagonistic center-surround organization (Stone
and Pinto, 1992). Stone and Pinto (1993) identified mouse
RGCs as X-like when they displayed linear spatial sum-
mation (compare X cells in cat retina; Enroth-Cugell and
Robson, 1966; Hochstein and Shapley, 1976) or as Y-like
when they displayed nonlinear spatial summation dynamics
(compare Y cells in cat retina; Enroth-Cugell and Robson,
1966; Hochstein and Shapley, 1976). The high cutoff spatial
frequency of both X-like and Y-like cells’ RGCis in the central
retina was found to be rather low, about 0.2c/deg (Stone
and Pinto, 1993). A more recent study found no clear sepa-
ration between linear and nonlinear modes of operation in
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mouse RGCs but rather a continuum characterized by dif-
ferent degrees of nonlinearity (Carcieri et al., 2003). Since a
correlation with their morphological identity has not yet
been done, it is unknown whether Y-like cells in mice corre-
spond to a type similar to o-like ganglion cells of other
mammals (see Peichl et al., 1987), but RGCs with morpho-
logical characteristics similar to those of o—cells have been
described in the mouse (Sun et al., 2002; Pang et al., 2003).

Both ON and ON-OFT direction-selective (DS) ganglion
cells with functional and morphological characteristics sim-
ilar to the rabbit DS ganglion cell have been described in
the mouse (Yoshida et al., 2001; Weng et al., 2005; Sun
et al., 2006). Furthermore, the mechanisms involved in
the generation of DS responses seem to be similar to those
in the well-characterized rabbit DS RGCs (Weng et al.,
2005).

The recently described non-image-forming retinofugal
pathway constituted by melanopsin-containing RGCs is also
present in the mouse. A total of about 700 intrinsically pho-
tosensitive melanopsin-containing ganglion cells (ipRGCs),
which are involved in the regulation of circadian rhythms
and pupillary reflexes, has been reported in the mouse
(Hattar et al., 2002). These cells project to the suprachias-
matic nucleus (SCN) of the hypothalamus, the ventral lateral
geniculate nucleus (VLGN), and the intergeniculate leaflet
(IGL) of the ventral thalamus (i.e., structures involved in the
regulation of circadian rhythms). Other target regions of
ipRGCs include the preoptic region, the hypothalamic sub-
paraventricular zone, the superior colliculus (SC) in the mid-
brain, and the nucleus of the optic tract (NOT) in the
pretectum (Gooley et al., 2003; Hattar et al., 2003; Hannibal
and Fahrenkrug, 2004). Recently, projections to the perisu-
praoptic nucleus of the hypothalamus, medial amygdala,
margin of the lateral habenula, posterior limitans nucleus,
and periaqueductal gray have also been described (Hattar et
al., 2006). Moreover, projections to the margins of the dorsal
lateral geniculate nucleus (dLGN) were also observed, a
finding consistent with the reported projection of ipRGCs
to the dLGN in primates (Dacey et al., 2005). In knockout
mice in which the melanopsin gene has been deleted, RGCs
that normally express melanopsin are no longer intrinsically
photosensitive, and both the pupillary light reflex (Lucas et
al., 2003) and the circadian clock (Ruby et al., 2002; Panda
et al., 2003) are severely impaired. Interestingly, despite
great differences in the total number of RGCs among dif-
ferent mammalian species (see Dreher et al., 1985; Robinson
and Dreher, 1990b), the total number of melanopsin-express-
ing RGCs seems to be highly conserved (ca. 2,300-2,600
ipRGCs per retina in the rat, corresponding to ca. 2.3%—
2.6% of RGCs: Hattar et al., 2002; ca. 1,700 ipRGCs per
retina in the cat, corresponding to ca. 1% of RGCs: Semo
et al., 2005; ca. 3,000 ipRGCis per retina in humans, corre-
sponding to 0.2%-0.3% of RGCis: Dacey et al., 2005).
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SpaTiaL Resorution  Using the focal length of the eye, the
retinal magnification factor (RMF), and assumptions of the
sampling theorem, it is possible to derive the limits of animals’
spatial acuity from the peak density of the RGC mosaic (e.g.,
Hughes, 1986; compare Pettigrew et al., 1988). Applying
these calculations gives theoretical upper limits of visual
acuity (in cycles/degree) of 1.3 in the mouse (Remtulla and
Hallett, 1985; Hallett, 1987), and 9.1-9.8 in cats (Vakkur et
al., 1963; Stone, 1978; Hughes, 1981). Since there are no
RGCs in the fovea, estimates of visual acuity in primates are
based on peak cone density, which give values of 42 in
macaques (Perry and Cowey, 1985) and 56.5 in humans
(Osterberg, 1935; Duke-Elder, 1953).

In carnivores and primates, the estimates based on the
peak ganglion cell or cone densities and the RMF are close
to those obtained behaviorally (7-9 ¢/deg in cat: Blake et al.,
1974; Jacobson et al., 1976; Mitchell et al., 1977; 46 c/deg
in macaque: De Valois et al., 1974; 50-64 ¢/deg in humans:
Reymond and Cook, 1984). Estimates obtained behaviorally
in mice, using either optokinetic reflexes (Sinex et al., 1979;
Abdeljalil et al., 2005; Schmucker et al., 2005) or visual dis-
crimination tasks (Gianfranceschi et al., 1999; Prusky et al.,
2000) at 0.4.-0.5c/deg (with peak sensitivities at 0.125—
0.26 ¢/deg), are, however, substantially lower than the theo-
retical limits estimated on the basis of peak RGC density and
RMF. It is possible that the current estimates of RGC density
in the mouse are overestimates due to the relatively large
amount of shrinkage of the small retina during histological
processing. The discrepancy between the theoretical esti-
mates of acuity based on the peak RGC density and RMT's
and behavioral data may also be related to the fact that in
mice (Hofbauer and Driger, 1985) as in other nocturnal
rodents (rat: Linden and Perry, 1983; Dreher et al., 1985;
hamster: Chalupa and Thompson, 1980) and rabbit (Vaney
et al., 1981), virtually all RGCs project to the SC, whereas
only a subpopulation projects to the visual cortex via relays
in the dLLGN; this is different from what is seen in carnivores
and primates, where the majority of RGCs project to the
geniculocortical system. Indeed, estimates of visual acuity
based on peak RCG density and RMF for a number of
nocturnal rodents are substantially higher than estimates
derived from behavioral testing (see Pettigrew et al., 1988).
In contrast, there is a good correlation between measure-
ments of visual acuity based on behavioral studies and those
extrapolated from the visually evoked potentials (VEPs)
recorded from area 17 in mouse (Porciatti et al., 1999), rat
(Boyes and Dyer, 1983), and rabbit (Kulikowski, 1978). It is
likely, therefore, that estimates of visual acuity based on the
peak density of the RGCis contributing to the geniculocorti-
cal system may be a better predictor of behavioral acuity
than peak RGC density per se. Interestingly, the behavior-
ally determined acuity in the mouse also correlates well with
visual acuity in the mouse estimated on the basis of RMF



and the spatial extent of the smallest dendritic trees of RGCs
(ca. 30 um, equivalent to ca. 1°; Sun et al., 2002; Coombs
et al., 2006). Spatial resolution in the mouse may be limited
at an carly stage of the visual system by the low spatial reso-
lution of the array of retinal bipolar cells (0.3 c/deg; Bern-
tson and Taylor, 2000).

Ipsilateral and contralateral retinofugal projections
and the visual field

In all mammals studied so far, the optic nerves meet at the
optic chiasm. In all mammalian species, the majority of
RGC axons carrying information from a given retina cross
at the chiasm and project to the contralateral retinorecipient
nuclei. The proportion of RGC axons that do not cross and
thus project to the ipsilateral retinorecipient nuclei, however,
varies considerably among species and is closely related to
the position of the eyes in the skull. The visual field in virtu-
ally all mammals contains at least some region of binocular
overlap. Table 3.1 lists the proportion of ipsilaterally project-
ing RGCs in a variety of mammalian species for compari-
son. In species with laterally positioned eyes and therefore a
relatively small binocular field, the proportion of ipsilaterally
projecting RGCs tends to be small. In particular, in the
rabbit, with its very laterally positioned eyes, the binocular

portion of the visual field is correspondingly small (ca. 25°
out of the large 360° panoramic visual field; Hughes, 1971;
Hughes and Vaney, 1982). In this species, only about 0.6%
of RGCs project ipsilaterally (Robinson and Dreher, 1990a).
In the mouse as in other nocturnal rodents (for a review, see
Rhoades et al., 1991; see also table 3.1), the eyes are more
frontally positioned, the binocular field is larger (30-40°;
Driger, 1978; Driger and Olsen, 1980; Wagor et al., 1980),
and the proportion of RGCis projecting ipsilaterally is slightly
higher (2%-3%; Drager and Olsen, 1980). The correlation
between the extent of binocular visual field and the propor-
tion of RGCs that project ipsilaterally is also apparent in
carnivores. The eyes of the ferret are positioned more later-
ally than those of the cat. In ferrets, only about 7% of RGCs
project ipsilaterally (Morgan et al., 1987), while in domestic
cats, with their frontally positioned eyes and large binocular
visual field (ca. 90° out of a ca. 180° visual field; Vakkur et
al., 1963), the proportion of RGCs projecting ipsilaterally
is much higher (ca. 25%-30%; Stone and Fukuda, 1974;
Wissle and Illing, 1980; Illing and Wiassle, 1981; Mastro-
narde, 1984; FitzGibbon and Burke, 1989; Tassinari et al.,
1997). The proportion of ipsilaterally projecting RGCs is
very high (ca. 40%) in diurnal primates with frontally posi-
tioned eyes, such as the Old World macaque monkey (Perry
and Cowey, 1984; Perry et al., 1984).

TaBLE 3.1

Proportions of ipsilaterally and contralaterally projecting RGCs in different mammalian species relative to proportions of binocular cells, proportions of cells
recetving exclusive or dominant mput from the contralateral eye and the presence or absence of ocular dominance columns

% Binocular

% Cells in Binocular

Cells in Region of V1 Driven

% Ipsilaterally Binocular Region Exclusively or Dominated Ocular Dominance
Species Projecting RGCs of V1 by Contralateral Inputs Columns Present? References*®
Mouse 2-3 66 65 No 1-3
Rat 3 85 68 No 46
Syrian hamster 1-2.5 89 56 No 7-9
Rabbit 0.6 80 65 No 10-12
Opossum 85 37 ? 13
Brushtail possum 65 46 ? 14
Sheep 6.5 54 Maybe 15 (but see 16)
Ferret 7 72 53 Yes 17-19
Mink 57 64 Yes 20, 21
Cat 25-30 63 43 Yes 22-27
Cat (area 18) 25-30 64 57 Yes 28
Tree shrew 71 73 No 29, 30
Macaque 40 72 33 Yes 31-35

* 1, Drager, 1974, 2, Gordon and Stryker, 1996; 3, Antonini et al., 1999; 4, Jeffery, 1984; 5, Dreher et al., 1985; 6, Fagiolini et al.,
1994; 7, Tiao and Blakemore, 1976a; 8, Hsiao et al., 1984; 9, Métin et al., 1995; 10, Robinson et al., 1990; /7, Van Sluyters and Stewart,
1974; 12, Hollander and Halbig, 1980; /3, Rocha-Miranda et al., 1976; 74, Crewther et al., 1984; 15, Clarke et al., 1976; 16, Pettigrew
et al., 1984; /7, Morgan et al., 1987; 18, Law et al., 1988; 79, White et al., 1999; 20, McConnell and LeVay, 1986; 2/, LeVay et al.,
1987; 22, Stone and Fukuda, 1974; 23, Illing and Wiissle, 1981; 24, Mastronarde, 1984; 25, FitzGibbon and Burke, 1989; 26, Burke et
al., 1992; 27, Tassinari et al., 1997; 28, Dreher, Michalski, et al., 1992; 29, Hubel, 1975; 50, Humphrey et al., 1977; 51, Hubel and Wiesel,
1968; 32, Stone et al., 1973; 53, Leventhal et al., 1988; 54, Fukuda et al., 1989; 35, Chalupa and Lia, 1991.
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In all mammalian species studied so far, almost all ipsilat-
erally projecting RGCs are located within the temporal
retina. In the mouse, virtually all ipsilaterally projecting
RGCs are located in the peripheral ventrotemporal region
known as the ventrotemporal crescent (VTC). Only a minor-
ity (ca. 15%) of RGCis located within the VT'C project ipsi-
laterally, however, with the great majority projecting
contralaterally (see figure 3.2; Driger and Olsen, 1980).
Because of the position of the eyes in the mouse skull, this
means that the binocular field is approximately the central
30% of visual space contained within the receptive fields of
RGCs in the VT'C of both eyes (Driger, 1978; Driger and
Olsen, 1980; figures 3.2 and 3.3). Since the ipsilateral projec-
tion arises from the VT'C region, in mice the binocular field
widens dorsally (see figure 3.2). This is not the case in car-
nivores with frontally positioned eyes, such as the domestic
cat (Illing and Wassle, 1981), where ipsilateral projections
arise from all dorsoventral levels of the temporal retina.
Overall, in carnivores, such as the domestic cat or ferret,
unlike in nocturnal rodents, contralaterally projecting cells
constitute a significant minority of RGCs located in the
temporal retina (Cooper and Pettigrew, 1979; Leventhal,
1982; Vitek et al., 1985; Tassinari et al., 1997). By contrast,

in macaques (Chalupa and Lia, 1991) and humans, virtually
all RGCs 1in the temporal retina project ipsilaterally. Thus,
in primates, and to a lesser extent in carnivores, the region
of binocular overlap is viewed by the nasal retina of one eye
and the temporal retina of the other eye. In primates and
carnivores there is also a more clearly defined line of decus-
sation that passes through the region of highest acuity, the
Jovea centralis (Stone et al., 1973; Leventhal et al., 1988;
Fukuda et al., 1989; Chalupa and Lia, 1991) or area centralis
(Illing and Wassle, 1981), respectively. This is different from
the situation in mice, in which RGCs from all regions of the
retina project contralaterally and the ipsilateral projection
arises exclusively from a subregion of peripheral retina
(Dréger and Olsen, 1980).

Retinoreciprent nucler

In the mouse, there are direct retinal projections to the SCN
of the hypothalamus, the dLLGN of the dorsal thalamus, and
the vLLGN and IGL of the ventral thalamus (Driger, 1974;
Provencio et al., 1998). There is also a direct retinal projec-
tion to several nuclei in the pretectal complex of the epithala-
mus (Provencio et al., 1998). The most massive direct retinal

Fieure 3.24 The visual field of the mouse. Projection of the
mouse visual field onto a sphere, assuming that the mouse is sitting
inside the sphere and facing intersection of zero vertical and zero
horizontal meridian. Star indicates location of the optic disc. Note
that the binocular field widens dorsally. (From Driger, 1978, with
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permission.) B, Approximate positions of binocularly correspond-
ing regions in mouse retinas. The small ipsilateral retinofugal pro-
jection originates from these regions. (From Driger and Olsen,
1980, with permission.)
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Fieure 3.3  Schematic diagram showing the organization of the
ipsilateral and contralateral visual pathways in mice. As shown in
color plate 1, blue and red indicate fibers and regions representing
the left and right eyes, respectively. Purple indicates binocular
regions. Ipsilateral projections arising from the ventrotemporal
retina terminate in dorsomedial dLGN. Contralateral retinal pro-
jections fill the rest of the dLGN. The locations of other retinore-
cipient nuclei in the dorsal thalamus, the intergeniculate leaflet
(IGL), and ventral LGN (vLGN) are also shown. The dLGN pro-
jects topographically to primary visual cortex (area 17). The medial
two-thirds of area 17 receives monocular input from the contralat-
eral eye (17M). The lateral one-third receives binocular inputs
(17B). Adjacent to area 17 laterally is area 18a; area 18b is medial.
See color plate 1.

projection, however, is to the SC in the midbrain (Driger,
1974; Hofbauer and Drager, 1985; Provencio et al., 1998).
Opverall, the pattern of retinal projections in mouse is remark-
ably similar to that in the laboratory rat (Arnason et al.,
2002; for a review, see Sefton et al., 2004). A schematic
diagram illustrating the retinal projection to the thalamus is
given in figure 3.3.

SUPRACHIASMATIC INUCLEUS, INTERGENICULATE LEAFLET,
AND VENTROLATERAL GENICULATE NUCLEUS In nocturnal
rodents, the SCN, IGL, and vLGN appear to be associated
with circadian responses to light (Cassone et al., 1988; Sefton

ct al., 2004). Furthermore, the IGL and vLGN jointly with
olivary pretectal nuclei (OPT) are also involved in the
pupillary light reflex (for a review, see Sefton et al., 2004).
Unlike the retinal input to the SC, the proportions of
contralateral and ipsilateral RGCs that innervate the SCN
are very similar (ca. 50/50; Abrahamson and Moore, 2001;
Youngstrom and Nunez, 1986; Balkema and Drager, 1990;
see also Driger, 1974). The SCN, IGL, and vLGN receive
direct retinal input from small but distinct subpopulations of
RGCs (Provencio etal., 1998). Most of the direct retinal input
to these nuclei 1s provided by melanopsin-expressing RGCs,
which are thought to function as luminosity detectors (Ber-
son, 2003; Dacey et al., 2005). By contrast, RGCs that ex-
press the Brn3a transcription factor do not project to these

nuclei and innervate the SC and dLGN (Quina et al., 2005).

PreTECTUM AND AccEssory Opric Tract NucLer  There
is a direct retinal input to the anterior and posterior OPT
that originates mainly but not exclusively from the con-
tralateral retina (Pak et al., 1987). In the anterior OPT the
terminals from the contralateral and ipsilateral retinas
occupy distinct parts of the nucleus. The anterior OPT is
larger than the posterior OPT (Pak et al., 1987). In rat (Trejo
and Cicerone, 1984), carnivores (Distler and Hoffmann,
1989), and primates (Gamlin et al., 1995), the OPT 1is the
principal nucleus involved in the pupillary light reflex and
receives its principal retinal input most from the melanopsin-
expressing RGCs.

Two other pretectal nuclei, the posterior pretectal nucleus
(PP) and the nucleus of optic tract (NOT), also receive
direct retinal input, but only from the contralateral retina
(Pak et al., 1987). In the mouse, all the accessory optic tract
terminal nuclei—that is, the dorsal, lateral, and medial ter-
minal nuclei (DTN, LTN, and MTN, respectively)—receive
retinal input from the contralateral but not the ipsilateral
eye (Pak et al., 1987). The DTN is located caudolateral to
the NOT of pretectum between the stratum griseum superficiale
of the SC and the medial geniculate nucleus (Pak et al.,
1987). The LTN is a very small group of cells located just
at the border of the medial geniculate nucleus and cerebral
peduncles, while the MTN, the largest of the accessory
optic tract nuclei, is located in the ventral midbrain teg-
mentum medial to the cerebral peduncle and the substantia
nigra (Pak et al., 1987). The overall plan of organization of
mouse accessory optic tract nuclei conforms well to that of
other mammals (Cooper and Magnin, 1986). The accessory
optic tract nuclei are strongly interconnected with each
other as well as with the NOT. In all mammals studied so
far, the DTN and NOT appear to play crucial roles in
driving horizontal optokinetic nystagmus, while the LTN
and MTN are associated with vertical optokinetic nystag-
mus (reviewed in Grasse and Cynader, 1991; Sefton et al.,
2004; Ibbotson and Dreher, 2005).
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SuperIOR Corricurus  The SC constitutes a part of the tec-
tum of the mesencephalon (midbrain) and is the mammalian
homologue of the optic tectum of other vertebrates. In all
mammals, including the mouse, seven distinct alternating
cellular and fibrous layers are apparent in Nissl-stained and
myelin-stained coronal or sagittal sections through the SC
(Paxinos and Franklin, 2004). In the mouse (Dréiger and
Hubel, 1975b) as in other nocturnal rodents (Sefton et al.,
2004) and in virtually all other mammals studied so far (for
reviews, see Rhoades et al., 1991; Stein and Meredith, 1991),
the retinal input terminates almost exclusively in the three
superficial layers of the SC, that is, the most superficial, thin,
and relatively cell-poor stratum zonale (zonal layer), the ad-
jacent thicker and cell-rich stratum griseum superficiale (super-
ficial gray layer), and the white fibrous layer, the stratum
opticum (optic layer). As mentioned earlier, the ipsilateral
projection in mice arises from a minority of RGCs in the
VTC; these terminate in distinct clumps in the lower stratum
griseum supetficiale and stratum opticum in the rostral and me-
dial parts of the SC (Drager and Hubel, 1975b; Godement
et al., 1984).

In the mouse (Hofbauer and Driger, 1985) as in the labo-
ratory rat (Linden and Perry, 1983; Dreher et al., 1985),
hamster (Chalupa and Thompson, 1980), rabbit (Vaney et
al., 1981), and polyprotodont marsupials such as North
American opossum (Rapaport et al., 2004), virtually all
RGCs (and thus presumably all morphological and func-
tional classes of RGCs) project to the SC. On the other
hand, in carnivores such as the domestic cat only about 50%
of RGCs project to the SC, while 80% project to the dLGN
(Illing and Wassle, 1981). Of the RGCs that project to the
SC, about half (25% of all RGCs) also send a collateral to
the dLGN (Wissle and Illing, 1980; Illing and Wissle, 1981).
In primates such as macaque monkeys, while most, if not all,
RGCs project to the dLGN, only a small minority (<10%)
project to the SC (Rodieck and Watanabe, 1993).

The overall pattern of the retinotopic organization of the
mouse SC is very similar to that in other mammals (see
Rhoades et al., 1991; Stein and Meredith, 1991; Ibbotson
and Dreher, 2005). Thus, in all retinorecipient layers, the
zero vertical meridian is represented rostrally (anteriorly),
with more peripheral parts of the contralateral visual field
(nasal retina) represented caudally (posteriorly), the lower
visual field (dorsal retina) represented laterally, and the
upper visual field (ventral retina) represented medially (cf.
Driger and Hubel, 1975b, 1976; figure 3.4). In the mouse,
there is a fairly extensive representation of the ipsilateral
hemifield in the most rostral (anterior) part of the SC and at
an elevation of 20-30° above horizontal meridian the rep-
resentation of the ipsilateral hemifield extends for about 35°
(Drager and Hubel, 1975b, 1976; see figure 3.4). Overall,
the representation of the ipsilateral hemifield in the rostral
SC is especially extensive in nocturnal rodents. There is

42 THE MOUSE AS A RESEARCH MODEL

some representation of the ipsilateral hemifield in the rostral
SC, however, in virtually all nonprimate mammals (Rhoades
et al.,, 1991; Stein and Meredith, 1991), with the possible
exception of megachiropteran bats (Pettigrew, 1986; but see
Thiele et al., 1991).

In the SC of the mouse, an excitatory convergence of
signals driven by UV and M cones and/or rods (Ekesten and
Gouras, 2001) has been recorded by means of local VEPs.
In a number of other cases, however, VEPs recorded from
mouse SC were driven exclusively by UV or M cones and/
or rods, but not by both. The exclusively UV-cone-driven
VEPs were most common in the medial part of the SC,
where the ventral retina (upper visual field) is represented
(see figure 3.4). By contrast, the VEPs driven exclusively by
M cones and/or rods were most common in the lateral part
of the SC, where the upper retina (the lower visual field) is
represented. The spatial distribution of exclusively UV-
cone-driven responses is consistent with the concentration of
UV-sensitive cones in the lower retina (Calderone and
Jacobs, 1995).

Apart from the retinal input to the SC layers, in mice as
in other mammals (for reviews, see Rhoades et al., 1991;
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Fieure 3.4 Retinotopic map projected onto the right superior
colliculus of the mouse. Dashed lines represent constant elevation;
solid lines indicate constant azimuth. Star indicates the projection of
the optic disc of the contralateral (left) eye. Inset shows the overall
plan of visual field representation in the superior colliculus. (From
Driager and Hubel, 1975.)



Stein and Meredith, 1991) there 1s also a strong input to
these layers from lamina V of the ipsilateral visual cortex
(especially from cytoarchitectonic area 17). In other mam-
mals at least, the visuotopic maps based on corticotectal
projections are in close alignment with the retinotopic map
based in the topography of the retinal input (for a review, see
Stein and Meredith, 1991). Substantial evidence indicates
that in some mammals corticotectal input modulates recep-
tive field (RF) properties of cells in the SC layers (reviewed in
Stein and Meredith, 1991; Hashemi-Nezhad et al., 2003).

The excitatory (classical) RFs of neurons recorded from
the most superficial layers of SC of the anesthetized mouse
vary in size from 4° to 15°, with a mean size of about 9°
(Drager and Hubel, 1975b). These cells tend to respond
optimally to stimuli substantially smaller than their discharge
fields. They give ON/OFF responses to stationary stimuli
positioned anywhere in their discharge fields and exhibit
fairly low (ca. 3 spikes/s) spontaneous (background) activity
(Drager and Hubel, 1975b). Only a minority (25%) of
neurons exhibit clear directional selectivity (Driager and
Hubel, 1975b). Very few cells (all of them recorded in the
anteromedial SC) have binocular discharge fields, and mon-
ocular cells that could be activated by stimuli presented to
the ipsilateral eye were not encountered (Drager and Hubel,
1975b). Even though in nocturnal rodents virtually all RGCs
project to the SC, selective ablation of the SC in laboratory
rats results in only a transient disruption of the animal’s
ability to detect high-contrast square-wave gratings, and
behaviorally measured visual acuity is not affected by col-
licular ablation (Dean, 1978).

A recent study by Girman and Lund (2007) in which
sharp tungsten-in-glass electrodes were used to record from
the upper part of the stratum griseum superficiale of anaesthe-
tized laboratory rat suggests that in nocturnal murid rodents
at least, the cells in that layer might be involved in “contour”
perception. Girman and Lund (cf. Prévost et al., 2007) found
that most cells recorded in the upper part of the stratum
griseum superficiale exhibited fairly sharp orientation tuning
(<60° width at half height) when the large (20°) luminance-
contrast-modulated gratings were used. Furthermore, in all
orientation selective collicular neurons, annulus gratings
restricted to the silent suppressive RF surrounds strongly
modulated in orientation specific manner the responses to
stimulation of the classical RFs (Girman and Lund, 2007).
Opverall, the proportion of orientation selective and orienta-
tion biased cells (60%) in the upper part of the rat stratum
griseum superficiale is very similar to that in rat’s striate cortex
(see Table 3.2).

Cells located in the deeper layers, the stratum opticum and
stratum griseum inlermediale (intermediate gray), tend to have
larger discharge fields (often exceeding 20°), exhibit direc-
tional selectivity, and tend to prefer upward movements; in
addition, they habituate, that is, responses decline to

repeated stimulation with the same stimulus (Drager and
Hubel, 1975b). Most SC neurons located just below the
intermediate gray layer are bimodal or trimodal cells that
respond not only to visual stimuli (large discharge regions)
but also to somatosensory and auditory stimuli. Bimodal
neurons that respond to visual and somatosensory stimuli
and those that respond to visual and auditory stimuli tend
to be congregated into separate clusters. Finally, neurons
located at deeper locations usually do not respond to visual
stimuli but respond to either somatosensory or auditory
stimuli (Drager and Hubel, 1975b). The tactile RFs of
neurons in this region of the SC are located exclusively on
the contralateral side of the body. They most often involve
the whiskers, and, in electrode penetrations made perpen-
dicular to the collicular surface, the tactile RFs encoun-
tered in deep layers tend to correspond to the same region
of space as the visual RFs of neurons encountered more
superficially (Drager and Hubel, 1975b, 1976; figure 3.5).
Finally, the most effective auditory stimuli seem to be high-
frequency clicks emanating from the contralateral space
(Drager and Hubel, 1975b).

MOUSE SUPERIOR COLLICULUS
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Fieure 3.5 Location of somatosensory and visual RFs of neurons
recorded in four successive vertical electrode tracks through the
mouse SC. Note that representation of specific contralateral whis-
kers in the deep parts of tracks 1-3 corresponds with particular
locations of visual RFs of cells encountered in the more superficial
parts of a given track. In the case of the fourth track, the somatosen-
sory RF was on the dorsum of the contralateral forepaw, whereas
the visual RFs were in the inferotemporal part of the contralateral
visual field. (From Drager and Hubel, 1975, with permission.)
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The neurons in the intermediate and deep collicular layers
of other mammals often have somatosensory and/or audi-
tory RFs spatially overlapping with visual RFs (Stein and
Meredith, 1991; Stein et al., 2001; Gandhi and Sparks,
2003). Furthermore, these neurons are characterized by a
high degree of cross-modal sensory integration, and the
responses to visual stimuli can be strongly affected (enhanced
or reduced) by cues from other sensory modalities (Stein and
Meredith, 1991; Stein et al., 2001). The multisensory inte-
gration in the SC of other mammals such as domestic cats
appears to be largely dependent on the corticotectal input
from the “polysensory” cortical areas (Stein and Wallace,
1996; Stein et al., 2001). Interestingly, in the mouse there
are visual cortical areas that are polysensory and that could
provide input to the SC.

In mammals with retinal areas specialized for high-acuity

vision such as the fovea centralis (in virtually all primates) or a
well-developed area centralis (in the cat), the intermediate and
deep collicular layers are strongly involved in the generation
of saccadic eye movements, which bring the image of object
of interest into areas specialized for high-acuity vision (for
reviews, see Rhoades et al., 1991; Stein and Meredith, 1991;
Stein and Wallace, 1996). Very little is known about the
involvement of intermediate and deep collicular layers in
generating exploratory saccadic eye movements in mammals
with a poorly developed area centralis, such as the mouse and
other nocturnal rodents.
DorsarL LATERAL GENICULATE NUCLEUS ~ As in other mam-
mals, the dLGN of the mouse is a specific dorsal thalamic
nucleus that relays visual information from the retina to
cortical area V1. Indeed, it receives a substantial direct reti-
nal input and projects heavily to V1. As in other nocturnal
rodents, the mouse dLGN occupies the dorsolateral part of
the dorsal thalamus and is separated from the vLGN by the
IGL (Provencio et al., 1998; Paxinos and Franklin, 2004).

The mouse dLGN is organized retinotopically in a pattern
similar to that of the rat (see Sefton et al., 2004). In particular,
the temporal visual field (contralateral nasal retina) is repre-
sented in the rostrolateral part of the nucleus, while the ven-
tronasal visual field is represented in the caudal region in
close proximity of the optic tract (Wagner et al., 2000). In all
species of Carnivora and Primata studied so far (see Casa-
grande and Norton, 1991; Garey et al., 1991), as well as in
Order Scandentia (tree shrews; Conley et al., 1984; Holdefer
and Norton, 1995) and in a diurnal, highly visual rodent, the
gray squirrel (Kaas et al., 1972; Van Hooser et al., 2003), the
dLGN cells that receive contralateral retinal inputs and those
that receive ipsilateral retinal inputs are clustered into cellular
layers apparent in Nissl-stained sections through the nucleus.
By contrast, although the projection from the ipsilateral
retina occupies 14%—-18% of the mouse dLGN in the dorso-
medial region of the nucleus (LeVay et al., 1978; Godement
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et al., 1984), no cellular layers can be discerned (Paxinos and
Franklin, 2004). There is a similar lack of cellular lamination
corresponding to ipsilateral and contralateral inputs in the
rat (see Sefton et al., 2004).

In addition to cellular lamination, the dLGN of virtually
all species of Carnivora and Primata (for reviews, see Garey
et al.,, 1991; Casagrande and Norton, 1991), tree shrews
(Conley et al., 1984; Holdefer and Norton, 1995), as well as
the gray squirrel (Van Hooser et al., 2003), are characterized
by functional heterogeneity of dLGN cells. Functional het-
erogeneity is also apparent, although to a lesser extent, in
the dLGN of the rat (reviewed in Sefton et al., 2004) and
rabbit (Swadlow and Weyand, 1985). By contrast, despite
substantial morphological and functional heterogeneity of
mouse RGCs, from the functional point of view the mouse
dLGN appears to be extremely homogeneous (Grubb and
Thompson, 2003).

All mouse dLGN neurons whose RFs have been plotted
so far exhibited Kuffler-type (Kuffler, 1953) RF organization
with a single, approximately circular region in the center
that responded to either increases (ON-center) or decreases
(OFF-center) in luminance of the stimulus covering the
region as well as antagonistic surround regions, stimulation
of which produced weaker responses (OFF discharges in case
of ON-center cells and ON discharges in case of OFF-center
cells; Grubb and Thompson, 2003). Virtually all mouse
dLGN cells appear to sum spatial information linearly
(Grubb and Thompson, 2003; sce also Enroth-Cugell and
Robson, 1966; Hochstein and Shapley, 1976). Nevertheless,
when stimulated with stationary flashing full-screen black
(OFF-center cells) or white (ON-center cells) stimuli, the
dLGN cells respond in a fairly tonic or fairly phasic manner,
allowing them to be categorized as distinct sustained or
transient groups, respectively (Grubb and Thompson, 2003).
The RF centers are usually large (ca. 11°) and tend to
increase with eccentricity (Grubb and Thompson, 2003).
Most dLGN cells exhibit low spatial resolution (ca. 0.2c¢/
deg) of luminance-contrast sinusoidally modulated gratings
and respond maximally at temporal frequencies of 4Hz
(Grubb and Thompson, 2003). Although for most dLGN
cells, the peak spatial performance was around 0.03 ¢/deg,
a small proportion of them exhibited a spatial cutoff of
0.5 c/deg (Grubb and Thompson, 2003). This latter value is
in good agreement with the behaviorally determined spatial
resolution (Gianfranceschi et al., 1999; Prusky et al., 2000).

Despite the fact that the small “shell” region, located in
the vicinity of the optic tract (in the dorsolateral part of the
dLGN), contains the majority of cells positive for the anti-
body against the calcium-binding protein calbindin-D28k
(Grubb and Thompson, 2004), there is no evidence of func-
tional specialization of neurons located in this region (Grubb
and Thompson, 2003). Interestingly, RGCs that express the
Brn3a transcription factor also project to this region, as do



most of the inputs from the ipsilateral SC (Grubb and
Thompson, 2004). The apparent functional homogeneity of
mouse dLGN might be at least partially related to the fact
that, unlike in carnivores and primates, in the mouse
(Hofbauer and Driager, 1985) virtually all RGCs project to
the SC. In the rat, in which virtually all RGCs project to the
SC (Linden and Perry, 1983; Dreher et al., 1985), only about
a third of RGCs project to the dLGN (Dreher et al., 1985).
It is likely that in the mouse the retinal projection to the
dLGN is also limited and that only particular types of RGCs
project to the dLGN.

Visual cortex

Mouse visual cortex, like the visual cortices of all mammals
studied so far, constitutes a part of the six-layer neocortex
and consists of a number of cytoarchitectonically, visuotopi-
cally, and hodologically defined areas (Caviness, 1975; Ola-
varria et al., 1982; Simmons et al., 1982; Wagor et al., 1980;
Olavarria and Montero, 1989; Wang and Burkhalter, 2007).
Cytoarchitectonically defined areas that constitute V1 in
mouse are areas 17, 18a, and 18b (Wagor et al., 1980;
Simmons et al., 1982; Olavarria and Montero, 1989; Cavi-
ness and Frost, 1980).

ANATOMY OF PrRMARY VisuaL CorTEx In the mouse,
cytoarchitectonic area 17 (striate cortex, area V1) occupies
an area of about 2-3 mm? in the middle third of the posterior
part of the occipital lobe (Caviness and Frost, 1980; Paxinos
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Ficure 3.6  Dorsal view of the visuotopic organization of primary
visual cortex (cytoarchitectonic area 17) and several extrastriate
visual cortices in cytoarchitectonic areas 18a and 18b of the mouse.
Finely stippled area in A indicates the region in which binocular
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and Franklin, 2004). As in the rat (Krieg, 1946), arca 17 of
the mouse is surrounded rostrolaterally by area 18a and
medially by area 18b (Caviness, 1975, Valverde, 1968; figure
3.6). In Nissl-stained sections, area 17 of the mouse, as in
other mammalian species, is characterized by a high density
of granule cells and substantial relative widths of the principal
geniculorecipient layer, layer IV (granular layer; Caviness,
1975; Valverde, 1968). Furthermore, area 17 can be dis-
tinguished from the surrounding cortical areas 18a and 18b
by the low density of cells in sublaminae Va and Vc and
greater width of sublamina VIa (Caviness, 1975; Valverde,
1968), high acetylcholinesterase activity in layers I'V and 11,
and strong staining for myelin (Antonini et al., 1999). Since
area 17 of the mouse 1s the only cortical area that receives
its principal dorsal thalamic input from the dLGN (Caviness
and Frost, 1980; Frost and Caviness, 1980; Simmons et al.,
1982), this area, as in other rodents (see Sefton et al., 2004)
and primates (Valverde, 1991) but unlike in carnivores (cat:
Payne and Peters, 2002; ferret: Baker et al., 1998; mink:
McConnell and LeVay, 1986), constitutes the entire primary
V1. However, in addition to massive dLGN projection to
area 17 there is a small but distinct dLGN projection to area
18a (Antonini et al., 1999).

Visuotopic organization.  Area 17 contains one complete rep-
resentation of the contralateral visual hemifield with the zero
vertical meridian represented close to the border with area
18a (located laterally to area 17; see figure 3.6), and with

gradually more peripheral vertical meridians represented
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neurons were encountered; coarsely stippled area indicates the region
in which cells had both visual and somatosensory (vibrissal) RI's.
B, Overall visuotopic organization of several visual cortical areas.
(From Wagor et al. 1980, with permission.)
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more medially toward the border with area 18b (Dréger,
1975; Wagor et al., 1980; Simmons et al., 1982; Kalatsky
and Stryker, 2003; Wang and Burkhalter, 2007). Despite the
relatively small number of ipsilaterally projecting RGCis, the
binocular region of visual cortex occupies approximately the
lateral one-third of area 17. In addition, a small (about 10°)
part of the ipsilateral hemifield is represented in a small
region of area 17 between the representation of the zero
vertical meridian and the border with area 18a (Driger,
1975; Wagor et al., 1980, Gordon and Stryker, 1996). As in
other rodents, such as the laboratory rat (reviewed in Sefton
et al,, 2004) and golden hamster (Tiao and Blakemore,
1976a), or carnivores, such as the cat (Tusa et al., 1978;
Payne, 1990) and ferret (Law et al., 1988), the lower contra-
lateral visual field (dorsal retina) is represented rostrally
while the upper contralateral visual field (ventral retina) is
represented caudally (Drager, 1975; Driager and Olsen,
1980; Simmons et al., 1982; Wagor et al., 1980; Wang and
Burkhalter, 2007). Overall, the topographic location and the
visuotopic organization of mouse striate cortex are remark-
ably similar to those of the laboratory rat (see Sefton et al.,
2004) and golden hamster (Tiao and Blakemore, 1976a).
Connections with the dorsal thalamus.  The optic radiation fibers
originating in the dLGN enter the cerebral hemisphere at
the rostral end of the lateral geniculate body and constitute
the thickest of the fibers entering area 17 from the white
matter (Valverde and Ruiz-Marcos, 1969). The geniculocor-
tical fibers terminate mainly in layer IV, with fewer fibers
terminating in the layer III, the lower part of layer V, and
the entire layer VI (Valverde and Ruiz-Marcos, 1969; Ruiz-
Marcos and Valverde, 1970; Caviness and Frost, 1980; Frost
and Caviness, 1980; Drager, 1981). Furthermore, a few
dLGN fibers terminate in lamina I (Frost and Caviness,
1980). As in other mammals, the geniculocortical terminals
in the mouse appear to form asymmetric (i.e., excitatory)
synapses, predominantly on the shafts of smooth or sparsely
spinous dendrites of so-called stellate cells in layer IV or the
spines of the proximal dendrites of pyramidal cells whose
bodies lie in layers III and V. Interestingly, there appears to
be a functional dependence of pyramidal cells on their dorsal
thalamic mput, since in mice raised in darkness there is a
significant reduction in the number of dendritic spines on
the apical shafts of layer V pyramidal cells (for a review, see
Valverde, 1991).

Apart from its input from the dLGN, mouse area 17
receives direct inputs from the lateral posterior (LP) and
lateral (L) dorsal thalamic nuclei and sends reciprocal con-
nections to all these dorsal thalamic nuclei (Simmons et al.,
1982; Olavarria and Montero, 1989). Overall, the laminar
pattern of termination of projections from LP is similar to
that of projections from dLGN, with an additional focus of
termination in upper layer V (Frost and Caviness, 1980).
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Striate
cortex projects to presumably visuotopically corresponding
parts of the ipsilateral VLGN (located in close proximity to
the dLGN; Olavarria and Montero, 1989). Furthermore,
cells in layer V project to visuotopically corresponding
(Drager and Hubel, 1975a, 1975b) parts of the superficial
layers of the ipsilateral SC (Olavarria et al., 1982; Olavarria
and Montero, 1989). However, the connections with vLGN
and SC are not reciprocal.

Connections with the ventral thalamus and mesencephalon.

The lamina IV
cells provide the principal input to pyramidal cells in the
supragranular layers I and T (Frost and Caviness, 1980).

Intrinsic associational corticocortical connections.

Area 17 has
strong reciprocal connections with visuotopically corre-
sponding parts of ipsilateral areas 18a and 18b (Simmons
et al., 1982; Olavarria et al., 1982; Olavarria and Montero,
1989). More specifically, area 17 projects to nine visuotopi-

Long-range associational corlicocortical connections.

cally organized areas within cytoarchitectonic areas 18a (six
visuotopic areas) and 18b (three visuotopic areas; Olavarria
and Montero, 1989; Wang and Burkhalter, 2007). Particu-
larly dense connections were noted with a subregion of area
18a called the lateromedial (LM) area, which abuts the
border of area 17 and has recently been suggested to con-
stitute the mouse homologue of V2 (Wang and Burkhalter,
2007; see figure 3.9). Associational connections between
areas 17 and 18a and 18b terminate mainly in layers II and
III, and to a lesser extent in the upper half of layer IV (Ola-
varria and Montero, 1989). In addition, area 17 projects to
the posteromedial border of the forehead and earlobe rep-
resentation (Olavarria and Montero, 1989) as well as to the
caudal whisker representation (Wang and Burkhalter, 2007)
in the primary somatosensory cortex (area S1). In barrel
cortex, axons originating from the part of area 17 (V1) in
which the upper visual field is represented innervate prefer-
entially A-row barrels, while axons originating from the part
of area 17 where the lower visual field is represented inner-
vate preferentially C-row barrels. Connections between the
areas V1 and S1, however, do not appear to be reciprocal
(Wang and Burkhalter, 2007). Area 17 also sends sparse
projections to (1) the posterior cytoarchitectonic area, 36p;
(2) the lateral entorhinal area located lateral to area 18a; (3)
retrosplenial agranular cortex located medial to area 18b,
and (4) the primary motor cortex. The V1 projections to
these areas are not topographically organized (Wang and
Burkhalter, 2007).

Callosal connections. 'The border region between areas 17
and 18a is strongly interhemispherically interconnected via
the corpus callosum (Yorke and Caviness, 1975; Cusick and
Lund, 1981; Olavarria and Van Sluyters, 1984; Olavarria

et al., 1988; figure 3.7). In view of the relative paucity of the



Fieure 3.7 Pattern of callosal connections in the dorsal view of
mouse visual cortex. Dark areas indicate high density of callosal
cells and terminals following multiple injections of horseradish per-
oxidase. Note the high concentration of callosal cells and terminals
at the border of cytoarchitectonic areas 17 and 18a. Note also
several concentrations of callosal cells and terminals within cytoar-
chitectonic areas 18a and 18b. This, in turn, suggests that areas
18a and 18b contain several visuotopically organized areas. Arrows
indicate callosal bridges across cytoarchitectonic area 18a. Arrow-
head indicates the anterior callosal ring. Asterisk indicates “the ring-
like callosal configuration” in the primary somatosensory cortex.
Sml, primary somatosensory cortex. Scale bar = 0.5mm. (From
Olavarria and Montero, 1989, with permission.)

RGC projections to the ipsilateral dLGN and the high
degree of binocular convergence in the binocular segment
of area 17 in proximity of area 18a, it is likely that binocular
convergence in the mouse striate cortex is mainly due to the
interhemispheric callosal connections. Indeed, all transcal-
losal area 17 cells are binocular cells that could be activated
by stimuli presented through either eye (Simmons and Pearl-
man 1983).

Puysiorocy oF PRivARY VisuaL CORTEX  As in carnivores
(cat: Hubel and Wiesel, 1962), primates (macaque monkeys:
Hubel and Wiesel, 1968), or other nocturnal rodents (golden
hamster: Tiao and Blakemore, 1976a), neurons in the mouse
striate cortex tend to respond poorly to changes in overall
level of illumination (Drager, 1975). Unlike in the striate
cortices of carnivores and primates, however, most cells in
the mouse striate cortex are reported not to be orientation
selective (Drager, 1975; Mangini and Pearlman, 1980; Métin
et al., 1988; table 3.2). Even though in the mouse, cones
constitute only about 3% of photoreceptors, the VEPs
recorded from mouse area 17 are primarily driven by cones,

and low-luminance (scotopic range) visual stimuli do not

produce detectable VEPs (Porciatti et al., 1999).

Nonoriented cells. Among the nonoriented cortical cells that
respond to spatially restricted, flashing stationary stimuli,
three distinct groups are commonly distinguished on the
basis of the spatial organization of their RFs: (1) cells with
ON discharge centers and antagonistic OFF discharge sur-
rounds, (2) cells with OFF discharge centers and antagonistic
ON discharge surrounds, and (3) cells with spatially over-
lapping ON and OFF discharge regions (Drager, 1975;
Mangini and Pearlman, 1980; Driger, 1981; Métin et al.,
1988). Some of the nonoriented cells with spatially overlap-
ping ON and OFT discharge regions exhibit weak, spatially
distinct, antagonistic ON, OFF, or ON/OFF surrounds
(Dréager, 1975). Furthermore, a substantial proportion of
nonoriented cells exhibit silent suppressive surrounds in their
RTFs (Mangini and Pearlman, 1980; Simmons and Pearlman,
1983; see also Schuett et al., 2002). The nonoriented cells
that respond vigorously to flashing stationary stimuli tend to
respond vigorously to spots or elongated bars of any orienta-
tion moving over a wide range of stimulus velocities (Métin
et al., 1988), with peak velocity sensitivities in the range of
25-1,000deg/s (most of them in the range of 50-100deg/s;
Mangini and Pearlman, 1980). The responses to stationary
flashing stimuli are invariably transient (Driger, 1975). A
subgroup of nonoriented cells responds poorly to flashing
stationary stimuli but vigorously to stimuli moving in both
directions along a particular axis of movement or to stimuli
moving in only one direction along a particular axis of move-
ment (Mangini and Pearlman, 1980; Métin et al., 1988).
With the exception of corticotectal cells, the nonoriented
cells tend to have very low spontaneous (background) activ-
ity (0-2 spikes/s; Mangini and Pearlman, 1980).

The nonoriented cells are located in all layers, with most
located in layer IV (Mangini and Pearlman, 1980). The sizes
of minimum discharge fields of nonoriented cells vary from
about 4° to 80°, while the mean size is around 15-20°
(Drager, 1975; Mangini and Pearlman, 1980; Métin et al.,
1988; Kalatsky and Stryker, 2003; Wang and Burkhalter,
2007). There is a weak and not statistically significant trend
for an increase in RF size with eccentricity of RF position
(Dréager, 1975; Mangini and Pearlman, 1980; Wang and
Burkhalter, 2007). The lack of a clear eccentricity-related
increase in the size of classic RFs of cortical cells correlates
with a similar lack of eccentricity (ganglion cell density)—
related increase in the size of the dendritic trees of the RGCs
(see Sun et al., 2002).

Corticotectal cells. A distinct group of nonoriented cells was
found almost exclusively in layer V, the layer in which cor-
ticotectal cells projecting to the SC are located (Mangini and

Pearlman, 1980). Irrespective of eccentricity of RF location,
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TaBLE 3.2

Onentation tunings and their relationships to presence or absence of orientation columns in different species

% of Orientation-
Selective or

Orientation Orientation-Biased Orientation Tuning Mean Orientation
Species Columns Present? Cells Range Tuning Range References'
Mouse No 40-43 60-180° 60-180° 1-3
Rat No 70-80 to 93 30-120°* 30-60° 45
Squirrel No 68 10-70°% 6
Hamster No 30 ~30—~130° 50-80° 7
Rabbit No 72 10-<160° Most 40-130° 8
Mink Yes 98 7.5-90° 29 9
Ferret Yes 75 60-180°%* 60-180° 10-12
Cat Yes 91 <10-—<160°* Most common 20-60° 13-18
Cat (areca 18) Yes 90-95 20-140° 40-60° 19, 20
Tree shrew Yes 75 10-80° 20-40° 21
Macaque Yes 87 10-120°* Most common 30-40° 22-24
Tammar wallaby Probably no 70 30-180°* 25
Brush-tailed Probably no 30 26

possum

*Values given are half-width at half-height.

1, Drager, 1975; 2, Mangini and Pearlman, 1980; 3, Métin et al., 1988; 4, Burne et al., 1984; 5, Girman et al., 1999a; 6, Van Hooser
et al., 2005; 7, Tiao and Blakemore, 1976a; 8, Murphy and Berman, 1979; 9, LeVay et al., 1987; 10, Chalupa, 2006; 7/, Chapman et
al., 1991; 72, Rao et al., 1997; 13, Henry et al., 1974b; /4, Hammond and Andrews, 1978; 75, Murphy and Berman, 1979; 76, Hibener
and Bonhoeffer, 2002; 77, Lowell, 2002; 78, Ohki et al., 2006; /9, Hammond and Andrews, 1978; 20, Dreher, Michalski, et al., 1992;
21, Humphrey et al., 1977; 22, Hubel and Wiesel, 1974; 23, Schiller et al., 1976a; 24, Hubel et al., 1978; 25, Ibbotson and Mark, 2003;

26, Crewther et al., 1984.

the presumptive corticotectal cells are characterized by
larger than average RFs (Mangini and Pearlman, 1980).
Apart from the lack of orientation and direction selectivities,
identified corticotectal cells are characterized by very large
RFs (mean, 66.5°; range, 30-95°), high background activity
(6 spikes/s; range, 4-17 spikes/s), good responsiveness
over a wide range of stimulus velocities (10-1,000deg/s;
mean preferred velocity ca. 250deg/s), and relatively little
spatial summation (Mangini and Pearlman 1980; Lemmon
and Pearlman, 1981). RT characteristics of the corticotectal
cells of the mouse (with the exception of apparent lack
of orientation selectivity) are remarkably similar to those of
the cat (Palmer and Rosenquist, 1974). Overall, corticotectal
cells in the mouse (Mangini and Pearlman, 1980), as
in the rat (see Sefton et al, 2004) and cat, are large
pyramidal neurons located in layer V. This is in contrast to
the situation in primates, where corticotectal cells are
located in both layers V and VI (Finlay et al., 1976; Fries et
al., 1985; Cusick and Lund, 1981; Lia and Olavarria,
1996).

Orientation selectivity. A substantial minority of cells in mouse
striate cortex are orientation selective (34%-43%; Drager,
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1975; Mangini and Pearlman, 1980; Métin et al., 1988).
They tend to have a very low level (01 spikes/s) of sponta-
neous activity (Mangini and Pearlman, 1980), and about half
of them exhibit a substantial degree of direction selectivity
(Métin et al., 1988). Applying the criteria developed for clas-
sification of oriented cortical cells in cats and primates
(Hubel and Wiesel, 1962, 1968; Gilbert, 1977; Henry, 1977),
orientation-selective cells in the mouse are classified as simple
if they contain spatially distinct, mutually antagonistic ON
and OFT discharge regions in their classical RFs or as
complex if the ON and OFF discharge regions in their clas-
sical RFs spatially overlap (Drager, 1975; Mangini and
Pearlman, 1980; Métin et al., 1988). Simple and complex
cells constitute respectively about half of orientation-selec-
tive cells, that is, about 20% of all neurons in the mouse
striate cortex (Driager, 1975; Métin et al., 1988). The diam-
eter of simple RFs varies from 6° to 55° (mean, 23.5%
Driager, 1975). It is worth pointing out that simple and
complex cells have been reported in V1 in virtually all orders
of mammals, both eutherian and noneutherian (for a review,
see Van Hooser et al., 2005). The only known exception is
the tree shrew, in which simple cells appear to be lacking
(Mooser et al., 2004).



As indicated in table 3.2, in the striate cortex of carni-
vores, virtually all primates, including both Old World
(Hubel and Wiesel, 1968; Leventhal et al., 1995, Schiller et
al., 1976b) and New World diurnal monkeys (Forte et al.,
2005), tree shrews (Humphrey et al., 1977), and in highly
visual diurnal rodents such as gray squirrel (Van Hooser et
al., 2005), the majority of cells are orientation selective. The
relative paucity of orientation-selective cells in the mouse
striate cortex is consistent with the relative paucity (ca. 30%)
of orientation-selective neurons in the striate cortex of the
golden hamster (Tiao and Blakemore, 1976a) and the rabbit
(Chow et al., 1971, Murphy and Berman, 1979). Surpris-
ingly, however, in the closely related murid rodent, the labo-
ratory rat, at least 70%-80% of neurons in area 17 exhibit
a clear orientation selectivity (Burne et al., 1984; Girman
et al.,, 1999) and if one includes cells broadly tuned for
orientation (orientation biased), about 93% of neurons in
rat’s striate cortex exhibit orientation tuning (Girman et al.,
1999). In a number of species, cells that prefer a range of
similar orientations are grouped together in radial columns
referred to as orientation columns (or domains). This type
of organization is present in cats and primates but has not
been found in rodents, including the highly visual diurnal
squirrels (see table 3.2).

The range of contour orientations over which orientation-
selective, simple or complex cells in mouse striate cortex
respond (orientation tuning width) varies from 60° to 180°,
with an average of 120° (Métin et al., 1988). The overall
range and average values of the orientation tuning width are
rather similar to those for orientation-selective cells in the
striate cortex of the rat (Girman et al., 1999) but broader
than those of orientation-selective cells in striate cortex of
the hamster (Tiao and Blakemore, 1976a). Large propor-
tions of orientation selective simple (orientation tuning range
10-180°, with a median of 55°) or complex (orientation
tuning range 15-180°, with a median of 68°) cells in cat’s
striate cortex (Payne and Berman, 1983) exhibit a substan-
tially higher degree of orientation selectivity than those
observed in the striate cortex of the mouse. The range of
orientation tuning widths and the average orientation tuning
widths of cells in the striate cortex of the mouse are also
greater than those for neurons recorded from area 18 in the
cat (range, 20-140°, with the 40-60° range most common;
Dreher, Michalski, et al., 1992). Another measure of orienta-
tion selectivity (half-width at half-height of orientation tuning
curves) also suggests that the orientation selectivity in carni-
vores (cat: Henry et al., 1974a, 1974b; Rose and Blakemore,
1974; ferret: Usrey et al., 2003) and primates (Ringach et
al., 2002; Schiller et al., 1976a; De Valois et al., 1982; Lev-
enthal et al., 1995) is sharper than that in mice.

Substantial evidence indicates that orientation selectivity
of neurons in the striate cortex of the cat at least, is deter-
mined by a network of excitatory feedforward thalamocorti-

cal and intrinsic recurrent connections as well as intrinsic
GABAergic inhibitory connections (for reviews, sce Henry
et al., 1994; Vidyasagar et al., 1996; Eysel, 2002; Somers et
al., 2002). It is worth noting in this context that in the mouse
striate cortex, almost all of the cortical neurons expressing
Y-aminobutyric acid (GABA) are orientation insensitive,
while most of the excitatory neurons are orientation selective
(Sohya et al., 2007).

The reported difference in proportion of orientation-
selective cells between rats and mice might, however, be
more apparent than real, and could be related to the fact
that the classical RFs of cells recorded from the mouse striate
cortex tend to be much larger than the elongated bars used
to determine cells’ orientation selectivity (Drager, 1975,
1981; Mangini and Pearlman, 1980; Métin et al., 1988).
First, it has been clearly demonstrated in the striate cortex
of cat (see Henry et al., 1974a, 1974b; Chen et al., 2005)
and macaque (Schiller et al., 1976a) that when elongated
stimuli shorter than the minimum discharge field (classical
RFT) of the cell, and therefore not encroaching onto the silent,
extraclassical area surrounding the classical RF, were used
to determine the orientation selectivity, orientation tuning
became rather broad. As mentioned earlier, a substantial
proportion of nonoriented cells in mouse area 17 have silent,
suppressive regions in their RFs (Mangini and Pearlman,
1980; Simmons and Pearlman, 1983; Schuett et al., 2002;
see also the discussion of hypercomplex cells in Driger,
1975). Girman and colleagues (1999) determined the sharp-
ness of orientation tuning of cells in the striate cortex of the
rat using luminance-contrast-sinusoidally modulated grat-
ings, presumably encroaching onto the silent, extraclassical
RFs. Second, in both cats (Andrews and Pollen, 1979) and
ferrets (Chapman et al., 1991; but see Usrey et al., 2003) the
orientation tuning tends to be sharper when gratings rather
than single elongated bars are used. Third, in the case of
macaque striate cortex, the cells located in the “blobs”
(regions in the supragranular layers II and III that express
high levels of activity of mitochondrial enzyme cytochrome
oxidase) tend to show very little orientation selectivity when
elongated bars are used (Livingstone and Hubel, 1984; Lev-
enthal et al., 1995). However, when luminance-contrast,
sinusoidally modulated gratings were used, the cells located
in the blobs exhibited a substantial degree of orientation
selectivity (Leventhal et al., 1995).

Bmwocurariry N THE Prmvary Visuar CorteEx  The
binocular segment of mouse area 17, in which the binocular
part of the visual field (nasal 30-40° of the visual field) is
represented, occupies the lateral third of area 17 (see figure
3.3). It can be distinguished histologically from the more
medial monocular segment by its more intense staining for
acetylcholinesterase activity (Antonini et al., 1999). As
mentioned in the section on dLGN, virtually all cells in the
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mouse dLGN are monocular. By contrast, about 70% of
cells recorded from the binocular segment of the striate
cortex respond to appropriate visual stimuli presented via
either eye (Drager, 1975, 1978; Métin et al., 1988; see table
3.1). This is somewhat surprising given that in mice, the
overall proportion of all RGCis projecting ipsilaterally is very
small (2%—3%; Driager and Olsen, 1980; Godement et al.,
1984). The ipsilateral projection to the dLGN is relatively
enhanced, however, as 14%-18% of the dLGIN volume is
occupied by terminals from the ipsilateral eye (LaVail,
1991; Godement et al., 1984). Not surprisingly, as indicated
in figure 3.8, the proportion of monocular cells in the
binocular region of area 17 that can be activated only by
stimuli presented through the contralateral eye is much
larger than the proportion of monocular cells that can be
activated only by the stimuli presented through the ipsilateral
eye (ca. 25% vs. ca. 5%; Drager, 1975, 1978; Métin et al.,
1988). The amplitude of VEPs recorded from the binocular
segment of area 17 is approximately threefold greater than
when the stimuli are presented via the ipsilateral eye (Porciatti
et al., 1999). Similarly, the magnitude of signals recorded
using intrinsic optical imaging in the binocular segment of
area V1 generated by square-wave gratings of low spatial
frequency presented to the contralateral eye is about twice
that generated by stimuli presented to the ipsilateral eye
(Kalatsky and Stryker, 2003).

As indicated in table 3.1, in the striate cortex of mammals
with frontally positioned eyes, such as most primates or cats,
monocular cells responding only to stimuli presented via a
particular eye or binocular cells responding preferentially to
visual stimuli presented via a particular eye, cluster in radially
oriented ocular dominance columns (see table 3.1; for re-
views, see LeVay and Nelson, 1991; Casagrande and Kaas,
1994). Ocular dominance columns are also apparent in
ferrets (Law etal., 1988), even though ferrets, unlike cats, have
fairly laterally positioned eyes and a relatively small propor-
tion of RGCs (ca. 7%) project ipsilaterally (Morgan et al.,
1987). Similarly, in the striate cortex of ungulates such as
sheep, with their relatively laterally positioned eyes, there
appear to be clear eye dominance columns (Clarke et al.,
1976). By contrast, in the striate cortex of small nocturnal
murid rodents with laterally positioned eyes (and a small
proportion of ipsilaterally projecting RGCs), such as the
mouse (Drager, 1975, 1978) and rat (Fagiolini et al., 1994;
Sefton et al., 2004), there is no evidence of clustering of cells
into radial columns based on eye preference. This is also the
case for small diurnal mammals with laterally positioned
eyes such as tree shrews (Humphrey et al., 1977). Indeed, in
these species, monocular cells responding only to the stimuli
presented to one eye, or binocular cells dominated by one
eye, are intermingled with cells that preferentially (or solely)
respond to stimuli presented to the other eye. In the mouse,
the lack of ocular dominance columns reported physiologi-
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Fieure 3.8 Ocular dominance distribution of cells recorded from
cortical area 17 of the mouse. Class 1 and class 5 cells are monocu-
lar cells that could be activated by appropriate visual stimuli pre-
sented via the contralateral or ipsilateral eyes, respectively. Class 2
and class 4 cells are binocular cells dominated by the contralateral
and ipsilateral eyes, respectively. Class 3 cells are binocular cells
that respond equally strongly to stimuli presented via either eye.
(From Driager, 1975, with permission.)

cally is consistent with the results of transneuronal tracing
(Drager, 1974; Antonini et al., 1999). Even though mice and
other rodents do not have anatomically distinct ocular domi-
nance columns, they do, nevertheless, have a critical period
during early postnatal life in which the relative representa-
tions of the two eyes in the binocular region of cortex are sensi-
tive to monocular deprivation (Driger, 1978; Gordon and
Stryker, 1996; Antonini et al., 1999). This bears many simi-
larities to the phenomenon of ocular dominance plasticity,
which has been extensively studied in cats (Wiesel and Hubel,
1963, 1965; LeVay et al., 1978; Shatz and Stryker, 1978) and
primates (LeVay et al., 1975, 1980; Hubel and Wiesel, 1977).

Transcallosal cells. Transcallosal cells in area 17 can be acti-
vated antidromically by electrical stimulation of the contra-
lateral visual cortex. They are predominantly located in
layer III and to a lesser extent in layer II and in layers V
and VI in the binocular part of area 17 in close vicinity of
the border between areas 17 and 18a (Simmons and Pearl-
man, 1983). Transcallosal cells can be activated by visual
stimuli presented through either eye, but tend to respond
more vigorously to stimuli presented via the contralateral
eye and their RFs were within 20° on either side of the rep-
resentation of the vertical meridian (Simmons and Pearl-
man, 1983). Unlike the general population of mouse area 17
neurons, most transcallosal cells are orientation selective or



orientation biased. They also have silent suppressive sur-
round regions in their RFs and therefore respond poorly to
large stimuli (Simmons and Pearlman, 1983).

SpaTIAL Acurty AND TEMPORAL REesorution Probably
only about a third of the RGCs project to the dLGN in the
mouse, and hence V1 receives information only from a
subpopulation of the RGCs. Nevertheless, visual acuity as
determined by recording pattern VEPs from the binocular
segment of mouse area 17 is about 0.6 ¢/deg (Porciatti et al.,
1999). Similarly, the visual acuity of adult pigmented mice
as determined by transcranial imaging of intrinsic signal in
mouse area 17 is about 0.5c¢c/deg (Heimel et al.,, 2007).
Those values are in very good agreement with the high
cutoff limits of spatial resolution of the mouse visual system
as determined by testing optokinetic reflexes (Sinex et al.,
1979) or using behavioral techniques (Gianfranceschi et al.,
1999, Prusky et al., 2000). This agreement is consistent with
the fact that the visual acuity determined by recording VEPs
to temporally countermodulated sine-wave gratings from
area 17 of anesthetized macaque monkeys was virtually
identical to that determined by recording the pattern
electroretinogram responses (Ver Hoeve et al., 1999).

The VEPs recorded from the surface of the mouse area
17 are generated by a major dipole localized toward pyra-
midal cells in layers II and IIT (Porciatti et al., 1999). It is
not surprising, then, that the peak spatial frequency of
pattern VEPs recorded from the binocular segment of mouse
area 17 at 0.06c/deg (grating bars of ca. 8°) corresponds
closely to the average size of RFs of neurons recorded from
binocular segment of area 17 (Drager, 1975; Mangini and
Pearlman, 1980; Métin et al., 1988; Gordon and Stryker,
1996; Hensch et al., 1998). It is worth noting that in the rat,
ablation of area 17 (plus some extrastriate cortices), with
accompanying retrograde degeneration of the dLGN, results
in transient disruption of animal’s ability to detect high-con-
trast, low spatial frequency square-wave gratings, and after
extensive retraining behaviorally measured visual acuity is
reduced to about a third of the preablation value (Dean,
1978).

Based on the pattern VEP (to sinusoidally modulated
luminance grating), the cells in binocular segment of mouse
striate cortex appear to be most sensitive to temporal fre-
quencies in the 2-4Hz range, with a high cutofl’ at about
12Hz and poor responsiveness at frequencies below 1Hz
(Porciatti et al., 1999). A high temporal frequency cutofl
determined by transcranial imaging of intrinsic signal in
mouse area 17 is even higher (16 Hz; Heimel et al., 2007).
Consistent with the small axial length of mouse eye and its
relatively large lens (Remtulla and Hallett, 1985), area 17 is
more strongly activated strongly by fast rather than slowly
moving visual stimuli, whether activity is measured by single
unit recordings or VEPs (Driager, 1975; Mangini and

Pearlman, 1980, Porciatti et al., 1999). To our knowledge,
the spatiotemporal tuning of single neurons in mouse visual
cortex has not been examined, so we do not know if there
is a spatial frequency invariant representation of stimulus
velocity in mouse area 17.

Extrastriate visual cortices.  In highly visual mammals such as
primates (Payne, 1993; Rosa, 1997) or carnivores such as
cats (for reviews, see Rosenquist, 1985; Burke et al., 1998)
and ferrets (Manger et al., 2002a, 2002b, 2004), a large
proportion of neocortex processes visual information. Fur-
thermore, in both primates and carnivores (for reviews, see
Maunsell and Newsome, 1987; Rosa, 1997; Burke et al.,
1998), there are a large number of topographically orga-
nized cortical visual areas. These are generally consid-
ered to constitute the parts of at least two distinct streams,
which process information about visual motion or pattern
(and color in case of diurnal primates), respectively. In
rodents, two cytoarchitectonically distinct areas, 18a and
18b, abut area 17 (see Sefton et al., 2004). Area 18a abuts
area 17 laterally and rostrally, whereas area 18b abuts area
17 medially and rostrally. These areas also differ in terms of
their primary thalamic input, which in the case of area 18a
arises from the rostral part of the LP nucleus and in the case
of area 18b arises from the L nucleus (Caviness and Frost,
1980). Wagor and colleagues (1980) distinguished at least
two distinct topographically organized representations of
parts of the contralateral visual fields in area 18a and two
distinct topographic representations in area 18b (see figure
3.6). When combined, two representations within area 18a
appear to form one complete representation of the contra-
lateral visual field. As in the rat (Sefton et al., 2004), the
border between area 17 and area 18a located lateral to area
17 contains dense aggregates of callosal cells and terminals
(Olavarria and Montero, 1989). Since it was originally
believed that the vertical meridian is represented along the
entire border between area 17 and area 18a, the part of area
18a immediately abutting area 17 was designated area V2
(Wagor et al., 1980; Rosa and Krubitzer, 1999). Recently,
however, evidence has been presented that the vertical
meridian is represented only at the part of the border
between areas 17 and 18a, that is, at the border of area V1
and one of the visuotopically organized areas within area
18a, the lateromedial (LM) area (Wang and Burkhalter,
2007). Since in almost all mammalian species studied to
date, including some rodents (Rosa and Krubitzer, 1999;
Sefton et al., 2004; Rosa and Tweedale, 2005), the repre-
sentation of the vertical meridian delineates the border
between areas V1 and V2, it appears that in the mouse
only arca LM, rather than the entire area V2 as des-
ignated by Wagor and colleagues (1980), is homologous to
area V2 in other mammals (Wang and Burkhalter, 2007;
figure 3.9). Thus, area V1 is adjoined laterally not only by
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area V2 (area LM) but also by several other visuotopically
organized areas, specifically, the anterior (A), rostrolateral
(RL), and posterior (P) areas (Wang and Burkhalter, 2007).
As the zero horizontal meridian rather than the zero vertical
meridian is represented at the border of presumptive V2 and
the more lateral part of area 18a, the lateral part of area 18a
has been designated area V3 (Wagor et al., 1980; see also
Rosa and Manger, 2005, for presumptive homologous areas
in other mammals). The area designated by Wagor and col-
leagues as area V3 appears to correspond to the laterointer-
mediate (LI) area of Wang and Burkhalter (2007). The
cortical neurons in 18a that are just rostral rather than
lateral to area 17 (presumably corresponding to areas A and
RL of Wang and Burkhalter, 2007) are bimodal, that is, they
have clearly defined visual RFs and somewhat less well-
defined somatosensory (vibrissal) RFs (Wagor et al., 1980).
Rostrally, area 18a abuts somatosensory cortex, and bimodal
area 18a neurons located in close proximity to somatosen-
sory cortices are characterized by clearly defined vibrissal
RFs and poorly defined visual RFs.

Similarly, in area 18b, which abuts area 17 medially and
rostrally, two topographically organized arcas were desig-
nated areas Vm-r and Vm-c (Wagor et al., 1980). Both of

|
.

A

600 um
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Fieure 3.9 Schematic diagram depicting the relationship between
striate and extrastriate visual cortical areas in the mouse. The
cytoarchitectonically defined areas 18a (lateral to V1) and 18b
(medial to V1) contain nine distinct, visuotopically organized areas.
The lateromedial area (LM) abuts V1 laterally and is considered
the homologue of V2. The laterointermediate area (LI) is probably
the homologue of V3. Other areas are the posterior (P), postrhinal
(POR), anterolateral (AL), rostrolateral (RL), anterior (A), antero-
medial (AM), and posteromedial (PM). A number of other regions
also receive V1 input but are not visuotopically organized. These
regions include but are not limited to the mediomedial (MM), ret-
rosplenial (RSA), and primary somatosensory (S1) areas shown.
The entorhinal area (Ent) does not have direct connections with
V1. (Figure based on Wang and Burkhalter, 2007.)
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these areas contain distinct, approximately mirror represen-
tations of the temporal but not the nasal parts of the visual
hemifield, and the visual RFs of neurons in both areas are
poorly defined (Wagor et al., 1980). Consistent with the
visuotopic subdivision of area 18b into areas Vm-r and Vm-
¢, each area receives partially distinct inputs from different
parts of the lateral nucleus. Thus, while the lateral part of
caudal lateral nucleus projects to area Vm-c, the medial part
of caudal lateral nucleus projects mainly to area Vm-r (Cavi-
ness and Frost, 1980). Whereas in both carnivores and pri-
mates the polysensory cortical areas also abut purely visual
cortices, unlike in the mouse, they appear to be separated
from area 17 by numerous purely visual areas (see Stein and
Meredith, 1993). However, it has recently been shown that
multisensory integration in primates such as common mar-
mosets occurs in the visual, somatosensory, and auditory
cortical areas that were previously believed to be unisensory
(Cappe and Barone, 2005).

As mentioned earlier, the visuotopic subdivisions of cyto-
architectonic areas 18a and 18b of the mouse are strongly
supported by the patterns of associational corticocortical
connections between area 17 and clusters of cells within area
18a and 18b (Olavarria and Montero, 1989; Wang and
Burkhalter, 2007). Furthermore, the callosally projecting
cells and callosal terminals concentrate not only at the border
between areas 17 and 18a but also in several distinct regions
within area 18a and, to a lesser extent, within area 18b (see
figure 3.7 after Olavarria and Montero, 1989). Since the
number and general location of callosally connected regions
in the mouse extrastriate visual cortices are similar to those
in the laboratory rat (for a review, see Sefton et al., 2004),
it has been suggested that multiple visual cortical areas in
murid rodents are arranged according to a common plan
(Olavarria and Montero, 1989). Indeed, the pattern of cal-
losal and associational striate-extrastriate connections in
mice and rats is also very similar to that in hamsters (Olavar-
ria and Montero, 1990). Consistent with findings in carni-
vores and primates, at any given eccentricity, the classical
excitatory RFs of cells in all visuotopically organized ex-
trastriate areas of the mouse tend to be larger than those of
neurons in area V1 (Wang and Burkhalter, 2007). Further-
more, there is a type of receptive field size hierarchy in
mouse extrastriate areas, with the mean size of RFs of area
LM or V2 neurons being smallest, about 30°, and that of
area A being largest, at around 60° (Wang and Burkhalter,
2007). Interestingly, as in V1, the RF sizes of neurons
located in a given putative extrastriate visual area do not
increase with eccentricity (Wang and Burkhalter, 2007). The
paucity of detailed information concerning the RI proper-
ties (other than size) of these putative extrastriate visual cor-
tical areas, however, prevents us from speculating about
the possible homologues of these arcas in carnivores and
primates.
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4‘ Survey of the Research
Opportunities Afforded

by Genetic Variation in

the Mouse Visual System
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Historical perspective: Use of the mouse to study retinal
diseases, neurogenesis, and cell biology

Although the mouse has long been the experimental mam-
malian genetic model system of choice (Paigen, 1995), and
although one of the earliest mammalian genetic mapping
studies was performed with the mouse visual system (Sidman
and Green, 1965), early studies focused more on retinal dis-
eases (Searle and Fielder, 1990), neurogenesis (LaVail, 1973;
Young, 1985), and cell biology (Sidman and Green, 1965;
Young, 1984). Only recently has the mouse been used to
study the normal visual system or the processes involved in
visual perception. As a result, less is known about its visual
system than about the visual systems of other mammals.
Another reason that earlier work did not focus on the normal
visual system of the mouse was the widely held belief that
the mouse was not a “visual animal.”

It is ironic that one reason that the mouse was not gener-
ally considered to be a visual animal stemmed from the
widespread occurrence of a mutation that was very useful
for understanding the basis for one form of a severe blinding
disease, retinitis pigmentosa. The retinal degeneration (rd,
now Pde6b™) mutation of the phosphodiesterase 6b enzyme
occurs in many common laboratory strains and renders all
the mice in these strains incapable of normal responses to
light (Chang et al., 2002) (table 4.1).

There is ample historical reason for researchers to be wary
of using mice for studies of the visual system. In 1924, Keeler,
while examining mouse retinas histologically, found the
retinas of some mice to be deficient in photoreceptors. This
mutation was named rodless (r), and the mutant mice were
distributed to many laboratories. A similar phenotype was
found by Bruckner in 1951 among wild mice from the Basel
and Zurich areas that were probably interbred with some
laboratory strains; this mutation was named retinal degen-
eration (rd). The similarity between the phenotypes of the
/7 and rd/rd mutants led to speculation that they might be

the same mutation. This question was resolved in Bachr’s
laboratory by using PCR to amplify DNA from archival
microscope slides containing the 7/r mutant retinas (Pittler
et al., 1993). In these experiments, both the sequences of the
coding region of Pde6b and intronic polymorphisms were
characterized to “fingerprint” the DNA of this region of the
fifth chromosome. The results showed that both 7/7 and
rd/rd retinas, the latter from many strains, contained not
only the same missense mutation but also the same polymor-
phisms (differences in one or more nucleotides that usually
do not result in deleterious effects but can be used to “fin-
gerprint” the DNA to determine its origin). This led to the
conclusion that the mutations are genetically identical and
supported the interpretation that the retinal degeneration
mutation present in many laboratory strains had its origin
in Keeler’s rodless mutation. Since so many strains are
affected with the same blinding mutation, it is understand-
able that researchers dismissed the mouse as a model for
visual studies beyond studies of degeneration.

The rd mutation is not the only mutation that has been
of help in understanding the function of the visual system.
In addition to the strains that carry the 7d mutation, some
strains of mice bear mutations in genes other than Pde6b that
affect vision (see table 4.1). For example, many laboratory
strains are albino (7yr) or hypopigmented, so that under the
bright illumination of a research laboratory they may not be
able to see properly; this mutation is useful for understand-
ing low vision due to albinism and other disorders. Older
DBA mice undergo ocular changes that lead to glaucoma
(John et al., 1998; Libby et al., 2005). The fact that a
number of common laboratory strains have genetic altera-
tions impairing their vision does not mean, of course, that
the majority of strains of mice without these mutations are
also blind. However, it undoubtedly contributed to the
earlier perception that all mice generally have poor vision,
and may have inhibited earlier interest in studying the visual
process in normal mice.
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TaBLE 4.1

Useful mutations in common laboratory mouse strains

Strain Mutation

Effect Reference

rd] mutation of
phosphodiesterase 6
beta: Pde6b’”

Albino (¢) mutation of
tyrosinase: Tyr’

C3H, FVB, CBA, BUB,
SJL, SB, others

BALB, A, BUB, FVB,
SJL, NZW, others

Loss of rods and cones, outer nuclear layer

Lacks pigment in the retinal pigment epithelium,
scattering light impairs vision; altered visual

Chang et al., 2002

Balkema et al., 1984

“map” impairs nystagmus

129P3/], P/]; spontaneous
and induced mutations
on other strain
backgrounds

Pink-eyed dilution ( p)

SB Beige mutation of
lysosomal trafficking
regulator: Lyst"

Pale ear (¢p) mutation of
Hermansky-Pudlak

Spontaneous mutations
maintained in C57BL

and C3H substrains syndrome 1
homologue: Hpsi?
DBA Dilute

Lacks pigment in the retinal pigment epithelium,
scattering light impairs vision; altered visual
“map” impairs nystagmus

Lacks pigment in the retinal pigment epithelium,
scattering light impairs vision; altered visual
“map” impairs nystagmus

Lacks pigment in the retinal pigment epithelium,
scattering light impairs vision; altered visual
“map” impairs nystagmus

Decreased pigment in the retinal pigment
epithelium, scattering light impairs vision;

Balkema et al., 1984;
Vitaterna et al., 1994

Balkema et al., 1984

Balkema et al., 1984

Balkema et al., 1984;
John et al., 1998

altered visual “map” impairs nystagmus;
glaucoma

Mice in fact use their sense of vision under conditions
of dim lighting—perhaps another reason that mice might
not be considered visual animals. Nocturnal animals, they
are most active at night under low illumination, not during
the day under the bright illumination of a laboratory, when
they are usually observed. Another reason that the vision of
mice is discounted may be that their most obvious behaviors
seen in the laboratory are sniffing and touching objects with
whiskers. However, ethologists who have observed mice in
more natural settings have long known that mice engage in
exploratory, feeding, and aggressive behaviors that clearly
depend on vision (Crowcroft, 1966).

Even though many mouse strains harbor mutations that
affect vision adversely, most strains have normal visually
guided behaviors. These behaviors include optokinetic nys-
tagmus (Balkema et al., 1984), optomotor responses (Prusky
et al., 2004), water maze performance (Balkema et al., 1983;
Hayes and Balkema, 1993; Prusky and Douglas, 2004), and
performance on forced choice touchscreen tasks (Bussey
et al., 2001). The strain that researchers have settled on as
a standard strain is C57BL/6] (“B6”) because it is pig-
mented, lacks degeneration in any part of the nervous
system, and exhibits all of the cited visually guided behav-
iors. In addition to these benefits, the genomic DNA
sequence of C57BL/6]J has been determined. Finally, poly-
morphisms between the B6 strain and many other strains
have been characterized, making it possible to map muta-
tions and the genes that are responsible for the differences
in various traits between strains.
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The mutations that are widespread among inbred strains
can be used to study important pathological processes such
as those that cause degenerations. This can be done by
selectively breeding an affected strain with a normal strain,
usually B6. This process is repeated a number of times until
every chromosome except that carrying the mutant allele
comes from B6. The latter chromosome will contain a small
region surrounding the mutant allele, the size of which
decreases with the number of generations of breeding.
There are two ways in which this process, called making
the mutant allele congenic, can be achieved. First, the
breeding process can be repeated for 20 generations, and
the result will be a segment on the mutation-carrying chro-
mosome that derives from the mutation-bearing strain and
is about 5 centimorgans (2-10 megabases) long. The second
way 1s to use polymorphic markers to choose the desired
animals at each generation and use only these animals for
breeding. This is called making a “speed congenic.” The
same result that is obtained in the traditional way can be
achieved in approximately five generations. Thus, even
strains that carry an allele undesirable for vision can be
used to study the process that makes the allele unde-
sirable.

Exploiting differences among mouse strains to find the
genes that control vision

Most inherited familial diseases are the result of a mutation
that affects a single gene and has a strong effect on the phe-



notype of the affected individuals. Two examples that affect
vision are mutations in Pde6b and rhodopsin that cause pho-
toreceptor degeneration. However, many diseases, such as
high blood pressure, type 2 diabetes, and stroke, are believed
to result from the interactions between many genes
(Hirschhorn and Daly, 2005). Similarly, retinal diseases are
likely to result from the interactions of separate genes or gene
products. For example, a variant of complement factor H
(CFH-Y,poH) has been shown to be a major risk factor for
the dry form of age-related macular degeneration (AMD)
(Klein et al., 2005), and variants of a different gene, the
serine protease HTRAI, have been proposed to be risk
factors for the wet form of AMD in several populations
(Dewan et al., 2006; Yang et al., 2006). It would seem only
logical that interactions between these genes should deter-
mine the final disease state in patients (Dewan et al., 2006).
Similarly, other properties of biological systems are often the
result of the combined effects of several genes. A useful
strategy to help identify these genes is to make comparisons
among inbred strains. The process by which this comparison
is started 1s called quantitative trait locus (Q'TL) analysis.
This process is the subject of chapter 54 in this volume. One
way in which the approximate location of the relevant genes
is determined is illustrated in figure 4.1.

For QTL analysis to work in finding genes that control
vision, strains must differ in some property of the visual
system. The earliest example was the number of ganglion
cells found in the retina, which was found to differ between
the B6 strain and the DBA/2] strain. Williams and co-
workers took advantage of the difference between this inter-
strain difference to identify the region of the genome where
a gene that controls ganglion cell number is located, the
quantitative trait locus (Williams et al., 1998). They did this
by exploiting a genetic resource of great power, the set of
recombinant inbred strains, or RI strains (see figure 4.1),
which are made by creating I} hybrids between these two
strains and then breeding each of many brother-sister pairs
to form breeding lines, each of which constitutes a strain
after 20 generations. Each RI line will have a different
assortment of chromosomal segments from the two parent
strains, and thus each RI line will have a different assortment
of alleles. For this particular combination of strains, more
than 80 RI lines are available. Williams and co-workers
measured the ganglion cell number in many of these RI
strains. To identify the chromosomal segments carrying the
important genes, they searched the genomes of the RI strains
with the greatest number of ganglion cells for segments that
had their origin in the parent strain with the greater number
of ganglion cells. In fact, the process is more complicated,
because among these RI strains there are members with
both higher and lower numbers of ganglion cells than con-
tained in either parental strain. A mapping program that
accounts for the intergene interactions necessary to cause

this wide range of ganglion cell number is used to identify
the interacting loci containing interacting genes (Www.map
manager.org). Thus, interstrain differences and RI strains
can be used to identify the location of genes that are impor-
tant for vision.

It 1s not necessary to use RI strains to identify a QTL.
Instead, the investigator can make many F, mice from a
cross between two strains having differences in the trait to
be studied. However, in this case the burden of genotyping
falls on the investigator, whereas the DNA polymorphisms
between each RI strain have already been characterized
(www.genenetwork.org).

Interstrain differences can also be used to map QTLs
(figure 4.2). The presently used inbred laboratory strains
derive from very few wild-caught mice, and thus their
genomes are mosaics of the chromosomes of these founder
mice (Wade et al., 2002; Wiltshire et al., 2003). The genetic
diversity of the founder mice allows the DNA derived from
them to be identified by characterizing their polymorphisms.
The polymorphisms between many standard laboratory
strains have been characterized (Pletcher et al., 2004) at
more than 150,000 locations in the genome. These polymor-
phisms have been used to identify known genes that affect
vision. The investigator measures the phenotype in each of
many strains and then applies the data in a mapping program
designed for this purpose. The program establishes asso-
ciations between the DNA segments of each strain (from
the small number of founder mice) and the phenotype.
A program for this purpose is available on the Web (http://
snpster.gnf.org/cgi-bin/snpster_ext.cgi). Thus,
occurring variation among strains of mice provides a resource
for vision researchers that can be exploited readily at the
present time with available resources.

naturally

Using targeted mutagenests to test hypotheses regarding
specific, known proteins in the visual process

Targeted mutagenesis 1s often used to study the function of
proteins, such as enzymes, receptors, and ion channels.
Many proteins have been identified in the visual system, and
these proteins can be studied in several ways by altering their
primary amino sequence or by preventing their expression
altogether. Fortunately, these manipulations are possible for
most proteins in the mouse. The process requires the use of
homologous recombination to introduce a mutant DNA into
the mouse genome. This process can be done with efficiency
using embryonic stem cells of only “129” strains; variation
among these strains has been described (Simpson et al.,
1997). The 129 strains differ in many ways from the B6
strain that is usually used for functional studies. For example,
there are thousands of DNA polymorphisms between the
two strains, and the electroretinogram (ERG) of the two
strains differ considerably. Thus, interstrain differences need
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Ficure 4.1 Recombinant inbred (RI) strains can be used to local-
ize genes that are important for vision. A hypothetical vision-
related gene is located at the same place on the chromosomes of
two inbred strains (C57BL/6] or B6 and DBA/2] or DBA), but
the alleles differ for the two strains, and this allelic difference results
in a different vision phenotype for the two strains. The process of
localizing this gene (QTL analysis) can be assisted by employing
RI strains, which are created by the breeding process shown. For
the two parental strains shown, more than 80 RI strains exist. In
the absence of interactions with other genes, the hypothetical phe-
notype of the BXD-101 and BXD-102 strains will be equal to that
of the B6 parental strain because they both inherited the B6 allele
of the vision gene (black). On the other hand, the hypothetical
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BXD-102

BXD-103

phenotype of the BXD-103 strain will be equal to that of the
parental DBA strain (white). The mosaic pattern of the DNA of
many RI strains has been well characterized (www.genenetwork.
org). By using at least 20 RI strains, it is usually possible to localize
genes that have different alleles in the parental strains to a relatively
small portion of the chromosome. Further effort is required to
identify the actual gene. In general, interactions among genes
occur, but these interactions can be identified with available ana-
lytical tools (see www.mapmanager.org). Genes can also be local-
ized by analyzing F, animals, but each I, animal has a unique
pattern of inheritance, and thus the investigator must perform
analysis for each I,. This task has already been done for the RI
strains.
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Ficure 4.2 Differences among inbred strains can be used to iden-
tify genes that are important for vision. A hypothetical vision gene
is present in the same location on the chromosomes of the strains
shown, but the alleles of this gene differ, and these differences result
in different phenotypes for the strains. The set of inbred laboratory
strains has been derived from relatively few founder mice, and each
strain’s genome can be considered to be a mosaic of DNA from a
few hypothetical founders. These hypothetical founders are believed
to be similar to contemporary strains, three of which are shown.
The DNA mosaic of the laboratory strains has been characterized
with high resolution (http://snpster.gnf.org/cgi-bin/snpster_ext.
cgl). By characterizing the phenotype in many strains and searching
for the DNA segments that all the strains with a particular pheno-
type have in common, it is possible to identify the segment of the
chromosome in which the vision gene lies. In fact, several genes
usually contribute to a phenotype, and the available analytical tools
allow the genomic segments in which they are found to be identi-
fied. Further studies are needed to identify each gene.

to be considered in comparing targeted mouse mutants with
a wild-type mouse. This comparison is made more difficult
by the fact that the successfully mutated embryonic stem
cells are used to make chimeras with mice of a strain other
than 129 (usually B6). Thus, several generations of selective
breeding to make the targeted mutation congenic on B6 are
necessary before quantitative comparisons will be valid.
However, the use of polymorphic markers between strains
can speed this process (an example of making speed
congenics).

One of the most frequently used targeted mutations is the
null mutation or knockout. For knockouts, the first exon of
the target gene is often replaced with a marker. Caution
needs to be exercised with this type of mutation, for several
reasons. First, about one-third of knockout mice experience

lethal changes early in development. Second, about one-
third of knockout mice in which a known important gene is
targeted are only mildly affected. An example of this is the
Clock gene, which plays a central role in generating circadian
rhythms, as evidenced by the severe effect of truncation
mutations (Vitaterna etal., 1994; King etal., 1997). However,
deletion of the Clock gene results in much less severe altera-
tions in the phenotype than the truncation mutation, prob-
ably because substitute genes are expressed in its stead
(Debruyne et al., 2006). Third, it is possible for a knockout
allele to have a more severe phenotype than a simple point
mutation. For example, an active site mutation of the kinase
PI3KYy results in a less severe phenotype than the null allele
because the kinase protein forms part of a complex with
another enzyme, PDE3B. The absence of the kinase inter-
feres with the second enzyme’s activity, resulting in elevated
cAMP levels. Thus, for several reasons, care must be exer-
cised in the interpretation of results obtained with null
alleles.

The importance of strain background cannot be over-
stressed. Examples of the importance of strain background
abound, but two striking examples are the following. On the
B6 background, the diabetes (¢b) and obese (0b) mutations
cause obesity and transient diabetes, but on the C57BLKS/]J
background they cause obesity and overt diabetes (Coleman
and Hummel, 1973). The second example comes from com-
bined effects of the multiple intestinal neoplasia mutation
(Min) and the adenomatous polyposis coli (ApeMin) gene (Su
et al., 1992; Moser et al., 1993). B6 mice heterozygous for
the mutation are very susceptible to developing intestinal
polyps, but offspring mated with several other strains (AKR/
J, MA/My], and CAST) are significantly less susceptible
because the latter strains possess an allele of a modifier locus
(Mom1) that ameliorates the effect of the AMin mutation
(Dietrich et al., 1993).

We are fortunate that targeted disruption of genes is pos-
sible in the mouse. Unfortunately, the technology for tar-
geted mutation has not been developed to the point of being
convenient for several other organisms that are also useful
for genetic studies.

Transgenic mice are useful for studying the effects of
exogenous genes and for determining the effects of gene
dosage (the number of copies of the normal allele of a gene).
Transgenic mice are also useful for confirming the identity
of genes that have been mutated either naturally or by chem-
ical means, or by other methods of mutagenesis. There is
one very important point to bear in mind when using trans-
genes: the location where the transgene is inserted affects the
strength and distribution of its expression. Perhaps the clear-
est example of this is the distribution of expression of GFP
under the control of the 7Ay/ promoter (Feng et al., 2000):
in each of 25 independently generated lines, the pattern of
expression of GFP and its spectral variants was unique.
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Various neurons, or regions of retina, were labeled in each
different line. This unique pattern of expression of the very
same transgene can be attributed to variation in the location
of insertion of the transgene within the genome. Thus, care
must be exercised in the interpretation of results obtained in
mice that have been generated by genetic manipulation such
as transgenesis or site-directed mutation, especially muta-
tions that cause the null allele.

Forward genetics: An approach for discovering novel genes
that are essential for vision

The mouse is also a useful model in which to apply the
forward genetics approach, in which genes important for
vision can be discovered. This approach starts with the
random or spontaneous mutagenesis of genes whose identity
1s unknown, proceeds with the discovery of visually affected
mutants by screening for mice with abnormal vision, and
continues with identification of the mutated gene and study
of the mechanism by which the mutated gene results in
abnormal vision. This approach offers several advantages.
(1) It requires no prior knowledge of the mechanism, com-
ponents, or genes involved. (2) A number of mutant alleles
can often be isolated that alter gene function in a number
of ways. (3) This approach usually identifies point mutations,
which in some instances can be more informative than tar-
geted null mutations because gain of function and dominant
negative mutations can be isolated. (4) Finding a single
essential gene opens the door to finding other genes in the
affected pathway. (5) This approach parallels most closely
natural mutagenesis.

Forward genetics has been useful in vision rescarch by
discovering genes of importance to vision. A number of these
genes were discovered in the invertebrate visual system and
were later found to be important for the function of the
vertebrate nervous system. Several of the proteins involved
in the invertebrate phototransduction cascade were identi-
fied with forward genetic screens in Drosophila. Among them
were the Trp (transient receptor potential) ion channel
(Minke, 1982); phospholipase C (Bloomquist et al., 1988),
mutation of which can eliminate the receptor potential; and
the cyclophilin NinaA (Schneuwly et al., 1989; Stamnes
et al.,, 1991; Ferreira et al., 1996), mutation of which al-
ters the receptor potential time inactivation and recovery.
These proteins all have mammalian orthologues, and two of
them were discovered as a result of research on the Droso-
phila eye.

Forward genetics has also helped to identify proteins
involved in mammalian vision (figure 4.3). More than 80
genes that, when mutated, result in human retinal degenera-
tion have been identified (Pacione et al., 2003). The follow-
ing examples show the wide variety of essential retinal genes
that have been identified using forward genetics in mammals.
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The 7d mutation in mouse occurs in a gene in the photo-
transduction cascade (Pde6™) (Bowes et al., 1993), and the
rdy mutation in rats disrupts the receptor tyrosine kinase
Mertk and impairs phagocytosis of shed rod outer segments
by the retinal pigment epithelium, resulting in degeneration
of the retina (D’Cruz et al., 2000). The protein nyctalopin,
essential for bipolar cell function, was identified by cloning
the nob gene (Gregg et al., 2003). Mutation of nyctalopin
eliminates the b-wave of the ERG (Pardue et al., 1998) and
results in congenital stationary night blindness in humans
(Bech-Hansen et al., 2000). Genes have been identified that
modify the effects of deleterious mutations. The tubby (fub)
gene in the mouse, named for its effect on body weight, also
results in retinal degeneration. However, when mice of the
C57BL/6] strain bearing this mutation are intercrossed with
mice of the AKR strain, some of the resulting homozygous
mutant mice are spared. Those mice that are spared have
inherited the AKR allele of a defined region of chromosome
2 (Ikeda et al., 2002), suggesting the presence of a modifying
allele on chromosome 2.

Recently, a forward genetic screen for visual mutants was
completed by three research centers (Vitaterna et al., 2006).
Each center screened the eye or the retina using a combina-
tion of morphological and functional criteria, and many
mutants were produced. A catalogue of the visual mutants
that was produced in this forward genetic screen is available
on the Internet (www.neuromice.org). Of note, many muta-
tions that affected histology were found, and some fewer
mutations that affected retinal function were also found. The
reason is probably that screening for functional mutations
took much longer per mouse than a morphological screen,
required working with anesthetized mice, and had to produce
a severe effect to be reliably detected in the offspring of the
founder mutant mice. No mice with primary defects in the
brain were identified, to complement the large number of
spontaneous decussation-deficient mutants that are available
(LaVail et al., 1978; Balkema et al., 1984; Pak et al., 1987).
The reason for this is probably that the vision tests that were
used would not have detected brain defects. Indeed, detect-
ing brain defects requires either imaging technology or
behavioral measurements that are not yet well enough
developed to be applied individually to a large number
of mice.

SPECIAL FEATURES OF THE MOUSE VISuaL SysTEM THAT NEED
To BE KEPT IN MIND BY INVESTIGATORS ~ For optimal vision
to occur, the retinal image must be in focus, a condition that
requires a correct state of refraction. Because the posterior
nodal distance of the mouse (Remtulla and Hallett, 1985) is
small (ca. 3mm), the distance between the photoreceptors
and the structures that are usually used to assess the refractive
state of the eye is significant, and the mouse thus appears to

be hyperopic by the usual means of measurement (Glickstein
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Fieure 4.3 A vision-related gene that was mutated using the
forward genetic approach is localized. The B6 mouse in the first
row has been mutagenized with a chemical mutagen, and it is
assumed that the mutation is autosomal recessive (this animal
would have to be the third-generation offspring of a mutagenized
male in order to be homozygous for the mutation). The mutant is
bred with a mouse from a strain with many DNA polymorphisms
(a counterstrain); in this case, DBA/2] is illustrated. Each F; mouse
will be heterozygous for the mutation, and, most important, the
mutation continues to lie in a B6 background. Intercrossing the F,
mice to produce I;s will result in mice having the chromosomes
shown in the third row; each of these mice has a mosaic of B6 and

and Millodot, 1970). The spectrum of the light stimulus for
the mouse needs to be considered as well. Mice are very
sensitive to ultraviolet light (Calderone and Jacobs, 1995;
Lyubarsky et al., 1999) and thus might respond to stimuli
that the investigator cannot see. Finally, the dorsal-ventral
gradient in M cone distribution found in the mouse retina
(Applebury et al., 2000) needs to be kept in mind when
designing stimuli for testing visual function.

Conclusion

Experiments in a number of fields with transgenic and tar-
geted mutant mice have demonstrated that this organism
has unique uses for testing hypotheses regarding the function
of proteins within the nervous system. However, the miscon-
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DBA chromosomes. Only those Fss that inherit two chromosomal
segments from B6 in the region that bears the mutation will be
affected (homozygous mutant). Markers such as marker 1 will often
be coinherited with the mutant phenotype if they are close to the
mutagenized gene, whereas more distant markers such as marker
2 will be less frequently coinherited. In practice, the haplotype of
the affected chromosome is determined to localize the gene, because
determining the haplotype takes advantage of information from
many markers. This approach requires careful selection of the
counterstrain, as alleles of genes from the counterstrain might
modify the effect of the mutation under study (see the example from
the Min mutation).

ception that the mouse 1s not a visual animal has prevented
it from being fully exploited in studies of the visual system,
save studies of processes that are affected by mutations wide-
spread among inbred strains. This situation should now
change. The realization that mice of most inbred strains are
visual animals with normal visual behaviors will make it
possible to use the recent advances in forward genetics and
in our understanding of the diversity among inbred strains
to identify genes that are important for vision and to eluci-
date the mechanisms by which they function.
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5 The Mouse as a Model for Myopia,

and Optics of Its Eye

FRANK SCHAEFFEL

Like a number of small mammals, mice are not predomi-
nantly “visual animals.” Duke-Elder (1958, p. 639) wrote,
“Mice are nocturnal in type and obviously depend visually
on the appreciation of differences in luminosity and move-
ment, rather than on the very imperfect pattern vision of
which their eyes are capable.” Had researchers not advanced
beyond these assumptions, mice might never have been
proposed as a model to study the mechanisms of myopia.
As it happens, the visual control of eye growth in the mouse
appears to be marginal. On the other hand, the findings
from numerous knockout models and microarrays and
extensive knowledge of the physiology, biochemistry, and
genetics of the mouse cannot be ignored. Furthermore,
spontaneous ocular mutations such as the albino locus and
the p locus caught the attention of eye researchers long
before knockout animals were known. These two eye color
mutations represent the first gene loci that were ever
mapped in vertebrates, in this case to chromosome 7. For
these reasons, attempts to establish the mouse as a new
model for myopia studies may be worthwhile.

How good can spatial resolution be in a mouse eye?

The eye of an adult mouse has an axial length of little more
than 3mm (Remtulla and Hallett, 1985; Schmucker and
Schaeffel, 2004a). At this size, the mouse eye is comparable
to the eyes of other mammals of similar weight, as illustrated
in an impressive figure by A. Hughes (1977, p. 654). Hughes
showed eye length versus body weight for many different
vertebrates. If eye weight is scaled to body weight, the mouse
eye is five times larger than the human eye. Thus, the mouse
eye cannot be considered vestigial.

To focus an image of the environment onto the retina of
a mouse eye, the refractive power of cornea and lens must
be more than 500 diopters (D) in air (a third of power is lost
because the backside of the eye’s optics is, as in all vertebrate
eyes, filled with water-like fluid). Because of this high power,
a refractive error of a few diopters—most disturbing for
humans, who have only about 60D of total power in the
eye—is not so relevant for the mouse. For the same reason,
small imperfections in the optics of the mouse eye are less
important than in the human eye.

Even if optically optimal, small vertebrate eyes generally
have lower visual acuity (Kirschfeld, 1984). This is because
the image projected onto the retina is proportionally smaller.
To sample the fine details in a tiny image, the sampling
units—the photoreceptors—should also be proportionally
smaller. However, this is not possible, for physical reasons:
when photoreceptor diameters approach the range of the
wavelength of light, “optical crosstalk” between receptors
occurs since light energy “leaks out” (Kirschfeld and Snyder,
1976). This phenomenon limits further increase in sampling
density. Probably for this reason, vertebrate photoreceptors
are not thinner than about 1 um—two times the wavelength
of visible light.

In a human eye, 1° of the visual field maps on 0.29mm
linear distance on the retina. In a 28-day-old mouse, the
image magnification is only a tenth (0.03 mm/deg). Accord-
ingly, even with the best possible optics, a mouse eye can
achieve only a tenth of the human eye’s spatial resolution.
As shown in chapter 7 in this volume, the spatial resolution
of the mouse eye is even lower, by almost another factor of
10, in part as a result of optical aberrations but mainly
because of the large photoreceptor diameters (>2-3pmy;
Carter-Dawson and LaVail, 1979) and neuronal spatial pro-
cessing (de la Cera et al., 2006). Given this poor visual acuity,
it seems likely that emmetropization (the developmental
matching of axial eye length to the focal length of the optics)
may not be as precise as in some birds or primates that have
high visual acuity and are, in part, not limited by ocular
optical aberrations but rather by physics—the diffraction of
light.

Schematic eye modeling

The first schematic eye for the adult C57B1/6] mouse was
presented by Remtulla and Hallett in 1985. It was developed
based on frozen sections of 14 eyes of 20- to 23-weck-old
animals. Schmucker and Schaeffel (2004a) developed a par-
axial schematic eye model for C57BL/6] mice at different
ages, also based on frozen sections (figure 5.1). Although
frozen sections have limited resolution because of the distor-
tions that can occur during freezing and sectioning, it is
possible to average measurements from several eyes and to
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Fieure 5.1  Frozen sections of mouse eyes at age 26 and 44 days.
(Replotted from Schmucker and Schaeffel, 2004a.) The overpro-
portional growth of the lens reduces the depth of the vitreous
chamber with age. Such large lenses make it unlikely that accom-
modation is present in the eye, because these lenses cannot be

fit the biometrical data from different ages by polynomials.
The averaging procedure reduces the impact of measure-
ment variability, and a few general statements can be made
about the optics of the mouse eye:

1. In line with an observation by Zhou and Williams
(1999), the eyes grow linearly over the first 100 days, with
no signs of saturation. Axial length increases from 3.0mm
at 22 days of age, by 4.4um/day.

2. Interestingly, because the lens increases in thickness
from 1.74mm at 22 days of age by 5.5 um/day, the vitreous
chamber actually declines in depth from 0.83 mm at 22 days,
by 3.2 um/day.

3. A recent study using video photokeratometry in Fgr-/
—/— mice and their wild-type littermates (Schippert et al.,
2007) showed that the corneal radius of curvature increases
from 1.35mm to 1.53mm from day 22 to 100.

4. To make a mouse eye more myopic by 1D, axial
length must be increased by 5.41 lm at the age of 22 days
and by 6.49 um at the age of 100 days.

5. Retinal image magnification increases from 0.032 mm/
deg at 22 days to 0.034mm/deg at 100 days.

6. As in other animals (e.g., chicken: Schaeffel et al.,
1986; barn owl: Schaeffel and Wagner, 1996), the retinal
image brightness increases with age. Image brightness is
proportional to the inverse squared f-number, the ratio of
anterior focal length to pupil size. Typical for humans are
f-numbers around 5 (for a 3.3-mm pupil), but for the mouse,
the f-number 1s 1.02 already at day 22. This produces a 25
times brighter retinal image than in humans. Until the age
of 100 days, the f-number in mouse declines even further,

easily deformed. Note the relative thickness of the retina, which
should give rise to a large “small eye artifact” in retinoscopic
measurements (Glickstein and Millodot, 1970). Scale bars denote
millimeters.

to about 0.92, providing another 20% more brightness.
Even owls do not have such a low f-number (1.13; Schaeffel
and Wagner, 1996). The mouse probably has one of the
brightest retinal images among vertebrates.

7. The thickness of the retina, relative to axial length
(which increases from 0.178mm at 22 days of age, by
0.6 um/day), should give rise to a large difference in the
position of the photoreceptor layer and of the light reflecting
layer(s) in retinoscopy—resulting in large amounts of
apparently measured hyperopia (the “small eye artifact”;
Glickstein and Millodot, 1970). From the schematic eye,
the small eye artifact was calculated to more than 30D
(Schmucker and Schaeffel, 2004a). Since infrared photore-
fraction and even streak retinoscopy did not show such
large amounts of hyperopia, either mice must be myopic (but
see the discussion of behavioral depth-of-field measurements
in the next section) or the light-reflecting layer(s) is (are) not
at the vitreoretinal interface but rather deeper in the
retina.

New techniques to measure optical parameters in very
small eyes like the mouse’s

To study the mechanisms of visual control of eye growth and
myopia in a mouse, optical parameters of the eye must be
measured in vivo. Standard optometric techniques generally
fail, owing to the tiny size of the eye.

INFRARED PHOTORETINOSCOPY  First, refractive state must
be determined. In a number of previous studies, this was
done by white light streak retinoscopy (e.g., Drager, 1975;
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Remtulla and Hallett, 1985; Beuerman et al., 2003; Tejedor
and de la Villa, 2003). In streak retinoscopy, a slightly
defocused light streak is projected onto the eye from the
retinoscope, which is held at about arm’s length distance
from the subject, the mouse. A small fraction of this light is
reflected from the back of the eye, the fundus, and is visible
in the pupil. The movement of the reflection in the pupil is
compared to the movement of the light streak on the fur
surrounding the eye as the streak retinoscope is titled up and
down. If the reflection in the pupil appears stationary with
no clear direction of movement, the “reversal point” is
reached, where the eye is assumed to be in focus with the
observer. Otherwise, trial lenses of different power are held
in front of the eye until the reversal point is reached, and
the lens power then provides the information about refractive
state. The procedure works well in animals with large pupils,
but it is very difficult to judge the direction of the movement
of the light bar in small pupils (1 mm in diameter, or small-
er if the pupil constricts due to the white light emitted
by the retinoscope). In a trial carried out by a certified
optometrist, no correlation could be found between streak
retinoscopy and infrared photoretinoscopy in 52 alert,
noncyclopleged mouse eyes (refraction measured with streak
retinoscopy = 0.276 X refraction measured with infrared
[IR] photoretinoscopy + 15.988, R*= 0.047; Schmucker,
2004). The range of refractions measured with IR photo-
retinoscopy was from +2 and +12D, but the values obtained
with streak retinoscopy ranged between +12 and +22D. As
can be seen, streak retinoscopy also provides considerably
more hyperopic readings than IR photoretinoscopy. High
hyperopia was also found in other studies using streak
retinoscopy (+20D: Drager, 1975; +13.5D: Tejedor and de la
Villa, 2003; +15D: Beuerman et al., 2003).

A more powerful technique for refracting small verte-
brates may be IR photoretinoscopy. This technique is video-
based, uses IR light, and has been successfully applied in a
variety of vertebrate eyes (e.g., toads and tadpoles: Mathis
et al., 1988; frogs and salamanders: Schaeffel et al., 1994;
water snakes: Schaeffel and Mathis, 1991; barn owls: Schaef-
fel and Wagner, 1996). Because IR light is used, the animal
is not disturbed by the measurement and the pupil does not
constrict. To measure a mouse, it is sufficient to slightly
restrain it by holding its tail while it rests on a small platform.
An IR-sensitive video camera is positioned at about 60 cm
distance. Attached to the camera lens is an arrangement of
IR light-emitting diodes (IR LEDs; figure 5.24, white arrow
at top right). A small fraction of this light enters the pupil, is
diffusely reflected from the fundus of the eye, and returns to
the camera. Because the IR LEDs are positioned directly
below the camera aperture, they produce a brightly illumi-
nated pupil, like the red eye effect seen with flash cameras.
Furthermore, the brightness distribution in the vertical pupil
meridian displays a gradient, with more light in the top in

the case of a hyperopic eye (figure 5.24) and more light in
the bottom in a myopic eye (figure 5.2B). The measured
brightness profiles are shown to the right of the pupils in
figures 5.24 and 5.2B, together with a linear regression line
fit through the pixel brightness values (arrows in the figures).
The refractions can be determined from the slopes of these
regression lines. The only unknown variable then is the
conversion factor from slope of the brightness profile in the
pupil into refraction. This factor can be determined by
placing trial lenses of known optical power in front of the
mouse eye, inducing known refractive errors, and recording
the slopes (Schaeffel et al., 2004). The temporal sampling
rate of this technique is determined by the video frame rate
(analogue cameras: 25Hz [PAL] or 30Hz [NTSC], and
30 Hz or more with firewire cameras). As soon as the mouse
eye appears in the video frame, the image-processing soft-
ware detects the pupil—which is a simple task, because it is
brightly illuminated over a dark background—and fits a
linear regression through the pixel brightness values in the
vertical pupil meridian.

Even though the measurements are easy to perform, some
limitations have to be considered: (1) Because of the excava-
tion of the optic disc (nicely visible in the frozen section of
the mouse eye presented by Remtulla and Hallett, 1985), the
eye 1s more myopic (or less hyperopic) close to the pupillary
axis and appears considerably more hyperopic in the periph-
ery due to the thickness of the retina (Schaeffel et al., 2004).
Therefore, for consistent refractions, it is important to align
the eye with the camera axis. (2) Mice sometimes change
their refractive state for a few seconds and become a few
diopters more myopic. The mechanism behind this optical
change has not yet been systematically studied, but it is clear
that it occurs without visual stimulation and most likely is
not accommodation. It was also observed under cycloplegia
with tropicamide (Schaeffel et al., 2004), and Woolf (1956)
was unable to find a ciliary muscle for accommodation in
the mouse eye. Also, Smith et al. (2002) state that the ciliary
muscle in the mouse eye is weak and accommodation lacking.
An alternative explanation for this change in refraction is
that it is produced by the activity of the retractor bulbi
muscles (Lorente de No, 1933; Pachter et al., 1976), which
can pull the globe back into the orbit, causing a temporary
change in intraocular pressure that, in turn, could affect
refractive state. Therefore, it is important to observe mice
for several seconds to ensure their eyes are in relaxed condi-
tion. (3) Mice were measured more hyperopic when they had
larger pupils (about 0.9D more hyperopia per 0.1 mm
increase in pupil size; Schaeffel et al., 2004). This effect could
result from negative spherical aberration (more hyperopic
refractions in the pupil periphery). On the other hand, posi-
tive spherical aberration was found in mouse eyes by Hart-
mann-Shack aberrometry (de la Cera et al., 2006), and it is
more likely that the increasing hyperopia results from non-
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Ficure 5.2 Infrared photorefraction in alert mice. 4, Hyperopic
eye. B, Myopic eye. The IR LED arrangement (4, inset, white arrow)
causes brightly illuminated pupils. The brightness gradient in the
vertical pupil meridian can be fit by linear regression (white lines
indicated by arrow to right of pupil). Calibration with trial lenses
showed that the slopes of the regression lines are linearly related

linearities in the video system. Larger pupils return more
light, proportional to pupil area, and pixel values are not
perfectly log-linear to the absolute brightness. A more exten-
sive calibration with different camera aperture sizes would
be necessary to control for this factor. The standard devia-
tion typically obtained in the same eyes on repeated mea-
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to refractive error of the eye. The brightness distributions in the
pupils (see 3D brightness profile of the pupil, lff, and brightness
profile, righl) are quite heterogeneous in eyes with poor optics,
such as in the mouse, but smooth in eyes with high optical qual-
ity, such as in humans (not shown). (Replotted from Schaeffel
et al., 2004.)

surement was about 2.7 D (Schaeflel et al., 2004)—much less
than the optical depth of focus.

ProtokeEraATOMETRY The corneal surface 1s the optically
most powerful surface of the eye—in most vertebrates it
generates more than 60% of the total optical power.



Therefore, it is important to measure its radius of curvature.
This can be done by IR photokeratometry in alert mice.
Mice are placed on a platform (figure 5.34, white arrow) and
slightly restrained by holding their tail. The platform is
positioned about 15cm from a metal ring with a diameter
of 300mm that carries eight IR LEDs (figure 5.34). The
reflections of the IR LEDs on the corneal surface, the first
Purkinje images, are also arranged in a circular pattern
(figure 5.3B). In a digital video image of the eye, the reflections
can be detected by an image-processing program and fit by
acircle in real time (at 25-60 Hz, depending on the hardware
platform). The diameter of the fitted circle is proportional
to the curvature of the cornea—small circles for steep corneas
with small radius of curvature and larger circles for flat
corneas. Although the equations to calculate corneal
curvature from camera distance, distance of the IR LEDs of
the keratometer, distance of the keratometer to the mouse,

and camera magnification have been worked out (Howland
and Sayles, 1985), it is easier just to measure a few ball
bearings with a known radius of curvature (figure 5.3C) and
extrapolate to the corneal radius of curvature of the animal
under study. The standard deviation of this procedure is
about 1%, with the major source of variability the depth of
focus of the video camera. The video camera depth of field
ultimatively determines how precisely the distance of the
mouse to the keratometer and the camera are controlled.

the
important variable in myopia studies is axial length. Human

Low-CoHERENCE ~INTERFEROMETRY Perhaps most
myopia is axial in most cases (Curtin, 1985), which means
that the eye 1s growing too long in the anteroposterior axis
compared to an eye of an emmetropic control group. In a
few cases myopia develops because the refractive power of
the lens increases (e.g., when diabetes or cataract develops),
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Ficure 5.3 Infrared photokeratometry. 4, The alert mouse is
positioned on a wooden platform and is slightly restrained by the
tester holding its tail (white arrow). The block is slowly moved back
and forth until the reflections from eight IR LEDs are visible in a
highly magnified video image of the eye (B). Once the first Purkinje
images are in focus, the software detects their centers and fits a
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circle through them. This occurs at a video frequency between 25
and 60 Hz, depending on the hardware. The high-speed measure-
ments also provide the current standard deviations of the radii. The
diameter of this circle is proportional to the curvature of the cornea.
C, The calibration factor can be determined by comparing the
measured radius to the radius of ball bearings.
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and this is referred to as refractive myopia (Curtin, 1985).
The type of myopia that is experimentally induced in animal
models is almost always axial.

Therefore, the first question is about the axial length
changes. Several attempts have been made to measure axial
eye lengths in mice using various techniques, such as video
imaging of freshly enucleated eyes (Fernandes et al., 2004;
Schaeffel et al., 2004), analysis of histological sections of eyes
(Tejedor and de la Villa, 2003), highly enlarged photographs
of frozen sections (Schmucker and Schaeffel, 2004a), and eye
weight measurements (Zhou and Williams, 1999). All tech-
niques could be used only post-mortem, and all probably
have insufficient resolution to show that experimentally
induced myopia is, in fact, axial. Attempts to measure axial
eye length in vivo with A-scan ultrasonography (which is typi-
cally used in other animal models of myopia) failed in the
mouse (Schaeffel, et al., 2004). The curvature of the cornea
is so steep that little sound energy can be transmitted into the
eye when the sound transducer is placed on the cornea; also,
sound waves are focused at about 20 mm distance from the
transducer. A water-filled rubber tube is attached to the
transducer to mimic a longer eye if short, nonhuman eyes are
measured (Schaeffel and Howland, 1991), but this procedure
was not successful in mouse eyes. A major advance came
when a commercial low-coherence interferometer was
adapted to measure short-range optical distances. The goal
was to measure corneal thickness and anterior chamber
depth in humans (the Carl Zeiss AC Master [www.meditec.
zeiss.com/], Jena, Germany; figure 5.4). A test showed that
this device was also able to measure the intraocular distances
in living mouse eyes (Schmucker and Schaeffel, 2004b).

Unfortunately, Zeiss decided not to market the AC Mas-
ter, so that only prototypes are currently used in a few
laboratories.

The optical principle of low-coherence interferometry
is based on a Michelson interferometer. A low-coherence
superluminescent laser diode (SLD) that emits IR light with
a peak emission at 850nm and a half-bandwidth of 10nm
serves as light source. As a result of the broadened band-
width, the coherence length is rather short (about 10 um),
compared to standard laser diodes, in which it is about
160um. The IR laser beam emerging from the LED is
divided into two perpendicular beams via a semisilvered
mirror. One part is transmitted through the semisilvered
mirror and reaches a stationary mirror. The other part
reaches a second mirror that can be moved along the light
path with high positional precision. After reflecting from the
mirrors, the two coaxial beams propagate to the eye, where
they are reflected off the cornea, the lens, and the fundal
layers. Interference between beams can occur only when
their optical path lengths are matched with extreme preci-
sion, within the coherence length. The occurrence of inter-
ference is detected by a photocell and recorded as a function
of the displacement of the movable mirror. Because of the
coaxial beams, the measurements are largely insensitive
against longitudinal eye movements. The scanning time of
the movable mirror is about 0.3s. In the human eye, a mea-
surement precision in the range of 2um has been achieved
in corneal thickness measurements, and a precision of 5—
10pm has been achieved for the anterior chamber depth
and lens thickness measurements (R. Bergner, pers. comm.,
2004). On repeated measurement of mouse eyes, a standard

Fieure 5.4 The AC Master during measurements of a mouse eye.
A, The slightly anesthetized mouse, positioned on an adjustable
platform attached to the chin rest of the device, is encircled.
B, Close-up view used to adjust the eye in the measurement beam.
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The first Purkinje images of six infrared LEDs, built into the
device, are used to align the eye. (Replotted from Schmucker and
Schaeffel, 2004b.)



deviation of 8 um was found for axial length, equivalent to
less than 2D (Schmucker and Schaeffel, 2004b).

This technique measures optical path lengths, which
need to be converted into geometrical path lengths. The
conversion requires that the refractive indices for the ocular
media be known. The problem has been analyzed by
Schmucker and Schaeffel (2004b). The errors are generally
small even if the refractive indices are not exactly known.
Also, in most cases, the differences of interest are those
between the treated and control eyes, rather than absolute
axial lengths.

MEASUREMENTS OF THE OPTICAL ABERRATIONS OF THE MOUSE
Eve wita A CustoM-Buit HARTMANN-SHACK SENSOR
Given the low spatial acuity of the mouse (see chapter 7 in
this volume), the question arises as to whether visual acuity
is limited by optics or by neural factors, such as the pooling
of photoreceptor signals. New optical techniques have

A...

mouse 1- right eye mouse 1 - left eye

mouse 2

. .
mouse 3

. .
mouse 4
mouse 5
mouse 6

Fieure 5.5 4, Original Hartmann-Shack images, and reconstruc-
tions of the wavefronts recorded from 12 eyes of alert mice. Wave
aberration maps are for the third- and higher-order aberrations,
and contour lines are plotted in 0.1 pm steps. B, Calculations of the

recently been developed to describe the optical quality of the
human eye in vivo. Perhaps the most successful technique
currently used, Hartmann-Shack aberrometry, has been
adapted for measurements in mice (de la Cera et al., 2006).
For Hartmann-Shack measurements, an SLD at 676 nm
produces a bright spot on the retina. A fraction of the light
is reflected from the fundus and returns from the eye through
the pupil. This light reaches a microlens array of 65 X 65
square lenslets with a 400 um aperture and a focal length of
24mm. The lenslets create a pattern of focal spots on a GCD
chip of a video camera. If an eye has no aberrations and is
focused at infinity, the spot pattern is perfectly regular, and
each of the foci is exactly along the optical axes of the
lenslets. However, if the wavefront is distorted due to optical
aberrations in cornea and lens, the focal spots are laterally
displaced and form irregular patterns (figure 5.5; the left
columns show the original Hartmann-Shack images). The
displacement of each of the foci is proportional to the tilt of
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average modulation transfer functions of the mouse eyes. The con-
trast transfer drops off steeply with increasing spatial frequency, but
the contrast transfer is still around 20% at 4 c¢/deg. (Replotted from
de la Cera et al., 2006.)
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the wavefront at the respective position. To reconstruct the
three-dimensional shape of the wavefront, the centers of the
focal spots are detected by image-processing software—a
demanding task if they are as diffuse, as shown in figure
5.5A (de la Cera et al., 2006). The shape of the wavefront
is typically described as a polynomial expansion, as pro-
posed by Zernike. The coefficients describe the magnitude
of known optical aberrations, such as defocus, astigmatism,
spherical aberration, and so on. In the mouse, defocus was
the most dominant aberration (average hyperopia +10.12 *
1.41 D), but astigmatism (3.64 + 3.7 D) and positive spherical
aberration (wavefront error 0.15 = 0.07um for a 1.5-mm
pupil) were also highly significant.

The Zernike coeflicients also permit the calculation of
how much contrast the optics of the eye transfers at the dif-
ferent spatial frequencies. The transfer function is called
modulation transfer function. The mouse eye’s optics trans-
fers about 20% of the contrast at 4c/deg (see figure 5.3).
Compared to the behavioral limit of spatial resolution of the
mouse at around 0.5c¢/deg, it is unlikely that the optics of
the eye are the limiting factor for visual acuity in mice.

It turned out that alert mice could be accurately posi-
tioned for Hartmann-Shack aberrometry by holding their
tails, moving the platform, and waiting until they calmed
down. They did not close their eyes as chickens do. Attempts
were also made to obtain measurements under anesthesia.
However, the optical quality of the eyes was then much
poorer (de la Cera et al., 2006). This could explain why such

low optical quality was described in rodent eyes in a previous
study in mouse and rat (Artal et al., 1998).

Depth of focus: Optical and behavioral measurements

Remtulla and Hallett (1985) estimated the depth of field of
the mouse as large as 56 D, based on photoreceptor diam-
eters and using the equations provided by Green et al.
(1980). But they also stated that this number may be un-
realistic. They noted that behavioral visual acuity may be
five times higher, as calculated from anatomical variables
(Birch and Jacobs, 1979), and finally estimated the depth of
field as +11D.

Recently, aberrometric techniques have permitted more
direct estimations of the optical depth of field. De la Cera
et al. (20006) calculated the contrast transfer (modulation) of
the mouse optics for a sine wave grating of 2c¢/deg, at dif-
ferent amounts of defocus. The modulation drops to 50% at
about 5D of defocus (figure 5.64). But since the spatial acuity
of the mouse 1s only about one-fourth of this value in behav-
1oral studies, the depth of field must accordingly be several
times larger. Optomotor responses elicited by drifting 0.03 ¢/
deg square wave gratings were measured in mice wearing
trial lenses. They showed significant responses with up to at
least £10D of imposed defocus (figure 5.6B). In summary,
the depth of field in the mouse must be larger than 10D,
and this suggests that neither accommodation nor precise
emmetropization is very important for the mouse.
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Fieure 5.6 4, Contrast transfer (modulation) of 12 mouse eyes
for a 2c¢/deg sine wave pattern for different amounts of defocus.
The curves were calculated from the known wavefront aberrations
of each of the individual eyes. (Replotted after de la Cera et al.,
2006.) B, Optomotor responses of mice wearing defocusing lenses
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in front of both eyes. The optomotor response was elicited by a
drifting 0.03c/deg square wave pattern. Significant responses
could be elicited with at least £10D of defocus. (Replotted from
Schmucker and Schaeffel, 2006.)
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Spatial vision at different illuminances and the
contribution of rods and cones

It could be expected from the extremely bright retinal images
that mice have good spatial vision also at low ambient illu-
minances. However, optomotor experiments in an auto-
mated optomotor drum suggested that this is not the case.
In these experiments, individual mice were placed in a small
perspex drum in the center of a larger drum that was rotated
with vertical square wave patterns of adjustable fundamental
spatial frequency (figure 5.7). Their movements were
recorded from above by a small surveillance video camera.
Movement analysis was fully automated. Both the angular
movement of the center of mass of the mouse and angular
changes in the orientation of the body axis were tracked by

F1cure 5.7  Automated optomotor drum. The mouse is placed in
a small inner perspex drum in the center of a larger drum that is
covered inside with the square wave stripe pattern (long black arrow).
The large drum is mechanically rotated by a DC motor. Both the
center of mass of the mouse and the angular orientation of its body
axis are automatically tracked by a video system (short black arrow:
small surveillance firewire camera that images the mouse; see also
the screen of the laptop). The net angular movement is statistically
evaluated and compared to the direction of movement of the stripe
pattern. (From Schmucker et al., 2005.)

image-processing software and automatically statistically
analyzed. Even though the mice often ignored the visual
stimuli when they cleaned themselves, the objective video
tracking procedure produced statistically meaningful results.
An advantage of the procedure is that the mice experienced
no further behavioral restriction, causing little stress. Disad-
vantages are that the “whole body optomotor response” is
less reliable than the eye (Faulstich et al., 2006) or head
(Abdeljalil et al., 2005) optomotor response, and the data are
therefore more noisy. In yet other studies, whole animal
body movements were also evaluated, but in this case they
were subjectively judged. A “virtual drum” was used that
permitted better control of the stimulus variables (Prusky
et al., 2004, 2006; Douglas et al., 2005; see also descriptions
of these techniques in chapter 7 in this volume). Finally,
optomotor experiments measure “visual acuity” of the
extracortical accessory optic system, which may be differ-
ent from cortically processed acuity for stationary targets.
Nevertheless, in the mouse, there is no indication that the
two types of acuity are particularly different (Prusky and
Douglas, 2004).

The automated version of the “whole body optomotor
analysis” used by Schmucker et al. (2005) provided some
new results:

1. Grating acuity reached its limit at about 0.4-0.5 ¢/ deg,
slightly less than in other behavioral techniques (see chapter
7 in this volume).

2. It declined continuously when the illuminance (or
luminance) was reduced: the “relative responses” were 100%
at 400lux (about 30 cd/m?), 76% at 40lux (about 0.1 cd/m?),
and 46% at 4lux (about 0.005 cd/m?). A similar decline was
not observed in an older study in the hooded rat (Birch and
Jacobs, 1979), where grating acuity at 1.2c¢/deg remained
similar between 3.4 and 0.0034 cd/m” in a three-choice dis-
crimination apparatus. On the other hand, a 2005 study in
mice found an increase in spatial acuity with higher illumi-
nances (Abdeljalil et al., 2005).

3. An optomotor analysis of mutant mice lacking rods or
cones, or both, showed reduced visual acuity in cone-only
models (0.10c¢/deg in Rho—/—and 0.20c¢/deg in CGNGB1-/—,
compared to 0.30c/deg in C57BL/6 wild-type mice). The
“all-rod mouse” (GNGA5—/—) performed similarly on the
optomotor test as the wild-type mouse, under both photopic
and scotopic conditions. This observation suggests that the
rod system is not saturated, even at illuminances of 400 lux
(about 30 cd/m?). It should also be kept in mind that rods
represent about 95% of the photoreceptors in most verte-
brates (Sterling, 2003), including the mouse. Since the
remaining 5% of cones are not clustered in a fovea but are
more evenly distributed across the retina, they may not
reach a sampling density necessary for good spatial vision.
In mice without any functional photoreceptors (GNGA3 —/—,
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Rho —/-), no optomotor response could be elicited, suggest-
ing that the light-sensitive, melanopsin-containing ganglion
cells do not contribute to spatial vision.

Induction of refractive errors by frosted diffusers or
spectacle lenses

The large depth of field and the relatively low visual acu-
ity of the mouse suggest that retinal image degradation
must become quite severe before it is detectable for the
retina, and before it can potentially trigger changes in eye
growth.

DEeprivaTion Myoria INDucep BY HEMISPHERICAL Prastic
Dr1rrusers GLUED TO THE FUR AROUND THE EYE  Deprivation
myopia refers to the type of myopia that develops by default
when the retinal image clarity is experimentally degraded.
Studies on the regulation of the retinal mRNA of Egr-1 by
light and retinal image contrast in mice showed surprisingly
high sensitivity to the changes in retinal image contrast,
despite their low acuity and large depth of field. Even if the
retinal illumination was matched in the fellow eye by using
neutral density filters that had similar light attenuation as
the diffusers, the minor difference in image contrast had
clear effects on FEgr-1 mRNA concentrations in the retina
(Brand et al., 2003). Furthermore, a microarray analysis of
gene expression under the same visual stimulation conditions
showed surprisingly clear transcription changes of a number
of genes (Brand et al., 2007). This shows that even minor
differences in image contrast were detected. If eye growth
were as tightly regulated by vision as in other animal models,
like chicken (Wallman et al., 1978), tree shrew (Norton,
1990), guinea pig (Howlett and McFadden, 2006), or rhesus
monkey (Wiesel and Raviola, 1977), the image degradation
imposed by the diffusers should have been sufficient to
produce deprivation myopiaalsoin the mouse. Unfortunately,
this standard treatment was not very effective even when
extended to 2 weeks (Schaeffel and Burkhardt, 2002;
Schaeffel et al., 2004) or even 8 weeks (Fernandes et al.,
2004). There was a significant myopic shift in refraction
when data from many animals were pooled, but it was quite
small compared to the total power of the eyes—only about
4-5D (Fernandes et al., 2004; Schaeffel et al., 2004). More
reliable effects and fewer ocular side effects, such as in-
flammation, were described if the diffusers were not glued
to the fur but rather were attached to head-mounted pedestals
(Faulkner et al., 2007b).

The large variability in the diffuser experiments cannot
be explained by poor measurement resolution; it must result
from low sensitivity of the emmetropization mechanism to
changes in visual experience, and from the fact that axial
eye growth is rather slow in mice (Schaeffel et al. 2004).
Somehow, one might expect poor responsiveness due to the

82 OPTICS, PSYCHOPHYSICS, AND VISUAL BEHAVIORS

large depth of focus (more than +10D). But then it remains
unclear why the variability of the refractions among un-
treated animals is considerably less than the depth of focus
(about £3 D: Schaeffel et al., 2004; or even less, £1.14D: de
la Cera et al., 2006). This raises the question as to what keeps
the refractions in such close range when emmetropization is
so insensitive to visual input.

DEeprivaTion Myopia From Lip Suture  Lid suture seems
to be more effective in producing deprivation myopia. Both
Tejedor and de la Villa (2003) and Beuerman et al. (2003)
found significant changes in axial eye growth and refraction
with lid suture for 20 days or 4 weeks, respectively. However,
in those cases, nonvisual effects on eye growth could be
excluded, such as increased mechanical pressure on the
globe, which might cause a rebound effect after lid reopening,
or changes in the metabolic conditions due to reduced oxygen
supply or elevated ocular temperature. Another complication
1s that the changes in refraction were not well predicted by
the changes in axial length (Beuerman et al., 2003; Tejedor
and de la Villa, 2003), using the schematic eye by Remtulla
and Hallett (Schaeffel and Howland, 2003).

AtTEMPTS TO INDUCE REFRACTIVE ERRORS BY SPECTACLE
Lenses A few studies have been performed in mice with
spectacle lenses. Although Beuerman et al. (2003) induced
myopia and considerable axial elongation by 8 weeks of
treatment with —10D contact lenses glued to fur around the
eye, no consistent effect on eye growth could be observed in
another study in which +15D or —15 D spectacle lenses were
attached to the fur for 2 weeks (Burkhardt and Schaeffel,
2006). In chicken (Bitzer and Schaeflel, 2002) and monkey
retina (Zhong et al., 2004), the expression of the transcription
factor CENK (or Egr-1 in mammals) is controlled by the sign
of imposed defocus. Such a sign of defocus-dependent
regulation of Egr-1 was not (yet) observed in the mouse retina
(Burkhardt and Schaeffel, 2006).

Errects oF Contmvuous LicHT ON REFRACTIVE DEVEL-
opMENT Continuous light rearing, which causes severe flat-
tening of the cornea and large hyperopic refractive errors in
chickens (Li et al., 2000), had no effect on corneal curvature
in C57BL/6 mice. After 37 days in continuous white light
with about 500 lux ambient illuminance, corneal radius was
1.42 £ 0.04mm (n = 25 eyes), versus 1.401 £ 0.05mm (n =
20 eyes) in animals kept under a regular 12/12 hour light/
dark cycle. There were significant differences in refraction
(+3.11 £ 3.60, n = 40, vs. +6.36 = 4.29, n = 51; P < 0.001),
but these small changes were in the opposite direction as in
chickens (Howland and Schaeffel, 2004).

OTHER DIFFERENCES BETWEEN THE CHICKEN AND THE
Mouse Glucagon, released from glucagon-containing ama-

crine cells, seems to act as a stop signal for eye growth



in chickens (Feldkaemper et al., 2004; Vessey et al., 2005).
Glucagon amacrine cells also express JENR in a sign of
defocus-dependent fashion. Unfortunately, this type of
glucagon-containing amacrine cells could not be found in
mouse retina (Mathis and Schaeffel, 2007) or in monkey
retina (Zhong et al., 2004), even though the glucagon
receptor was detected in the mouse retina (Feldkaemper
et al., 2004). These observations suggest that biochemical
differences between birds and mammals may exist in the
retinal signaling cascade for the visual control of eye
growth.

Refractive errors in knockout mouse models,
and experiments with drugs

Few data have been published on the refractive errors of
knockout mouse models. Schippert et al. (2007) found that
mice lacking a functional gene for the transcription factor
FEgr-1 were more myopic than their heterozygous and wild-
type littermates. The homozygous knockout animals also
had significantly longer eyes, but they showed no differences
in corneal curvature or anterior chamber depth. They also
had normal optomotor responses. This suggests that the
effect of Egr-1 knockout is surprisingly selective for axial eye
growth. That these knockout animals were more myopic fits
the idea that the EGR-1 protein appears to be associated
with an inhibition signal for axial eye growth: in chickens,
the protein is upregulated when hyperopia is induced and
downregulated when myopia is induced (Fischer et al., 1999;
Bitzer and Schaeffel, 2002).

Genetic knockouts may also result in changed sensitivity
to deprivation myopia. Fernandes et al. (2005) found that
deprivation myopia could be more easily induced in nob
knockout mice (lacking the ERG b-wave due to a defect in
the rod ON pathway). A more extended screening for
refractive errors in mutant mice was recently presented
by Faulkner et al. (2007a). Significant refraction differences
were detected between C57BL/6] mice, which had refrac-
tive errors ranging from +6.9 £ 0.5 to +8.5 + 0.3D, nob
and 7d] mice, which were about 2D more hyperopic, and
GABAC null mice, which were about 5D more myopic
than C57 mice. A next step would be to find out which
morphological changes determine the changes in refrac-
tion. It could even be that retinal thickness changes are
responsible.

There are no published data on the effects of drugs on
refractive development in mice. Atropine is currently the
most powerful drug against myopia development in both
humans and animal models (e.g., Diether et al., 2007). Also
in mice, it was found that daily application of one 0.1%
atropine eyedrop for 2 weeks in one eye reduced axial eye
growth compared to that in the vehicle-treated fellow eye,
although the significance levels were not very impressive

(P < 0.04 in six atropine-treated and six control mice;
Burkhardt and Schaeffel, 2006).

Summary

The mouse 1s probably not a very powerful model to study
the visually controlled mechanisms of axial eye growth. This
is in line with a conclusion by Guggenheim et al. (2004) for
the rat. It may, however, be promising to study knockout
models lacking certain elements of the signaling cascade
translating the output of retinal image processing into growth
commands to the sclera. Microarray analyses of retinal and
scleral transcripts following alterations in visual experience
or in knockout models may help to identify new pharmaco-
logical targets for myopia inhibition. Finally, a mouse model
may be feasible for screening drugs against myopia, because
the drug can be given as eyedrops (not as intravitreal injec-
tion, as in chickens) and can reach retinal and scleral targets
in sufficient concentrations, owing to the small volume of the

globe.
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6 Characteristics and Applications

of Mouse Eye Movements

JOHN S. STAHL

To see clearly, the eyes must be properly oriented and held
stable with respect to the visual world. Visual motion across
the retina at as little as 1-4deg/s degrades acuity and
contrast sensitivity in humans (Barnes and Smith, 1981;
Carpenter, 1988; Flipse and Maas, 1996). Thus, control of
eye movements is critical to vision, and reciprocally, the
visual system continuously monitors and optimizes the func-
tion of the oculomotor system. Oculomotor control is one of
the best understood aspects of brain function, reflecting
some five decades of research conducted primarily in rabbits,
cats, and nonhuman primates. Although recordings of mouse
eye movements have been reported periodically for decades
(e.g., Grusser-Cornehls and Bohm, 1988; Mangini et al.,
1985; Mitchiner et al., 1976), the data were only semiquan-
titative or imprecise in comparison with data available from
larger animals. However, this situation changed within the
past decade as the technique of magnetic search coil oculog-
raphy was adapted for use in mice (Boyden and Raymond,
2003; De Zeeuw et al., 1998b; Killian and Baker, 2002; van
Alphen et al., 2001) and as new methods of recording mouse
eye movements using infrared video-oculography were
developed (Stahl, 2002, 2004a; Stahl et al., 2000). This
chapter reviews the rapidly expanding state of knowledge of
mouse ocular motility and compares mouse eye movements
with those of other mammals that, like the mouse, lack a
retinal area devoted to high-acuity vision (species I loosely
refer to as “afoveate mammals”). Although the eye move-
ments of foveate and afoveate mammals share much in
common, there are also significant differences in behaviors,
as well as in the physiology underlying apparently similar
behaviors (e.g., optokinetic nystagmus). Thus, scant mention
1s made of the voluminous literature on well-studied foveate
species such as the cat, nonhuman primates, and humans.
Likewise, a comprehensive review of the physiological prin-
ciples and analysis of ocular motility would exceed the scope
of this chapter. Interested readers are directed to primers on
ocular motility that have appeared elsewhere (Leigh and
Zee, 2006; Robinson, 1981; Stahl, 2004b)."

'One of these references (Leigh and Zee, 2006) includes, in CD-
ROM form, D. A. Robinson’s classic lecture notes on the applica-
tion of control systems analysis to oculomotor physiology.

Three forces have impelled the growing interest in mouse
eye movements. I'irst, the broad range of genetic techniques
and genetic resources developed for the laboratory mouse
can be applied to study the oculomotor system. For instance,
transgenics, knockouts, or strains carrying mutations of
genes of interest can be used to test the contribution of
specific structures, cell types, or biochemical processes to
oculomotor functions. Examples of such applications are
provided at the end of this chapter. Second, an ultimate goal
of neurophysiology is to determine how the electrophysio-
logical properties of individual neurons and local neural
circuits contribute to the function of larger neural circuits
and, ultimately, animal behavior. This goal is particularly
realistic in the mouse oculomotor system, in which the physi-
ology and pharmacology of individual neurons can be
assessed 1n vitro using the brain slice preparation and these
observations can then be considered together with precise
analyses of single-neuron activity and concomitant eye
movement behaviors in the intact animals. Third, eye move-
ments are a powerful tool for assessing the function of many
regions of the brain, and analyzing eye movements can
therefore serve as a method of testing mutant strains, even
when the primary motivation for their study is not oculomo-
tor research (Stahl, 2004b). For example, a demonstration
that optokinetically driven eye movements in the Ames
waltzer mouse are normal suggested that the mutant’s pro-
found vestibular deficits stemmed from abnormalities of hair
cell function rather than abnormalities of central vestibular
circuitry. The oculomotor findings encouraged further study
of hair cell function, despite earlier structural studies that
argued that the vestibular periphery was normal (Alagramam
et al., 2005).

Eye movements comprise a collection of behaviors that
can be divided into two classes: movements that stabilize the
retina with respect to the stationary world and movements
that shift the retina with respect to the world. The latter
“gaze-shifting” movements include saccades (rapid eye
movements that shift the direction of the point of regard),
vergence movements (slower movements that orient the eyes
independently to adjust the distance at which the lines of
sight of the two eyes converge), and smooth pursuit (slow eye
movements that shift the point of regard to keep pace with
a visual target moving with respect to the background). An
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additional fixation mechanism allows the retina-stabilizing
reflexes to be overridden when they would take the point of
regard off the target (for instance, during attempts to pursue
an object by moving the eyes and head together), and this
fixation mechanism is conceptually and probably mechanis-
tically related to gaze-shifting movements. Gaze-shifting
movements rely on many of the same brainstem and cerebel-
lar circuits that support gaze-stabilizing movements, but also
employ a variety of cerebral circuits related to the percep-
tion, selection, and memorization of targets of visual interest.
Gaze-shifting movements are robust in foveate mammals. In
afoveate mammals, the evidence for equivalent gaze-shifting
mechanisms is more limited or conjectural. Convergence
eye movements have been documented in rabbits engaged
in feeding or visual discrimination behaviors (van Hof, 1966;
Zuidam and Collewijn, 1979), and the combined eye-head
saccades of freely moving rabbits (Collewijn, 1977) may con-
ceivably rely on the same neural machinery (or at least the
evolutionary precursors of the machinery) used by foveates
to control their fovea-directing saccades. On the other
hand, when either a rabbit or mouse is held stationary with
its head fixed in place, it executes only rare eye movements
(Collewijn, 1977; van Alphen et al., 2001), arguing against
the existence of any mechanism designed to use eye move-
ments to explore the visual world. Head-fixed rats do execute
up to 20 rapid eye movements per minute (Fuller, 1985;
Hess et al., 1988), but whether these eye movements are
intended to orient the eyes to a specific visual target (as is
the case for the saccades of foveate mammals) or merely to
reorient the visual fields within the larger visual surround
has not been determined. Smooth pursuit has never been
convincingly demonstrated in any afoveate mammal.

In contrast to their rudimentary gaze-shifting behaviors,
afoveate mammals exhibit robust behaviors that stabilize
and orient the eyes with respect to the visual world. These
phylogenetically ancient “compensatory eye movements”
include the angular vestibulo-ocular reflex (aVOR, which
counterrotates the eyes to prevent image motion during
rotational head movements), the linear vestibulo-ocular
reflex (IVOR, which rotates the eyes to prevent image
motion during translation head movements, and also shifts
the eyes during sustained head tilts to maintain a particular
orientation of the eyes with respect to gravity), and the opto-
kinetic reflex (OKR, which shifts the eyes in response to
motion of large portions of the visual field that may occur
during head movements). Additionally, during large-ampli-
tude compensatory eye movements, afoveate mammals
exhibit fast phases of nystagmus, rapid eye movements
whose purpose is to prevent the eyes becoming so eccentric
within the orbits that further compensatory eye movements
are impossible. These fast phases (which are also present in
foveate mammals) rely on some of the same brainstem
mechanisms utilized to generate foveate saccades, but unlike
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saccades they do not bring the eyes into alignment with a
specific visual target. The following sections consider the
characteristics of the afoveate compensatory eye movements
in more detail.

The angular vestibulo-ocular reflex

To prevent head rotations from causing retinal image
motion, the aVOR must process the head movement signals
generated by the semicircular canals so as to engender an
eye rotation about the correct axis, with the correct ampli-
tude and timing. The eye rotational axis must parallel that
of the head rotation. In the simplest geometric condition,
that is, when the axis of head rotation is located much closer
to the eyes than the objects producing the images that are
to be stabilized on the retina, the amplitude of the angular
eye velocity must equal the amplitude of the head velocity
(Snyder and King, 1992); in other words, the ratio of eye
velocity to head velocity (gain) must be 1.0. The eye move-
ments must also be temporally synchronized with the head
movements. For the case of a sinusoidal oscillation of head
angle,” the phase of the compensatory sinusoidal eye move-
ment must lead the phase of the head by 0°.° In fact, the
aVOR alone fails to be fully compensatory. Figure 6.1 shows

*The quantitative analysis of eye movements draws heavily on the
techniques of linear control systems analysis (Robinson, 1981), and
consequently emphasizes the response to sinusoidal inputs. All con-
tinuous waveforms can be decomposed into a sum of sine waves of
various frequencies, amplitudes, and phase angles, where the value
of the component of frequency ® (in rad/s) at time is given as y,()
= Aysin(®t + @), where 4, is the component amplitude and @, is
the component phase. Two required properties of a linear system
are (1) the output of a linear system in response to a sinusoidal input
is a sinusoid of the same frequency, altered only by a scaling of
amplitude or shifting of phase angle, and (2) the system’s response
to any continuous waveform is merely a linear sum of the responses
to each of the sine waves into which the input waveform can be
decomposed. It follows from these two principles that the signal-
transforming effects of a linear system can be completely summa-
rized by plotting its amplitude-scaling (gain) and phase-shifting
effects as functions of input (stimulus) frequency. The pair of gain
versus frequency and phase versus frequency plots is referred to as
a Bode plot. As the goal of the aVOR is to minimize retinal image
velocity (the difference between head velocity and eye velocity),
gain is customarily calculated as the ratio of eye velocity to head
velocity, and phase as the difference between the phases of eye and
head velocity. Gain and phase could also be calculated with refer-
ence to other quantities, such as eye acceleration and head
acceleration.

’A system producing an equal and opposite eye movement could
be considered to have either a gain of —1.0 and a phase of 0° or,
equivalently, a gain of 1.0 and a phase lead (or lag) of 180°.
However, for greater conceptual simplicity, the head movement
signal is generally inverted, so that a perfectly compensatory eye
movement would have a gain of 1.0 and a phase of 0°.
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Ficure 6.1
for which data are available. For data sources, see note 5.

the Bode plot for the horizontal aVOR of the mouse (solid
circles) derived by averaging video-oculography data from 11
2- to 8-month-old C57BL/6 animals (Stahl, 2004a). The
plot demonstrates that at higher stimulus frequencies, the
aVOR approaches ideal behavior. However, as frequency
decreases, gain falls, and the phase of the sinusoidal eye
movement progressively leads with respect to the head
movement. This incompletely compensatory behavior
reflects the properties of the semicircular canals, which
report head velocity accurately only around a certain range
of stimulus frequencies (Fernandez and Goldberg, 1971). At
lower frequencies, the canals progressively shift to reporting
head acceleration. Head acceleration leads head velocity by
90°, and its amplitude falls more rapidly as a function of
frequency than does the amplitude of head velocity. Thus,
eye velocity response progressively leads, and diminishes in
proportion to, head velocity. It should be noted that there is
no acceleration during a constant-velocity rotation, and so,
during prolonged rotations at constant velocity, the canal
signal-—and thus the aVOR-—decays to nil. In the natural
situation, rotation occurs in the presence of vision. As such,
the aVOR is supplemented by visually driven eye move-
ments (the OKR), particularly at lower stimulus frequencies,
where the canal-derived head movement signal is deficient.
The gain and phase curves for the same animals during
rotation in the light (visual-vestibulo-ocular reflex, VVOR)
are plotted as open circles in figure 6.1 and demonstrate that
the VVOR of the mouse approaches ideal performance
across the entire range of tested frequencies. The slight
reduction in aVVOR gain at lower frequencies may be an
effect of the particular video recording setup, which incor-
porates visible apparatus that moves with the rotating animal

—&— mouse aVWVOR
1@ —e— mouse aVOR
v v rataVOR
@ gerbil aVOR
x\ Y 4 guinea pig aVOR
\ 4 A— rabbit aVOR
\& /v rabbit aVWOR
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Horizontal aVOR and aVVOR gain and phase versus stimulus frequency for the mouse and five other afoveate mammals

and thus conflicts with the gain-augmenting effects of the
stationary visual surround (Stahl, 2004a). Data gathered
using a similar video technique but less intrusive apparatus
lacked this attenuation at lower frequencies (Faulstich et al.,
2004, 2006). Data gathered using a still less visually intrusive
magnetic search coil apparatus also lacked the low-frequency
attenuation, but gains were lower at all stimulus frequencies,
an effect attributed to the coil impeding eye movement
(Stahl et al., 2000; van Alphen et al., 2001).*

Figure 6.1 also plots aVOR and aVVOR curves for other
afoveate mammals for which Bode plots have been pub-

*Magnetic search coil oculography has traditionally been consid-
ered the gold standard of oculography. However, implanting a
search coil on the mouse eye reduces gain, possibly because the coil
impedes free movement of the eye (Stahl et al., 2000). Although
the eye movement amplitudes recorded using search coils have
greatly improved since the earliest search coil studies (i.e., De
Zeeuw et al., 1998a; Koekkoek et al., 1997), they remain consis-
tently lower than those obtained using video-oculography, irrespec-
tive of whether the coils were implanted (Boyden and Raymond,
2003; Kimpo et al., 2005; van Alphen et al., 2001) or temporarily
glued to the cornea (Harrod and Baker, 2003; Killian and Baker,
2002). Pupil-tracking video-oculography introduces its own prob-
lems, mostly related to the assumptions and approximations that
must be made when converting the raw signals from position within
the video image to eye angle. Ideally, this conversion process takes
into account both the horizontal and the vertical position of the
pupil, as well as pupil diameter and the position of a reference
corneal reflection (Stahl, 2004a; Stahl et al., 2000, 2006). For these
reasons, where absolute gain is critical to our argument, we cite
studies in which eye movements were obtained using the most
precise video-oculography technique in preference to studies per-
formed using other techniques.
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lished.” aVOR phase curves exhibit configurations similar to
those of the mouse, but appear to be shifted toward lower
frequencies. This shift is consistent with the proposition that
the frequency of natural head movements increases with
smaller animal size, and semicircular canal dynamics are
also shifted to match the head movement frequency range
(Wilson and Melvill Jones, 1979). The gain curves exhibit
more scatter than the phase curves, a difference that likely
arises in part from the wide variety of oculography tech-
niques employed in their acquisition. However, if each ani-
mal’s curve 1s normalized to its value at the highest tested
stimulus frequency, the mouse curve again appears to be
shifted to the right of all but the guinea pig curve (plot not
shown).

Bode plots such as those shown in figure 6.1 are most
informative when applied to systems that are linear, at least
over the range of stimulus frequencies and amplitudes at
which the system was probed (see note 2). In fact, the hori-
zontal aVOR, like many biological systems, is only approxi-
mately linear. Two types of aVOR nonlinearity have been
described, a variation of gain with stimulus amplitude and
a variation of gain with stimulus direction. Figure 6.2 replots
aVOR data from four studies in which sinusoidal eye move-
ments of C57BL/6 mice were acquired at different stimulus
amplitudes.” The gains and the degree of nonlinearity vary
considerably, in part due to significant differences in the
oculography techniques (which included search coil oculog-
raphy and video-oculography with and without the use of a
corneal reflection to minimize artifacts resulting from the
eye rotating about points other than its geometric center
[Stahl et al., 2000]). Nevertheless, in all studies and at all
stimulus frequencies, aVOR gain increased and phase lead
decreased as stimulus amplitude increased. Similar effects of

’Sources and oculography technique for the data plotted in figure
6.1 for species other than the mouse are as follows: Rabbit,
mmplanted search coil (van der Steen and Collewijn, 1984). Rat,
glued-on search coil (Brettler et al., 2000). As this rat study reported
all gains relative to the response at 0.2 Hz, we converted the nor-
malized curve to absolute gains based on the assumption that the
gain at 0.1 Hz would have been equivalent to the absolute value
reported by Rabbath et al. (2001), in which the rat eye movements
were similarly recorded using glued-on search coils. Gerbil, video
(Kaufman, 2002). Guinea pig, search coil (Escudero et al., 1993).
Chinchilla, electro-oculography (Merwin et al., 1989).

*Sources of data plotted in figure 6.2 are as follows: Data from
Andreescu et al. (2005) extracted from their figure 4b and c. Data
from their figure 4a (6, 13, and 25deg/s at 0.2, 0.4, and 0.8 Hz,
respectively) were excluded, because the gains in that figure fall
conspicuously below the curves generated from the data in figure
4b and c. The 0.4 Hz data from Katoh et al. (2005) were extracted
from their figure 7c¢ and d, and the 0 Hz data from Katoh et al.
(2006) were obtained from their figure la. Data from Iwashita
et al. (2001) were extracted from their figure Sa—ec.

amplitude have been reported in mice recorded with search
coils (van Alphen et al., 2001) and in rabbits (Baarsma and
Collewijn, 1974). Another nonlinearity of the mouse aVOR
is an increase in gain of up to 0.1 when the eye moves in the
temporal-nasal direction (Stahl et al., 2006). This asymmetry
implies that the aVOR causes the eyes to move in a dyscon-
jugate fashion. A similar dependence of gain on direction
has been reported in the gerbil (Kaufman, 2002). The
aVVOR shows considerably less dependence on stimulus
amplitude, based on the two studies used in figure 6.2 that
provided both aVOR and aVVOR data (Iwashita et al.,
2001; Katoh et al., 2005). The aVOR directional asymme-
try, however, was essentially unchanged by the addition of
vision (Stahl et al., 2006). In sum, the aVOR exhibits signifi-
cant nonlinearities that must be considered, for instance,
when comparing data produced in different laboratories
using different stimulus amplitudes. Particular care must be
taken when interpreting data produced using very small
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Ficure 6.2 Amplitude-related nonlinearities of the mouse hori-
zontal aVOR. Gain decreases and phase lead increases markedly
at lower stimulus amplitudes. For details on sources of data and full
references, see note 6.
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position and velocity amplitudes. Visual reflexes compensate
to some extent for the aVOR nonlinearities, resulting in a
more linear aVVOR response.

The optokinetic reflex

During rotation in the light, any residual image motion due
to a less than perfectly compensatory aVOR is transduced
by slip-sensitive retinal ganglion cells, and, after processing
by the accessory optic system (AOS) and vestibular nuclei,
the image velocity signal ultimately drives a compensatory
eye movement response, the optokinetic reflex (Simpson,
1984). In the laboratory, the OKR 1is usually elicited by
enclosing the experimental animal in a cylinder (drum)
whose interior is painted with stripes or a similar high-
contrast pattern and rotating the drum about the animal.
Alternatively, a moving pattern of stars can be projected
onto a featureless background using a rotating projection
planetarium (Leonard et al., 1988). Whereas the aVOR is
approximately linear over restricted ranges of stimulus fre-
quency and amplitude, the OKR 1is grossly nonlinear,
because the gain of the AOS’s image velocity signals declines
rapidly with increasing image velocity. Consequently, the
performance of the OKR is better captured by its speed
tuning curve, that is, a plot of OKR gain as a function of
drum velocity, than by the Bode plots that are so useful in
describing the aVOR and aVVOR. Figure 6.3 shows a
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Fieure 6.3 Horizontal OKR speed tuning curve for the mouse,
rat, gerbil, and rabbit. For data sources, see note 7. All responses
are for binocular stimulation. Curves denoted by an asterisk in the
key were obtained from the response to sinuoidal (rather than
constant velocity) stimuli. For mouse sinusoid and rat data, sepa-
rate gains for nasally and temporally directed stimuli (with respect
to the recorded eye) were not available, and consequently the
available values were mirror-imaged. T-N and N-T denote
temporal-to-nasal and nasal-to-temporal stimuli with respect to the
recorded eye.

speed tuning curve constructed from an average of the indi-
vidual curves for 20 C57BL/6 mice. The OKR gain falls off
rapidly as drum velocity exceeds approximately 5deg/s. The
gain curve recalculated from sinusoidal, gain versus fre-
quency data (Faulstich et al., 2006) 1s quite similar, support-
ing Collewijn’s observation that the speed-dependent non-
linearity is a major factor in determining the eye movement
response to sinusoidal stimuli (Collewijn, 1981). Figure 6.3
also plots the speed tuning curves for the three other afoveate
species for which comparable data are available.” All the
curves exhibit a similar rapid decline in gain above 2-5deg/s.
The mouse exhibits the highest overall gains. As in the case
of the aVOR/aVVOR data, some of the variations in gain
across species may reflect differences in recording tech-
niques, as well as the visual characteristics of the optokinetic
stimulus. Both sets of mouse data, in contrast, were obtained
using similar recording apparatus and analysis techniques.
It should be noted that in many species, OKR gain increases
in the course of a prolonged, unidirectional optokinetic
stimulation (due to velocity storage). It is the initial gain in
response to a constant-velocity stimulus, or the gain in
response to the changing velocities of a sinusoidal stimulus,
that most accurately reflects the output of the afoveate
AOS. Consequently, all the curves in figure 6.3 are based
on either the initial responses to constant-velocity stimuli or
the responses to sinusoidal stimuli.

As the OKR gain in response to sinusoidal stimuli is
strongly influenced by the nonlinearity of the AOS, so too
the response phase is dominated by the long delays engen-
dered in processing the image velocity signals. In the mouse,
the lag between the onset of a visual stimulus and the ocu-
lomotor response averages 70ms (van Alphen et al., 2001),
comparable to the value of 75ms reported for the rabbit
(Collewijn, 1972). This 70ms “dead time” would account for
25° of the 26° by which the eye lags the optokinetic stimulus
at 1 Hz, and 40° of the 62° lag at 1.6 Hz shown in two pub-
lished phase-versus-stimulus-frequency plots (Faulstich et al.,
2006; van Alphen et al., 2001).

The otolith-ocular reflexes

Linear acceleration stimulating the otolith organs (the utricle
and saccule) can arise from either translational acceleration
or from tilt with respect to the gravity vector (Angelaki et al.,

’Sources of data plotted in figure 6.3 are as follows: Mouse response
to constant velocity stimuli (Stahl, 2004b). Mouse response to
sinusoids (Faulstich et al., 2006). Rat (Hess et al., 1988). Gerbil
(Kaufman, 2002; data extracted from his figure 6e and f). Note that
Kaufman’s values are normalized gains, but the difference between
the normalized and absolute values was claimed to be less than 2%.

Rabbit (Collewijn, 1969).
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1999; Paige and Tomko, 1991). The appropriate compensa-
tory ocular response to the two perturbations differs. For
instance, the appropriate response of a frontal-eyed animal
to a leftward translation along an interaural axis would be a
rightward eye movement, whereas the response to a right-
ward head roll (which would generate the same stimulus to
the utricle), would be a counterclockwise, “orienting” eye
movement. Consequently the otolith-ocular reflexes can
actually be viewed as two overlapping reflexes, the transla-
tional VOR (transVOR) and the tilt, or orienting, VOR
(tltVOR). Foveate and afoveate mammals exhibit consider-
able differences in the strength of their transVOR and
tiltVOR. Whereas the tiltVOR in response to maintained
tilts 1s weak in humans (Collewijn et al., 1985), it is robust
in afoveates. Conversely, the transVOR is strong in foveate
mammals, but in the rabbit and rat (the only afoveate
mammals in which transVOR has been tested to date), the
responses to translation on a linear sled are weak and have
actually been ascribed to inappropriate tiltVOR responses
to the illusory tilt (Baarsma and Collewijn, 1975b; Hess and
Dieringer, 1991). The weakness of true transVOR responses
in the rabbit and rat supports the idea that this reflex evolved

specifically to serve the stabilization demands of foveal vision
(Angelaki et al., 2003). In contrast, the robust tiltVOR
responses of afoveates may reflect the desirability of aligning
retinal specializations other than a fovea (e.g., the visual
streak) with the features of the overall visual surround such
as the horizon (Maruta et al., 2001).

The response of the mouse to static tilt has been reported
for roll angles over £30° (Andreescu et al., 2005). Figure 6.4
demonstrates the performance of the static tiltVOR for
both pitch (lefi plots) and roll (right plots) over a wider, £180°
range in the C57BL/6 mouse. We measured horizontal
and vertical equilibrium eye positions in the light in four
C57BL/6 mice using 2D video-oculography. Eye positions
of the four animals were averaged and have been plotted
versus tilt angle, where the 0° pitch position corresponds
to the bregma-lambda axis being horizontal. Both pitch and
roll engendered strong vertical responses. Both downward
pitch and ipsilateral roll, for instance, shifted the rest
position of the eye upward. When replotted (plots not shown)
against the fraction of the gravity vector that lay in the
plane of the utricle (i.e., against the sine of the tilt angle),
the eye position was a nearly perfect linear function of
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gravity over the central £90° tilt range. Vertical sensitivities
measured 18.4deg/g for pitch and 28.9 deg/g for roll move-
ments. Since the mouse optic axes are angled approximately
62° from the midline (Walls, 1942), the appropriate vertical
ocular responses to pitch and roll are 0.47 (cos62°) and 0.88
(sin62°) times the tilt angle, respectively. Taking these factors
into account, the gains (degrees of eye rotation per degree
of tilt about the eye’s up-down axis) of the pitch and roll
responses were 0.44 and 0.36, respectively. For comparison,
the pitch sensitivity of the rabbit recorded with search coils
in darkness 1s 17deg/g and the gain is 0.28, and the roll
sensitivity and gain values are 16deg/g and 0.26 (Maruta
et al.,, 2001). Higher values for the rabbit’s roll tiltVOR
(0.5-0.6) have also been reported, obtained using prolonged
transverse linear accelerations with the eyes covered to
prevent vision (Baarsma and Collewijn, 1975b). A practical
consequence of these observations is that when horizontal
eye movements are measured in afoveates using video-
oculography, the calibration scheme must be adjusted to
account for vertical movements whenever the head is reori-
ented with respect to gravity (Stahl, 2004a).

Pitch and roll movements also engender horizontal move-
ments, although weaker and having a less linear relationship
to gravity. In the mouse (figure 6.4, lp plots), nose-down
pitch generated a temporal movement of the recorded eye.
Assuming the eyes move symmetrically, the eyes must
diverge during downward and converge during upward
pitch. Roll tilts generated a more irregular response, with a
tendency for the eye to move nasally during inclination to
the same side. Identical directions of horizontal eye move-
ment have been observed in the rabbit during tilts (Maruta
et al., 2001) and the rat (Hess and Dieringer, 1991) during
sled accelerations about the naso-occipital and transverse
axes (simulating pitch and roll tilts, respectively). These
motions have been interpreted as an appropriate response
to changing viewing distance during translation (Hess and
Dieringer, 1991), although this interpretation scems to
assume that an afoveate mammal can fixate a specific point
in the visual world. An alternative and more compelling
interpretation (Maruta et al., 2001) is that the horizontal
movements produce advantageous repositionings of the
visual fields of the two eyes with respect to the entire sur-
round. Thus, when the animal pitches its head down to feed,
the eyes diverge, maximizing the ability to detect predators
approaching from overhead or behind. When the head
pitches up, the eyes converge, increasing the degree of bin-
ocular overlap and thereby potentially improving vision of
the terrain ahead. Similarly, during head roll, the eyes would
rotate to better survey the world overhead.

While the static properties of the mouse tiltVOR are
clearly well suited to maintaining the static orientation of the
retina with respect to the visual surround, the tiltVOR can
also play a role during dynamic stimuli, since any reorienting

movements executed to counteract tilt with respect to gravity
would also be appropriate to reduce the image motion
engendered during the tilting motion. Thus the tiltVOR
synergizes with the aVOR during rotations about ecarth-
horizontal axes. The low-pass characteristics of the afoveate
otolith system are particularly suitable to complement
the semicircular canals’ reflexes, which perform poorly at
low stimulus frequencies (Baarsma and Collewijn, 1975b;
Fernandez and Goldberg, 1971). The augmentation of the
aVOR by the dynamic tltVOR in afoveate mammals
has been demonstrated in the mouse (Andreescu et al., 2005;
Harrod and Baker, 2003), rat (Brettler et al., 2000), and
rabbit (Barmack, 1981) by comparing the responses to rota-
tion about an earth-vertical axis (i.e., the horizontal move-
ments during upright yaw, or the vertical movements during
nose-up roll) to the responses during rotations about earth-
horizontal axes (vertical eye movements during upright roll
or horizontal movements during nose-up yaw). In all cases,
the response to horizontal axis rotation (which stimulates
both canals and otoliths) exhibited higher gains and lower
degrees of phase lead than the vertical axis rotation (which
stimulates the canals alone). This improvement was absent
in mutant mouse strains congenitally deficient in otoconia,
proving that the otolith signals are the origin of the improve-
ment in normal animals (Andreescu et al., 2005; Harrod and

Baker, 2003).

Off-vertical axis stimulation

As addressed in the previous section, two methods of study-
ing the otolith system in isolation from the canal system are
to use static tilts or linear translations. A third method is to
record eye movements during constant-velocity yaw rota-
tions of the animal about an axis that is tilted from the verti-
cal (off-vertical axis rotation, OVAR). The tilt projects a
portion of the gravity vector into the plane of the utricle, and
the rotation causes this component of the gravity vector to
sweep around the utricle once per revolution of the animal.
Commonly, 30° is selected for the tilt angle, perhaps because
this angle 1s easy to achieve with minimal modification to
the stimulation apparatus, and also because, conveniently,
the 30° tilt projects exactly one-half of the gravity vector into
the plane of the utricle (sin30° = 0.5). Since the rotation is
performed at a constant angular velocity, it produces no
effect on the semicircular canals, once the transient response
to the startup of rotation has decayed.

OVAR produces qualitatively similar responses in all
foveate and afoveate species studied to date, including the
mouse (Killian and Baker, 2002), rat (Hess and Dieringer,
1990), guinea pig (Jones et al., 2003), rabbit (Maruta et al.,
2001), rhesus macaque (Kushiro et al., 2002), and humans
(Darlot et al., 1988). Figure 6.5 shows the horizontal eye
movements of a C57BL/6 mouse being yawed at a 90° tilt
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Fieure 6.5 Horizontal eye movements of OVAR in the mouse
during leftward yaw rotation. The head position trace resets as the
animal crosses through the nose-down position. Note the sinusoidal
oscillation in average eye position, as well as the systematic varia-
tion in horizontal eye velocity about a positive bias velocity.
(Adapted from Killian and Baker, 2002, with permission.)

angle. As in other species, the rotation engenders a horizon-
tal nystagmus, with the slow phases directed opposite the
direction of rotation (i.e., in the appropriate direction to
stabilize retinal image velocity). There is also a sinusoidal
variation of the average position of the eye during each slow
phase, that is, a modulation of the “beating field” of the
nystagmus. If one ignores the prominent downward-directed
spikes related to the fast phases of nystagmus in the eye
velocity plot, one can see that the slow phase velocity, like
the eye position, also fluctuates in a systematic but somewhat
irregular fashion about the “bias velocity.” In this case the
highest velocities correspond approximately with the nose-
up position. Three-dimensional eye movement recordings
performed in rat (Hess and Dieringer, 1990), rabbit (Maruta
et al., 2001), and monkey (Kushiro et al., 2002) demonstrate
that vertical and torsional positions, like horizontal position,
also vary sinusoidally. In afoveates, the variations in eye
torsion, elevation, and the beating field of the horizontal
nystagmus are in the same directions as the orienting
responses to static tilt, and are believed to arise from the
titVOR (Hess and Dieringer, 1990; Maruta et al., 2001).
The shift of the horizontal beating field in the rhesus,
however, is opposite to an orienting response (for instance,
the eyes deflect rightward in the right-car-down position)
(Kushiro et al., 2002) and presumably arises from a different
mechanism. Each utricular afferent encodes only the strength
of the gravity vector lying in its individual preferred direction
(Goldberg and Fernandez, 1982), and thus the entire utricle
provides only a population-encoded measure of instanta-
neous tilt. The horizontal bias velocity signal is constructed
from this distributed representation by central vestibular

circuitry in a process termed velocity estimation (Schnabolk
and Raphan, 1994). As would be desired for an eye move-
ment intended to compensate for rotation about the yaw
axis, the magnitude of the bias component depends on rota-
tion velocity, not the angle of tilt, for any tilt steeper than
approximately 15-20° (Kushiro et al., 2002). Thus, the bias
velocities in the mouse, which have only been recorded to
date at 90° tilts (Harrod and Baker, 2003; Killian and Baker,
2002), can be compared to values obtained in other mammals
at the more customary 30° tilt value. In the mouse, rotations
in darkness at 64deg/s produced bias velocities of 10—
25deg/s, corresponding to gains of 0.16-0.39 (Harrod and
Baker, 2003; Killian and Baker, 2002). These values are
comparable to the gains obtained at 60 deg/s in the rat (0.40:
Hess and Dieringer, 1990, their figure 6) and guinea pig
(0.23: Jones et al., 2003, their figure 5b). They are apprecia-
bly greater than an example in the rabbit (ca. 0.08: Maruta
etal., 2001) but lower than the values in the cat (0.73: Harris,
1987), rhesus macaque (0.78: Kushiro et al., 2002, their
figure 2e), and squirrel monkey (0.53, obtained at 30deg/s:
Goldberg and Fernandez, 1982). In sum, the response to
OVAR of the mouse is typical for afoveate mammals studied
to date.

After-nystagmus and the velocity storage integrator

In many mammalian species, continuous horizontal optoki-
netic stimulation engenders a compensatory horizontal nys-
tagmus whose slow phase velocity gradually builds as the
stimulus continues. If the lights are extinguished after this
velocity buildup, the nystagmus continues for a few seconds
as “optokinetic after-nystagmus” (OKAN). OKAN is one of
several manifestations of the vestibular system’s “velocity
storage integrator,” so called because it appears to store the
stimulus velocity, charging and discharging in the manner
of a “leaky” electronic integrator (Raphan et al., 1979).
Another manifestation of velocity storage is that if rotation
is suddenly halted after a prolonged head rotation in dark-
ness, a postrotatory nystagmus (PRN) is generated whose
decay matches the rate of decay of OKAN; rather than the
considerably more rapid decay of the postrotatory signals
emanating from the semicircular canals (Collewijn et al.,
1980). Thus the velocity storage integrator -effectively
increases the time constant of the semicircular canal signal,
shifting toward lower stimulus frequencies the point at
which the aVOR gain begins to decline and the phase lead
begins to increase (see earlier discussion of aVOR). This
action is particularly important during rotations about an
earth-vertical axis, during which the aVOR cannot be
assisted by the dynamic tiltVOR (since in this case the utricle
is not activated by any rotating gravity vector, in contrast to
the situation during earth-horizontal or off-vertical rota-
tions). Thus, velocity storage has been regarded as the sub-
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stitute for the utricle during rotations about the vertical axis.
Its special relationship to vertical axis rotations is empha-
sized by the fact that after-nystagmus is most intense for
rotational stimuli about an earth-vertical axis, whether the
stimulus (and resulting after-nystagmus) is about the yaw axis
in an upright animal or about the pitch axis of an animal
lying on its side (Dai et al., 1991). Still further, an animal
that is optokinetically stimulated about its yaw axis while
lying on its side will rapidly develop a pitch nystagmus (i.e.,
nystagmus about an earth-vertical axis) once the lights are
extinguished (Dai et al., 1991). An additional role for storage
unrelated to any substitution for the utricle is that the opto-
kinetic signal that 1s stored during prolonged head rotations
in the light is appropriate to assist in canceling the postrota-
tory vestibular signals emanating from the semicircular
canals, thus minimizing the duration and intensity of the
undesirable PRN (Collewijn et al., 1980).

Velocity storage, as evidenced by OKAN;, can be observed
to varying degrees in a number of species, including
the rabbit (Collewijn, 1969), cat (Maioli and Precht, 1984),
monkey (Cohen et al., 1977), and human (Fletcher et al.,
1990). The lefi panel of figure 6.6 shows the OKN/OKAN
response of the rabbit produced by 15deg/s optokinetic
stimulation. Note the gradual buildup of the slow phase
velocity consistent with charging of velocity storage. After
the lights were extinguished, the nystagmus continued for

approximately 15s, declining in an approximately linear
fashion (Collewijn et al., 1980). In some circumstances, the
mitial OKAN (OKAN I) may be followed by a period of
reversed OKAN (OKAN II), and still further reversals can
occur (OKAN III, 1V, etc.) (Maioli, 1988). The right panel of
figure 6.6 shows the typical response of a mouse recorded
with video-oculography during and after a horizontal opto-
kinetic stimulus at 25deg/s. The response differs markedly
from that of the rabbit. After a slight buildup of velocity
during the first 10s of stimulation, the response declined to
zero, reappearing briefly in the context of a flurry of fast
phases of nystagmus toward the end of the lights-on period.
Immediately after extinction of the lights, a weak, oppositely
directed slow phase appeared, consistent with an OKAN II.
Search coil recordings have produced similar results, includ-
ing the slight buildup of OKN and absence of OKAN I,
although the per-stimulus habituation and OKAN II phe-
nomena were not described (van Alphen et al., 2001).

To date, no definitive evidence of significant velocity
storage in mice has been reported. The time constant of the
aVOR has been reported to be 3.8 s, based on the duration
of PRN (Killian and Baker, 2002), while a time constant of
just 1.4s is calculated from the phase lead of the aVOR at
0.1Hz (41° in 2- to 14-month-old animals; Stahl et al.,
2006), given the rough assumption that the aVOR can be
modeled as a first-order high-pass system. These values are
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constant-velocity optokinetic stimulation (15deg/s for rabbit or
25deg/s for mouse). Velocity scale truncates the positive-going
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close to the 2—4 s peripheral time constant derived from
recordings of more than 200 primary vestibular afferents in
anesthetized mice (Lloyd Minor and David Lasker, pers.
comm., November 2006). Thus, one of the two goals of
velocity storage discussed earlier—extending the bandwidth
of the compensatory response to low-frequency, sinusoidal
stimuli about the vertical axis—does not appear to be
achieved in mice. The other goal, storing an optokinetic
signal during rotation in the light that can be used to shorten
the duration of PRN, would be difficult to reconcile with the
failures to demonstrate OKAN, as OKAN is the usual basis
for the claim that the optokinetic signal is stored. Whether
the presence of OKAN II in figure 6.6 supports the existence
of a velocity storage integrator is unclear. The exact mecha-
nism underlying OKAN II remains unknown, and many
published theoretical models do not account for it (Maioli,
1988). OKAN IT and OKAN I often appear to have a recip-
rocal relationship, with factors that augment OKAN II
(e.g., repetitive stimulation) tending to reduce OKAN I
(Maioli, 1988). But whether a reciprocal relationship between
OKAN I and IT indicates that OKAN II is a manifestation
of velocity storage or an entirely separate phenomenon
that happens to consistently antagonize velocity storage is
unknown. Further experiments are needed to assess the
degree to which mice can perform velocity storage. If they
bear out the impression that velocity storage is absent or
weak in this species, it would be necessary to reevaluate
commonly held assumptions that storage is a necessary and
universal attribute of the mammalian vestibular system.

Gaze holding and the velocity-to-position neural integrator

To maintain the eyes in any eccentric position, the oculomo-
tor system must generate a constant activation of extraocular
muscles to counteract the elastic forces that would tend to
recenter the eyes. The continuous neural activity, propor-
tional to desired eye position, is generated by a process of
mathematical integration of eye velocity command signals
by a mechanism referred to as the oculomotor neural
integrator (Cannon and Robinson, 1987; Robinson, 1968).
Because the neural integrator is imperfect, in the absence of
visual cues and further gaze shifts the eyes will gradually
recenter with a roughly exponential time course, from which
the time constant of the neural integrator can be measured.
In normal foveates, including humans, monkeys, and cats,
this time constant exceeds 20s (Becker and Klein, 1973;
Cannon and Robinson, 1987; Kanecko, 1997). In contrast,
the integrator time constant in the mouse has been reported
as 2-5s (Stahl et al., 2006; van Alphen et al., 2001), compa-
rable to the 1.6—4 second range reported for rats (Chelazzi
et al., 1990). The inferior performance of the integrators in
these afoveates likely reflects the lesser need in afoveate
vision for precise position control. For the purposes of afove-
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ate vision, it 1s sufficient to maintain retinal image velocity
at a low value, which can be achieved in a stationary animal
by the OKR in conjunction with a relatively weak integra-
tor. Moreover, in the head-free condition, afoveates usually
couple eye movements with head movements (Collewijn,
1977; Meier and Dieringer, 1993), so the final eye position
is likely to be close to a central orbital position, where the
elastic restoring forces, and the need for a counteracting
neural integrator signal, are less. In contrast, the foveate
animal must maintain retinal position stable, often at eccen-
tric orbital positions.

Adaptive properties of compensatory eye movements

An mmportant feature of the vestibulo-ocular system is its
ability to use visual signals to monitor its own performance,
and to adapt so that compensatory eye movements remain
of appropriate amplitude, timing, and direction. Studies of
the plasticity of the vestibulo-ocular system have figured
importantly in the history of oculomotor physiology, in part
because they have been looked to as a way to study motor
learning in a system that is peculiarly experimentally and
analytically tractable (Boyden et al., 2004; Gittis and du Lac,
2006; Highstein, 1998; Ito, 1982; Miles and Lisberger,
1981). Gain and response axis of the aVOR can be adapted
using combinations of optokinetic and visual stimulation.
For instance, if an animal is oscillated on a turntable while
the visual surround is oscillated at the same rate but in the
opposite direction, the compensatory responses would need
a gain of 2.0 (instead of the usual gain of 1.0) to maintain
the eyes stable with respect to the visual surround. Under
such circumstances, the resulting image velocity causes the
gain of the aVOR to gradually increase over a period of
minutes to hours. Similarly, the gain of the aVOR can be
shifted toward zero by exposing the animal to a situation in
which the optokinetic surround moves with the oscillating
animal (0X condition), or inverted by oscillating the surround
in the same direction but at twice the amplitude of the turn-
table rotation (—1x condition). Gain can also be manipulated
by fixing magnifying, minifying, or reversing spectacles over
an animal’s eyes (Gonshor and Jones, 1976; Miles and
Eighmy, 1980). The direction of the aVOR can be manipu-
lated by coupling turntable rotation to rotation of the visual
surround about a different axis (Schultheis and Robinson,
1981).

The adaptability of mouse compensatory eye movements
has already received extensive attention, since one of the
incentives of working with this species has been the oppor-
tunity to use genetic tools to dissect the synaptic and cellular
mechanisms through which the plasticity is achieved. Table
6.1 summarizes the results of nine studies in which aVOR
gain was manipulated in C57BL/6 mice (or strains exten-
sively backcrossed to the C57BL/6 reference) by combined



TaBLE 6.1
Results of studies of adaptation of horizontal aVOR gain in C57BL/ 6 mice

Oculography
Source, year Gain goal Stimulus Gain, AGain, % Phase, APhase, % Method
Iwashita et al., 2% 0.4Hz, 7.2° X 40 min 41 +29% 29° -79% Video
2001
van Alphen and 2%, staged 0.6 Hz, 5° X 90 min X 31 +58% 32 -16% Implanted coil
De Zeeuw, 2002 8 sessions
Boyden and 1.5% 1.0Hz, 10° X 30 min 40 +40% 23 -1% Implanted coil
Raymond, 2003 1.5% 1.0Hz, 10° X 30min 40 +61% 23 ~17%
X 3 sessions
Faulstich et al., 2X 0.5Hz, 5° X 30min 0.66 +23% 24 +17% Video
2004
Kimpo et al., 2005 2% 0.5Hz, 3.2° X 30 min 0.14 +29% 27 +7% Implanted coil
2% 2Hz, 0.8° X 30 min 0.29 +38% 9 +11%
Katoh et al., 2005 1.25% 0.4Hz, 7.2° X 40min 0.72 +31% — — Video
Hansel et al., 2006 2% 1.0Hz, 1.6° X 50 min 0.81 +33% 13 -18% Video
Boyden et al., 2006 1.5% 0.5Hz, 3.2° X 30 min 0.30 +15% — — Implanted coil
1.5% 0.66 Hz, 2.4° X 30 min 0.28 +24%
1.5% 1.0Hz, 1.6° X 30 min 0.39 +37% — —
1.5% 1.0Hz, 1.6° X 30 min 0.39 +49% — —
X 3 sessions
1.5% 2.0Hz, 0.8° X 30 min 0.44 +36% — —
Iwashita et al., 0x 0.4Hz, 7.2° X 40 min 0.40 —42% 25 +48% Video
2001
van Alphen and —1x, staged 0.6Hz, 5° X 90 min X 0.44 —43% 29 +228% Implanted coil
De Zeeuw, 2002 8 sessions
Boyden and 0x 1.0Hz, 10° X 30 min 0.42 —40% 23 +9% Implanted coil
Raymond, 2003 0x 1.0Hz, 10° X 30min 0.42 ~76% 23 +143%
X 3 sessions
Faulstich et al., 0x 0.5Hz, 5° X 30min 0.7 —28% 24 +29% Video
2004
Kimpo et al., 2005 0x 0.5Hz, 3.2° X 30 min 0.16 -38% 30 +27% Implanted coil
0x 2.0Hz, 0.8° X 30min 0.30 -33% 10 -10%
Katoh et al., 2005 0x 0.4Hz, 7.2° X 40 min 0.72 -31% — — Video
Hansel et al., 2006 0x 1.0Hz, 1.6° X 50 min 0.81 —40% 13 —5% Video
Boyden et al., 2006 0x 1.0Hz, 1.6° X 30min 0.40 —44% — — Implanted coil
Katoh et al., 2006 —1x 1.0Hz, 1.6° X 30 min 0.29 —20% 32 +97% Video

Note: Most values have been measured from published figures and are thus approximate. In some cases baseline and gain/phase change

data were obtained in different animals or samples. Stimulus column lists stimulus frequency, O—peak amplitude, and minutes of training
in each training session. Gain,, Phase, are baseline values prior to training. Positive phase values denote phase lead. All gain and phase
values are determined at the training frequency. Note that van Alphen et al. approached their final training goal gradually; the relationship
between optokinetic and vestibular stimulation was adjusted in each daily training session. Boyden et al. (2003) used both 2-hour and 24-

hour rest intervals in their multisession training paradigms. Where results differed appreciably, the 24-hour data are tabulated.

vestibular and optokinetic stimulation (Boyden and Ray-
mond, 2003; Boyden et al., 2006; Faulstich et al., 2004;
Hansel et al., 2006; Iwashita et al., 2001; Katoh et al., 2006;
Katoh et al., 2005; Kimpo et al., 2005; van Alphen and De
Zeeuw, 2002). The degree to which gain was modified varied
widely for both “gain-up” and “gain-down” training. For
training performed in a single 30- to 40-minute session, gain
increases have ranged from 15% to 40% for gain-up train-

ing, and decreases have ranged from 20% to 42% of the
pre-adaptation value. The variation reflects in part the broad
range of adapting parameters (target gain, frequency, ampli-
tude, training duration). Of these differences, duration of a
single session is probably the least important factor, since
gain tends to plateau after 30 minutes of training (Boyden
and Raymond, 2003; Boyden et al., 2006; Katoh et al.,
1998), and all the tabulated studies used session lengths of
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at least that duration. Rotation frequency, amplitude, and
the target gain (.e., 1.5%, 2X) are more critical, because
these, along with the animal’s initial gain, determine the
magnitude of the retinal image velocities available to drive
the adaptive process. Additionally, gain adaptation at differ-
ent stimulus frequencies may engage different mechanisms
(Kimpo et al., 2005) with potentially different susceptibility
to adaptation. In three of the tabulated studies, adaptation
was performed in multiple sessions separated by rest periods
of hours or a day, during which the animals were maintained
in darkness to prevent the natural visual-vestibular synergies
from reversing the previous training (Boyden and Raymond,
2003; Boyden et al., 2006; van Alphen and De Zeecuw,
2002). Such multisession training produced the largest
increases and decreases in aVOR gain. Gain changes from
the previous session were retained, and subsequent training
built on the new baseline. However, in two of the studies,
the gain increments beyond that of the first day were not
retained (Boyden and Raymond, 2003; Boyden et al., 2006),
so the cumulative effect of multisession gain-up training was
less than that of multisession gain-down training. It is inter-
esting to note, however, that in both of those studies, the
gain-up target was 1.5x and the increase in aVOR gain
actually reached or surpassed 150% of the baseline value. If
the system sought to multiply its baseline aVOR gain by 1.5,
rather than to achieve an actual absolute gain of 1.5, then
the target was met, and one would not expect further incre-
ments to be retained. In contrast, for gain-down training the
goal of 0X was never met, which may explain why each daily
gain decrement was retained.

Visual-vestibular training paradigms engender effects
beyond the intended modulation of aVOR gain. Both gain-
up and gain-down aVOR training augmented the gain of
the OKR (Faulstich et al., 2004; van Alphen and De Zeeuw,
2002). In contrast, increases in OKR gain induced by pro-
longed exposure to the optokinetic stimulus alone did not
engender changes in aVOR gain (Faulstich et al., 2004).
aVOR gain training also produces changes in aVOR phase.
Table 6.1 tabulates these changes, where available. In
general, phase lead increased following gain-down training
and decreased (or increased to a lesser extent) following gain-
up training. However, as with the gain changes engendered
by training, the magnitude of the results was highly variable.
The variability likely reflects all the causes suggested for the
gain data. Additionally, larger degrees of phase shift are
expected for gain reversal (—1X) training (Gonshor and Jones,
1976). Phase values following gain reduction may also be
more variable owing to the inherent unreliability of phase
angle measurements made from waveforms in which the
sinusoidal modulation is very weak. Finally, studies in which
the effects of training were assessed at stimulus frequencies
other than the training frequency (Iwashita et al., 2001;
Kimpo et al., 2005; van Alphen and De Zeeuw, 2002) have
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demonstrated that in many cases, the phase effect crossed
over from a relative phase lead to a relative phase lag near
the training frequency. Thus, minor shifts of the frequency
at which crossover occurred could change the observed
effect on phase from lead to lag (or vice versa) when tested
only at the training frequency. Even in the three studies that
provided phase data over multiple frequencies, the form,
magnitude, and even sign of the frequency effects on phase
varied. Given the wide variation in the effects of training on
phase, caution is warranted when attempting to employ
current phase data to draw conclusions about underlying
mechanisms of adaptation.

Three other types of eye movement adaptation have been
explored in mice to date. OKR can be adapted directly by
exposing the stationary animal to an oscillating optokinetic
stimulus. Gain increases of 13%-40% have been reported
in response to 60-minute training sessions (Katoh et al.,
2000; Shutoh et al., 2003), and average gain increases of
116% were reported when animals were trained for multiple
sessions (Shutoh et al., 2006). Figure 6.7 shows how the gain
change built up in the course of the multiple sessions. Another
type of aVOR manipulation is cross-axis adaptation, in
which the direction of the aVOR s altered by rotating the
animal about one axis while exposing it to an optokinetic
stimulus rotating about a different axis (Schultheis and
Robinson, 1981). Cross-axis adaptation in mice has been
accomplished by combining a vertical axis turntable oscilla-
tion with a roll optokinetic stimulus, timed to induce down-
ward eye movement during nasally directed eye movements
(Stahl, 2004a; Stahl et al., 2006). As shown in the insets in
figure 6.8, prior to the training period, turntable rotation in
darkness evoked an essentially horizontal eye movement.
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@ recover n=4
£
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Ficure 6.7 Direct adaptation of the horizontal OKR by daily
sessions in which the animals were exposed to sustained 0.17 Hz,
+7.5° optokinetic stimulation. Gain increased during each session,
and some fraction of that increase was retained until the following
day, resulting in a gradual buildup of OKR gain. Inset shows the
stimulus (screen) waveform and typical averaged eye movement
responses obtained at the start of each day’s session. Gain gradually
reverted toward baseline in animals held in normal, lighted condi-
tions after the training had concluded. (From Shutoh et al., 2006,
with permission.)
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Fieure 6.8 Time course of cross-axis adaptation in 30 C57BL/6
mice (Stahl, 2004a). Each wmset plots vertical versus horizontal eye
position for one typical cycle of aVOR and shows how, after 20
minutes of exposure to the training stimulus, development of a
vertical response component renders the response trajectory diago-
nal. Main panel plots vertical gain (calculated as ratio of the ampli-
tudes of vertical eye velocity and horizontal head velocity) over the
course of the 50-minute adaptation period. Gain in light is the
response in the presence of the training stimulus. Error bars are
+1 SD.

After 20 minutes of training, a vertical (roll axis) eye move-
ment component had developed, rendering the eye position
trajectory diagonal. Cross-coupling developed rapidly, pla-
teauing around 20 minutes, although the vertical response
to the training stimulus continued to grow for the duration
of the training period. Cross-axis adaptation has some
advantages over simple gain-up or gain-down training as an
experimental paradigm. Among these, the appearance of the
training effect can be detected by the experimenter “online,”
without quantitative analysis. In the case of simple gain
training, the effects of training can be confounded by varia-
tions in gain due to changes in alertness or habituation to
the vestibular stimulus (Stahl, 2004a). In contrast, the axis
of the response is less likely to be shifted by a global increase
or decrease in vestibular responsiveness.

A final form of experimental vestibular plasticity is
vestibular compensation, or the adaptive response to the
destruction of the vestibular nerve or labyrinth on one side
(Curthoys and Halmagyi, 1995; Vidal et al., 1998). While
extreme, this paradigm is biologically relevant, since acute,
unilateral dysfunction of the peripheral vestibular apparatus
is a clinical situation commonly encountered by neurologists

(Leigh and Zee, 2006). The oculomotor phenomena of ves-
tibular compensation have been explored in multiple afove-
ate mammalian species, including rats, gerbils, guinea pigs,
and rabbits (Hamann et al., 1998). In all species, the lesion
acutely engenders a spontaneous eye deviation and nystag-
mus, a head tilt, and a dramatic reduction in compensatory
eye movements. Over a period of days, the spontaneous
nystagmus recovers. Head tilt normalizes to a degree that
varies across species (e.g., rapidly in the rat: Hamann et al.,
1998; never in the rabbit: Baarsma and Collewijn, 1975a).
In contrast, recovery of compensatory eye movements is
universally weak, suggesting that most of the functional
improvement following peripheral vestibular lesions is due
to suppression of the debilitating static vestibular imbalance
rather than to alteration of the function of the intact side to
compensate for the lesion (Curthoys, 2000). Unilateral laby-
rinthectomy in mice has effects similar to those seen in other
species, including induction of a head tilt, circling, and eye
deviation, but only intermittent nystagmus (Faulstich et al.,
2006). aVOR drops to 29%-54% of baseline (Faulstich
et al., 2006; Murai et al., 2004), recovering to a plateau of
only 39%—75% within 10 days of the lesion. The response
in the light recovers to a greater degree, likely facilitated by
a concomitant increase in OKR gain. Thus, vestibular com-
pensation in mice as in other species 1s characterized by a
recovery of the static vestibular imbalance and enhancement
of alternative compensatory reflexes.

Fast phases of nystagmus

While not technically a compensatory eye movement, fast
phases are critical to the operation of the compensatory
reflexes because they prevent the eyes from reaching the
limits of their range during large-amplitude head rotations.
Unlike saccades, fast phases are intended to reset the posi-
tion of the eyes within the orbit, rather than to aim the eyes
at a specific point in space. However, they are orchestrated
by much of the same brainstem circuitry as saccades and
exhibit the same highly regular relationship between their
peak velocities and amplitudes, and so for convenience we
refer loosely to both types of rapid eye movements as “sac-
cades.” Saccades are the most rapid of eye movements, and,
owing to the viscous properties of the extraocular tissues,
achieving these high velocities requires the highest level of
extraocular muscle forces of any eye movement. Thus,
saccade dynamics provide an index of the ability of the
oculomotor system to generate force (Leigh and Zee, 2006;
Stahl et al., 2006). Saccade dynamics have been studied in
C57BL/6 mice using video-oculography (Stahl, 2004a; Stahl
et al.,, 2006). As in other species, the horizontal saccades
exhibited consistent relationships between peak velocity and
amplitude (a relationship sometimes referred to as a “saccade
main sequence”; Bahill et al., 1975). The relationship was
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linear as in guinea pigs (Escudero et al., 1993) and rats
(Fuller, 1985), rather than exponential or saturating as in
rabbits (Collewijn, 1977), cats (Evinger and Fuchs, 1978),
and humans (Bahill et al., 1981). Adducting saccades were
approximately 13% faster than abducting saccades. Recently,
mouse saccade dynamics have been reassessed using search
coil recording, which permitted a much higher filtering fre-
quency (1.5kHz, vs. the 100 Hz employed in the later of the
two mouse video studies), with a commensurate increase in
the ability to resolve the peak velocity (Baker, 2004; Killian
and Baker, 2006). The velocity-amplitude relationship for
one animal 1s plotted in figure 6.9, superimposed on pub-
lished curves for rats (Fuller, 1985), guinea pigs (Escudero
et al., 1993), rabbits (Collewijn, 1977), cats (Evinger and
Fuchs, 1978), rhesus (Fuchs, 1967), and humans (Baloh
et al., 1975). Reaching velocities of up to 1,500deg/s and
having velocity-amplitude slopes of approximately 50deg/
s-deg, the mouse saccades are the fastest mammalian eye
movements recorded to date.

Applications of the mouse eye movement recordings

Studies employing mouse oculography are being reported at
an ever-increasing rate, and any summary of this literature
would be doomed to rapid obsolescence. A sample of the
literature is presented here with the goal of illustrating how
techniques or resources specific to mice are providing new
ways to study the oculomotor system, as well as how oculog-
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Fieure 6.9 Plot of peak velocity versus amplitude for horizontal
saccades or fast phases of vestibular nystagmus for several species.
Relationship for a typical mouse recorded with a 0.8 mg, glued-on
search coil is plotted as solid circles. Other species (plotted as lines)
are based on published best-fit relationships. Directions (abducting
or adducting) are unavailable for most sources and thus are not
distinguished. (See the text for sources.)

raphy can be applied as a tool in fields other than oculomo-
tor physiology.

To date, the single most common application of mice has
been in the study of the molecular mechanisms underlying
plasticity of the compensatory eye movement system.

One mechanism that has been proposed to mediate
changes in aVOR gain is long-term depression (L'TD) at the
synapse between parallel fibers and Purkinje cells within the
cerebellar flocculus (Ito, 1982, 2001). LTD can be blocked
by inhibiting protein kinase C, one of the enzymes of the
underlying signaling cascade. In a study that exemplifies the
advantages of studying ocular motility in mice, De Zeeuw
and colleagues performed a critical test of the involvement
of both LTD and the cerebellum in aVOR plasticity through
the use of a transgenic mouse that expresses a protein kinase
C inhibitor in cerebellar Purkinje cells, but not in other cells
of the oculomotor circuitry (De Zeeuw et al., 1998a). They
demonstrated that the transgenics had normal baseline com-
pensatory eye movements, but their aVOR gains could
neither be increased nor decreased with 1-hour sessions of
visual-vestibular training. They concluded that Purkinje cell
LTD was indeed involved in rapid forms of motor learning,
although other, slower mechanisms must exist that allowed
the animals to achieve and maintain their normal baseline
performance. The latter prediction was upheld when this
same transgenic mutant was shown able to adjust its gain
when training was continued for several days (van Alphen
and De Zeeuw, 2002) and able to exhibit normal vestibu-
lar compensation following destruction of one labyrinth
(Faulstich et al., 2006). Other receptors or enzymes whose
role in vestibular plasticity has been investigated using
genetically engineered mutant mice include the ionotro-
pic glutamate receptor 82 subunit (GluR92) (Katoh et
al., 2005; Murai et al., 2004; Yoshida et al., 2004), nitric
oxide synthase (Katoh et al., 2000), o-calcium/calmodulin-
dependent protein kinase II (0CaMKII) (Hansel et al.,
2006), and calcium/calmodulin-dependent protein kinase
IV (CaMKIV) (Boyden et al., 2006). The studies of GluR&2
demonstrate some of the interpretive hazards of using knock-
out mutants to study vestibular plasticity. Although the gene
product is restricted to the Purkinje cell and its absence
blocks LTD, the knockout also induces changes in baseline
eye movements, Purkinje cell firing patterns, and activity in
extracerebellar circuitry, obscuring the link between the
function of GluRd2 and vestibular adaptation.

Although many of the mutants studied to date have been
knockouts of a gene of interest, mutations leading to expres-
sion of an altered gene product have also received attention.
An advantage here is that multiple allelic mutants can be
studied, and the oculomotor performance of the different
mutants can be compared. For instance, multiple strains of
mice are known to carry different mutations of Cacnala, the
gene encoding the ion pore subunit of the P/Q) calcium
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channel. Comparison between two of these strains allowed
hypotheses to be advanced regarding the minimum numbers
of pathological processes that could explain the eye move-
ment abnormalities (Stahl et al., 2006). Exploration of Pur-
kinje cell activity in two of the P/Q mutants led to the idea
that one of these pathological processes is the induction of
irregularities in firing rates, which in turn stem ultimately
from reduced calcium entry through the mutated channels
(Hoebeek et al., 2005; Walter et al., 2006).

Mutant mouse strains have also been put to use by ocu-
lomotor physiologists as a method of producing a complete
lesion of a specific structure. Both lurcher and Purkinje cell
degeneration (ped) mice undergo spontaneous postnatal
degeneration of the cerebellar cortex. Studies have employed
lurcher as a “disease control” for another strain bearing a
mutation that results in a more focused alteration of cerebel-
lar physiology (Katoh et al., 2005; Koekkoek et al., 1997).
Ped was used to demonstrate that the process of velocity
estimation, previously hypothesized to rely on nodulo-uvular
cerebellum, could also be accomplished in the absence of a
functional cerebellar cortex (Killian and Baker, 2002). Two
mutants characterized by their congenital absence of otoco-
nia, head tilt (ke/) and tilted (¢f), have been employed to test
the relative contributions of otolith and semicircular canal
inputs to the response to rotations about earth-horizontal
axes (Andreescu et al., 2005; Harrod and Baker, 2003).

Another attraction of studying the mouse oculomotor
system is the potential to address a question using combina-
tions of in vivo and in vitro techniques that would be imprac-
tical in animals such as rabbits, cats, and monkeys, formerly
the customary models for oculomotor research. For instance,
the influence of visual experience on the maturation of the
extraocular muscles has been explored in dark-reared mice
using a combination of eye movement recordings, record-
ings of contractility of isolated extraocular muscles, and gene
expression profiling within the extraocular motor nuclei
(McMullen et al., 2004). The origin of behavioral abnor-
malities in patients with paraneoplastic syndromes traced to
autoantibodies against a metabotropic glutamate receptor
has been explored using a combination of recordings from
mouse cerebellar slices, cultured Purkinje cells, and record-
ings of eye movements during intrafloccular infusions of the
antibodies (Coesmans et al., 2003). The ability to manipulate
the mouse genome can also generate tools that facilitate
the combination of in vitro and in vivo investigations. For
instance, Sekirnjak and colleagues generated a mouse whose
Purkinje cells express green fluorescent protein, allowing
the Purkinje cells and their synaptic targets to be visualized
when recording in vitro from brain slices from the vestibular
nuclei (Sekirnjak et al., 2003). Brain slices from such animals
obtained before and after aVOR gain training could be used
to explore interactions between Purkinje cells and their
targets related to vestibular plasticity.

Mouse oculography has also been used as a tool in studies
not primarily concerned with oculomotor physiology. Thus,
studies of mutations affecting the structure or physiology of
the peripheral vestibular system have used measurements of
eye movements to prove both the absence of a functioning
vestibular periphery and the integrity of central vestibular
circuitry (Alagramam et al., 2005; Sun et al., 2001). Eye
movement recordings have also been used in investigations
of the retinal circuitry as assays of the ability to process visual
motion (Iwakabe et al., 1997; Yoshida et al., 2001). The
precise, quantitative nature of eye movement recordings
makes them a particularly sensitive assay for function of any
part of the brain whose operation bears on ocular motility
(Stahl, 2004b). Thus, oculomotor indices were among the
measures used to assess whether genetically knocking out
inferior olive gap junctions alters motor behavior (Kistler
et al., 2002). The gap junctions electrotonically couple infe-
rior olive cells, and have been hypothesized to play a role in
motor coordination by synchronizing Purkinje cell activity
within the cerebellar cortex (Blenkinsop and Lang, 2006).
The power of eye movement recordings as an assay of brain
function is, however, somewhat offset by the time-consum-
ing nature of preparing animals for oculography, conducting
the testing, and properly analyzing the data. Thus it has, to
date, been impractical for use in high-throughput screening
of mutants (Stahl, 2004b). However, assessing postural
responses to optokinetic or vestibular stimuli in partially
restrained or unrestrained animals is simpler, provides data
sufficient for detecting gross optokinetic or vestibular deficits,
and may provide a useful surrogate for eye movement
recording in screening protocols (Prusky et al., 2004;
Takemura and King, 2005).

Concluding remarks

Work to date has demonstrated that mouse eye movements
are typical of the oculomotor repertoire of afoveate mammals.
With some exceptions (notably the apparent lack of velocity
storage, a particularly weak velocity-to-position neural inte-
grator, and a tendency of response gains to decline during
prolonged vestibular stimulation), the oculomotor perfor-
mance 1s as good as, and in some cases superior to, that of
animals with a longer history in oculomotor research. Some
aspects of mouse ocular motility remain entirely unexplored,
in particular the three-dimensional geometry of the compen-
satory movements. This absence reflects the additional tech-
nical challenges of recording torsional eye movements in this
species. However, techniques for recording torsional move-
ments with the aid of markers placed on the cornea have
been employed in other afoveate mammals (Maruta et al.,
2006; Migliaccio et al., 2005) and will likely be adapted for
the mouse. Reliable recordings of eye movements in head-
free animals will be a more challenging problem. The rapidly
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expanding literature on the eye movements of genetically
altered mice illustrates the potential for genetic tools to
create new ways to study the oculomotor system.
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7 Measuring Vision in the Awake

Behaving Mouse

GLEN T. PRUSKY AND ROBERT M. DOUGLAS

Three blind mice, three blind mice,

See how they run, see how they run.

They all ran after the farmer’s wife,

Who cut off their tails with a carving knife.
Drud you ever see such a sight i your life,
As three blind mice?

Even though the “Three Blind Mice” nursery rhyme was
not composed as a sleight to mouse vision but as an allegori-
cal reference to the brutality of Queen Mary I (“Bloody
Mary”), it has probably done more than anything else to
diminish the reputation of the mouse as a visual mammal.
The general public seems to accept without question that
mice are both witless and sightless, and, as a nocturnal
animal with diminutive eyes, the laboratory mouse has his-
torically not been an animal of choice for vision research.
With the emergence of the mouse as the most powerful
mammalian model for molecular genetic manipulations,
however, cellular and physiological studies of the mouse
visual system have gained acceptance, even prominence, in
visual neuroscience. Behavioral studies of mouse vision, on
the other hand, have lagged behind, for at least two reasons:
(1) methods to quantify mouse vision have been lacking, and
(2) many consider measures of vision as an adjunct to cor-
roborate cellular and physiological studies rather than as a
powerful and necessary tool to comprehensively understand
the visual system. As a result of the lack of effective testing
methods, the vast majority of experimental studies of mouse
vision have employed no behavioral measure of vision at all.
There is also little basic information available on normal
mouse visual behavior, and mice with genetic modifications
affecting the visual system are being produced but not
screened for vision. In addition, many of the mutations that
target the visual system will have developmental con-
sequences, and interpretations of the experiments would
benefit from knowledge about the early development of
vision. Fortunately, there has been progress on the method-
ological front, and the quantification of mouse vision is now
practicable. Demonstrations of the experimental value of
measuring mouse vision have followed and are now avail-
able in the literature.

This chapter discusses the rationale for measuring vision,
explores available methods for measuring mouse vision,

presents some pertinent data on mouse visual behavior, and
suggests strategies for incorporating mouse visual behavior
into vision studies. The goal is to enable vision scientists to
effectively evaluate and use behavioral measurements of
mouse vision, as well as to provide a general primer on
mouse visual behavior.

Why measure mouse visual behavior?

One of the defining principles of neuroscience is that the
evolutionary selection and survival of neural mechanisms
occur only as their effects are manifested in behavior. As a
consequence, the eventual aim of all physiological research
is the understanding of behavior, whether or not individual
researchers choose to study behavior. It was visual function,
then, that was the grist of the natural selection of the visual
system, and studies aimed at understanding the structure
and physiology of the visual system are ultimately aimed at
understanding vision. Measures of visual behavior can there-
fore provide a unifying perspective for studies of the mouse
visual system because they measure the function that is most
relevant to the evolutionary history of the system.
Behavioral measures of vision also have important experi-
mental advantages that enable the measurement of visual
functions in ways not feasible with other methods. For
example, experiments that would benefit from repeated-
measures design are often precluded when using methods
that are practically limited to a single session (e.g., unit
recording) or end with euthanasia (e.g., histology). Many
neurophysiological measurements also require the use of
anesthetics, which can alter cellular responses (Pham et al.,
2004) and produce detrimental cumulative effects when used
repeatedly. Another advantage of behavioral measures is
that they are often more sensitive than physiological methods
in detecting visual function or dysfunction. For example,
behavioral methods are able to measure visual thresholds
long after the electroretinogram (ERG) is measurable (McGill
etal., 2004). The reasons for this disparity include the nature
of vision as a systemwide product, not solely a function of
the retina—that is, we “see” with our visual system, not with
our eyes—and the wide distribution of the circuitry underly-
ing most visual functions, such that most physiological
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methods sample function in only a subset of these circuits.
In addition, anesthetic, analgesic, and paralytic agents can
dampen cellular responses.

An important experimental advantage of visual behavior
is that it is the measure of visual system function most rele-
vant to the identification and treatment of visual diseases.
Many diseases of the visual system are manifested as, and
defined by, abnormalities in vision (e.g., age-related macular
degeneration, amblyopia, retinitis pigmentosa, glaucoma,
myopia), and it is almost always the lack of normal vision
that brings individuals to the clinic. This has both practical
and conceptual implications. Practically, it means that an
animal model of a visual discase must include a measure
of vision to ensure that it is relevant to the human condi-
tion. For example, many visual diseases are characterized
by great variability in the presentation of symptoms (i.c.,
expressivity), and an animal model that does not have this
feature may not be the best model, or the definition of the
human disease may need to be revised. Conceptually, it
means that a successful treatment for a visual disorder is
defined not solely as a gain or replacement of circuits or
physiological function but as a benefit to, or replacement of;
vision: it does not help a patient to hear that the visual system
has been “fixed” if that fix does not translate into improved
vision.

Considerations when testing mouse vision

Although there are distinct experimental advantages to mea-
suring vision, there are also idiosyncrasies associated with
whole animal behavior that cannot be ignored. When behav-
ioral signals are the dependent variables in an experiment,
the environmental circumstances under which the experi-
ment is conducted and the physiology and genotype of the
animal are important concerns. For example, mice are noc-
turnal rodents that almost certainly use their visual systems
to solve different problems under light and dark conditions.
As light levels decrease from daylight conditions, receptive
fields (RFs) in the retina are thought to be transformed from
bandpass filters, which trade off light sensitivity for spatial
sensitivity, to low-pass filters, which favor the opposite. Con-
sequently, scotopic vision (roughly approximated with
rod-dominated, dark-cycle vision) is characterized by en-
hanced light detection at the expense of pattern detection,
whereas photopic vision (roughly approximated with cone-
dominated vision during the light cycle) is characterized by
the ability to detect patterned stimuli at the expense of
light sensitivity. Asking pattern vision questions under sco-
topic conditions or light sensitivity questions in photopic
conditions, then, should be carefully considered. It should
be noted that almost all visuobehavioral experiments (i.e.,
memory tasks) in mice are conducted under photopic
conditions.

Mice are also most active around the transition between
light and dark phases of the circadian cycle. In most rodent
vivaria, the transition between light and dark is not gradual
but abrupt, and the ability to measure behavior effectively
under these “hyperactive” conditions is often difficult. In
addition, mice are social animals that function at a high
metabolic level and need social contact and regular suste-
nance to maintain normal behavioral function. Novel odors
and sounds, an animal’s sex, age, housing conditions, posi-
tion in the estrous cycle, and so on should also be brought
under experimental control. Genotype is also an important
factor that can affect behavioral measures of vision. Gene
products almost always support functions beyond the visual
system, and so-called performance effects on behavior can
occlude the ability to measure vision. For example, if a muta-
tion affects the motor system and a visual task relies on
competent motor function, measures of vision may be impos-
sible, or the data may be misleading.

Measuring visual behavior is also not a one-size-fits-all
proposition. An informative example is the measurement
of visual acuity. The operational definition of acuity is the
maximal perceptual ability to distinguish two high-contrast
items as distinct (traditionally, in humans, the ability to dis-
tinguish Mizar and Alcor, a double star system on the handle
of the Big Dipper, as separate stars). Many think of visual
acuity as the best measure of vision that captures in one
number the function of the visual system. Of course, the visual
system is not one system but a collection of many systems, and
acuity measures only asubset of the functions of those systems.
Consequently, measures of acuity should be considered one
of many possible measures of function, and the appropriate
measure should be tailored to the experimental question.
Additionally, measuring the spatial frequency (ST) thresholds
of different visual behaviors does not necessarily measure
acuity. In a related vein, experimental questions are often
explicitly directed at a specific visual system structure and are
not compatible with a systemwide measure of function. If a
manipulation of the lateral geniculate nucleus (LGN) is the
critical variable in an experiment, a measurement of vision
that depends on the collective integrity of the retina, LGN,
and visual cortex (V1) may not provide meaningful informa-
tion because manipulations of any of the structures may result
in the same behavioral result. Likewise, a freely moving and
unanesthetized animal is not compatible with many tech-
niques that require stability of the visual system (e.g., electro-
physiological recordings, optical imaging) or when temporal
and spatial restriction of a visual stimulus is required (e.g.,
mapping cellular RF properties). Technical advances may
enable such techniques to be applied in awake, behaving
animals in the future, but at present, a moving animal is
irreconcilable with such techniques.

As with any useful technique, measuring visual behavior
also requires an investment in equipment and technical
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expertise. There is an attitude among some that measuring
behavior is easy, that generating data should be fast and
simple, and that the measurement of behavior can be easily
automated. Although behavioral measurements of vision
can be relatively fast and simple, and technological advances
have been applied effectively, this is usually the result of the
hard work of talented and trained people and the develop-
ment of sophisticated technology; fast and simple measure-
ments of vision carried out poorly can be worse than not
measuring vision at all. As a consequence, anyone deciding
to include measures of visual behavior in his or her experi-
mental repertoire should be prepared to invest significant
resources in the effort. There are good grounds for including
measures of vision in many experiments today, and this
rationale will not go away in the future. Consequently, a
laboratory that makes a long-term investment in the meth-
odology and that endeavors to use behavioral measures
appropriately will undoubtedly reap significant rewards.

T esting methodologies

Most would probably agree that vision is the act or power
of seeing. The apparent simplicity of this definition, however,
is at variance with the multiplicity of ways the word is applied
in the scientific literature, where everything from a light
avoidance response to hyperacuity has been represented as
“vision.” One practical way to deal with this ambiguity when
it comes to testing mouse vision is to distinguish between
behavioral tests that measure whether an animal can see and
those that test what it can see. In many cases, the test of a
hypothesis requires only an endpoint measure of whether an
animal’s visual system can detect light, and simple tests such
as measuring the pupillary reflex, light avoidance response,
or light-induced circadian phase shift may suffice. More
often, however, a measure of the quality of vision is desir-
able, and more sophisticated tests are required. The balance
of this chapter deals primarily with this later category and
examines measures of vision that quantify the degree of what
a mouse can see.

MEASURES OF VISUAL PERCEPTION IN REINFORCEMENT-BASED
Tasks A common strategy in the experimental analysis of
behavior is to use a reward (reinforcer; e.g., food, water,
escape) as a means to shape a desired behavior; increasingly
accurate approximations of a desired behavioral response
are reinforced, such that the response becomes more like the
desired behavior. The classic reinforcement-based task for
measuring vision in rodents is the Lashley jumping stand
(Lashley, 1930). The task had many pitfalls as a practical
method for the measurement of rat vision and is probably
no longer used with rodents; to our knowledge, it was never
successfully adapted for the measurement of mouse vision.
Many other attempts have been made to convert rat tasks

to mouse versions, apparently on the assumption that mice
are small versions of rats. However, mice and rats are very
different animals with different adaptive traits, and mice
seem to be less prepared to learn many behavioral tasks
(Whishaw, 1995) than rats. As a consequence, far fewer
intricate behavioral methods have been successfully applied
in mice than in rats.

Despite this, a number of clever instrumental learning
tasks have been used with success in mice. One is an adapta-
tion of a three-alternative, forced choice discrimination task
(Jacobs et al., 1999). In this task, lights are projected onto
three test panels on the wall of a testing chamber, and
through an operant shaping procedure, mice are trained to
touch the stimulus panel illuminated by a test light, and
correct choices are reinforced with a liquid. The task has
been used to measure spectral sensitivities in mice by iden-
tifying the threshold ability to detect a difference between
the test light and background light (Jacobs et al., 2004). In
another task (Gianfranceschi et al., 1999), mice are food
deprived and trained to discriminate between pairs of stimuli.
A correct choice is rewarded with a pellet, and the animal
is then allowed to walk through a swinging door to a start
box, where it is again rewarded with a pellet. Following a
wrong choice, the food reward is omitted, the return path is
blocked, and the mouse is placed back in the start box.
Grating acuity, measured as the SF threshold to discriminate
a vertical from a horizontal square wave grating, has been
measured with this task. Although each of these tasks has
been used with some success, none has gained wide popular-
ity, probably because the shaping and testing procedures,
even in the most obliging mice, require a considerable
amount of time (weeks to months), and in our hands, many
animals are effectively untrainable in such appetitive-based
tasks.

The Morris water maze (Morris et al., 1982), which was
originally developed as a rat visuospatial learning task, has
also been adapted to measure mouse vision. The now classic
configuration of the task to measure spatial learning takes
advantage of the fact that laboratory rodents are instinctive
swimmers and are motivated to escape from the water to a
solid, submerged platform in a large circular pool of water,
the position of which is stable in reference to the constella-
tion of surrounding visual cues. Since animals can readily
learn to use the configuration of visual cues outside the
pool to locate the platform and swim to it, and no appeti-
tive motivation is required, adaptations of the task provide
for the possibility of accelerating the efficiency of visual
measures.

The initial water maze experiments, which measured
place learning and memory (Morris et al., 1982), anticipated
that interpretations of the data could be confounded by
abnormal visual function. One configuration of the task that
was developed to control for reduced visual function and
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that has been used widely with mice is the cued platform
task. The rationale was that if animals could not learn to
swim directly to a visible platform in the pool, they probably
had visual impairments, and conversely, if animals could
swim directly to the cued platform, they were relatively free
of visual deficits. We performed a set of experiments in rats
to explicitly test this hypothesis by measuring place learn-
ing in animals with a 30% reduction in vision (Prusky et
al., 2000b) and found they had a significant impairment in
learning the task. The same animals, however, were not
impaired in their ability to locate a cued platform. Together,
these results showed that identifying animals with at least
30% reduced acuity, a reduction that significantly affects
adaptive function, is not possible using a cued platform
version of the Morris water task—a clear example of a per-
formance effect.

The major limitations of the cued platform task as a
measure of vision are the relative lack of stimulus control
and the difficulty of monitoring viewing distances in a mov-
ing animal. In addition, the task is essentially a signal detec-
tion task, not a visual discrimination task. For example, any
image can be analyzed as if it were formed by a set
of sine waves of different SFs, and the RF organization of
mammalian retinal and cortical cells appear to measure the
magnitude and location of the different SF components. The
ability to identify cues and locate a place in visual space is
limited by sensitivity to the highest spatial frequencies. In a
typical cued platform task, the single platform cue usually
appears dark against a white pool wall. That object can be
decomposed into many frequencies, any of which can be
used to identify the platform. That is, in the absence of dis-
tractors or multiple visual cues that must be discriminated,
detection of a single large cue may be possible with vision
consisting of only the lowest SF detectors. Moreover, perfor-
mance on the cued platform task is not an accurate measure
of visual acuity because the cue is usually too large and there
1s little control of the viewing distance. Even from the
farthest viewing position in a 1.5-m pool, a 10-cm cue will
subtend about 5° of visual angle, corresponding to a grating
acuity of 0.1 cycles/degree (c/deg), well below the threshold
that normal mice can discriminate. In other words, the cued-
platform task is capable of determining whether a mouse can
see but not what it can see.

In an effort to mitigate these problems, a different con-
figuration of the Morris water task and an accompanying
training procedure were developed to measure visual acuity
in mice (Robinson et al., 2001). Animals are trained to dis-
criminate between two cue cards displaying very different
vertical square-wave gratings. Cards are presented in two
adjacent quadrants of the pool separated by a barrier, with
the escape platform located in front of the card displaying
the higher SF. When cards were systematically exchanged
to make the discrimination more difficult and the swimming

pattern of the animals was analyzed, the threshold for
mice was estimated to be approximately 1.3¢/deg (Robinson
et al., 2004).

Although swimming to an exit platform and using visual
cues in the Morris water maze seem to come naturally to
the mouse, enabling more rapid training and testing of visual
thresholds, this modification of the task to measure visual
acuity still has significant drawbacks. Even with the analysis
of swimming patterns, viewing distances to the stimuli
are difficult to control, and the reported acuity of mice in
this task 1s about twice that reported with other tasks
(Gianfranceschi et al., 1999; Prusky et al., 2000c), indicating
that animals are making decisions much closer to the stimuli
than the video analysis indicates. In addition, printed cards
restrict the range of stimulus options, and the manual
exchanging of the cards practically limits the efficiency with
which an experiment can be carried out.

The possibility that the motivation and reward structure
of a water-based escape task could enable more efficient
training and testing of animals, and that computer-con-
trolled stimulus presentation could better manage an experi-
ment, prompted us to develop the visual water task (Prusky
et al., 2000c). As shown in figure 7.14, a trapezoidal tank
is made into a Y-maze with a central divider, and com-
puter monitors are placed behind a glass wall at the end of
cach arm. A platform is submerged below a positive (rein-
forced) stimulus displayed on one of the two monitors. Once
mice learn that the images on the screens are clues to where
the platform is, the animals either stop at the end of the
divider and inspect both screens or swim slowly near the
divider while looking at the two screens alternately, before
making their choices. At no time have we had to explicitly
reinforce this scanning behavior, because animals appear to
spontaneously compare the screens before taking a chance
on going the wrong way. The end of the divider, therefore,
sets a choice point that is as close as the mice can get to the
screens without entering one of the two arms, and the length
of the divider sets the effective SF of the stimuli. The water
aids in dispersing odor trails, which can be a problem in
terrestrial reinforcement-based tasks, and also focuses the
mouse’s attention on the computer monitors without gener-
ating a great deal of stress. On land, mice have multiple
sensory inputs to consider, but in water, they seem to know
that vision is the best modality to use and that the visual cues
will be some distance away. Besides the task exploiting an
ccologically relevant behavior, using computer-generated
stimuli is also advantageous, since it allows stimuli to be
presented that are impossible to produce with printed cards.
In addition, software control facilitates the automatic inter-
leaving of stimuli and animals, which greatly increases
throughput in the laboratory. The collective benefit of these
features 1s that the measurement of many different visual
thresholds can be completed with relative efficiency.
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Fieure 7.1 4, Schematic view of the visual water task. Apparatus
consists of a trapezoidal tank containing water with a midline
barrier, creating a Y-maze. Two monitors face into the arms of
the maze and display either a positive (+, reinforced [i.e., grating])
or a negative (—, nonreinforced [i.e., gray|) stimulus. A platform is
always submerged below the + stimulus, regardless ofits left or right
position, which is varied randomly over trials. Mice are released
into the pool at the narrow end and then swim to the divider. They
mspect each screen from this vantage point and then choose to
swim toward one of them. If they select the + stimulus, they are
rewarded quickly with escape from water, and the trial is scored as
correct. If they choose the — stimulus (by crossing the choice line
on the side with the — stimulus), they are compelled to swim until
they find the escape platform on the opposite side, and the trial is
scored as incorrect. (Adapted from Prusky and Douglas, 2004.) B,
Cutaway schematics of OptoMotry (CerebralMechanics Inc.), a

The task has been used with stimuli that consist of differ-
ent patterns, contrasts and movement in order to measure
mouse visual thresholds. For example, we have measured
spatial contrast sensitivity (see figure 7.44) as well as grating
acuity with two different sets of discriminanda, and have
shown that the thresholds are limited by the function of
visual cortex (figure 7.24; Prusky and Douglas, 2004). Others
have used the task to screen mouse strains for spatial visual
function or dysfunction (Wong and Brown 2006, 2007). We
have also used the discrimination of moving dot kinemato-
grams to show that mice possess local and global visual
motion-processing systems (Douglas et al., 2006) analogous
to those in higher mammals. In addition, we have measured
the threshold for mice to discriminate the size (visual angle)
of sine wave gratings to gain insight into areal processing in
the retina (figure 7.2B). Our work and the work of others
have also used the visual water task to map plasticity associ-
ated with developmental enrichment (Prusky et al., 2000a;
Sale et al., 2004) and the visual “critical period” (figure 7.2C;
Cancedda et al., 2004; Gianfranceschi et al., 2003; Prusky
and Douglas, 2003).

Platform

Monitors i Video Camera C

Mirrors

Rotating f

Virtual
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virtual optokinetic system (VOS). A testing chamber is created by
attaching four inward-facing LCD computer monitors to a frame.
Gratings on the monitors are reflected in floor and ceiling mirrors
that extend the stimulus above and below. A mouse is placed on a
small circular platform on a stand at the center of the chamber,
where it is free to move. A camera mounted above is used to image
the animal. ¢, Optokinetic stimulus. A virtual cylinder is calculated
by a computer in a three-dimensional coordinate system and pro-
jected onto the monitors. From the animal’s point of view, an illu-
sory cylinder rotates outside the chamber. The spatial frequency,
contrast, and direction of rotation of the grating on the cylinder
can be changed in real time. An experimenter uses the video image
to maintain the hub of cylinder between the eyes as the animal
moves about the platform and to judge when the animal tracks the
cylinder movement. (Adapted from Douglas et al., 2005.)

That mouse acuity at approximately 0.56 c/deg is more
than 50 times worse than human 20/20 visual acuity of
30c/deg appears, on face value, to confirm the preconcep-
tion that mice are effectively blind. However, the relatively
low acuity does not mean that mouse vision is not useful.
Much of what is relevant for a mouse to look at is inside
30 cm, much closer than the distance at which humans rou-
tinely fixate. More distant objects may not be as clearly seen,
but large ones may be helpful for navigation in photopic
conditions. In figure 7.3 we consider an intermediate dis-
tance, 1 m, and illustrate what a cat and a mouse might see
of each other by removing all SFs above each species’s
threshold. Although the cat’s view of the mouse (figure 7.3C)
is better than the mouse’s view of the cat (figure 7.3B), the
mouse can still see the cat quite well. Furthermore, figure
7.3C also presents what a mouse might see of another mouse
10 cm away: vision could well be used by mice in their social
interactions.

MEASURES OF AUTOMATED VIsUAL REsponses The visual
system is often termed a sensory system, but from a functional
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Ficure 7.2 Examples of visual water task data. 4, Grating (+,
reinforced stimulus) versus gray (unreinforced stimulus) and vertical
grating (+) versus horizontal grating (-) discrimination SI thresh-
olds in intact adult C57BL/6 mice, and the effect of bilateral V1
lesions. Thresholds were comparable between the tasks and were
substantially reduced following lesions. Bars in this and other
figures represent £SEM. (Adapted from Prusky and Douglas, 2004.)
B, Effect of varying the size of the discriminanda (grating [0.315¢/
deg] vs. gray) on task performance. Performance declined when
the dimensions of the grating fell below 15°, revealing the likely
minimum retinal surface area required for computations related to
spatial frequency processing. C, Effect of binocular deprivation
(BD) and monocular deprivation (MD) on acuity. Only deprivation
during the “critical period” for ocular dominance plasticity results
in amblyopia, with MD having a more severe effect than BD.
(From Prusky and Douglas, 2003.)

point of view it is really an integrated sensorimotor system:
normal function is not possible without a variety of visuo-
motor reflexes to ensure that a relatively stable image of the
visual field is maintained on the retina. Because these reflexes
are essentially automated, they provide an opportunity to
test visual function without reinforcement-based training of
an animal, and they hold the promise of enabling the mea-

surement of vision in experiments in which reinforcement
training and testing are either impractical or precluded. One
of these reflexes, the optokinetic response (OKR), com-
pensates for the motion of the visual field, using the relative
velocity of the image on the retina to induce in rodents head
movements in the same direction and at about the same
velocity as in the external world. OKRs in rodents have been
studied for some time using a mechanical apparatus (Cowey
and Franzini, 1979) consisting of a drum with printed stimuli
on the inside wall; the drum rotates around the animal,
generating compensatory head movements that track the
rotation. A variation of this task has been used as a tool to
screen for visual abnormalities in mice (Abdeljalil et al.,
2005) by using post hoc video analysis to estimate the SF
threshold to elicit tracking under scotopic and photopic
conditions. Another variant of the task has been developed
to automatically track the angular speed of mice in relation
to the center of the drum, using the angular orientation of
the snout-tail body axis. Research using this task has reported
that the mouse visual system is most responsive to bright
luminance, as well as the surprising finding that rods are not
saturated in the mesopic or low photopic range (Schmucker
et al., 2005). Other research has shown that the mouse OKR
system has sufficient spatial vision to respond to refractive
errors induced with spectacle lenses or diffusers (Schmucker
and Schaeffel, 2006).

Notwithstanding the reported success of the tasks using
the drum, the difficulty of controlling the speed of the drum
and its position in relation to the animal, combined with the
problem of printing precise visual stimuli and exchanging
them rapidly, has limited the popularity of the device. We
have addressed these obstacles by developing a virtual OKR
system (VOS; Prusky et al., 2004; see figure 7.1B and C). A
virtual cylinder comprised of a vertical sine wave grating is
projected in 3D coordinate space on a quadrangle of com-
puter monitors around a testing arena. Individual mice are
placed on a circular elevated platform in the center of the
arena, where they are allowed to move freely. The mouse is
imaged from above and the animal’s head is tracked con-
tinuously with the aid of a computer mouse and a crosshair
superimposed on a video image of the arena. The x-y posi-
tional coordinates of the crosshair in the video frame center
the hub of the virtual cylinder, enabling the cylinder wall to
be maintained at a constant virtual distance from the ani-
mal’s eyes and thereby clamping the SI of the stimulus at
the animal’s viewing position. When the cylinder is rotated
and the mouse follows with corresponding horizontal head
and neck movements (OKR), it is judged in real time by an
observer that the animal’s visual system can distinguish the
grating. We have used a cylinder velocity of 12°/s for most
of our experiments because it generates a robust response,
but it is in a range in which variations in velocity (and hence
temporal frequency) have little effect on the final threshold
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Fieure 7.3  Model of what the mouse and a common predator,
the cat, can see. Mouse acuity is about 10 times worse than cat
acuity. 4 and D are the original photographs, printed with an effort
to maintain as much resolution as possible. B and € have had all
the spatial frequencies (SFs) above the two species’ acuities removed,
assuming a viewing distance of 1 m, about the distance that a cat
strikes a mouse. This was created in Photoshop by reducing the
size in pixels of each image to 2x(width in degrees)/SF and then
expanding the image to the original size using bicubic interpola-

(figure 7.4C). The tracking behavior is stereotyped, and the
variability in thresholds is very low (Douglas et al., 2005).
To measure the SF threshold of the OKR, a homoge-
neous gray stimulus i projected on the cylinder at the begin-
ning of cach testing session, and the experimenter waits until
the animal stops moving, at which time the gray is switched
to alow-SF (e.g., 0.04 c¢/deg), high-contrast sine wave grating
moving in one direction. The animal is then assessed for
tracking behavior for a few seconds, after which the gray
stimulus 1s restored. The procedure is repeated until unam-
biguous examples of tracking are observed. The SF of the
grating is then increased incrementally until the animal no
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tion. This method ignores changes in contrast sensitivity as a func-
tion of SF, so it overestimates what each can see, but it allows
comparison of what the two animals can see. As shown in B, the
image of the cat is discernible to the mouse. A second set of com-
parisons can be made across the rows. C'shows what a mouse would
look like to another mouse at 10 cm, whereas B is what a cat would
look like to another cat 10m away. As these simple simulations
suggest, vision is quite useful to the mouse in dealing with its local
environment.

longer tracks the stimulus. We have reported that the SF
threshold of the OKR of normal C57BL/6 mice is about
0.4 c/deg (figure 7.54; Prusky et al., 2004, 2006). This value
is lower than that obtained with the visual water task, but it
probably reflects the characteristics of the subcortical retinal
efferents. It does not, however, reflect a lower sensitivity:
contrast sensitivity measurements in the VOS are signifi-
cantly higher than those seen on the visual water task (see
figure 7.44).

Thresholds through each eye can be measured indepen-
dently by reversing the rotation of the cylinder. When
one eye is temporarily occluded, only rotation in the
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Ficure 7.4 Examples of visual thresholds in a virtual optokinetic
system (VOS). 4, Contrast sensitivity curve generated In intact
adult C57BL/6 mice. (Adapted from Prusky et al., 2004.) Dashed
line represents contrast sensitivity curve generated with the visual
water task. (Adapted from Prusky and Douglas, 2004.) General and
peak sensitivity and SF thresholds (predicted points at which curves
mtersect the x-axis) differ between tasks. B, Effect of varying the
orientation of the optokinetic stimulus from vertical (0°) through
oblique (45°) to horizontal (90°) on SF threshold; gratings were
always moved on a stationary drum surface in the direction per-
pendicular to the orientation. The threshold is reduced from verti-
cal to oblique orientations and is slightly higher at horizontal
orientations, indicating orientation tuning of the OKR. C, Effect
of stimulus velocity on SI threshold. Threshold does not vary
between 2 and 20°/s but decreases thereafter, indicating that varia-
tions in the SF threshold at 12°/s (the typical velocity used for

temporal-to-nasal direction for the other eye evokes track-
ing; when the maximal SF capable of driving a response is
measured separately under monocular and binocular viewing
conditions, the monocular threshold is identical to the bin-
ocular threshold measured with the same direction of rota-
tion (Douglas et al., 2005).

Although mice lack a specialized fovea, they regularly
“foveate” (move their head to place information of interest
in their binocular field), indicating that binocular and mon-
ocular visual functions differ. To quantify behavioral corre-
lates of this bias, we have used the VOS to measure SF
thresholds within restricted segments of the visual field. The
general procedures described earlier are used, with the addi-
tion that the drifting grating is limited to only part of the
visual field. Although mice are unrestrained during testing,
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OKR experiments) represent SI sensitivity, not changes in tempo-
ral frequency tuning. D, Selective visual field responses of normal
C57BL/6 mice in schematic illustration. (Adapted from Prusky et
al., 2006.) Arrow length represents the segment of the visual field in
which the grating was present during testing (binocular or monocu-
lar field), and the associated numbers represent SF thresholds in
c/deg. Full-field (outside arrow: dashed segment represents the region of
the field not visible to the eyes) stimulation generated a threshold
of 0.39c/deg. Limiting the stimulus to the binocular field resulted
in the same threshold as full-field stimulation (0.39 ¢/deg); monocu-
lar field responses (0.34 ¢/deg) were lower regardless of the size of
the stimulus within the field. Combining monocular and binocular
stimulation resulted in the same threshold (0.39 ¢/deg) as binocu-
lar-alone or full-field stimulation. The data indicate that the tem-
poral retina (which sees the binocular field) may have a higher
acuity than the nasal retina.

their OKRs are effectively limited to a plane parallel to the
horizon. We take advantage of this and monitor gaze by
continuously tracking the horizontal orientation of the head
with the aid of a line superimposed on the video frame and
oriented along the snout. The vector generated by this pro-
cedure is then used to maintain in real time the grating patch
at a constant angle relative to the head. The central 30-40°
of the upper portion of each visual hemifield in mice has the
potential to receive input from both eyes (Wagor et al.,
1980). Since cells in VI with RFs outside the central 25° in
each hemifield are less likely to be driven by the ipsilateral
eye (Gordon and Stryker, 1996), for binocular field testing
we conservatively define the binocular zone as, and limit our
stimulation to, 50° straddling the midline. For measuring
thresholds within the monocular zone we center a patch of
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Ficure 7.5 Use of OptoMotry, a virtual optokinetic system, to
screen mouse visual function/dysfunction. 4, SF thresholds for
adult C57BL/6, BALB/C (albino), transducin—/—, and Black Swiss
mice. Normal pigmented mouse SI thresholds are approximately
0.4 ¢/deg. Albinism results in reduced SF thresholds, as does retinal
degeneration. B, SF thresholds in C57BL/6 mice following a single
intraperitoneal injection of scopolamine hydrobromide (0.03mlL;
2.5mg/mL). Thresholds in both eyes (open circles, left eye; solid circles,
right eye) decreased about 0.04 ¢/deg from baseline within 1 hour

varying widths, 65° from the midline (Prusky et al., 2006).
Figure 7.4D illustrates measurements of SI' thresholds in
various visual fields in normal adult C57BL/6 mice, showing
that the monocular field threshold is lower than the binocu-
lar field threshold.

Since the virtual cylinder can be rotated in any orientation
around the animal, we have also used the VOS to measure
the orientation sensitivity of the OKR. Figure 7.4B shows
there is a clear “oblique effect” in the SF threshold; it is
decreased at 45° from horizontal or vertical. In addition,
even with suboptimal viewing conditions for scoring vertical
tracking, the SF threshold at vertical (measured with hori-
zontally oriented gratings) is clearly higher than at horizon-
tal (measured with vertically oriented gratings), indicating
there may be a specialization in the OKR system for RF's
tuned to vertical motion.

In summary, perceptual and reflexive measures of mouse
vision evaluate different visual functions, and each has its
strengths and weaknesses. Perceptual measures, such as the
visual water task, assess thresholds most comparable to clini-
cal measures of vision, and the SF threshold (i.e., acuity) is
limited by visual cortex. These reinforcement-based tasks,
however, require a significant investment of time (on the
order of weeks for each threshold), and training young
animals and animals with low vision is problematic. With
the measurement of automated responses, such as the OKR,
SF thresholds are normally mediated through subcortical
circuits, and multiple thresholds can be generated in a few
minutes and repeated daily. The methodology, however, is
not a measure of visual perception, and SI thresholds are
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of the injection (second set of points at day 0). Thresholds returned
to baseline only after 4 days. C, Effect of a single drop of 1% atro-
pine in the right eye (solid circles) of C57BL/6 mice. Although the
pupil was dilated within a few minutes of treatment and remained
dilated for 1 week, the threshold was not affected when measured
1 hour after the treatment (second point at day 0). Over the course
of 2 days, thresholds in the treated eye decreased by about 0.03 ¢/
deg and then recovered to baseline over the following 5 days. The
untreated eye (lef, open circles) was unaffected.

lower than those seen on the visual water task. Computer
control of visual stimuli in both perceptual and OKR tasks
has enabled, and will continue to facilitate in the future, the
measurement of novel visual thresholds.

Applied measurement of mouse vision

The development of practical behavioral methods to measure
mouse vision has facilitated a recent surge of research that
has shown that the mouse has sophisticated visual function.
It 1s difficult to overestimate the significance of the mouse
for future research in vision, simply because it is the animal
model in which the widest range of experimental manipula-
tions and measures can be brought to bear on a research
problem.

One of the most important applications of behavioral tests
of mouse vision in the future will be for screening visual
phenotypes in mutant animals. Screening often involves
large numbers of animals, and there is a trade-off between
the time it takes to test an individual animal and the rigor
of testing; it is simply not feasible to test every animal over
the course of weeks. We suggest a “staircase” approach to
the screening process in which it is first determined whether
a mouse can see, and then the stringency of the tests is
incrementally increased to ultimately determine what it can
see. Optokinetic tests are probably best suited to the question
of whether an animal can see, because if an animal is placed
in an OKR device and the animal tracks a salient stimulus
(e.g., low SF grating), it is clear that the animal can see. The
process 1s fast (seconds to minutes) and can identify animals
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Fieure 7.6 Effect of two periods of monocular deprivation (MD;
shading), each lasting 5 days, on SF threshold in adult C57BL/6
mice. Left, Sensitivity through nondeprived (right) eye was increased
and reached a maximum over 3—4 days of the first MD. Opening
the deprived (left) eye initiated a gradual decline to baseline over

with gross visual or motor abnormalities. Once an animal is
determined to have functional vision, more rigorous testing
can then be undertaken, such as testing over a gradation of
preselected SFs or contrasts, or possibly measuring a full
contrast sensitivity function or SF threshold. If no visual
abnormalities are identified at this point, then tests of visual
perception, such as acuity, or other higher order tests might
be appropriate. The strategy avoids spending valuable time
on animals with obvious abnormalities, which can signifi-
cantly improve throughput. Another application of the stair-
case strategy could be in drug safety tests, for which current
practice often involves only crude tests of orienting to a
visual cue, which are not able to grade an effect on vision.
In addition, evaluations of potential treatments for visual
disorders, such as retinal degeneration, would benefit from
clinically relevant measures of vision.

The methods outlined in this chapter have been used to
measure both gains and losses of visual function (i.e., figure
7.5) and demonstrate that such techniques can be valuable
tools for experimental research in vision. An elegant dem-
onstration of the ability of behavioral measures to enable the
discovery of a novel visual system function, not just to cor-
roborate the results of cellular or physiological studies, comes
from a recent study. In it, we showed that monocular depri-
vation in adult mice causes an enhancement of vision through
the nondeprived eye that was restricted to the monocular
field (Prusky et al., 2006). In addition, we showed that
varying the duration and pattern of deprivation could enable
both a learning-like enhancement of cortex-dependent func-
tion (figure 7.6), and a permanent trace of a prior depriva-
tion. Not only 1s this kind of study not feasible with current
physiological techniques (extensive repeated threshold mea-
sures), but the data can guide clear, hypothesis-driven exper-
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5-6 days. Right, A second 5-day period of MD resulted in an imme-
diate maximal enhancement that was maintained at maximal
values and remained above baseline far longer than after the first
MD. Deprived (left) eye responses were not affected after the first
day. (Adapted from Prusky et al., 2006.)

iments at other levels of analysis (Are there physiological
differences between the plasticity in monocular and binocu-
lar cortex? What are the cellular mechanisms underlying the
various forms of plasticity?). That this kind of information
can be gleaned from a mouse, the only animal model that
provides an opportunity to address research questions from
molecules to behavior, makes the mouse the most powerful
mammalian model system for vision research.
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8 Electroretinographic Correlates

of Normal and Abnormal Retinal

Ganglion Cell Activity

VITTORIO PORCIATTI

Optic nerve diseases include a variety of blinding disorders
such as glaucoma, optic neuritis, ischemic optic neuropathy,
and mitochondrial optic neuropathy. Mouse models for
these diseases are being developed at an increasing rate to
investigate specific pathophysiological mechanisms. Experi-
mental mouse models of optic nerve transection and crush
injury are also widely used to better understand molecu-
lar mechanisms of retinal ganglion cell (RGC) and axon
death, as well as to explore neuroprotective treatments, in-
cluding gene therapy (Levkovitch-Verbin, 2004). The use of
these models may be greatly enhanced by the availabil-
ity of noninvasive methods able to monitor RGC function
longitudinally.

The pattern electroretinogram as a tool to measure retinal
ganglion cell function

The pattern electroretinogram (PERG) is a particular kind
of ERG obtained in response to contrast reversal of pat-
terned visual stimuli (gratings, checkerboards) rather than
traditional flashes of diffuse light (figure 8.1), and has char-
acteristics fundamentally different from the flash ERG.
The pattern stimulus consists of two sets of elements of
equal areas whose luminances increase and decrease at a
given frequency Fy, (flicker). At the retinal level, flickering
pattern elements generate local flicker ERGs at frequency
Fy,. Because adjacent pattern elements generate local flicker
ERGs 180 degrees out of phase, these are summed and
canceled at the distant electrode. An ERG is recordable in
response to pattern reversal because additional, nonlinear
ERG components are generated (mainly at 2 Iy, frequency,
corresponding to the contrast reversal rate) that are in-phase
and do not cancel at the electrode. This is what constitutes
the PERG. The main generators of local flicker ERGs at Fy,
are likely the photoreceptors, which have approximately
linear behavior, whereas the PERG generators at 2 Iy, are
likely postreceptoral elements with center-surround recep-
tive field (RF) organization and nonlinear behavior (Baker
and Hess, 1984). In sum, photoreceptor activity is necessary
for PERG generation but it is not apparent in the PERG

waveform because of cancellation at the electrode. Since
RGCs have RFs with strong center-surround antagonism,
these seem the best candidates for PERG generation. RGCs
are expected to be maximally activated by pattern elements
whose dimensions match the average size of the RGC RF
center. In keeping with this prediction, the PERG amplitude
displays a maximum at a specific spatial frequency that
approximately corresponds to the average RGC RF size
(Hess and Baker, 1984; Drasdo et al., 1987; Porciatti, 2007).
In addition, for a given retinal eccentricity and stimulus
area, the PERG amplitude to the peak spatial frequency is
linearly proportional to the expected volume of RGCs
(Drasdo et al., 1990).

RGC activity is indeed necessary for PERG generation,
since RGC retrograde degeneration after optic nerve tran-
section abolishes the response in all mammals tested so far.
These include cat (Maffei and Fiorentini, 1981), monkey
(Maffei et al., 1985), rat (Berardi et al., 1990), and mouse
(Porciatti et al., 1996; Chierzi et al., 1998) (see figure 8.1).
In the same experimental animals the a- and b-waves of the
conventional bright flash ERG, which originate in the outer
retina, are little or not affected. PERG generation also
requires physiological integrity of anatomically present
RGCs. The PERG amplitude can be reversibly reduced,
though not abolished, by intravitreal injections of tetrodo-
toxin, which block Na'-dependent spiking activity in the
mner retina (Trimarchi et al., 1990; Viswanathan et al.,
2000). Short-term, moderate elevation of intraocular pres-
sure (IOP) reversibly reduces the PERG amplitude while
leaving the flash ERG intact (Siliprandi et al., 1988; Feghali
et al.,, 1991). A reduction in PERG amplitude may therefore
reflect both the reduced activity of nonfunctional RGCs and
the lack of activity of lost RGCs.

Thus, the PERG may represent an important tool for
monitoring the onset and progression of RGC dysfunction
in mouse models of optic nerve disease, as well as for probing
the effects of neuroprotective treatments. Strong evidence
supports the view that functional RGCs are necessary to
generate the PERG, whereas less is known about what
aspects of RGC activity relate to the response. Although a
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Fieure 8.1 4, The PERG is recorded from anesthetized mice by
means of corneal electrodes, allowing unobstructed viewing of
alternating grating patterns. B, Two months after intracranial optic
nerve transection, isodensity maps of cell bodies in the retinal gan-
glion cell layer of flat mount retinas show massive depletion of
neurons and loss of PERG response compared with the control eye.
Calibration bar = 3mm. N, nasal quadrant of each retina. For the
PERG, calibration is 0.5uV (vertical) and 100ms (horizontal).
(Modified from Porciatti et al., 1996, 2007, and Chierzi et al.,
1998.)

TTX-dependent component suggests that RGC axon spiking
activity plays a role in PERG generation, slow electrical
activity generated at the level of RGC dendrites, or
clectrical activity in the inner retina circuitry impinging on
RGCs, cannot be excluded. Finally, a Miiller cell compo-
nent in the PERG generation cannot be excluded, since
Miiller cells can passively generate electric currents in
response to extracellular modulation of K* ions produced by
active retinal neurons (Kline et al., 1978).

Methods for pattern electroretinogram recording

An optimized protocol for mouse PERG recording has been
recently described (Porciatti et al., 2007). In brief, mice are
anesthetized with intraperitoneal (IP) injections (0.5—
0.7 ml/kg) of a mixture of ketamine, 42.8 mg/mlL,; xylazine,
8.6 mg/ml; and acepromazine, 1.4 mg/mL. Mice are gently
restrained using a mouth bite and a nose holder that allows

unobstructed vision, and kept at constant body temperature
at 37.0°C using a feedback-controlled heating pad. Under
these conditions the eyes of mice are naturally wide open
and in a stable position, with pupils pointing laterad and
upward. The recording electrode is a thin (0.25mm diame-
ter) silver wire configured in a semicircular loop of 2mm
radius. It is gently leaned on the corneal surface in such a
way as to encircle the undilated pupil without interfering
with vision (see figure 8.1). Electrode positioning entails
minimal corneal stimulation, which might otherwise induce
cataract (Fraunfelder and Burns, 1970) and preclude further
PERG testing. Reference and ground electrodes—small
stainless steel needles—are inserted into the skin of the back
of the head and the back of the body, respectively. Instilla-
tions of BSS drops every 30 minutes are sufficient to main-
tain the cornea and lens in excellent condition for many
hours. Pattern stimuli consist of horizontal bars of variable
spatial frequency and contrast that alternate at different
temporal frequency. Stimuli are displayed on a television
monitor whose center is aligned with the projection of the
pupil and presented from short distance (typically 20 cm) to
stimulate a large retinal area (typically 50-60°) centered on
the optic disc (see figure 8.1). Eyes are not refracted for the
viewing distance because the mouse eye has a large depth of
focus due to the pinhole pupil (Remtulla and Hallett, 1985).
PERGs (Porciatti et al., 1996) and pattern visual evoked
potentials (VEPs; Porciatti et al., 1999b) are not modified by
trial lenses of £10 spherical diopters placed before the eyes.
Compared to the traditional ERG, the amplitude of the
PERG is smaller by a factor of about 100. Therefore, robust
averaging (1,000-2,000 sweeps) is needed to isolate the
response from background noise and reduce variability. At
optimal spatial frequency (0.05c/deg), temporal frequency
(1 Hz), and contrast (100%), the PERG signal-to-noise ratio
is of the order of 10:1 (Porciatti et al., 2007), which repre-
sents an adequate dynamic range for application in mouse
models of optic nerve disease.

Pattern electroretinogram correlates of visual behaviors

Being an RGC-driven electrical response, the PERG repre-
sents an index of the retinal output. By changing the spatial-
temporal characteristics of the pattern stimulus, it is possible
to obtain estimates of retinal resolution (acuity) (Porciatti
et al., 1996; Rossi et al., 2001), contrast threshold (Porciatti
et al., 1996), and temporal resolution (Porciatti and Falsini,
2003) (figure 8.2).

Visual thresholds determined at retinal level with PERG
have a counterpart in corresponding measures of visual
acuity and contrast sensitivity determined with VEPs
(Porciatti et al., 1999b), operant psychophysical behavior
(Gianfranceschi et al., 1999; Prusky and Douglas, 2004), and
passive optomotor responses (Prusky et al., 2004; Schmucker
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Ficure 8.2  Spatial-temporal properties of the mouse PERG. 4,
Examples of PERG responses recorded in young adult C57BL/6]
mice in response to 1 Hz alternating gratings of high contrast (95%)
and different spatial {requency (numbers to the left of each wave-
form expressed in c¢/deg). B, The mean (+SEM) PERG amplitude
in six different mice decreases with increasing spatial frequency and

et al., 2005). PERG acuity develops postnatally (Porciatti
and Falsini, 2000; Porciatti et al., 2002) in parallel with
visual acuity determined with either VEPs (Huang et al.,
1999) or optomotor responses (Prusky et al., 2004). Around
eye opening (postnatal day 14-15), the PERG acuity is of
the order of 0.2 ¢/deg and matures during the next 2 weeks
to reach the adult acuity (0.6c/deg) by about 1 month of
age (figure 8.3). By combining PERG measures with VEPs;
optomotor responses, or psychophysical visual behavior, it
is possible to evaluate the relative contribution of retinal and
postretinal stages to a particular disease or condition.

Examples of pattern electroretinogram application to study
central nervous system plasticity and degeneration

RoLE oF DEVELOPMENTAL SPONTANEOUS AcTiviTy In the
mammalian visual system the formation of eye-specific layers
at the thalamic level depends on retinal waves of spontaneous
activity (Wong, 1999), which rely on nicotinic acetylcholine
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reaches the noise level (dashed line) at 0.6 c/deg, which represents
the retinal acuity. For gratings of 0.05 c¢/deg, the PERG amplitude
decreases with decreasing contrast (() and increasing temporal
frequency (D). The contrast threshold is about 10%, and the tem-
poral resolution is about 13 Hz (26 reversals/s). (From Porciatti and

Falsini, 2003.)
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Fieure 8.3 Postnatal maturation of PERG acuity in C57BL/6]
mice. (From Porciatti and Falsini, 2000.)
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receptor activation (Feller et al.,, 1996). In mutant mice
lacking the B, subunit of the neuronal nicotinic receptor
(Picciotto et al., 1995), but not in mice lacking the oy subunit,
retinofugal projections do not form eye-specific layers in the
dorsolateral geniculate nucleus (Rossi et al., 2001; Muir-
Robinson et al., 2002). Still, retinogeniculate projections
segregate into a patchy distribution (Muir-Robinson et al.,
2002), indicating that segregation of left eye and right eye
axons can be uncoupled from macroscopic patterning in the
visual system. 3,—/—mice show an expansion of the binocular
subfield of the primary visual cortex and a decrease in visual
acuity at the cortical level (VEP) (Rossi et al., 2001). This
indicates that the [, subunit of the nicotinic acetylcholine
receptor is necessary for the anatomical and functional
development of the postretinal visual system. The retinal
acuity determined with PERG, however, is identical in
Bs—/— and wild-type mice (Rossi et al., 2001). In addition,
detailed anatomical analysis of different RGC classes does
not reveal significant differences between wild-type and
B,—/— animals (Van der List et al., 2006). These results
indicate that cholinergic-mediated activity in the developing
retina is not required for the normal postnatal development
of retinal ganglion cells (figure 8.4).

RorEe oF DEvELOPMENTAL CELL DEATH  The BCL2 protein
is a potent inhibitor of apoptotic cell death. Transgenic mice
have been generated with overexpression of the human Bel-2
gene in RGCs and in most neurons of the central nervous
system (CNS) (Martinou et al., 1994). As a result of inhibition
of apoptotic cell death during development, adult Bel-2-
overexpressing mice have 2.6 times more RGCs and optic
nerve fibers than normal, and have larger brains (Cenni
et al., 1996). Despite the marked neuronal redundancy of
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Fieure 8.4 Comparison between cortical and retinal acuity in
adult C57BL/6] mice (WT) and in mutant mice lacking the beta2
subunit of the neuronal nicotinic receptor (y—/—). In B,—/— mice,
visual acuity is reduced at cortical level but not at retinal level.
(Modified from Rossi et al., 2001, fig. 4.)

the retinal and postretinal visual pathway, the retinal acuity
(as determined by PERG) of the Bel-2-overexpressing mouse
1s normal (Porciatti et al., 1996). The cortical (VEP) visual
acuity (Porciatti et al., 1999a) and the behavioral visual
acuity (Gianfranceschi et al., 1999) are also normal. A
detailed anatomical study of the Bc¢/-2 transgenic mouse
(Strettoi and Volpini, 2002) indicates that a compensatory
growth of axonal arborizations of bipolar cells ultimately
results in an increased divergence on RGUCis, thus neutraliz-
ing the effect of their higher density. At cortical level, neu-
ronal redundancy causes expansion of the brain, which
keeps neuronal density in the normal range (Porciatti et al.,
1999a). To account for brain expansion, the cortical repre-
sentation of the visual coordinates (i.e., the vertical meridi-
an) 1s shifted laterally (Porciatti et al., 1999a).

SurRvIVAL OF RETINAL GANGLION CELLS AFTER LEston  CNS
neurons of adult Be/-2 mice are little altered after lesions. The
great majority of RGCs survive for a long time after op-
tic nerve section (Cenni et al., 1996), and their physiological
response (P-ERG) is spared (Porciatti et al., 1996; Chierzi et
al., 1998) (figure 8.5). This suggests that neuroprotective
strategies aimed at targeting the apoptotic cascade at
mitochondrial level may successfully rescue from death a high
number of RGCs with normal physiological response. Mice
deficient in BCL2-associated X protein (BAX) can be also
used to investigate the role of BAX-mediated cell death in
optic nerve lesions. BAX deficiency protects RGCs after
axon injury by optic nerve crush (Libby et al., 2005¢). BAX
deficiency in DBA/2] mice with spontaneous glaucoma
(discussed in the next section) protect RGCs from death
(Libby et al., 2005¢). It remains to be established whether
protected RGCs retain normal function.

Pattern electroretinogram application in mouse models
of glaucoma

The DBA/2] mouse is a well-established model of spontane-
ous glaucoma. Recessive mutations in two genes, Gpnmb and
Tyrpl, cause iris atrophy and pigment dispersion (John
et al., 1998). The iris disease is apparent at 6 months and
progresses with age, resulting in elevated intraocular pres-
sure (IOP) (Libby et al., 2005a). Young (2- to 4-month-old)
DBA/2J mice have normal IOP, a normal PERG, and
normal histological appearance of RGCs and optic nerve.
Glaucoma damage in the optic nerve is apparent in about
60% of eyes by 10-11 months of age, and in about 90%
of eyes by 18 months (Libby et al., 2005a). Between 10
and 11 months of age, the PERG amplitude is markedly
reduced in 100% of eyes, including eyes with no signs of
nerve damage (figure 8.6). Between 2 and 13 months of
age, the outer retina is histologically intact (Jakobs et al.,
2005) and the light-adapted flash ERG displays only minor
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Fieure 8.5  Effect of intracranial section of one optic nerve on the
PERG. In C57BL/6] mice, the mean (SEM, n = 3) PERG ampli-
tude of axotomized eyes is at noise level (dashed lines) 2 months after

changes (Porciatti et al., 2007; Libby et al., 2006) (see fig-
ure 8.6). Taken together, these results suggest that DBA/2]
mice develop a progressive functional damage in the inner
retina (abnormal PERG) but not in the outer retina (nor-
mal flash ERG) that seems to precede anatomical damage
of the RGC layer and of the optic nerve. This may suggest
that surviving RGCs may not be functional. Therefore,
neuroprotection studies using mouse models of glaucoma
should include functional endpoints in addition to anato-
mical endpoints.

The noninvasive nature of PERG allows serial recordings
as a function of changing conditions (e.g., age, IOP levels).
Recently, we have been able to characterize the natural
history of RGC dysfunction and its relationship with IOP in
a 12-month longitudinal study of BDA/2]J mice (Saleh et al.,
2007). On average, the IOP increases moderately between
2 and 6 months, with a progression of 0.92 mm Hg/month.
After 6 months the IOP displays a steeper increase, and
tends to level off by 11 months at a value of about 30 mm Hg
(Saleh et al., 2007). After 3 months, the PERG amplitude
decreases linearly with age to reach the noise level at about
10-11 months (Saleh et al., 2007). Histological analysis of
eyes with abolished PERG shows that the retinal nerve fiber
layer is largely preserved. Between 2 and 11 months the
cone-flash ERG does not show significant changes (Saleh
et al., 2007). We were also able to characterize the changes
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surgery. By contrast, in Bel-2-overexpressing mice, the mean

(*SEM, n = 3) PERG amplitude is at control values 3.5 months
after axotomy. (Modified from Porciatti et al., 1996, fig. 4.)
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Ficure 8.6 Amplitude of PERG and light-adapted flash ERG in
DBA/2] mice of different ages. The PERG of glaucomatous 12- to
14-month-old mice, compared with that of preglaucomatous 2- to
4-month-old mice, is reduced to the noise range (mean 1.18 *
0.35uV). The light-adapted flash ERG displays minor changes in
glaucomatous 12- to 14-month-old mice. (Replotted from Porciatti
et al.,, 2007, fig. 5.)
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in IOP and PERG that occur when DBA/2] mice are put
in a head-down (60-degree) body position (Athara et al.,
2003). Postural changes cause substantial (+30%—35%)
reversible IOP increases in DBA/2] mice of different ages
(3—10 months) (Nagaraju et al., 2007). Postural changes also
cause PERG amplitude reductions that are strongly age
dependent (3-month-old: no change; 5-month-old: —48%;
10-month-old: =67%) (Nagaraju et al., 2007). Finally, when
10-month-old mice with reduced PERG amplitude are
treated with mannitol, the IOP decreases by about 50% and
the PERG amplitude increases by 80% (Nagaraju et al.,
2007). These results indicate that RGC vulnerability in the
DBA/2J mouse model of glaucoma is age and IOP depen-
dent, and that existing RGC dysfunction can be restored by
reducing the level of IOP.

Use of the pattern electroretinogram in human clinical
research

Since Maffei and Fiorentini reported that the ERG with
contrast reversal was abolished by optic nerve section in the
cat (Maffei and Fiorentini, 1981), PERG has received con-
siderable attention for clinical application in a wide spec-
trum of optic nerve disorders (reviewed in Holder, 2001;
Parisi, 2003; Ventura and Porciatti, 2006). Applications in
glaucoma have received by far the largest consideration; the
spontaneous DBA/2] mouse model of glaucoma described
above, together with mouse genetics and noninvasive func-
tional tests such as PERG, may represent a powerful link
with the clinical condition to unlock the mechanisms of
glaucoma (John et al., 1999; Libby et al., 2005b). Recent
results in human glaucoma indicate that RGC dysfunction,
as measured by PERG (Porciatti and Ventura, 2004), exceeds
the proportion expected from loss of RGC axons (Ventura
et al., 2006). This implies that the population of surviving
axons 1Is not functional. Additional results show that RGC
dysfunction in patients with early glaucoma may at least in
part be restored by reducing IOP with eye drops (Ventura
and Porciatti, 2005). Taken together, these results suggest
that in glaucoma, RGCs undergo a stage of reversible dys-
function before death, thereby offering a window of oppor-
tunity to detect and treat the condition before irreversible
damage and loss of vision occur. As described earlier in the
chapter, qualitatively similar results have been obtained in
the DBA/2] model. The current standard for initiating glau-
coma treatment is based on a repeatable abnormality of the
psychophysical visual field sensitivity, which typically occurs
when at least 30% of RGCs have already degenerated (e.g.,
Kerrigan-Baumrind et al., 2000). That in glaucomatous
optic neuropathy RGCs undergo a phase of reversible dys-
function before irreversible damage and death occur has
important implications for the early diagnosis and treatment
of a wide variety of progressive neurological disorders.

Limatations of the pattern electroretinogram technique

The main limitation of the technique 1s that it requires the
integrity of the eye optics to be properly recorded. Cataracts
may develop in experimental mouse eyes as a result of drugs,
cold, anoxia, stress, and dehydration (Fraunfelder and Burns,
1970). Careful manipulation of experimental mice, however,
prevents cataract formation (Porciatti et al., 2007). Another
potential shortcoming is that PERG is a relatively small
signal, since generator sources are limited to cone-driven
(light-adapted) postreceptoral activity. Robust averaging,
however, permits obtaining PERGs with excellent signal-to-
noise ratio and with a variability comparable to that of tra-
ditional ERG (Porciatti et al., 2007).

A component of full-field flash ERG, the scotopic thres-
hold response (STR), has been shown to depend on RGCs
activity in rats (Bui and Fortune, 2004) and is altered in rat
models of glaucoma (Fortune et al., 2004). Compared with
PERG, the STR is expected to depend less on eye optics
and might represent an alternative to PERG. The STR is
also recordable in mice (Saszik et al., 2002), but the contribu-
tion of normal and abnormal RGC activity to the response
still needs to be demonstrated.

Conclusion

PERG is a valuable tool for characterizing the spatial-
temporal retinal output in mice of different ages and geno-
types. Its noninvasive nature allows serial recording to eval-
uate longitudinal changes of normal and abnormal RGC
activity in mouse models of optic nerve disease, as well as
their response to stress factors. Overall, PERG may repre-
sent a powerful tool for neuroprotection studies.

AckNOWLEDGMENTS ~ Work was supported by NIH grant no.
RO1 EY014957, NIH grant no. RO3 EY016322, NIH
center grant no. P30-EY14801, and an unrestricted grant
to the University of Miami from Research to Prevent
Blindness, Inc.

REFERENCES

AmAra, M., LINDsEY, J. D., and WENREB, R. N. (2003). Episcleral
venous pressure of mouse eye and effect of body position. Curr.
Eye Res. 27(6):355-362.

Baker, C. L., Jr., and Hgss, R. F. (1984). Linear and nonlinear
components of human electroretinogram. 7. Newrophysiol.
51(5):952-967.

Berarpi, N., Domenicr, L., GrRaviNa, A., and Marrer, L. (1990).
Pattern ERG in rats following section of the optic nerve. Exp.
Brain Res. 79(3):539-546.

Bui, B. V., and ForTtung, B. (2004). Ganglion cell contributions
to the rat full-field electroretinogram. 7. Physwl. 555(Pt. 1):153—
173.

Cenng, M. C., Bonranti, L., MarTivou, J.-C., RaTtTo, G. M.,
StrerTOI, E., and Marrer, L. (1996). Long-term survival of

124 OPTICS, PSYCHOPHYSICS, AND VISUAL BEHAVIORS



retinal ganglion cells following optic nerve section in adult I bel-2
transgenic mice. Eur. J. Neurosct. 8:1735-1745.

Curerzr, S, Cennt, M. C., Marrer, L., Pizzorusso, T., PorciaTr,
V., Rarro, G. M., and StrETTOI, E. (1998). Protection of retinal
ganglion cells and preservation of function after optic nerve
lesion in bel-2 transgenic mice. Vision Res. 38:1537-1543.

Draspo, N., Tuompson, D. A., and Arben, G. B. (1990). A
comparison of pattern ERG amplitudes and nuclear layer thick-
ness in different zones of the retina. Chn. Vision Sci. 5(4):
415—-420.

Draspo, N., Taompson, D. A., Taompson, C. M., and EDWARDS,
L. (1987). Complementary components and local variations of
the pattern electroretinogram. fnvest.  Ophthalmol.  Vis.  Sci.
28(1):158-162.

FecuaLy J. G., JiN, J. C., and Opowm, J. V. (1991). Effect of short-
term intraocular pressure elevation on the rabbit electroretino-
gram. Invest. Ophthalmol. Vis. Ser. 32(8):2184-2189.

FerLLer, M. B., WeLLis, D. P.; SteLLwacen, D.; WerBLIN, F. S|
and Suatz, C. J. (1996). Requirement for cholinergic synaptic
transmission in the propagation of spontaneous retinal waves.
Science 272(5265):1182-1187.

Fortung, B., Bui, B. V., Morrison, J. C., Jounson, E. C., Dong,
J., CepurNa, W. O, J1a, L., BARBER, S., and Ciorrr, G. A. (2004).
Selective ganglion cell functional loss in rats with experimental
glaucoma. Invest. Ophthalmol. Vis. Sci. 45(6):1854-1862.

FRAUNFELDER, F. T, and Burns, R. P. (1970). Acute reversible lens
opacity: Caused by drugs, cold, anoxia, asphyxia, stress, death
and dehydration. Exp. Eye Res. 10(1):19-30.

GIANFRANCESCHI, L., FIoRENTINI, A., and MaFrFEL L. (1999). Behav-
1oural visual acuity of wild-type and b¢/2 transgenic mouse. Vision
Res. 39(3):569-574-.

Hess, R. I., and Baker, C. L., JR. Human pattern-evoked electro-
retinogram. . Neurophysiol. 51(5):939-951.

Horper, G. E. (2001). Pattern electroretinography (PERG) and an
integrated approach to visual pathway diagnosis. Prog. Retin. Eye
Res. 20(4):531-561.

Huang, Z. J., Kirkwoop, A., Pizzorusso, T., Porciarri, V.,
Morares, B., Bear, M. F., Marrer, L., and ToNEGAwA, S.
(1999). BDNF regulates the maturation of inhibition and the
critical period of plasticity in mouse visual cortex. Cell 98(6):
739-755.

Jakoss, T. C., LBy, R. T\, BEN, Y., JonN, S. W., and MAsLAND,
R. H. (2005). Retinal ganglion cell degeneration is topological
but not cell type specific in DBA/2] mice. J. Cell Biol. 171(2):
313-325.

Jonn, S. W, Anperson, M. G., and Smrth, R. S. (1999). Mouse
genetics: A tool to help unlock the mechanisms of glaucoma. 7.
Glaucoma 8(6):400-412.

Jonn, S. W, Smrta, R. S, Savivova, O. V., Hawes, N. L., CHaNG,
B., Turnsurr, D.; Davisson, M., Roperick, T. H., and
HeckeNLIVELY, J. R. (1998). Essential iris atrophy, pigment dis-
persion, and glaucoma in DBA/2] mice. Invest. Ophthalmol. Vis.
Set. 39(6):951-962.

Kerrican-Baumrinp, L. A., Quictey, H. A., Pease, M. E,,
Kerrigan, D. F., and MircueLr, R. S. (2000). Number of
ganglion cells in glaucoma eyes compared with threshold visual
field tests in the same persons. Invest. Ophthalmol. Vis. Sci.
41(3):741-748.

Krmg, R. P., Rieps, H., and Dowring, J. E. (1978). Generation of
b-wave currents in the skate retina. Proc. Natl. Acad. Sci. U.S.A.
75(11):5727-5731.

LevkoviTcH-VERBIN, H. (2004). Animal models of optic nerve
diseases. Fye 18(11):1066-1074.

Lmey, R. T., Anperson, M. G., Pang, I. H., RoBmson, Z. H.,
Savinova, O. V., Cosma, I. M., Sxow, A, WiLson, L. A., Smrth,
R. S,, et al. (2005a). Inherited glaucoma in DBA/2] mice: Per-
tinent disease features for studying the neurodegeneration. Vis.
Neurosc. 22(5):637-648.

Lssy, R. T., Gourp, D. B., ANnpErsoNn, M. G., and Jonn, S. W.
(2005b). Complex genetics of glaucoma susceptibility. Annu. Rev.
Genomic. Hum. Genel. 6:15—44.

LBy, R. T\, L1, Y., Savinova, O. V., BARTER, J., SMiTH, R. S.,
Nickerrs, R. W.; and Jonn, S. W. (2005c). Susceptibility to
neurodegeneration in a glaucoma is modified by Bax gene
dosage. PLoS. Genet. 1(1):17-26.

Ly, R. T., Porciarry, V., Taria, M., Leg, R. K., and Jonn,
S. W. M. (2006). PERG analysis detects physiological dysfunc-
tion prior to ganglion cell loss in DBA/2] glaucoma. ARVO
e-abstract 4005.

Marrer, L., and FrorentmNi, A. (1981). Electroretinographic
responses to alternating gratings before and after section of the
optic nerve. Science 211(4485):953-955.

MarrEl, L., FrorentiNg, A., Bisti, S., and Horranper, H. (1985).
Pattern ERG in the monkey after section of the optic nerve. Exp.
Brain Res. 59(2):423-425.

MartiNovu, J. C., DuBois-DavpHIN, M., StapLE, J. K., RODRIGUEZ,
1., Frankowskr, H., MissoTTeN, M., ALBERTINT, P., TaraBOT, D,
Catsicas, S., et al. (1994). Overexpression of BCL-2 in trans-
genic mice protects neurons from naturally occurring cell death
and experimental ischemia. Newron 13(4):1017-1030.

Mumr-Rosinson, G., Hwane, B. J., and FeLLer, M. B. (2002).
Retinogeniculate axons undergo eye-specific segregation in the
absence of eye-specific layers. 7. Neurosci. 22(13):5259-5264.

Nacaraju, M., Saren, M., and Porciarri, V. (2007). IOP-
dependent retinal ganglion cell dysfunction in glaucomatous
DBA/2J mice. Invest. Ophthalmol. Vis. Sci. 48:4573-4579.

Parist, V. (2003). Correlation between morphological and func-
tional retinal impairment in patients affected by ocular hyperten-
sion, glaucoma, demyelinating optic neuritis and Alzheimer’s
disease. Semin. Ophthalmol. 18(2):50-57.

Piccrorro, M. R., ZoL1, M., Lena, C., Bessis, A., LALLEMAND, Y.,
Le Novere, N., Vincent, P., Picu, E. M., BrureTr, P., et al.
(1995). Abnormal avoidance learning in mice lacking functional
high-affinity nicotine receptor in the brain. Nature 374(6517):
65-67.

Porciatri, V. (2007). The mouse pattern electroretinogram. Doc.
Ophthalmol., epub ahead of print.

Porciarrr, V., and Favsmni, B. (2000). Maturation of flash-cone
ERG and pattern ERG in the mouse. ARVO abstract 500.

Porciarry, V., and FaLsini, B. (2003). Physiological properties of
the mouse pattern electroretinogram. ARVO abstract 2705.

Porciatri, V., Pizzorusso, T., Cenni, M. C., and Marrer, L.
(1996). The visual response of retinal ganglion cells is not altered
by optic nerve transection in transgenic mice overexpressing
Bel-2. Proc. Natl. Acad. Sci. U.S.A. 93(25):14955-14959.

Porciartr, V., Pizzorusso, 1., and Marrer, L. (1999a). Vision in
mice with neuronal redundancy due to inhibition of develop-
mental cell death. Vis. Neurosci. 16(4):721-726.

Porciarry, V., Pizzorusso, T., and Marrer, L. (1999b). The visual
physiology of the wild type mouse determined with pattern
VEPs. Vision Res. 39(18):3071-3081.

Porciarry, V., Pizzorusso, T., and Marrer, L. (2002). Electro-
physiology of the postreceptoral visual pathway in mice. Doc.
Ophthalmol. 104(1):69—82.

PorciatTr, V., Saten, M., and Nacaraju, M. (2007). The pat-
tern electroretinogram as a tool to monitor progressive retinal

PORCIATTI. ERG CORRELATES OF NORMAL AND ABNORMAL RGC ACTIVITY 125



ganglion cell dysfunction in the DBA/2] mouse model of glau-
coma. Invest. Ophthalmol. 48(2):745-751.

Porciartr, V., and VENTURA, L. M. (2004). Normative data for a
user-friendly paradigm for pattern electroretinogram recording.
Ophthalmology 111(1):161-168.

Prusky, G. T., ALam, N. M., BEekman, S., and Doucras, R. M.
(2004). Rapid quantification of adult and developing mouse
spatial vision using a virtual optomotor system. Invest. Ophthalmol.
Vis. Ser. 45(12):4611-4616.

Prusky, G. T., and Doucras, R. M. (2004). Characterization of
mouse cortical spatial vision. Vision. Res. 44(28):3411-3418.

Remturra, S., and Hacrerr, P. E. (1985). A schematic eye for
the mouse, and comparisons with the rat. Vision Res. 25(1):
21-31.

Rossi, F. M., Pizzorusso, T., Porciatti, V., Marusio, L. M.,
Marrer, L., and Cranceux, J. P. (2001). Requirement of the
nicotinic acetylcholine receptor beta 2 subunit for the anatomi-
cal and functional development of the visual system. Proc. Natl.
Acad. Sei. U.S.A. 98(11):6453-6458.

Saren, M., Nacaraju, M., and Porciartr, V. (2007). Longitudinal
evaluation of retinal ganglion cell function and IOP in the
DBA/2] mouse model of glaucoma. Invest. Ophthalmol. Vis. Sct.
48:4564-5472.

Saszik, S. M., Rosson, J. G., and Frisamax, L. J. (2002). The sco-
topic threshold response of the dark-adapted electroretinogram
of the mouse. 7. Physiol. 543(Pt. 3):899-916.

Scamuckir, C., SEELIGER, M., Huwmpnries, P., Bier, M., and
ScHAEFFEL, F. (2005). Grating acuity at different luminances in
wild-type mice and in mice lacking rod or cone function. Invest.

Ophthalmol. Vis. Sci. 46(1):398-407.

Siipranpr, R., Buccr, M. G., CaneLLA, R., and CarmieNoTO, G.
(1988). Flash and pattern electroretinograms during and after
acute intraocular pressure elevation in cats. Invest. Ophthalmol. Vis.
Ser. 29(4):558-565.

StrerTol, E., and Vorpmni, M. (2002). Retinal organization in
the bcl-2-overexpressing transgenic mouse. j. Comp. Neurol.
446(1):1-10.

TrmvarcHr, C., Birar, G., Domenici, L., Porciarrr, V., and Bistr,
S. (1990). The flash- and pattern electroretinogram generators
in the cat: A pharmacological approach. Clin. Vision Sci. 6:
19-24.

Van pEr List, D. A.; Coowmss, J. L., and Cuarura, L. M. (2006).
Normal development of retinal ganglion cell morphological
properties in mice lacking the beta2 subunit of the nicotinic
acetylcholine receptor. ARVO abstract 3313.

VENTURA, L. M., and Porciarti, V. (2005). Restoration of retinal
ganglion cell function in early glaucoma after intraocular pres-
sure reduction: A pilot study. Ophthalmology 112(1):20-27.

VENTURA, L. M., and Porciarri, V. (2006). Pattern electroretino-
gram in glaucoma. Curr. Opin. Ophthalmol. 17(2):196-202.

VENTURA, L. M., Sorokac, N., DE Los Santos, R., FENer, W. J.,
and Porciatt, V. (2006). The relationship between retinal gan-
glion cell function and retinal nerve fiber thickness in early
glaucoma. Invest. Ophthalmol. Vis. Sei. 47(9):3904-3911.

ViswaNATHAN, S., Frisuman, L. J., and Rosson, J. G. (2000). The
uniform field and pattern ERG in macaques with experimental
glaucoma: Removal of spiking activity. fnvest. Ophthalmol. Vis. Sct.
41(9):2797-2810.

Wong, R. O. (1999). Retinal waves and visual system development.
Annu. Rev. Neurosci. 22:29-47.

126 OPTICS, PSYCHOPHYSICS, AND VISUAL BEHAVIORS



I[II ORGANIZATION
OF THE ADULT
MOUSE EYE AND
CENTRAL VISUAL
SYSTEM






9 Aqueous Humor Dynamics
and Trabecular Meshwork

ERNST R. TAMM AND ANTONIA KELLENBERGER

Aqueous humor inflow

Aqueous humor in the anterior eye is a clear fluid that con-
tains the nutrients needed by the lens and the cornea, tissues
that need to be avascular to serve their respective optical
functions. The site of aqueous humor formation is the ciliary
body, where aqueous humor is secreted into the posterior
chamber by an active, energy-dependent secretory process
involving the ciliary epithelium. The structural details of the
ciliary epithelium that enable its secretory function have
been extensively studied in humans and traditional labora-
tory animal models of eye research, such as monkeys and
rabbits, and have been reviewed elsewhere (Tamm and
Ligen-Drecoll, 1996). In contrast, the existing information
on the structure of the ciliary epithelium in the mouse eye
is limited. The available data, however, strongly indicate no
major structural or functional differences between mouse
ciliary epithelium and that of other mammalian species.
Accordingly, the ciliary epithelium in the mouse eye consists
of two layers (figure 9.1). The outer layer is formed by the
pigmented ciliary epithelium (PE), which is continuous with
the retinal pigmented epithelium in the back of the eye and
derives from the outer layer of the optic cup during embry-
onic eye development (Pei and Rhodin, 1970). The inner
layer is formed by the nonpigmented ciliary epithelium
(NPE), which is continuous with the retina and shares its
origin from the inner layer of the optic cup. The mouse
ciliary epithelium expresses critical requirements for aqueous
humor secretion such as tight junctions between NPE cells
as the site of the blood-aqueous barrier (Calera et al., 2006),
and Na'/Ka"-ATPase for secretory activity (Wetzel and
Sweadner, 2001). As in other mammalian species (Tamm
and Liitjen-Drecoll, 1996), both epithelial layers are exten-
sively coupled by gap junctions (Calera et al., 2006) and
work synergistically to achieve aqueous humor secretion by
facilitating movement of NaCl and water between NPE and
PE (Civan and Macknight, 2004). Accordingly, in mutant
mice that express no gap junctions between NPE and PE,
secretion of aqueous humor is critically impaired (Calera
et al., 2006). The total volume of aqueous humor in the
mouse eye has been reported at 5.9 £ 0.5 ul, and the rate of
aqueous humor formation as measured in the NIH Swiss

White mouse has been reported at 0.18 £ 0.05pl/min
(Aihara et al., 2003a).

The ciliary processes covered by NPE and PE (pars plicata
region) show a more irregular arrangement than that of
other species, as they are not strictly parallel but rather
overlap and intersect with each other (Napier and Kidson,
2005). As in other mammalian species, the fibers of the
zonular apparatus are mainly attached to the NPE in the
valleys between the ciliary processes and in the pars plana
region, behind the ciliary processes and immediately adja-
cent to the sensory retina (figures 9.1 and 9.2).

The ciliary muscle in the mouse eye is localized in the
posterior parts of the ciliary body, underneath the pars plana
region of the ciliary epithelium (see figure 9.1). It is consider-
ably smaller than in humans and higher primates (Tamm,
2002). In meridional or sagittal sections through the anterior
eye, mouse ciliary muscle usually consists of only four to six
smooth muscle cells, indicating there is no significant accom-
modative power in the mouse eye.

Aqueous humor outflow

After it is secreted into the posterior chamber, aqueous
humor passes through the pupil into the anterior chamber.
It leaves the eye via two outflow pathways, the conventional
outflow pathway, through the trabecular meshwork, and the
unconventional or uveoscleral outflow pathway, through
the ciliary muscle, and the supraciliary and suprachoroidal
spaces. The entrance to both outflow pathways is localized
in the iridocorneal or chamber angle of the anterior chamber.
The architecture of the outflow pathways in the mouse eye
shows several distinct structural differences from that in
humans or primates. The mos