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PREFACE

Intermolecular interactions constitute one of the major forces determining numerous
specific properties and self organization of condensed matter including biological
systems. There is no better illustration of their importance than the introduction in
the famous textbook The Feynman Lectures on Physics:

If, in some cataclysm, all of scientific knowledge were to be destroyed, and only one sentence passed
on to the next generations of creatures, what statement would contain the most information in the fewest
words? I believe it is the atomic hypothesis that all things are made of atoms – little particles that move
around in perpetual motion, attracting each other when they are a little distance apart, but repelling upon
being squeezed into one another.

This statement refers directly to the concept of the potential energy function
describing interaction energy as a function of the distance sufficient to model various
properties of matter that are directly or indirectly related to the intermolecular
forces. Recent progress in computational and experimental techniques opens the
perspective for rational de novo design of new materials with desired properties
being governed by specific interactions.

The main purpose of this volume is to present an overview of selected state-of-
the-art computational methodologies and to present examples of applications. The
first six chapters contain an in-depth description of several new techniques applied
in modeling and designing new molecular materials.

The first chapter by Moszyński presents in a systematic and comprehensive
manner the current state-of-the-art theory of intermolecular interactions. Numerous
examples illustrate how theoreticians and experimentalists working in tandem
may gather valuable quantitative results related to intermolecular interactions, like
accurate potential functions, interaction-induced properties, spectra and collisional
characteristics or dielectric, refractive or thermodynamic properties of bulk phases.
On the other hand the most advanced Symmetry Adapted Perturbation Theory
(SAPT) enables validation of more approximate variation-pertubation models which
could be applied to the analysis of specific interactions in much larger molecular
systems, for example enzyme-drug interactions discussed in Chapter VIII by
Berlicki et al.

The second chapter by Wesołowski presents a general overview of the recent
developments in Density Functional Theory (DFT), which currently constitutes the
most popular tool for modeling molecular materials. Particular emphasis has been

vii



viii Preface

given to the systematic discussion of approximations employed in DFT and their
performance for various types of molecular aggregates.

Mezoscopic and microscopic modeling methods applied in modeling biopolymers
are reviewed in the third chapter by Lesyng and coworkers, allowing for a better
description of biomolecular recognition processes as well as corresponding free
energy changes.

The fourth chapter by Michalak and Ziegler presents an excellent introduction
into DFT-based first principle molecular dynamics capable of modeling complex
chemical reactions. Considerable effort has been made by the authors to explain in
detail the specifics of ab initio calculations wherever they differ from conventional
techniques.

A very promising methodology bridging quantum mechanics and molecular
mechanics (QM/MM), allowing the mechanisms of enzymatic reactions to be
analyzed in detail, has been reviewed in the fifth chapter by Mulholland and Grant.

The chapter written by Ramos and coworkers reviews various computational
techniques used to study protein-protein interactions, with particular attention given
to thermodynamic characteristics of mutated proteins and their interactions.

The contribution of Paneth and coworkers demonstrates how substrate-enzyme
interactions could be explored using experimentally determined kinetic isotope
effects and QM/MM calculations.

The remaining three chapters illustrate various applications of molecular
modeling methods in exploring various properties of complex protein systems.
Nakano and coworkers analyse the mechanism of [NiFe] hydrogenase involved
in hydrogen production. Renugopalakrishnan studies bacteriorhodopsin which is
important in information storage technologies. Filipek and coworkers concentrate
on rhodopsin as being an important target for pharmacological intervention.

Intermolecular interactions define crucial characteristics of materials for hydrogen
storage materials. This topic is discussed in detail in the chapter by Cheng et al.
devoted to molecular dynamics simulations of single-walled carbon nanotubes
(SWNT) with molecular hydrogen. The properties of modified SWNTs, in the
contribution from Politzer et al., are also analyzed from the point of view of
potential applications in molecular electronics.

Molecular electronic applications are also covered in the contribution from Zhou
and Hagelberg discussing interactions of various organic molecules with silicon
surface, whereas Zhou et al. concentrate on fullerene deposition on silicon and
GaAs surfaces.

The last chapter by Michalkova et al. presents a review of the experimental
and theoretical data on nerve agent interactions with different surfaces. Particular
attention is given to molecular simulations of interaction and decomposition of
phosphoroorganic compounds on various metal and metal oxide clusters.

Of course the examples discussed in this volume cover only a small fraction
of possible applications. We hope that with the rapid progress of computational
techniques many more molecular materials will soon be the subject of rational
design in silico.
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Let me express my gratitude to all authors for their contributions which will
guide readers into the exciting world of molecular modeling.

W. Andrzej Sokalski
Wrocław, Poland
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CHAPTER 1

THEORY OF INTERMOLECULAR FORCES:
AN INTRODUCTORY ACCOUNT

ROBERT MOSZYNSKI
Quantum Chemistry Laboratory
Faculty of Chemistry, Warsaw University
Pasteura 1, 02–093 Warsaw, Poland

Abstract: Modern theory of intermolecular forces is reviewed. The concept of the interaction
potential is introduced within the Born-Oppenheimer separation of the electronic and
nuclear motions. Various supermolecule approaches for the calculation of accurate
interaction potentials are discussed. Perturbation theory of intermolecular forces is
reviewed in great details. The problem of symmetry-adaptation is explained and a general
symmetry-adapted perturbation theory is formulated. Convergence properties of various
symmetry-adapted expansions are surveyed, and illustrated on several examples. Physical
interpretation of the interaction potential in terms of the four fundamental interaction
components: electrostatics, induction, dispersion, and exchange-repulsion is thoroughly
exposed. Many-electron formulation of the symmetry-adapted perturbation theory in
both the wave function and density functional approaches is introduced. One-center
and multicenter multipole expansions neglecting the charge-overlap effects, as well as
the bipolar expansion accounting for these effects are discussed. The relation of some
supermolecule approaches with the perturbation theory of intermolecular forces is briefly
sketched. Approximate models that can be deduced from the rigorous theory of inter-
molecular forces, and applicable to the interactions of large systems are discussed. Finally,
perturbation theory of nonadditive interactions in trimers and of the collision-induced
electric properties of binary collisional complexes is also reviewed. The theory part is
completed by an exposition of methods needed on the route from intermolecular poten-
tials and collision-induced properties to physically measurable quantities such as the
Raman spectra, rovibrational spectra, scattering cross sections, as well as thermodynamic,
dielectric, and refractive properties of dilute gases. The present status of symmetry-adapted
perturbation theory applied to the calculations of state-of-the-art ab initio potential energy
surfaces and collision-induced properties is presented, and illustrated by means of appli-
cations to rovibrational spectra of Van der Waals molecules, scattering cross sections
and pressure broadening coefficients, collision-induced Raman spectra of atomic gases,
solvation processes, and thermodynamic, dielectric, and refractive properties of dilute
gases. Theoretical results are compared with high accuracy experimental data

Keywords: intermolecular forces, Born-Oppenheimer approximation, supermolecular method, polar-
ization approximation, symmetry-adapted perturbation theory, electrostatics, induction,
dispersion, exchange-repulsion, multipole expansion, one-center and multicenter
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2 Robert Moszynski

expansions, bipolar expansion, charge overlap and damping effects, approximate models,
relation between supermolecule approaches and perturbation theory, nonadditive interac-
tions, collision-induced properties, optical spectra of Van der Waals complexes, scattering
cross sections, dielectric, refractive, and thermodynamic properties of dilute gases, state-
of-the-art ab initio potential energy surfaces, infrared spectra, integral and differential
cross sections, pressure broadening coefficients, thermodynamic virial coefficients for
binary complexes, high accuracy ab initio nonadditive potentials, radial distribution
functions from first principle computer simulations, solvation processes, state-of-the-art ab
initio Raman spectra, and dielectric and refractive properties of atomic gases, comparison
with high precision experimental data

1. INTRODUCTION

The importance of intermolecular interactions in physics, chemistry, and biology
does not need to be stressed. Intermolecular potentials determine the properties
of non-ideal gases (pure) liquids, solutions, molecular solids, and the behavior of
complex molecular ensembles encountered in biological systems. They describe the
so-called non-bonded contributions, as well as the special hydrogen bonding terms,
that are part of the force fields used in simulations of processes as enzyme-substrate
binding, drug-receptor interactions, etc. A few examples showing important applica-
tions of intermolecular potentials include the Monte Carlo and molecular dynamics
simulations of biological systems, studies of processes in the earth’s atmosphere,
or interstellar chemistry. One can even imagine significant technological advances
from the studies of weak intermolecular forces. With a proper manipulation of
the energetic and stereochemical features of the interactions between molecules
one may design artificial receptor molecules capable of binding substrate species
strongly and selectively, just as biological enzymes do, leading to the construction
of new materials.

Let us start this review by briefly repeating that the concept of the intermolecular
potential is based on the Born-Oppenheimer separation of the Schrödinger equation
for the electronic and nuclear motions. The solution of the first step, the electronic
structure problem, for a number of (clamped) nuclear coordinates yields the potential
surface for the nuclear motions. For an individual molecule the latter are the vibra-
tions, rotations, and translations of this molecule. For an ensemble of interacting
molecules, which can be distinguished as such because they are held together
by strong covalent or ionic chemical bonds, there is a hierarchy of the strong
intramolecular forces which determine the internal vibrations of the molecules, and
much weaker intermolecular forces which determine their relative translations and
rotations. This paper is concerned with the relatively weak intermolecular interac-
tions, Van der Waals forces and hydrogen bonding, in particular. They play a crucial
role in molecular complexes which may be collisional, as in crossed molecular beam
experiments, or truly bound, as occurring in high concentrations in cold supersonic
nozzle beams, but also, in lower concentrations, in bulk phases.
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Intermolecular potentials depend on the intermolecular degrees of freedom, i.e.
on the coordinates describing the relative translations and rotations of the molecules
in a complex, but also on the intramolecular coordinates describing the molecular
geometries. Because of the above mentioned hierarchy, it is mostly allowed to make
another adiabatic separation, namely between the intramolecular vibrations with
high frequencies and the intermolecular modes with much lower frequencies. The
latter can then be described with an intermolecular potential averaged over the fast
intramolecular vibrations. The intermolecular motions have mostly large amplitudes,
because the potential surfaces corresponding to the weak intermolecular forces are
rather flat. Often, there are multiple (equivalent or non-equivalent) minima on the
potential surfaces that are accessible through thermal motions of the complex or
quantum mechanical tunneling. An appropriate theoretical treatment of the dynamics
of such weakly bound complexes requires the knowledge of the full potential
surface, not just of the second derivatives, the force constants, at the minimum of
the potential, as in the harmonic oscillator model.

The interaction energy of two molecules A and B is defined in the Born-
Oppenheimer approximation as the difference between the energy of the dimer EAB
and the energies of the monomers EA and EB

Eint = EAB −EA−EB� (1-1)

It is assumed that the internal coordinates of the monomers A and B used in the
calculations of EA and EB are the same as within the dimer AB. Thus, the interaction
energy depends on the separation R between the centers of mass of the monomers,
on the Euler angles characterizing their mutual orientation, and on monomer’s
internal coordinates.

Present day methods and computers have evolved to a stage where it is possible
to obtain accurate intermolecular potentials from ab initio electronic structure calcu-
lations. Basically there are two methods to do so: the supermolecule method and
the symmetry-adapted perturbation theory. In the supermolecular approach the
interaction energy is computed directly from Eq. (1-1) by subtracting the sum of
monomer’s energies from the energy of the dimer. In practical calculations, due to
the use of incomplete basis sets, this method always contains the basis set superpo-
sition error resulting from a nonphysical lowering of monomer’s energy in dimer’s
calculation due to “borrowing” of the basis set from the interacting partner. Since
for all many-electron systems the errors in the total energies are much larger than
the interaction energy itself, the accuracy of the computed potential depends on a
cancellation of these large errors. Moreover, a supermolecular calculation does not
allow any physical insight into the nature of intermolecular interactions. Methods
taking into account specific nature of intermolecular interactions, i.e. the pertur-
bation methods have actually been useful in providing an interpretation and an
estimation of reliability of potential energy surfaces obtained by the supermolecular
approach.

The purpose of this chapter is to review different aspects of the intermolecular
interaction phenomenon. Previous review articles were restricted to some specific
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aspects of intermolecular forces. Refs. (1–4) concentrated on the perturbation theory
of intermolecular forces, while Refs. (5–6) on the supermolecular methods. Finally,
Refs. (7–10) reported expositions of the dynamics of Van der Waals molecules.
It is now clear that the perturbation theory approach to intermolecular interactions
provides the basic conceptual framework within which the intermolecular forces are
discussed. It defines asymptotic constraints on potential energy surfaces obtained
by any theoretical method, and can accurately predict the complete intermolecular
potential energy surfaces for Van der Waals and hydrogen-bonded complexes.
Therefore, in this review we will mostly concentrate on the perturbation theory
approach, namely the symmetry-adapted perturbation theory (SAPT) for pair and
three-body interactions, and for the interaction-induced properties. However, the
supermolecule method, and methods needed on the route from intermolecular poten-
tials to quantities measured in the experiments will also be discussed. All these
theoretical aspects will be illustrated by high accuracy ab initio calculations with a
special emphasis on the comparison between state-of-the-art theoretical results and
high precision experimental data. Due to space limitations of the present review we
will not present experimental techniques used in precise measurements of spectra,
scattering cross sections, or bulk properties. We will also not discuss fitting methods
used on the route from the experimental data to the interaction potentials. However,
we would like to stress that very accurate potentials reproducing a wealth of the
experimental data can be obtained in this way. See, for instance, Refs. (11–18) for
some typical examples.

We start our review in Section 2 with a brief discussion of the separation of the
electronic and nuclear motions, the so-called clamped nuclei or Born-Oppenheimer
approximation. This approximation is of fundamental importance for the theory of
intermolecular forces sinceby itsverydefinition theconceptof the interactionpotential
appears in this approximation. We continue in Section 3 with a short exposition of
merits and drawbacks of the supermolecular method. The discussion of the simplest
Rayleigh-Schrödinger perturbation expansion of the interaction energy, including
an analysis of its convergence properties is presented in Section 4. The exchange
effects and the symmetry adaptation problem are also discussed in this section. In this
section we formulate various symmetry-adapted perturbation theories, and discuss
the convergence properties of these SAPT expansions for model systems. We also
discuss the relation between the symmetry-forcing procedure (weak or strong) and
the convergence of the perturbation series. In Section 5 we show that the low-order
polarization and exchange corrections have a simple physical interpretation and can
be related to some monomer properties such as one- and two-particle density matrices,
linear and quadratic response functions, etc. Section 6 is devoted to the discussion
of the multipole expansion which can be viewed as the limit of SAPT for very large
intermolecular separations. We discuss one-center expansions based on the global
multipole moments and polarizabilities, as well as multicenter expansions based on
the distributed multipole analysis. We also outline the bipolar expansion that takes
into account the important charge overlap (penetration) effects. In Section 7 the
many-electron implementation of SAPT is outlined. The many-electron theory is
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formulated both in the wave function and in the density functional approaches.
Section 8 describes the relations of the many-electron SAPT method with the
supermolecular approaches based on the Hartree-Fock method and the many-body
perturbation theory with the Møller-Plesset partitioning of the dimer’s Hamil-
tonian. An approximate analysis of the free energy of solvation, as defined by
the selfconsistent reaction field theory, in terms of SAPT contributions is also
briefly outlined. The theory reported in Sections 2–8 is exact, but it can hardly
be applied to the interactions of very large molecules such as, e.g. an inhibitor
molecule and an enzyme residue. Therefore, Section 9 is devoted to some simplified
models of pair interactions between molecules. In particular, the relations of these
models with the modern theory of intermolecular forces, as well as their merits and
drawbacks, are discussed. A short exposition of the empirical force fields is also
given, again in connection with the theory of intermolecular forces. In Section 10
we formulate the symmetry-adapted perturbation theory of three-body interactions,
and show that the low-order contributions to nonadditive three-body potentials
can be expressed through the linear and quadratic response functions, and one-
and two-particle density matrices. We also discuss the physical interpretation of
various three-body contributions to the interaction energy. In Section 11 we briefly
sketch the application of the SAPT approach to collision-induced dipole moments
and polarizabilities of Van der Waals complexes. Since the concept of the inter-
action energy appears in the Born-Oppenheimer approximation, interaction poten-
tials are not directly measurable. Section 12 gives a brief overview of the methods
needed on the route from intermolecular potentials and collision-induced properties
to quantities measured in various experiments, such as Raman spectra, dielectric
second virial coefficients, rovibrational spectra, scattering cross sections, or thermo-
dynamic second virial coefficients. In this section we also mention simulation
techniques including modern approaches based on the density functional theory.
Applications of SAPT to several weakly bound binary complexes and larger clusters
with a special emphasis on the comparison between state-of-the-art theoretical
results and highly precise experimental data are surveyed in Section 13. In this
section we also show how the present day theory can help the experimentalists to
interpret their data. Finally, in Section 14 we give a brief outlook for the future of
the theory of intermolecular forces.

2. THE BORN-OPPENHEIMER APPROXIMATION

The Born-Oppenheimer separation19– 22 of the electronic and nuclear motions
in molecules is probably the most important approximation ever introduced in
molecular quantum mechanics, and will implicitly or explicitly be used in all subse-
quent sections of this chapter. The Born-Oppenheimer approximation is crucial
for modern chemistry. It allows to define in a rigorous way, within the quantum
mechanics, such useful chemical concepts like the structure and geometry of
molecules, the molecular dipole moment, or the interaction potential. In this approx-
imation one assumes that the electronic motions are much faster than the nuclear
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motions. Therefore, one can assume that slow changes in the nuclear positions
do not strongly affect the physical description of the electronic motions, leading
to an adiabatic separation of the electronic and nuclear problems. In the Born-
Oppenheimer approximation the electronic problem is solved for an (infinite) set
of nuclear coordinates. The eigenvalue of the electronic Schrödinger equation, the
electronic energy as a function of these coordinates, is nothing else than the potential
energy surface. This energy surface is used as the potential operator in the second
step of the Born-Oppenheimer approximation, the problem of nuclear motions in a
given potential.

Various derivations of the Born-Oppenheimer approximation can be found in the
literature. See Refs. (23–24) for typical reviews. The applicability of this approxi-
mation has been proven on several examples, cf. the seminal works of Kolos and
Wolniewicz25– 29 for various states of the hydrogen molecule. The results of Kolos
and collaborators on H2 and of other authors for other systems were reviewed in
several papers, cf., e.g. Refs. (24–32). Since intermolecular forces can only be
discussed for fixed geometries of the interacting monomers, the Born-Oppenheimer
approximation is a natural framework for the discussion of intermolecular interac-
tions. Therefore, in this section we will briefly review all approximations leading
to to the separation of the electronic and nuclear motions, and discuss situations in
which this fundamental approximation fails.

2.1. Born-Huang Expansion of the Total Wave Function

We consider a closed-shell dimer AB with NA electrons and nA nuclei that can be
assigned to the monomer A, and NB electrons and nB nuclei that can be assigned
to the monomer B. The set of electronic coordinates ri� i = 1� � � �NA +NB will
be denoted by �r�, while the nuclear coordinates, R��� = 1� � � � nA +nB, will be
denoted in short by �R�. The coordinates of electrons and nuclei are defined in a
space-fixed frame. The nuclear masses will be denoted by M� , and atomic units
me = e= � = 1 will be used throughout this chapter. The Schrödinger equation for
the total wave function � tot can be written as,

(
−1

2

∑
�∈AB

1
M�

�2
� +Hel −�

)
� tot	�r�� �R�
= 0� (1-2)

where Hel denotes the nonrelativistic Coulombic Hamiltonian describing the
electronic motions for a fixed set of the nuclear coordinates. The sum of the
electronic and nuclear terms in Eq. (1-2) will be called the total Hamiltonian,

� = −1
2

∑
�∈AB

1
M�

�2
� +Hel� (1-3)
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The total wave function of the dimer can be represented by the Born-Huang
expansion22,

� tot	�r�� �R�
=∑
k

� el
k 	�r�� �R�
�k	�R�
 (1-4)

where the electronic wave function � el
k fulfills the electronic Schrödinger equation,

Hel� el
k = Ek	�R�
�

el
k � (1-5)

and �k denotes the wave function describing the nuclear motions. The electronic
equation (1-5) is solved for a fixed set of nuclear coordinates �R�, so
the electronic wave function � el

k depends parametrically on �R�, while the
electronic energy Ek	�R�
 is a function of these coordinates. The index k
numbers the solutions of the electronic Schrödinger equation, i.e. it labels the
electronic states. Note that the electronic energy Ek	�R�
 for the dimer AB is
nothing else than the energy EAB appearing in the definition of the interaction
energy, Eq. (1-1).

By inserting the expansion (1-4) into the Schrödinger equation (1-2), multiplying
from the left by

(
� el
l

)
, and integrating over the electronic coordinates we get the

following set of coupled differential equations for the nuclear wave function �k,[
−1

2

∑
�∈AB

1
M�

�2
� +Ckk	�R�
+Ek	�R�
−�k

]
�k

=∑
l �=k

[
Ckl	�R�
+

∑
�∈AB

1
2M�

(
�� ·Bkl

� +Bkl
� ·��

)]
�l� (1-6)

where

Bkl
� = 1

M�

��el
k ����el

l ��r�� (1-7)

and

Ckl	�R�
= �� el
k �− 1

2

∑
�∈AB

1
M�

�2
� �� el

l ��r�� (1-8)

The notation �· · · � · · · � · · · ��r� means that the integration is performed only over
the electronic coordinates. The diagonal term Ckk	�R�
 is the so-called diagonal
or adiabatic correction for the nuclear motions, while the nondiagonal terms are
often referred to as the nonadiabatic terms. Note parenthetically that the vector
Bkk
� vanishes for real electronic wave functions � el

k , so terms involving Bkk
� do not

appear on the l.h.s. of Eq. (1-6).
Equation (1-6) shows that the electronic and nuclear motions are coupled through

the nondiagonal terms Ckl	�R�
, �� ·Bkl
� , and Bkl

� ·�� . One should note that both the
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diagonal and nondiagonal terms appearing in Eq. (1-6) are inversely proportional
to nuclear masses, so for heavy systems the r.h.s. of Eq. (1-6) and the diagonal
correction should be negligible.

We wish to end this section by saying that Eq. (1-6) can also be obtained by
minimizing the energy functional with respect to the functions �k,

���1��2� � � ��= �� tot��� tot�−� (�� tot�� tot�−1
)
� (1-9)

where � is the Langrange multiplier and the trial wave function is given by Eq. (1-4).
This means that Eq. (1-6) has a well defined meaning (in the sense of the variational
principle) even when the Born-Huang expansion (1-4) is limited to a finite number
of terms.

2.2. Adiabatic and Born-Oppenheimer Approximations

In the adiabatic approximation21,22 one assumes that the right hand side of Eq. (1-6)
can be neglected. This approximately corresponds to the following ansatz for the
total wave function,

� tot
ad�k	�r�� �R�
=� el

k 	�r�� �R�
�k	�R�
� (1-10)

The nuclear motions, i.e. the rotations and vibrations of the molecule, are described
by a Schrödinger-type equation,(

−1
2

∑
�∈AB

1
M�

�2
� +Ckk	�R�
+Ek	�R�
−�k

)
�k = 0� (1-11)

Thus, in the adiabatic approximation the nuclear motions are described by a
Schrödinger equation with the potential operator given by the sum of the electronic
energy Ek	�R�
 and the diagonal (adiabatic) correction Ckk	�R�
.

If the molecule is in its ground state, i.e. Eq. (1-2) is solved for the lowest
molecular state, it can be shown33 that the expectation value of the total (electronic
plus nuclear) Hamiltonian with the wave function � tot

ad�k of Eq. (1-10) gives the
lowest energy calculated by solving Eq. (1-11),

�0 = �� tot
ad�0�� �� tot

ad�0�� (1-12)

This means that the adiabatic energy represents the upper bound to the exact
eigenvalue of the total Hamiltonian.

The Born-Oppenheimer or clamped nuclei approximation19,20 is obtained when,
in addition to using the wave function (1-10), the diagonal (adiabatic) correction is
neglected in Eq. (1-11), and the potential operator in the Schrödinger equation for
the nuclear motions is simply defined as the eigenvalue of the electronic Schrödinger
Equation (1-5). It can be shown34 that in the Born-Oppenheimer approximation the
energy obtained by solving Eq. (1-11) with Ckk put equal to zero represents a lower
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bound to the exact eigenvalue of the total Hamiltonian. One should note that this
result is of litle practical use since upper bounds are usually obtained.

2.3. Electronic Schrödinger Equation

The Schrödinger equation describing the electronic motions for a fixed set of nuclear
coordinates �R� is given by Eq. (1-5). This equation is the basis for the theory of
intermolecular forces, since the interaction energy is closely related to the electronic
energy of the dimer, cf. Eq. (1-1). Different methods of solving Eq. (1-5) lead to
different approaches to the theory of intermolecular forces, and will be discussed
in great details in this chapter.

When deriving the coupled equations or the Schrödinger-type equation for the
nuclear motions we assumed that the electronic and nuclear coordinates are defined
in a space-fixed (laboratory) frame. Usually, in quantum chemical applications,
Eq. (1-5) is solved in a body-fixed frame attached to the molecule or to the Van
der Waals complex. It should be stressed, however, that the kinetic term and the
Coulomb interaction terms describing the electron-nucleus attraction, and electron-
electron and nucleus-nucleus repulsion are invariant with respect to the choice of
the coordinate system. This means that the mathematical form of the electronic
Schrödinger equation does not change when going from the space-fixed to the body-
fixed coordinate frame. Therefore, Eq. (1-5) can be solved in the body-fixed frame
(as it is usually done). Care should be taken, however, when using an analytical
representation of the electronic energy as the potential operator in the Schrödinger
equation for the nuclear motions. Here, the choice between space-fixed and body-
fixed frames will lead to different equations, and the analytical expression for the
potential energy surface must be written in terms of those nuclear coordinates that
are used in the second step of the Born-Oppenheimer approximation, cf. Section
12.4.

2.4. Schrödinger Equation for the Nuclear Motions

The Schrödinger equation describing the nulcear motions, Eq. (1-11), contains too
many variables, as the translational motion of the center-of-mass (c.o.m.) has not
been separated out. When the c.o.m. motion is separated out, and when the origin of
the space-fixed coordinate system is located in the c.o.m. of the nuclei, Eq. (1-11)
takes the form,(

−1
2

∑
�=2��∈AB

1
M�

�2
� +Ckk	�R�
+Ek	�R�
−�k

)
�k = 0� (1-13)

where the adiabatic correction is given by,

Ckk	�R�
= �� el
k �− 1

2

∑
�=2��∈AB

1
M�

�2
� + 1

2Mtot

( ∑
�=2��∈AB

��

)2

− 1
2

(∑
i

�ri

)2

�� el
k ��r��

(1-14)
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Here, Mtot is the total mass of the nuclei. Note that when eliminating the motion of
the center-of-mass we arbitrarily eliminated the first nuclear coordinate (we could
eliminate any single coordinate �). Equation (1-13) can further be transformed to the
body-fixed frame. When applying the so-called Eckart conditions35 one would get
the standard Watson’s Hamiltonian describing the nuclear motions in molecules36.

Equation (1-13) or its body-fixed equivalent is of little use for Van der Waals
complexes, as it discriminates one nuclear coordinate, e.g. � = 1. Specific mathe-
matical forms of Hamiltonians describing the nuclear motions in Van der Waals
dimers have been developed (7). This point will be discussed in more details in
Section 12.4. Here we only want to stress that whatever the mathematical form of
the Hamiltonian is used to solve the problem of nuclear motions, the results will
be the same, if the Schrödinger equation is solved exactly. However, in weakly
bound complexes there is a hierarchy of motions due to the strong intramolecular
forces which determine the internal vibrations of the molecules, and to much weaker
intermolecular forces which determine their relative translations and rotations. This
hierarchy allows to make a separation between the intramolecular vibrations with
high frequencies and the intermolecular modes with much lower frequencies. Such a
separation of the fast intramolecular vibrations and slow rotation-vibration-tunneling
motions can be performed if a suitable form of the Hamiltonian for the nuclear
motions in Van der Waals molecules is used.

2.5. Failures of the Born-Oppenheimer Approximation and the
Nonadiabatic Approach

Equation (1-6) does not show when the off diagonal terms on the right hand
side become important. To judge the importance of the nonadiabatic effects it is
most convenient to use the perturbation theory37– 40. The Hamiltonian � can be
represented by the sum

� = �0 +� ′� (1-15)

The zeroth-order operator will be defined by the following eigenvalue equation:

�0�
tot
ad�k = �k�

tot
ad�k� (1-16)

while the perturbation operator � ′ is given by the difference � −�0, and fulfills
the condition,

�� tot
ad�0�� ′�� tot

ad�0� = 0� (1-17)

The energy to the first-order is given by the expectation value of � with � tot
ad�0, and

is given by the lowest energy calculated by solving Eq. (1-11). Thus, the corrections
due to nonadiabatic effects appear only in the second order of the perturbation
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theory. Using the well known expressions of the Rayleigh-Schrödinger perturbation
theory,

�	2
0 =∑
k �=0

��� tot
ad�0�� ′�� tot

ad�k��2
�	0
0 −�	0
k

� (1-18)

where �	0
k is the energy of the kth state of �0 obtained by solving Eq. (1-11), one
immediately sees that �	2
0 becomes important when the denominator in Eq. (1-18)
is small, i.e. when the rovibrational levels corresponding to the ground electronic
state (k = 0) and to an excited electronic state (with a particular value of k) are
very close in energy. This occurs when the potential energy surfaces show avoided
crossings or conical intersections, i.e. when the electronic states interact via the
coupling terms appearing on the r.h.s. of Eq. (1-6). It should be noted that since �0

is only formally defined via the eigenvalue problem the matrix elements appearing
in the numerator of Eq. (1-18) are not defined. It can be shown, however, that they
are given by,

�� tot
ad�0�� ′�� tot

ad�k� = �� tot
ad�0�−

1
2

∑
�∈AB

1
M�

�2
� �� tot

ad�k�� (1-19)

and can be related to the quantities Ckl	�R�
 and Bkl
� by the following expression,

�� tot
ad�0�� ′�� tot

ad�k� =
∫
�0	R
C0k	�R�
�k	R
dR

+
∫
�0	R


∑
�∈AB

1
2M�

(
�� ·B0k

� +B0k
� ·��

)
�k	R
dR�

(1-20)

The failures of the Born-Oppenheimer separation of the electronic and nuclear
motions show up in the spectra of molecules as homogeneous or heterogeneous
perturbations in the spectra41. See, e.g. Ref. (42) for an example, a fully ab initio
study of the spectrum of the calcium dimer in a coupled manifold of electronic states.
Theoretical methods needed to describe the dynamics of molecules in nonadiabatic
situations are being developed now. See Ref. (43) for a review.

3. SUPERMOLECULAR APPROACH TO INTERMOLECULAR
INTERACTIONS

Supermolecular methods are based on the definition of the interaction energy,
Eq. (1-1). However, the electronic Schrödinger equation can rarely be solved in a
nearly exact way, so the eigenvalues appearing in Eq. (1-1) should rather be replaced
by some approximations, ẼAB, ẼA, ẼB, and Ẽint, to the exact ground state energies
and to the exact interaction energy, respectively. These approximate energies are
obtained by using a specific (approximate) method of solving the clamped-nuclei
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Schrödinger equation. Usually the exact interaction energy is four to seven orders
of magnitude smaller than the terms subtracted in Eq. (1-1). Since with the ab
initio methods available at present the errors ẼAB−EAB, ẼA−EA, and ẼB−EB are
always much larger than the interaction energy itself, the quantity Ẽint can be a good
approximation to Eint if a cancellation of these large errors occurs. The experience
gained thus far5 suggests that this may be the case if Eq. (1-1) is applied with
due care. The chosen approximate method must be size-consistent44 and it should
sufficiently account for the electron correlation, i.e. go beyond the Hartree-Fock
level. Finally, the approximate monomers energies should be calculated with the full
basis of the dimer, i.e. the computed interaction energy should be corrected for the
basis set superposition error. When these three criteria are met by an approximate
electronic structure method, then a quite accurate description of the intermolecular
interaction is possible.

The size-consistency requirement is not easy to meet. Indeed, the popular
variational metods selfconsistent field methods based on restricted (RASSCF)
active spaces45,46, limited configuration interaction in its single-reference (CI)
and multireference (MRCI) versions47, or the second-order perturbation theory
based on the CASSCF reference function (CASPT2)48 are not size-consistent. The
complete active space selfconsistent theory (CASSCF) is size consistent when
the active spaces of the dimer and of the monomers are correctly chosen. If the
same active space is used in the calculations for the dimer and for the monomers
the method is no longer size consistent. The limited CI expansions are usually
restricted to single and double excitations, and can approximately be corrected for
the size-inconsistency using a kind of correcting terms (size-consistency correc-
tions) due to Pople49, Davidson50, and others51. It should be stressed here that
for some difficult cases like the interactions involving open-shell monomers with
spatially denerate ground states or interactions in the excited states, size-consistent
methods based on the open-shell coupled-cluster ansatz in the Hilbert space52

or in the Fock space53 suffer from the intruder state problems54,55, and cannot
be used in practice. In such cases only size-inconsistent methods quoted above
are available.

For the interaction of closed-shell molecules several size-consistent methods
for solving the Schrödinger equation are available. The density functional theory
(DFT), although not based on the Schrödinger equation, also gives the energies of
molecules. Among the size-consistent approaches, the Møller-Plesset perturbation
theory (MPPT) also known as many-body perturbation theory (MBPT)56,57 and the
coupled-cluster (CC) method58– 60 gained a lot of popularity. The experience gained
thus far5 shows that the second-order of the Møller-Plesset perturbation theory
(MP2) accounts for a large part of the electron correlation, and in most cases is
considered to give a qualitatively correct description of the interaction energy. See
Ref. (5) for examples illustrating this point. In many cases, e.g. for hydrogen-bonded
systems, the MP2 interaction energy is in a semiquantitative agreement with very
accurate results obtained by more elaborate methods. The inclusion of the third
order in the Møller-Plesset expansion (MP3) does not improve (and often worsens)
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the results, and one has to go to the full fourth order (MP4) to get an improvement.
For the interaction of simple closed-shell monomers with single bonds the MP4
approach gives rather accurate results.

When a high accuracy is thought for one has to resort to nonperturbative methods
based on the coupled cluster ansatz. In many cases the CCD61,62 or CCSD63

approaches, i.e. the coupled cluster methods restricted to double or single and
double excitations, respectively, do not offer any benefits compared to the simple
MP2 method. It is fully established now that most accurate results are obtained
by using the so-called CCSD(T) method, i.e. the coupled-cluster method limited to
single, double, and noniterative triple excitations64,65. See Refs. (5–6) for a detailed
discussion of this point. More elaborate methods that fully account for the triple
excitations66 are computationally very expensive, and cannot be used in practice,
even for small systems like the water dimer. For some systems even the quadrupole
excitations are very important67,68. A prominent example is the dimer of carbon
monooxide (CO)2. For this system even the CCSD(T) method fails to reproduce the
correct dipole-dipole asymptotics of the potential energy surface68, and methods
incorporating the fifth-order of the Møller-Plesset theory69,70 are necessary.

For large systems correlated methods based on the wave function approach (i.e.
based on the clamped-nuclei Schrödinger equation) cannot be applied in practice
due to computational limitations. On the other hand different variants of the density
functional theory with gradient corrected exchange-correlation functionals such
as, e.g. B3LYP71– 73, gained a lot of popularity. These methods perform very
well for the geometry optimizations of hydrogen-bonded complexes, so at first
glance one would expect that they should give reliable interaction energies for
such systems. It is worth noting that the DFT method is computationally much
less demanding than the MP2 method. In fact, the computational effort is about
the same as for a Hartree-Fock calculation, so DFT could be a good alternative
to computationally expensive methods based on the Møller-Plesset theory and the
coupled cluster ansatz. Unfortunately this is not the case. Extensive comparisons74

between the supermolecule DFT and CCSD(T) results showed that DFT with any
gradient corrected exchange-correlation functional fails to reproduce the correct
anisotropy of the potential energy surfaces for Van der Waals and hydrogen-bonded
complexes. In some cases the differences were as large as a factor of two or even
more. Surprisingly, supermolecule DFT calculations failed for hydrogen-bonded
complexes, even though the geometry optimization gives the correct geometries
of the minima and saddle points on the potential energy surfaces. Thus, with the
exchange-correlation functionals available at present, DFT cannot be considered as
a viable computational tool for intermolecular potential energy surfaces.

The discussion of the preceding paragraphs clearly shows that indeed super-
molecule method should be applied with great care. So we wish to end this section
by saying that even though the supermolecule approach is conceptually very simple
it cannot be used by simply running standard black box programs of quantum
chemistry.
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4. PERTURBATION THEORY OF INTERMOLECULAR FORCES

4.1. Rayleigh-Schrödinger Perturbation Theory

We consider the interaction of two closed-shell monomers A and B in their ground
states, described by the wave functions �A

0 and �B
0 , respectively, which are eigen-

states of the respective monomer’s Hamiltonians HA and HB with the corresponding
eigenvalues EA0 and EB0 , respectively. The Schrödinger equation for the noninter-
acting system AB can be written as,

H0�0 = E0�0� (1-21)

whereH0 =HA+HB,�0 =�A
0�

B
0 , and E0 =EA0 +EB0 . When the interaction between

the monomers A and B is switched on, the Schrödinger equation for the interacting
system AB is given by,

	H0 +V
� = E�� (1-22)

where V is the intermolecular interaction operator collecting all Coulombic inter-
actions between the nuclei and electrons of A and the nuclei, electrons of B, E
is the total energy of the dimer AB, and � is the electronic wave function of the
dimer. For simplicity we omitted the subscript “el” used in Section 3. We consider
the interaction of two closed-shell ground state monomers, so � will refer to the
ground state electronic wave function of the dimer and the index k numbering the
electronic state will be suppressed as well.

Equation (1-22) can conveniently be rewritten in the following form,

� =�0 + R̂0	Eint −V
�� Eint = ��0�V��� (1-23)

where Eint = E−E0 is the interaction energy. The operator R̂0 is the so-called
reduced resolvent ofH0, which may be viewed as the inverse of the operatorH0 −E0

in the space orthogonal to �0, and is defined by the following spectral expansion,

R̂0 =∑
k �=0

��k���k�
Ek−E0

� (1-24)

where Ek and �k denote the excited state eigenvalues and eigenfunctions of H0.
Equations (1-23) can be solved by applying the Rayleigh-Schrödinger (RS) pertur-
bation theory to the dimer wave function � and to the interaction energy Eint. To
this end we parametrize the Hamiltonian H = H0 +V with a complex parameter
� , H	�
 = H0 + �V , where the physical value of � is obviously equal to one. The
interaction energy Eint and the wave function of the dimer � become functions of
� , and can be expanded as power series in � ,

�	�
=�0 +
�∑
n=1

�n�
	n

pol and Eint	�
=

�∑
n=1

�nE
	n

pol � (1-25)
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The individual corrections E	n
pol and �
	n

pol appearing on the r.h.s. of Eqs. (1-25)

are referred, after Hirschfelder75, to as the nth-order polarization energy and polar-
ization wave function, respectively. The nth-order energy correction is given by

E
	n

pol = ��0 � V ��	n−1


pol �� (1-26)

while the polarization wave functions can be obtained from the following recursion
relation,

�
	n

pol = −R̂0V�

	n−1

pol +

n−1∑
k=1

E
	k

polR̂0�

	n−k

pol � (1-27)

with �	0

pol ≡�0.

Although the equations defining the polarization wave functions and energies
are simple, they cannot be applied in practice to describe weak intermolecular
interactions because the expansions (1-25) are either divergent or converge much
too slowly for � = 1. As shown in extensive theoretical76– 78 and numerical79– 81

studies the series (1-25), if convergent, do not converge to the physical ground state
of the dimer, except for one- and two-electron dimers such as H+

2 (Ref. 79) and
H2 (Ref. 80). For the interaction of two-electron systems the energy first reaches
very quickly the average of the energies of all states including the mathematical,
Pauli-forbidden, solutions of the Schrödinger equation corresponding to the same
dissociation limit (the so-called Coulomb energy),

Q=
∑

� f�
�Eint∑

� f�
� (1-28)

where � labels possible permutational symmetry of the states of the dimer that
can be obtained from a given set of the zeroth-order monomers states, and �Eint is
the corresponding interaction energy. Then the series converges very slowly to the
energy of the mathematical ground state of the Hamiltonian H which corresponds
to the fully symmetric, Pauli-forbidden solution of the Schrödinger equation81. It is
worth noting here that Pauli-forbidden solutions of the Schrödinger equation appear
because the exclusion principle is not obeyed by the perturbation equations of the
polarization theory. The situation is even more complex when one of the monomers
has more than two electrons. It was shown77,78 by using group-theoretical arguments
that the polarization expansion is divergent in this case. These theoretical findings
were recently supported by numerical calculations for the ground state of LiH82,83.

The origins of this pathological convergence pattern of the polarization expansion
can most easily be explained by considering the simplest case of a hydrogen atom
A interacting with a proton B at a large internuclear distance R 84. In this case �0

is the 1sA hydrogenic orbital located at the proton A. Since the exact wave function
� is symmetric with respect to the reflection in the plane perpendicular to the
internuclear axis and passing through its midpoint, the correct form of � at large
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R is � ≈ 1sA + 1sB. Obviously, �0 = 1sA is not a good approximation to � . The
component 1sB due to the perturbation V is as large as the unperturbed function
itself. Hence, the operator V cannot be considered as a small perturbation. Since
the polarization wave functions for this system are all localized at the nucleus A,
i.e. they decay exponentially with the distance from the nucleus A, the polarization
expansion can possibly recover the 1sB component of � , localized on the nucleus
B, only in very high orders.

For the interaction of many-electron systems the polarization expansion is strictly
divergent. This divergence is due to the fact that the physical ground-state of the
dimer is submerged in the Pauli-forbidden continuum of mathematical solutions of
the Schrödinger equation corresponding to other than antisymmetric eigenstates of
the Hamiltonian. The Pauli-forbidden continuum originates from the fact that, when
the exclusion principle is not obeyed, i.e. when the antisymmetry of � is not forced,
the electrons assigned initially to the system A can fall into the Coulomb wells
of the system B by means of the strong nucleus-electron attraction, ejecting some
other electrons into the continuum. This means that if the exclusion principle is
violated, the physical ground-state is a bound state submerged in the continuum of
states of the same symmetry. For such a state the wave function is not normalizable,
and consequently, the standard Rayleigh-Schrödinger perturbation theory cannot be
convergent85.

This convergence failure of the polarization expansion is illustrated in Table 1-1,
where we report high-order results for the ground states of the helium dimer He2

and lithium hydride LiH. An inspection of Table 1-1 shows that for the interaction
of two two-electron monomers (He atoms) the polarization expansion converges to
the Pauli-forbidden, mathematical ground state of the dimer81. This is illustrated
in the second column of the table, where the convergence pattern is reported for
a very small interatomic distance, R = 1 bohr. Around the potential minimum the
polarization series also converge to the ground mathematical state, but the conver-
gence is prohibitively slow, and the perturbation expansion effectively recovers
only the Coulomb part of the interaction energy. The situation is different for the
interaction of a three electron monomer with a one electron system, LiH83. In this
case the physical ground state is submerged in the continuum of the Pauli-forbidden
mathematical states, and the polarization expansion diverges. This divergence is
observed for both R = 10 and 12 bohr. Still, the partial sums of the series first
quickly reach the Coulomb energy, and then the series slowly diverge.

Although the polarization expansion cannot be used to compute the interaction
energies of weakly bound complexes, it does provide the correct asymptotic
expansion of the interaction energy in the following sense84

Eint =
N∑
n=1

E
	n

pol +O	R−�	N+1

� (1-29)

where �= 2 if at least one of the interacting molecules has a net charge and �= 3
if both molecules are neutral. After projection with the operator �� corresponding
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Table 1-1. Convergence of the polarization expansion for the interaction of two
ground-state helium atoms at R= 1 and 5.6 bohr, and of the lithium and hydrogen
atoms in their ground states at R= 10 and 12 bohr. The Coulomb energies represent
53.50% (He2, R= 5�6 bohr), 73.4% (LiH, R= 10 bohr), and 85.53% (LiH, R= 12
bohr) of the energies of the fully symmetric (Pauli forbidden) states. The quantity
�	n
 represents the percent error of the perturbation series through the nth-order
with respect to the variational interaction energy of the Pauli forbidden state

He2 LiH

R= 1 R= 5�6 R= 10 R= 12

n �	n


2 −54�22 −54�82 −49�31 −74�98
3 −38�19 −55�16 −53�21 −76�70
4 −25�37 −54�57 −56�94 −78�65
5 −17�11 −54�34 −59�63 −79�95
6 −11�07 −54�13 −61�88 −81�00
7 −6�99 −53�98 −63�72 −81�84
8 −4�14 −53�87 −65�27 −82�51
9 −2�27 −53�78 −66�58 −83�07
10 −1�06 −53�71 −67�68 −83�51
15 0�35 −53�54 −71�33 −84�81
20 0�09 −53�49 −73�80 −85�35
25 0�00 −53�47 −77�76 −85�73
30 −0�01 −53�46 −89�89 −86�34
35 −137�54 −87�85

to a given permutational symmetry �, the polarization expansion for the wave
function gives the correct84 asymptotic expansion for the exact (unnormalized) wave
function �

� = ���0 +
N∑
n=1

���	n

pol +O	R−�	N+1

� (1-30)

The function �0 or a finite sum of the polarization wave functions are bad approx-
imations to the exact wave function � . Indeed, it was shown by Jeziorski and
Kolos84 that ��� −�0�� ≈ 1. By contrast, the function ���0 is a much better
approximation, since in view of Eq. (1-30) ��� − ���0�� = O	R−�
 84.

Although the function ���0 would seem a natural zeroth-order approximation
for a perturbation expansion of the interaction energies, it unfortunately is not
an eigenfunction of H0. One could try to introduce a new partitioning of the
Hamiltonian, H = H̃0 + Ṽ , such that ���0 is an eigenfunction of H̃0, but no
really successful construction of H̃0 has been reported to date. On the other hand,
one could keep the natural partitioning of the Hamiltonian, H = H0 + V , and
modify the perturbation equations in such a way that the function ���0 can be
used as the zeroth-order approximation. Such a modification leads to symmetry-
adapted perturbation theories (SAPT). In the next section we review the problem
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of the symmetry adaptation of the perturbation expansions for the intermolecular
interaction energies of weakly bound complexes, we introduce the concept of
symmetry-forcing in the perturbation theory of intermolecular forces, and briefly
discuss the convergence of various SAPT expansions, and its relation with the
employed symmetry-forcing.

4.2. Symmetry Adaptation

As discussed in the previous section, the perturbation expansion based on Eqs. (1-23)
shows pathological convergence properties. To introduce the symmetry-adaptation
into Eqs. (1-23) let us note that the exact solution of this equation possesses a
definite permutational symmetry � corresponding to an appropriate irrep of the
group SNA+NB . Thus, any operator enforcing the proper permutational symmetry
acting on � will give � . This is no longer true if Eqs. (1-23) are parametrized
with a complex parameter � . The group SNA+NB is no longer a symmetry group of
the parametrized Hamiltonian H	�
=H0 +�V , so the wave function �	�
 does not
belong to an irrep of this group. The key idea of the symmetry-adaptation consists
in replacing Eqs. (1-23) by equations in which � is replaced by a symmetry-forcing
operator acting on � , parametrizing these equations with a complex parameter
� , and expanding the parametrized equations as power series in � . The resulting
perturbation expansions will no longer be equivalent to the polarization expansion,
since the parametrized equations are equivalent to the original Schrödinger equation
only for � = 1.

To introduce the perturbation expansions corresponding to perturbation theories
with different symmetry adaptation, it is useful to introduce a general concept of
the interpolation function ��	�
 defined such that86:

��	0
= 0� ��	1
= �Eint� (1-31)

where the index � labels the permutational symmetry of the state of interest at
� = 1. The perturbation expansion corresponding to a given symmetry adaptation
scheme is then defined as a power series expansion of ��	�
,

��	�
=
�∑
n=1

�n �E	n
� (1-32)

while the interaction energy �Eint is obtained by summing the expansion (1-32) at
� = 1.

Interpolation functions corresponding to various symmetry adaptation schemes
defined in Refs. (84,86–88) can conveniently be written in the following general
form,

��	�
= �
��0�V �� ��	�
�
��0� �� ��	�
� � (1-33)
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where the wave function ��	�
 is a solution of the equation,

��	�
=�0 + R̂0

(
�
��0�V ��̃ ��	�
�
��0� ��̃ ��	�
� − �V

)
�� ��	�
� (1-34)

and ��, ��̃, and �� are operators enforcing the proper permutational symmetry,
such that �� ��	� = 1
= ��̃ ��	� = 1
= �� ��	� = 1
= ���

��	� = 1
. Thus,
for � = 1 Eqs. (1-33) and (1-34) are equivalent to the Schrödinger equation (1-23).
One may also note here that when �� = ��̃ = �� = 1, i.e. when no symmetry is
enforced, the Taylor expansion of Eqs. (1-33) and (1-34) defines the perturbation
equations of the polarization theory, Eqs. (1-26) and (1-27). Different choices of
the symmetry operators ��, ��̃, and �� lead to different symmetry-adapted pertur-
bation expansions with various levels of mathematical sophistication, and different
convergence properties. The proposed symmetry-adapted perturbation theories can
be divided into two categories. In the first category, corresponding to the so called
weak symmetry forcing 87,88, the symmetry operator appears only in the energy
expressions. The perturbation equations do not contain any nonlocal symmetry
operator. Only these type of theories have been applied thus far to interactions of
many-electron systems. In the second class, corresponding to the strong symmetry
forcing 87,88 the symmetry operators enter the perturbation equations and complicate
significantly their solution when the interacting monomers have more than two
electrons.

In the simplest symmetrized Rayleigh-Schrödinger (SRS) perturbation
theory87– 89 the symmetry forcing operator appears only in the energy expression.
Hence, this formalism employs weak symmetry forcing and the operators ��̃, �� ,
and �� are given by,

��̃ = �� = 1� �� = ��� (1-35)

where �� is the projection operator on the appropriate representation of the
symmetric group SNA+NB , where NA and NB denote the number of electrons in the
monomer A and B, respectively. The SRS perturbation corrections to the interaction
energy, �E

	n

SRS, are given by87,

�E
	n

SRS = �N 0

[
��0�V ���	n−1


pol �−
n−1∑
k=1

�E
	k

SRS��0� ���	n−k


pol �
]
� (1-36)

where �N 0 = ��0� ���0�−1.
Extensive numerical calculations for small systems (H+

2 (Ref. 79,87), H2 (Ref.
89,90) and He2 Ref. (81) show that the convergence properties of the SRS theory are
excellent. Since in most cases the polarization expansion is divergent, one can expect
that for many-electron monomers the SRS expansion will not be strictly convergent.
However, the experience gained thus far for large many-electron systems suggests
that a second-order SRS calculation correctly accounts for all major polarization



20 Robert Moszynski

and exchange contributions to the interaction energy. In the region of the Van der
Waals minimum it should be accurate to within a few percent.

Compared to the SRS theory, the perturbation scheme proposed by Murrell
and Shaw91, and independently by Musher and Amos92 introduces only a slight
complication. As shown by Jeziorski and Kolos88 the corresponding symmetry-
forcing operators are given by,

��̃ = �� = ��� �� = 1� (1-37)

while the MSMA perturbation equations can conveniently be written as:

�E
	n

MSMA = �N 0

[
��0�V �� ��

	n−1

MSMA�−

n−1∑
k=1

�E
	k

MSMA��0� �� ��

	n−k

MSMA�

]
�

(1-38)

��
	n

MSMA = −R̂0V

��
	n−1

MSMA +

n−1∑
k=1

�E
	k

MSMAR̂0

��
	n−k

MSMA� (1-39)

with ��
	0

MSMA ≡�0.

As shown in Refs. (79,86,93), the MSMA theory does not introduce any
improvement in the convergence properties compared to the SRS theory. In fact
the MSMA theory diverges already for the lowest 2�+

u state of H+
2 , while the SRS

theory remains convergent for this state87. This divergence can be explained by
the analytical structure of the MSMA interpolation function around � = 1. It was
shown by Jeziorski, Schwalm, and Szalewicz86 that for the H+

2 ion the interpolation
function corresponding to the MSMA theory has a real pole for a value of the
parameter � slightly small that one. This explains the success of Padé summation
techniques applied to the MSMA perturbation series93.

It is important to stress here that in each order of the SRS and MSMA theories
the energy correction can be separated into the polarization and exchange parts,

�E
	n

SRS/MSMA = E

	n

pol + �E

	n

exch� (1-40)

The exchange contributions �E
	n

exch, vanish exponentially as a function of inter-

monomer distance in each order, so at large intermonomer separations the SRS
and MSMA results coincide with the RS results. This means that perturbation
schemes employing the weak symmetry forcing are compatible with the asymptotic
expansion of the interaction energy, cf. Eq. (1-29). Note that the exchange terms
result from the exchange of electrons (quantum mechanical tunneling) between
the unperturbed monomers, and represent repulsive contributions to the interaction
energy. Therefore, the exchange contributions are often referred to as the exchange-
repulsion.
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The first perturbation expansion employing the strong symmetry-forcing was
introduced by Eisenschitz and London94 as early as in 1932, and rediscovered later
by Hirschfelder95, Van der Avoird96, and Peierls97. The corresponding symmetry-
forcing operators are given by88,

��̃ = �� = �� = ��� (1-41)

and the perturbation equations can be written as,

�E
	n

ELHAV = �N 0

[
��0�V �� ��

	n−1

ELHAV�−

n−1∑
k=1

�E
	k

ELHAV��0� �� ��

	n−k

ELHAV�

]
�

(1-42)

��
	n

ELHAV = −R̂0V

�� ��
	n−1

ELHAV +

n−1∑
k=1

�E
	k

ELHAVR̂0

�� ��
	n−k

ELHAV� (1-43)

with ��
	0

ELHAV ≡�0.

Extensive numerical studies for model systems show that forcing the symmetry
in the equations for the energy and wave function corrections in each order of the
perturbation theory is very efficient and the ELHAV theory converges very fast. For
the triplet state of LiH and at the interatomic distance corresponding to the Van der
Waals minimum the convergence radius of the ELHAV theory is equal to 1.6083.
It is remarkable that the symmetry-forcing procedure characteristic of the ELHAV
method effectively eliminates the coupling with the Pauli-forbidden continuum
in which the ground state of the LiH is submerged, and leads to a convergent
SAPT series. Unfortunately, this excellent convergence of the ELHAV series is
observed only in high orders of the perturbation theory. Numerical investigations
and analytical solutions for the H+

2 ion have shown that the ELHAV expansion fails
to recover in the second order the well-known induction and dispersion components
of the interaction energy and, consequently, the correct asymptotics of the interaction
energy. This wrong asymptotic behaviour of the interaction energy persists in any
finite-order and for any system. This means that the ELHAV theory is not consistent
with the asymptotic conditions (1-29) and (1-30), and cannot be used in practice to
compute the interaction energies.

Since the ELHAV theory shows such excellent convergence properties, but a
wrong asymptotic behavior, Jeziorski and Kolos88 proposed a perturbation scheme
based on an intermediate symmetry-forcing. The corresponding symmetry-forcing
operators are given by88,

��̃ = �� = 1� �� = ��� (1-44)

and the perturbation equations can be written as,

�E
	n

JK = ��0�V ��

	n−1

JK �−

n−1∑
k=1

�E
	k

JK ��0� �� 	n−k


JK �� (1-45)
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��
	n

JK = −R̂0V

�� ��
	n−1

JK +

n−1∑
k=1

�E
	k

JK R̂0

�� ��
	n−k

JK � (1-46)

with ��
	0

JK ≡ �0. Unfortunately, the intermediate symmetry-forcing only partly

corrects the wrong asymptotic behavior of the perturbation series. It can be shown87

that the JK theory through the second order is fully equivalent to the SRS theory, and
thus fulfils Eqs. (1-29) and (1-30) for N = 2 and 1, respectively. Higher order terms
in the JK expansion do not show the proper asymptotic behavior. However, the
convergence properties of the JK perturbation series are as good as for the ELHAV
theory83,87. Since for neutral systems errors introduced by the wrong asymptotic
behavior of the interaction energy vanish with the intermolecular distance R like
R−9, the JK theory may be considered as a convergent SAPT expansion giving the
correct asymptotics up to and including the R−8 terms.

The symmetry forcing employed in the Hirschfelder-Silbey theory98 is more
sophisticated. In this approach, one considers simultaneously all eigenfunctions of
the Hamiltonian H which are asymptotically degenerate with the physical solution
of the Schrödinger equation for the dimer, i.e., one has to consider the interpo-
lation functions with symmetry labels �= 1� � � � � f corresponding to all irreducible
representations of SNA+NB entering the induced product ��A�⊗ ��B� ↑ SNA+NB . This
induced product is carried by the

(
NA+NB
NA

)
functions obtained by operating with

all 	NA +NB
! permutations of the group SNA+NB on the product of two functions,
one of symmetry �A on A and one of symmetry �B on B. Since in this theory all
asymptotically degenerate solutions are coupled, Eqs. (1-33) and (1-34) have to
be slightly modified. The wave function ��	�
 on the r.h.s. of Eqs. (1-33) and
(1-34) should be replaced the vector 	 1�	�
� � � � � f�	�

, and the corresponding
symmetry forcing operators are given by88,

��̃ = �� = �� = �� � ��	 1�� � � � � f�
= ��
f∑
�=1

��� (1-47)

The symmetry forcing operator of the HS theory acts on a vector of f functions
�� and gives, as the result, a single function ��

∑f
�=1

�� . It can be shown88 that
the perturbation equations of the Hirschfelder-Silbey theory can conveniently be
rewritten as,

�E
	n

HS = �N 0

[
��0�V ��F	n−1
�−

n−1∑
k=1

�E
	k

HS��0� ��F	n−k
�

]
� (1-48)

F	n
 = −R̂0VF
	n−1
+

n∑
k=1

f∑
�=1

�E
	k

HSR̂0

��F	n−k
� (1-49)

��0�F	k
� = �k0� (1-50)
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where F	0
 ≡�0 and

F	n
 = 1
f

f∑
�=1

��	n
� (1-51)

In each order of the HS theory the energy correction separates into the polar-
ization and exchange parts, and the exchange contributions vanish exponentially as
a function of intermonomer distance in each order, so at large intermonomer separa-
tions the HS results coincide with the RS results. However, it is worth noting here
that the Hirschfelder-Silbey98, although compatible with the asymptotic expansions
(1-29) and (1-30), is affected by the Pauli-forbidden continuum and diverges for
LiH83.

Perturbation equations of the Hirschfelder-Silbey theory can be derived by using
the concept of the primitive (localized) wave function F formally defined as,

F =
f∑
�=1

c�
��� (1-52)

where c� are some coefficients (to be determined). Obviously, the physical wave
function is recovered from F by projection,

�� = ��F� (1-53)

It is easy to show that the primitive function F satisfies the following equation

	H−E0
F =QF −
f∑
�

�K ��F� (1-54)

where Q is the Coulomb part of the interaction energy, cf. Eq. (1-28), and the
exchange energies �K are defined as,

�K = �Eint −Q� (1-55)

Equation (1-54) holds for any choice of the coefficients c�, so an extra condition
needed to uniquely specify F must be imposed. The function F of the Hirschfelder-
Silbey theory fullfils the following condition:

� ���0�H0 −E0�F� = 0� for � = 1� � � � � f� (1-56)

Thus, indeed it may be viewed as a kind of localized function, although the local-
ization condition (1-56) cannot easily be interpreted. Other localization schemes are
also possible99– 106. For instance, one could ask that F can be obtained from �0 by
the action of the Bloch operator of the quasidegenerate perturbation theory. In this
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case one gets the so-called Bloch localization103. Another possible choice, the so-
called Kato localization102, requires that the distance between the unperturbed wave
function and the primitive (localized) function is minimal. Perturbation equations
corresponding to these various localization schemes were derived in Ref. (104) (see
also Refs.(105–106) for their application in the context of the perturbation analysis
of the Hartree-Fock interaction energy). Unfortunately, the convergence properties
of the perturbation theories based on the Bloch and Kato localization conditions are
very poor already for the HeH system, so most probably these schemes will be of
little use for many-electron systems.

The convergence pattern of various symmetry-adapted perturbation theories with
weak and strong symmetry forcing is illustrated in Table 1-2 for the distances of
the Van der Waals minima of the b2�+

u state of H+
2 ion and the a3�+ state of

the LiH system. An inspection of the numerical results for H+
2 (Refs. 79,87) and

LiH (Refs. 83,107) reported in this table shows that none of the symmetry-adapted
perturbation schemes is perfect. The asymptotic problems with the ELHAV series
in low orders are clearly seen, especially for the lowest triplet state of LiH. The
convergence rate of the HS expansion does not differ much from that of the SRS
and MSMA series. It seems that the SRS theory employing weak symmetry forcing,
altough divergent, gives fairly accurate results in low orders, and represents a good
compromise between accuracy and numerical complication.

Various symmetry forcing schemes, convergence properties, and asymptotic
behavior are summarized in Table 1-3. An inspection of this Table leads to quite
pessimistic conclusions. All perturbation theories that are asymptotically consistent

Table 1-2. Convergence of the SRS, MSMA, HS, and ELHAV expansions for the b2�+
u state of H+

2
at R= 12�5 bohr and for the a3�+ state of LiH at R= 11�5 bohr. �	n
 represents the percent error of
the perturbation series through the nth-order with respect to the variational interaction energy of the
physical state

H+
2 , b2�+

u , R= 12�5 bohr LiH, a3�+, R= 11�5 bohr

SRS MSMA HS ELHAV SRS MSMA HS ELHAV

n �	n


2 −0�633 −0�633 −0�629 −32�474 −11�724 −11�724 −11�723 −80�749
3 0�277 0�288 0�287 −7�192 −12�334 −12�326 −12�334 −32�749
4 0�175 0�187 0�188 −1�618 −9�452 −9�443 −9�448 −13�099
5 0�069 0�081 0�083 −0�367 −7�838 −7�828 −7�833 −5�413
6 0�021 0�034 0�037 −0�084 −6�397 −6�387 −6�393 −2�269
7 0�000 0�013 0�016 −0�019 −5�240 −5�230 −5�234 −0�964
8 −0�009 0�004 0�007 −0�004 −4�290 −4�280 −4�284 −0�416
9 −0�013 −0�001 0�003 −0�001 −3�516 −3�505 −3�509 −0�182
10 −0�015 −0�002 0�002 −0�000 −2�884 −2�873 −2�877 −0�081
20 −0�016 −0�004 0�000 0�000 −0�398 −0�385 −0�366 0�000
30 −0�016 −−0�004 0�000 0�000 −0�205 −0�192 −3�982 0�000
40 −0�016 −0�004 0�000 0�000 −13�722 −13�715 0�000
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Table 1-3. Summary of the symmetry forcing operators, convergence properties, and asymptotic
correctness of various symmetry-adapted perturbation theories

��̃ �� �� Forcing Convergence Asymptotics

RS 1 1 1 weak no yes
SRS 1 �� 1 weak no yes
MSMA �� �� 1 weak no yes
HS �� �� �� strong no yes
ELHAV �� �� �� strong yes no
JK 1 1 �� strong yes no

with the polarization theory are divergent, and all convergent perturbation schemes
show a wrong asymptotic behavior.

Recently, Adams108 and Patkowski et al. 107,109 have shown that it is possible to
construct a symmetry-adapted perturbation expansion that converges for the inter-
action of many-electron systems and is simultaneously compatible through all orders
with the asymptotic expansions (1-29) and (1-30). This goal could be achieved by
an appropriate regularization of the attractive singularities in the Coulomb potential.
Indeed, one may think that the elimination of the singularities from the attractive
nucleus-electron potential will stop the electron flow from one monomer to the
other, and this should lead to a convergent perturbation theory. Patkowski et al.
107,109 split the Coulomb electron-nucleus attraction into the singular vp and regular
vt parts. The subscripts p and t indicate that vp and vt are responsible for the
polarization and tunnelling aspects of the interaction phenomenon. When the one-
electron Coulomb terms in the intermolecular interaction operator V are replaced
by the regularized functions, one obtains the regularized interaction operator Vp,

Vp = −∑
�∈B

NA∑
i=1

Z�vp	r�i
−
∑
�∈A

NB∑
j=1

Z�vp	r�j


+
NA∑
i=1

NB∑
j=1

1
rij

+∑
�∈A

∑
�∈B

Z�Z�

r��
� (1-57)

where the summation over � and � runs over the nuclei of the monomer A and B,
respectively, Z� is the charge of the nucleus �, and the regularized potential vp is
given by,

vp	r
= 1
r

(
1− e−�r2

)
� (1-58)

Here, � is the so-called regularization parameter. In principle, � is an arbitrary and
positive real number. Note that the full interaction operator V is recovered from Vp
in the limit �→ �. The tunneling part of V , Vt, is given by,

Vt ≡ V −Vp = −∑
�∈B

NA∑
i=1

Z�vt	r�i
−
∑
�∈A

NB∑
j=1

Z�vt	r�j
� (1-59)
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where

vt	r
= 1
r

−vp	r
� (1-60)

In the limit �→ � Vt tends to zero. Thus, the regularization parameter � effectively
introduces a partitioning of V into a nonsingular, regular part Vp, and a singular
part Vt.

Since the operator Vp does not have any singularities, the SRS theory employing
Vp as a perturbation is convergent and provides all long-range and the majority of
the exchange contributions to the interaction energy. The regularized corrections to
the wave function and to the interaction energy are given by Eqs. (1-27) and (1-36),
respectively, with V replaced by Vp. For a suitable choice of the regularization
parameter � the regularized SRS expansion, R-SRS, must converge since the neglect
of Vt shifts the unphysical Pauli-forbidden continuum above the physical ground
state. Given the fact that Vt neglected in the R-SRS treatment is a short-range
potential, cf. Eqs. (1-59) and (1-60), the R-SRS expansion exhibits the correct
asymptotic behavior given by Eqs. (1-29) and (1-30). The remaining small part of
the interaction energy due to the singular perturbation Vt =V−Vp, can efficiently be
recovered using the symmetry-forcing procedure characteristic of the JK or ELHAV
theories. Since the Vt operator is of the short-range type and gives only exponentially
vanishing contributions to the interaction energy, there are no difficulties with
the wrong asymptotics of the ELHAV corrections and the ELHAV expansion
converges very fast in this case. The perturbation equations of the regularized
ELHAV theory denoted by R-ELHAV are given by Eqs. (1-42) and (1-43), except
that the interaction operator V is replaced by Vt, the zeroth-order Hamiltonian is
replaced by H0 +Vp, and the reduced resolvent and the zeroth-order wave function
also correspond to the Hamiltonian H0 +Vp. This means that zeroth-order wave
function is not the product of the wave functions of the isolated monomers A and B,
but rather the converged wave function of the regularized polarization expansion.
The explicit form the these equations is as follows,

�E
	n

R−ELHAV = �N 0

[
��p�Vt �� ��

	n−1

R−ELHAV�

−
n−1∑
k=1

�E
	k

R−ELHAV��p� �� ��

	n−k

R−ELHAV�

]
� (1-61)

��
	n

R−ELHAV = −R̂pVt �� ��

	n−1

R−ELHAV

+
n−1∑
k=1

�E
	k

R−ELHAVR̂p

�� ��
	n−k

R−ELHAV� (1-62)

where �p is the solution of the regularized Schrödinger equation,

	H0 +Vp
�p = Ep�p� (1-63)
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and ��
	0

R−ELHAV =�p, The reduced resolvent operator R̂p is defined in the standard

way,

R̂p = 	H0 +Vp−Ep
−1Qp� (1-64)

where Qp denotes an orthogonal projection operator on the space orthogonal to �p,

Qp = 1−��p���p�� (1-65)

The regularization scheme discussed above is only one example of various
possible variants, cf. Ref. (110) for a review. Other variants differ in the way
the regular and singular parts are treated, and in the definitions of the regularized
Coulomb potential. For instance, one could solve the Schrödinger equation of the
dimer using a double perturbation theory with the regular potential Vp treated by the
standard Rayleigh-Schrödinger perturbation theory, and with the singular pertur-
bation Vt treated by a perturbation theory with the strong symmetry-forcing. Or one
can devise an “all-in-one” R-SRS+R-ELHAV approach which employs �0 as the
zeroth-order wave function for both the R-SRS and R-ELHAV treatments. All these
approaches differ a bit in the convergence pattern of the perturbation expansions,
but the most important goal of the regularization procedure, namely the asymptotic
correctness of the interaction energy in all orders of the perturbation theory and the
convergence of the perturbation series, is achieved. This means that by introducing
the concept of regularization into the theory of intermolecular forces one could
finally define convergent perturbation expansions compatible with the multipole
expansion in all orders. Numerical results for the singlet and triplet states of the
LiH molecule show that the regularization of the intermolecular interaction operator
leads indeed to convergent perturbation expansions. The regularized SAPT even
provided an accurate description of the chemical bond in LiH. It remains to be seen
whether such good results will be obtained for larger systems as well.

5. PHYSICAL INTERPRETATION OF THE LOW-ORDER
POLARIZATION AND EXCHANGE ENERGIES

The polarization and exchange energies through the second order have an appealing
physical interpretation. Except for the second-order exchange terms they can also
be rigorously related to monomer properties which considerably facilitates their
practical evaluation.

5.1. Electrostatic Energy

The first-order polarization energy, often referred to as electrostatic energy, is
given by

E
	1

pol ≡ E

	1

elst = ��A

0�
B
0 � V ��A

0�
B
0 �� (1-66)
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As shown in Ref. (111) the expression for E	1
elst can be rewritten in terms of the
total charge distributions �tot

A 	r
 and �tot
B 	r
 of the unperturbed monomers,

E
	1

elst =

∫ ∫
�tot
A 	r1


1
�r1 − r2�

�tot
B 	r2
dr1dr2� (1-67)

where the total charge distribution for monomer A is given (in atomic units) by

�tot
A 	r
=∑

�∈AZ��	r −R�
−�A	r
� (1-68)

The term containing Dirac’s delta Z��	r − R�
 represents the contribution from
the positive point charge Z� at the position R� of the nucleus �, and −�A	r
 is
the electronic charge distribution, given by the diagonal element of the first-order
density matrix normalized to the number of electrons in the monomer A.

Equations (1-67) and (1-68) show that the first-order polarization energy repre-
sents the energy of the electrostatic interaction of the unperturbed monomers’
charge distributions, and is referred to as the electrostatic energy. At large inter-
monomer distances R the electrostatic energy can be represented as a sum of
classical electrical interactions between the permanent multipole moments of the
unperturbed monomers. One should note, however, that the electrostatic energy also
contains important short-range components due to the mutual penetration (damping,
charge overlap) of the monomers’ electron clouds. This short-range part of the
electrostatic energy makes significant contribution to the stabilization energy of
der Waals complexes and cannot be neglected in any accurate calculation of the
potential energy surfaces for such systems.

5.2. First-order Exchange (Heitler-London) Energy

The first-order energy in the SAPT theories is given by

E	1
 = ��0 � V � ��0�
��0���0�

� (1-69)

where � is the antisymmetrizer. When �0 is an exact eigenfunction of H0 this
energy is identical with the so-called Heitler-London energy:

E
	1

HL = ���0 �H−E0 � ��0�

���0���0�
� (1-70)

To separate the polarization and exchange parts of E	1
 one has to use the following
decomposition of the total antisymmetrizer112

� = NA!NB!
	NA+NB
!

	1+�
�A�B� (1-71)
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where �A and �B are the antisymmetrizers for the monomers A and B, respectively
and � collects all permutations (with appropriate sign factors) interchanging at least
one pair of electrons between the interacting monomers. By inserting Eq. (1-71)
into Eq. (1-69) one finds that

E	1
 = E
	1

elst +E	1
exch� (1-72)

where

E
	1

exch = ��0 � V −E	1
elst � ��0�

1+��0���0�
� (1-73)

This expression vanishes exponentially at large R since the functions �A
0 and

�B
0 decay exponentially with the distance from the centers of the respective

monomers113. The E	1
exch component represents the main exchange contribution to
the interaction energy. At the Van der Waals minima it usually accounts for over
90% of the total exchange effect. The interpretation of E	1
exch is very simple: it
represents the effect of taking the expectation value of the full Hamiltonian with
the simplest possible function (��0) representing in the zeroth order the resonance
tunneling of electrons between all available equivalent minima.

An accurate evaluation of E	1
exch is difficult because the multiple electron exchange
operators included in � prevent us from expressing this quantity in terms of
monomer properties. For the intermonomer distances corresponding to typical Van
der Waals minima Eq. (1-73) can greatly be simplified by considering only the
single exchange approximation114,115. Since the resulting approximate value of E	1
exch

is quadratic in the intermolecular overlap densities �lm	r
= �l	r
�m	r
 (orbital �l
on A and �m on B), it is denoted by E	1
exch	S

2
,

E
	1

exch	S

2
= −��0 � V −E	1
elst � �1�0�� (1-74)

where �1 denotes the sum of all NANB transpositions of electrons between the
monomers. Equation (1-74) represents a very good approximation since its error
is of the fourth order in the intermonomer overlap densities. It can be shown that
E
	1

exch	S

2
 can be expressed through the one- and two-particle density matrices of
the unperturbed monomers116

E
	1

exch	S

2
=
∫ ∫ (

ṽ	r1� r2
−
1

NANB
E
	1

elst

)
�int	q1�q2
dq1dq2� (1-75)

where

�int	q1�q2
= −�A	q1 � q2
�B	q2 � q1


−
∫ ∫

�A	q1q3 � q1q4
�B	q2q4 � q2q3
dq3dq4�
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−
∫
�A	q1q3 � q1q2
�B	q2 � q3
dq3

−
∫
�A	q1 � q3
�B	q2q3 � q2q1
dq3� (1-76)

and ṽ	ri� rj
 is a modified interelectronic interaction potential

ṽ	ri� rj
= r−1
ij −N−1

B

∑
�∈B
Z�r

−1
�i −N−1

A

∑
�∈A
Z�r

−1
�j

+N−1
A N−1

B

∑
�∈A

∑
�∈B
Z�Z�R

−1
��� (1-77)

defined such that∑
i∈A

∑
j∈B
ṽ	ri� rj
= V� (1-78)

Finally, �X and �X , with X = A or B, are the conventional one- and two-particle
density matrices for monomer X, normalized to NX and NX	NX−1
, respectively. In
Eqs. (1-75) and (1-76) qi = 	ri� si
 denotes the space and spin coordinates of the ith
electron. Since theoretical methods for the evaluation of the density matrices �X and
�X for many-electron molecules are well developed, Eqs. (1-75) and (1-76) enable
practical calculations of the first-order exchange energy using accurate electronic
wave functions of the monomers A and B116.

5.3. Induction Energy

The second-order polarization energy E	2
pol is given by

E
	2

pol = −��0 � VR̂0V ��0�� (1-79)

The induction energy, E	2
ind , is obtained when the reduced resolvent R̂0, Eq. (1-24),
is restricted to terms where one of the monomers is in the ground state and the
other in the excited state. The corresponding expression is given by

E
	2

ind = E

	2

ind	A← B
+E	2
ind	B← A
� (1-80)

where

E
	2

ind	A← B
= −��A

0 ��BR̂0A�B ��A
0 �� (1-81)

and a similar definition holds for E	2
ind	B← A
. Here, �B denotes the operator of
the electrostatic potential generated by the unperturbed monomer B

�B =∑
i∈A
 B	ri
�  B	ri
=

∫ 1
rij
�tot
B 	rj
drj � (1-82)
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The operator R̂0A is the part of the resolvent, Eq. (1-24), in which B is in its ground
state and the sum is over the excited states of A.

Equation (1-81) has the form of the second-order energy correction for the
monomer A perturbed by the static field generated by the unperturbed monomer B.
This field, corresponding to the potential  B, induces a modification�	1


ind	A←B
=
−R̂0A�B�

A
0 in the wave function of the monomer A, and the change in the energy

due to this modification is equal to E	2
ind	A← B
. Thus, the second-order induction
energy results from the mutual polarization of the monomers by the static fields
of their unperturbed partners. Asymptotically, at large R, E	2
ind is fully determined
by the permanent multipole moments and static multipole polarizabilities of the
monomers. At finite R additional information is needed to account for the short-
range, penetration part of E	2
ind . This information is contained in the short-range
part of the electrostatic potentials  X	r
, X = A or B, and in the polarization
propagators of the monomers. The polarization propagator is a molecular property,
which fully describes the linear response of a molecule to an arbitrary one-electron
perturbation117,118. It is defined for an arbitrary frequency  by

!ll′
kk′	 
=−��A

0 � ElkR̂A	− 
El′k′ ��A
0 �

−��A
0 � El′k′ R̂A	 
E

l
k ��A

0 �� (1-83)

where Elk is the spin-free unitary group generator (orbital replacement operator),
defined by

Elk =
2∑

"=1

a†l"ak" (1-84)

and a†l" (ak" ) is a creation (annihilation) operator associated with the spinorbital
�k" , " = � or �. Further, R̂A	 
 is the frequency dependent resolvent operator
defined as R̂A	 
 = 	HA −EA0 + 
−1QA, and QA = 1 −��A

0 ���A
0 �. The induction

energy E
	2

ind	A ← B
 is related to the polarization propagator at  = 0 by the

equation119,

E
	2

ind	A← B
= 1

2
	 B


k
l 	 B


k′
l′ !

ll′
kk′	0
� (1-85)

where 	 B

k
l is the matrix element of the electrostatic potential  B	r
, i.e. 	 B


k
l =

��l� B��k�. The Einstein summation convention over repeated lower and upper
indices is used in Eq. (1-85) and further on in this paper. Since the electron densities
(needed to calculate  B) and the static propagators can be calculated as the first and
second derivatives of the monomer energy with respect to appropriate perturbations,
the existing quantum chemical technology120– 128 for the calculations of analytic
first and second derivatives can directly be employed to study induction interactions
in the region where the charge overlap effects play an important role, i.e. in the
region of the Van der Waals minimum and at shorter distances.
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Equation (1-85) can conveniently be rewritten in terms of the density suscepti-
bility functions of the monomers. The density susceptibility function of the monomer
X may be viewed as the coordinate representation of the polarization propagator,
and is given by the following expression:

�X	r� r′� 
=∑
k�k′

∑
l�l′
!ll′
kk′	 
#


k	r
#l	r
#


k′	r′
#l′	r

′
� (1-86)

It follows directly from the Eq. (1-85) that the expression for the induction energy
can be rewritten as,

E
	2

ind	A← B
= 1

2

∫ ∫
 B	r
 B	r

′
�A	r� r′�0
drdr′� (1-87)

Although at first glance Eq. (1-87) can be taken as a simple reformulation of Eq.
(1-85), such a reformulation it is not purely of academic use, since the density
susceptibilities of the monomers can be expanded in terms of a single set of atomic
orbitals, making of �A	r� r′� 
 a two index, and not a four index quantity and
thus greatly simplifying calculations of the induction energy for large systems. The
application of this technique is considered in more details in Section 7.

5.4. Exchange-induction Energy

The second-order exchange energy in the SRS theory, defined as E
	2

exch =

E
	2

SRS −E

	2

pol , separates naturally into two contributions: exchange-induction and

exchange-dispersion energies

E
	2

exch = E

	2

exch−ind +E	2
exch−disp� (1-88)

The exchange-induction energy is an energetic effect resulting from the antisym-
metrization of the induction wave function,

�
	1

ind =�

	1

ind	A← B
�B

0 +�A
0�

	1

ind	B← A
� (1-89)

and can be viewed as a coupling between the induction interaction and the electron
exchange. At the distances corresponding to the Van der Waals wells, it is sufficient
to consider only the single-exchange part of the exchange-induction energy. Higher-
order terms (in S2) have been computed for the helium dimer and found to be negli-
gible in the region of the Van der Waals minimum129. In this approximation E	2
exch−ind

is given by the following expression130

E
	2

exch−ind	S

2
= −��0 � 	V −E	1
elst
	�1 −�1
 ��	1

ind�� (1-90)

where �1 = ��0��1�0� and �	1

ind is given by Eq. (1-89). In the repulsive part of the

intermolecular potential the exchange-induction energy quenches a substantial part
of the induction contribution and cannot be neglected in any quantitatively accurate
calculation.
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5.5. Dispersion Energy

The second-order dispersion energy E	2
disp is defined as the difference between the
second-order polarization and induction energies, E	2
disp = E

	2

pol −E	2
ind . One can also

use the following direct definition

E
	2

disp = −��0 � VR̂ABV ��0�� (1-91)

where the operator R̂AB is that part of R̂0, cf. Eq. (1-24), which involves only
excited states on both monomers A and B. By its very definition the dispersion
interaction represents a pure intermolecular correlation effect. It may be viewed
as the stabilizing energetic effect of the correlations of instantaneous multipole
moments of the monomers. Since the classic work of Casimir and Polder131 we
know that, asymptotically at large R, the energy of the dispersion interaction can
be expressed in terms of the dynamic multipole polarizabilities of the monomers.
A powerful generalization of the Casimir and Polder result has been reported in
Refs. (132–137). The authors of Refs. (132–137) have shown that the complete
dispersion energy, including the charge-overlap effects, can be expressed, via the
Casimir-Polder type integral, in terms of the polarization propagators of the isolated
monomers

E
	2

disp = − 1

4$
v
k1m1
l1n1

v
k2m2
l2n2

∫ +�

−�
!
l1l2
k1k2
	i 
!n1n2

m1m2
	−i 
d � (1-92)

In the above expression we assumed that k1� k2� l1� l2 and m1�m2� n1� n2 label the
orbitals of monomers A and B, respectively. We also introduced the following
notation for the Coulomb integrals:

v
k1m1
l1n1

= ��l1	1
�n1
	2
�r−1

12 ��k1
	1
�m1

	2
�� (1-93)

Equation (1-92) is very important since in the region of the Van der Waals
minimum the charge-overlap contribution to the dispersion energy is always
substantial. Additionally, the powerful computational techniques, developed in the
1980’s to obtain accurate polarization propagators118 can be utilized via Eq. (1-92)
in the calculations of the dispersion energies at finite distances.

Similarly as in the case of the induction energy, Eq. (1-92), can be rewritten in
terms of the dynamic susceptibilities of the isolated monomers:

E
	2

disp = − 1

4$

∫ +�

−�

∫ ∫ ∫ ∫ �	r1� r2�i 
�	r′
1� r′

2�i 

�r1 − r2��r′

1 − r′
2�

dr1dr2dr′
1dr′

2d �

(1-94)

The density susceptibilities of the monomers can be expanded in terms of a single
set of atomic orbitals, making of �A	r� r′� 
 a two index quantity and thus greatly
simplifying calculations of the dispersion term for large systems. See Section 7
for a more detailed discussion of this technique applied to the calculations of the
dispersion energy.
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5.6. Exchange-dispersion Energy

The exchange-dispersion energy E	2
exch−disp is the energetic effect of the antisym-
metrization of the dispersion wave function �	1


disp	A · · ·B
 = �
	1

pol −�	1


ind, and can
be interpreted as a coupling between the dispersion interaction and the electron
exchange. In the single-exchange approximation E	2
exch−disp is given by130

E
	2

exch−disp	S

2
= −��0 � 	V −E	1
elst
	�1 −�1
 ��	1

disp	A · · ·B
�� (1-95)

The effect of multiple exchanges has been computed for the He dimer and found
to be negligible in the region of the Van der Waals minimum129. The exchange-
dispersion contribution is relatively small, quenching usually only a few percent of
the dispersion energy.

5.7. Third-order Polarization and Exchange Contributions

The third-order polarization energy can written as the sum of three distinct contri-
butions,

E
	3

pol = E

	3

ind +E	3
ind−disp +E	3
disp� (1-96)

where the corrections with subscripts ind, ind-disp, and disp refer to the third-order
induction, mixed induction-dispersion, and dispersion energies, respectively.

The third-order induction energy can be represented as a sum of two terms
describing the (second-order) polarization of the monomer A by the fields of the
monomer B and vice versa, and of one mixed term corresponding to the simul-
taneous polarization of both monomers by the field of their partners. It has been
shown119 that the third-order induction energy (including the charge-overlap contri-
bution) can be expressed through the static polarization propagators and quadratic
response functions of the isolated monomers,

E
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� (1-97)

where !
ll1l2
kk1k2

	 1� 2
 denotes the quadratic polarization propagator (quadratic
response function)138,
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where  =  1 + 2,

�lk = ��A
0 � Elk�A

0 �� (1-99)

and 	1 ↔ 2
 denotes three additional terms with all symbols with indices 1 and 2
interchanged (including those with k1, l1, k2, and l2).

The third-order intermolecular correlation contribution E	3
pol −E	3
ind separates into
two parts: the induction-dispersion energy E	3
ind−disp and the third-order dispersion
energy E

	3

disp. The induction-dispersion effect results from the coupling of the

induction and dispersion interactions and gives the following contribution to the
interaction energy119

E
	3

ind−disp = E

	3

ind−disp	A
+E	3
ind−disp	B
� (1-100)
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×
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	−i 
d � (1-101)

where the symbols have the same meaning as in Eqs. (1-97) and (1-92). The
expression for E	3
ind−disp	B
 can be obtained from Eq. (1-101) by interchanging
symbols pertaining to monomers A and B. It is worth noting that the induction-
dispersion contribution can be obtained in a second-order perturbation treatment
if in zeroth order the monomers are fully deformed by the induction effects139.
This means that the induction-dispersion energy is a second-order intermolecular
correlation effect.

The third-order dispersion energy E	3
disp is a true third-order intermolecular corre-
lation term. Despite some efforts140, this energy could not be expressed, even
asymptotically, through some monomer properties. The calculations for the water
dimer and the HF dimer141 have shown, however, that even for these polar systems
the contribution of the third-order dispersion energy is small (1–2 % of the total
interaction energy at the equilibrium configurations). It remains to be seen if this
optimistic result holds also for other complexes.

The partitioning of the third-order exchange energy into exchange-induction,
exchange-induction-dispersion, and exchange-dispersion components has not been
derived thus far even for pairwise additive interactions. In the second order this
splitting is rather natural since the first-order polarization wave function can be
written as the sum of wave functions describing the induction and dispersion inter-
actions, �	1


pol = �
	1

ind +�

	1

disp	A · · ·B
. The third-order exchange energy is solely

defined by the intermolecular interaction and exchange operators, and the second-
order polarization wave function �

	2

pol, so the splitting of E	3
exch into the sum

E
	3

exch−ind +E	3
exch−ind−disp +E	3
exch−disp is defined by the splitting of �	2


pol into compo-
nents describing the induction, induction-dispersion, and dispersion interactions.
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This partitioning of �	2

pol does not come out naturally, but it can be defined in such

a way that139,142

�
	2

pol =�

	2

ind +�	2


ind−disp +�	2

disp� (1-102)

and

E
	3

ind = ��0�V�	2


ind�� E	3
ind−disp = ��0�V�	2

ind−disp�� E	3
disp = ��0�V�	2


disp��
(1-103)

Calculations of the third-order exchange contributions have not been performed
thus far. The results reported in Ref. (81) for the total third-order exchange effect for
the helium dimer suggest that they quench a large part of the third-order polarization
contribution.

6. MULTIPOLE EXPANSION OF THE INTERACTION ENERGY

According to London’s theory143,144 the interaction energy can be represented as an
asymptotic expansion in powers of R−1,

Eint	R� A� B� R̂
∼
�∑
n=1

Cn	 A� B� R̂

Rn

� (1-104)

The Van der Waals constants Cn	 A� B� R̂
 depend on the Euler angles  A and
 B specifying the orientation of the monomers in an arbitrary space-fixed frame,
and on the polar angles R̂ = 	���
 determining the orientation of the intermolecular
axis (R is assumed to join the monomer centers of mass) with respect to the same
space-fixed frame.

Since the interaction energy as a function of R has an essential singularity at
infinity145 due to the exponential terms resulting from the charge overlap and
exchange effects, the knowledge of the Van der Waals constants is not sufficient
to reconstruct the function Eint	R� A� B� R̂
 at finite R, even if the series (1-104)
were convergent. Actually, it appears that the series (1-104) diverge for any finite
value of R. Despite this divergence, for sufficiently large distances the expansion
(1-104) can approximate the exact interaction energy arbitrarily closely in the sense
that146

∣∣∣∣∣Eint	R� A� B� R̂
−
N∑
n=1

Cn	 A� B� R̂

Rn

∣∣∣∣∣= O	R−N−1
� (1-105)

Therefore, knowing the Van der Waals constants is very useful to estimate the
interaction energy at large distances, and is necessary to guarantee the correct
large R asymptotic behavior of the potential energy surface Eint	R� A� B� R̂
.
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The coefficients Cn	 A� B� R̂
 are uniquely defined by the interaction function
Eint	R� A� B� R̂
 and can in principle be deduced from the following equations,

C1	 A� B� R̂
= lim
R→�

REint	R� A� B� R̂
� (1-106)

and

Cn	 A� B� R̂
= lim
R→�

Rn

(
Eint	R� A� B� R̂
−

n−1∑
k=1

Ck	 A� B� R̂

Rk

)
�

(1-107)

The remainder of this section will be devoted to the discussion of computational
methods of Van der Waals constants without prior knowledge of the interaction
energy, and to other (possibly convergent) angular expansions of the interaction
energy components.

6.1. One-center Expansion

Explicit expressions for the Van der Waals constants may be obtained by invoking
the well-known147 multipole expansion of the operator V . In an arbitrary space-fixed
coordinate system, this expansion can be written as

V =
�∑
n=1

Vn
Rn
� Vn =

n−1∑
l=0

Vl�n−l−1� (1-108)

The operator VlA�lB is physically interpreted as representing the interaction of the
instantaneous 2lA moment with respect to center A with the instantaneous 2lB

moment with respect to center B and can be expressed in terms of irreducible
spherical or reducible Cartesian tensor operators of multipole moments. The operator
VlA�lB can be written as

VlA�lB = XlA�lB

lA+lB∑
m=−lA−lB

	−1
mClA+lB−m 	R̂
�MlA
⊗MlB

�lA+lB
m � (1-109)

where

XlA�lB = 	−1
lB
(

2lA+2lB
2lA

)1/2

� (1-110)

and the spherical multipole moment operator is given by,

M
mX
lX

=∑
p∈X
Zpr

lX
p C

mX
lX
	̂rp
� (1-111)
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Here, the summation index p runs over all particles, both nuclei and electrons,
of the molecule X, Zp are the charges of those particles, and Cml 	̂r
 is a
spherical harmonic in the Racah normalization.148 The irreducible tensor product
of two multipole moment tensors MlA

= �M
mA
lA
�mA = −lA� � � � �+lA� and MlB

=
�M

mB
lB
�mB = −lB� � � � �+lB� is defined as,

�MlA
⊗MlB

�lm =
lA∑

mA=−lA

lB∑
mB=−lB

M
mA
lA
M

mB
lB

�lAmA� lBmB � lm�� (1-112)

Here �l1m1� l2m2 � lm� is the Clebsch-Gordan coefficient. 148

The spherical form of the multipole expansion is very useful if we are looking for
the explicit orientational dependence of the interaction energy. However, in some
applications the use the conceptually simpler Cartesian form of the operators VlA�lB
may be more convenient. Moreover, unlike the spherical derivation, the Cartesian
derivation is very simple, and “can be followed by everybody who knows how to
differentiate a function of x, y and z”149. To express the operator VlA�lB in terms of
Cartesian tensors we have to define the reducible, with respect to SO(3), tensorial
components of multipole moments,

M
���
lX

=∑
p∈X
Zprp��1

rp��2
� � � rp��lX

� (1-113)

where rp��i is the �ith Cartesian coordinate of the particle p, i.e. �i = 1�2 or 3, so that
rp��i = xp� yp� and zp, respectively, ��� denotes the set of indices ��1� �2� � � � � �lX �
and the coordinates are measured in a space-fixed system with its origin at the
center of mass of molecule X. In this notation the operator VlA�lB can be written as

VlA�lB =∑
���

∑
���

M
���
lA
T
�lA+lB�
������� M

���
lB
� (1-114)

where the tensor T �lA+lB�
������� describing the orientational dependence of the interaction

between the instantaneous 2lA moment on molecule A and the instantaneous 2lB
moment on molecule B is given by

T
�lA+lB�
������� = RlA+lB+1 	−1
lA

lA!lB!
(
��1
��2

� � � ��lA
��1
��2

� � � ��lB

)( 1
R

)
�

(1-115)

and the sums run over all distinct sets ��1��2� · · ·�lA� and ��1��2� · · ·�lB�. Explicit
expressions for the tensors T �lA+lB�

������� have been derived by Mulder et al. 150 for
lA + lB � 6. Specific formulas applying to linear and tetrahedral molecules have
been reported in Ref. (151) for lA+ lB ≤ 7.

Although Eqs. (1-109) and (1-114) represent the very same multipole expansion
of the intermolecular interaction operator, the expressions for the transformations
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between the spherical and Cartesian form are quite complex. In view of the Laplace
equation, the partial traces ����

(
1
R

)
vanish. Therefore, the operators M���

lX
can be

expressed in terms of MmX
lX

. The formal relationship between Cartesian tensors and
their irreducible spherical components has been thoroughly investigated by Coope
et al. 152,153,154 and by Stone155,156. Stone derived155 a general scheme of reducing
a Cartesian tensor of rank n into several spherical components and investigated in
detail properties of Cartesian-spherical transformation coefficients156.

The truncated multipole expansion,

VN =
N∑
n=1

Vn
Rn

(1-116)

can be used to define the Van der Waals constants. By applying the Rayleigh-
Schrödinger perturbation theory to the Schrödinger equation with the Hamiltonian
HN

HN =H0 +VN � (1-117)

and using 1/R as the expansion parameter Ahlrichs145 has shown that the Van der
Waals constants entering the asymptotic expansion (1-104) can be computed from
the following recursive formulas,

Cn =
n∑
k=1

���0� � Vk��n−k��� (1-118)

and

��n� = −
n∑
k=1

R̂0	Ck−Vk
��n−k�� (1-119)

where the superscript �n� at ��n� denotes the order in 1/R. For simplicity we have
omitted the dependence of the Van der Waals constants on the angles 	 A� B� R̂

in Eqs. (1-118) and (1-119). Note that the Hamiltonian HN has a purely continuous
spectrum. Consequently, the operator VN cannot be considered as a small pertur-
bation and the RS perturbation theory based on the partitioning (1-117) of the
Hamiltonian HN is divergent for each R, and has only a formal sense. Ahlrichs has
proved145, however, that Cn and ��n�, as defined by Eqs. (1-118) and (1-119), exist
in the sense of the Hilbert space theory.

Although a direct application of Eqs. (1-118) and (1-119) is straightforward, in
practice the Van der Waals constants are obtained from the constants C	k
n appearing
in the asymptotic expansion of the polarization energies E	k
pol

E
	k

pol ∼

�∑
n=1

C	k
n
Rn

� (1-120)
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and then representing each constant Cn as a finite perturbation expansion in V ,

Cn =
M∑
k=1

C	k
n � (1-121)

Here M denotes the smallest integer satisfying M> n/�− 1, where � = 3 if both
interacting molecules are neutral and �= 2 if one molecule has a net charge. Such
a procedure is legitimate since in view of Eq. (1-29), the polarization expansion of
the interaction energy gives a correct asymptotic representation of the interaction
energy. It can also be shown84 that the constants C	k
n can be computed from the
standard equations of the polarization perturbation theory, provided that the operator
V is replaced by its truncated multipole expansion (1-116) with N ≥ n. For instance,
the Van der Waals constants C	1
n and C	2
n are given by

C	1
n = ��0 � Vn�0�� (1-122)

C	2
n = −
n−�∑
k=�

��0 � VkR̂0Vn−k�0�� (1-123)

Equations (1-122) and (1-123) have been applied with success to compute Van der
Waals constants for quite large systems157− 160.

Although Eqs. (1-123) and (1-138) can be applied in practice to compute the
Van der Waals constants C	k
n , these constants depend in a quite complicated way
on the angles 	 A� B� R̂
. If these constants were computed from Eqs. (1-122)
and (1-123), such calculations would have to be performed for each orientation
of interacting molecules. Therefore, it is preferable to introduce the multipole
expansions for the interaction energy components E	1
elst , E

	2

ind , and E	2
disp, in a such

a way that the whole angular dependence is separated. As shown in Ref. (161)
for all intermolecular separations the kth-order polarization correction E

	k

pol can

be written in terms of a complete orthogonal set of angular functions labeled by
�%�= �LA�KA�LB�KB�L�,

E
	k

pol =∑

�%�

�%��̃	k
pol	R
A�%�	 A� B� R̂
� (1-124)
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 = 	−1
LA+LB+L

×
LA∑
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(
LA LB L
MA MB M

)

×		LA



MA�KA
	 A
	

	LB



MB�KB
	 B
C

L
M	R̂
� (1-125)

where 		L

M�K	 
 denotes an element of the Wigner rotation matrix148, CLM is

the spherical harmonics in the Racah normalization, and the expression in large
parentheses is a 3j symbol148. Note that the expression for the angular function
A�%�	 A� B� R̂
 reported in Ref. (162) missed the factor 	−1
LA+LB+L (Ref. 163).
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By using the multipole expansion, we in fact replace the exact radial expansion
coefficients �%��̃	k
pol	R
 in Eq. (1-124) by the approximate coefficients �%��	k
pol	R
,
which are power series in R−1. Closed expressions for the latter have been
given149,161 in terms of the irreducible spherical tensors of multipole moments and
polarizabilities.

The radial part of the electrostatic energy in the multipole approximation is given
by149,161,164,165,166

�%��	1
elst	R
= 	−1
LA�LA+LB�L

×
[
	2LA+2LB +1
!
	2LA
!	2LB
!

]1/2 Q
KA
LA
Q
KB
LB

RLA+LB+1
� (1-126)

where QKX
LX

denotes the spherical component of the 2LX moment of the molecule X
computed in a convenient molecule-fixed coordinate system,

Q
KX
LX

= ��X
0 �M̃KX

LX
��X

0 �� (1-127)

and M̃lX
is the multipole moment operator of the monomer X in the body-

fixed frame. Equation (1-126) shows that the first-order polarization energy in
the multipole approximation is represented by the classical electrical interaction
between the permanent multipole moments of the unperturbed monomers.

The radial component of the second-order induction energy in the multipole
approximation can be written as149,161,164,165,166

�%��	2
ind	R
= −1
2

�∑
lA=1

�∑
l′A=1

�∑
lB=0

�∑
l′B=0

C
�%�

����ind−AR
−n

− 1
2

�∑
lA=0

�∑
l′A=0

�∑
lB=1

�∑
l′B=1

C
�%�

����ind−BR
−n� (1-128)

where ��� is the set of indices ��� = �lA� l
′
A� lB� l

′
B�, n = lA+ l′A+ lB + l′B + 2, and

the long-range induction coefficient describing the polarization of the monomer A,
C
�%�

����ind−A, is given by

C
�%�

����ind−A = &
LALBL

lAl
′
AlBl

′
B
�
KA
	lAl

′
A
LA

	0
�QlB
⊗Ql′B �

LB
KB
� (1-129)

The symbol �KX
	lX�l

′
X
LX

	0
 denotes the irreducible component of the multipole polar-
izability

�
KX
	lXl

′
X
LX

	 
=∑
n�=0

2	EXn −EX0 

	EXn −EX0 
2 − 2

× ���X
0 � M̃lX

��X
n �⊗��X

n � M̃l′X ��X
0 ��LXKX � (1-130)
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and the numerical constant &LALBL
lAl

′
AlBl

′
B

is given by

&
LALBL

lAl
′
AlBl

′
B
= 	−1
lA+l′A

[
	2lA+2lB +1
!	2l′A+2l′B +1
!

	2lA
!	2lB
!	2l′A
!	2l′B
!
]1/2

× �	2LA+1
	2LB +1
	2L+1
�1/2

×�lA+ lB�0� l′A+ l′B�0 � L�0�

×
⎧⎨
⎩

lA l′A LA
lB l′B LB

lA+ lB l′A+ l′B L

⎫⎬
⎭ � (1-131)

where the quantity between curly braces denotes a 9j symbol148. The energies and
wave functions appearing in Eq. (1-130) belong to the spectrum of the Hamiltonian
HX of the monomer X. In view of Eq. (1-129) the first term on the r.h.s. of
Eq. (1-128) corresponds to the energy of the polarization of the monomer A by
the permanent multipole moments of the monomer B, so the induction energy in
the multipole approximation is represented by the classical interaction between
permanent multipole moments of one monomer and induced multipole moments of
the other.

Finally, the radial part of the dispersion energy in the multipole approximation
is given by149,161,164,165,166

�%��	2
disp	R
= −
�∑
lA=1

�∑
l′A=1

�∑
lB=1

�∑
l′B=1

C
�%�

����dispR
−n� (1-132)

where the long-range dispersion coefficient C�%�����disp can be written as the Casimir-
Polder integral131,

C
�%�

����disp = 1
2$
&
LALBL

lAl
′
AlBl

′
B

∫ �

0
�
KA
	lAl

′
A
LA

	i 
�
KB
	lBl

′
B
LB

	i 
d � (1-133)

Equations (1-124) and (1-133) are valid in an arbitrary space-fixed coordinate
system. However, since the angular functions A�%�	 A� B� R̂
 are invariant with
respect to any frame rotation162, a specific choice of the coordinate system may
considerably simplify Eq. (1-125). In particular, in the body-fixed coordinate system
with the z axis along the vector R the polar angles R̂ = 	���
 are zero. Using the
fact that CLM

(
R̂ = 	0�0


)
≡ �M�0

148, one gets,

Ã�%�	 A� B
=	−1
LA+LB+L

×
LA∑

MA=−LA

(
LA LB L
MA −MA 0

)

×		LA



MA�KA
	 A
	

	LB



−MA�KB
	 B
� (1-134)
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Table 1-4. Quantum numbers and angular functions specifying the angular dependence of the interaction
energy. The angle � is given by the difference �= �A −�B . Only quantum numbers not equal to zero
are shown. The entries “a”, “d”, and “p” in columns 1 and 2 refer to atom, diatomic, and polyatomic
molecule, respectively

A B Quantum numbers Angular function

a a − 1
a d LB PLB 	cos�B

a p L= LB�KB C

LB
KB
	�B��B


d d LA�LB�L PLA	cos�A
PLB 	cos�B
 exp	iMA�


d p LA�LB�KB�L PLA	cos�A
D
	LB




−MA�KB 	0��B��B
 exp	iMA�


p p LA�KA�LB�KB�L D
	LA




MA�KA
	0��A
D

	LB



−MA�KB 	0��B��B
 exp	iMA�


The summary of angular coordinates, quantum numbers, and angular functions for
some specific systems is given in Table 1-4. Further simplifications can be obtained
if one considers the molecular symmetry groups of the monomers. For all point
groups, except for the tetrahedral and cubic groups, all symmetry operators can
be constructed from the inversion I , n-fold rotation about the principal (z) axis
Rz	2$/n
, and twofold rotation about the x axis Rx	$
. Therefore, to determine
the components of the multipole moment and polarizability tensors that span the
totally symmetric representation of the symmetry group, i.e. that are invariant under
operations of the symmetry group, it is enough to determine the action of these three
operators on the multipole moment and polarizability tensors164,165. It follows from
Refs. (164–165) that the multipole moment and polarizability tensors transform
under these operations according to:

I ' QM
L → 	−1
LQM

L � �M	ll′
L → 	−1
l+l
′
�M	ll′
L� (1-135)

Rz	2$/n
 ' QM
L → e−2$iM/nQM

L � �M	ll′
L → e−2$iM/n�M	ll′
L� (1-136)

Rx	$
 ' QM
L → 	−1
LQ−M

L � �M	ll′
L → 	−1
L�−M
	ll′
L� (1-137)

Using the transformation rules given above one can easily derive the (non-zero)
components of spherical tensors that are invariant under the molecular symmetry
group. This, in turn, can be used to obtain the multipole expansions of the
electrostatic, induction, and dispersion energies for the interactions of specific
systems, see, e.g. Refs. (167–168) for expressions applying to atom-diatom and
diatom-diatom interactions. In general, the symmetry-adaptation of a tensor to the
molecular symmetry group can be obtained by a reduction with respect to the full
rotation-reflection group O(3), followed by a subduction of the O(3) irreducible
representations to the point symmetry group of the molecule169. This symmetry-
adaptation scheme has been applied with success to derive all components of the
(hyper)polarizability tensors that are invariant under D�h 170.
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Although the spherical form of the multipole expansion is definitely superior if the
orientational dependence of the electrostatic, induction, or dispersion energies is of
interest, the Cartesian form171− 174 may be useful. Mutual transformations between
the spherical and Cartesian forms of the multipole moment and (hyper)polarizability
tensors have been derived by Gray and Lo175. The symmetry-adaptation of the
Cartesian tensors of quadrupole, octupole, and hexadecapole moments to all 51
point groups can be found in Ref. (176) while the symmetry-adaptation of the
Cartesian tensors of multipole (hyper)polarizabilities to simple point groups has
been considered in Refs. (172–175).

The long-range electrostatic and induction coefficients are exclusively expressed
through the multipole moments and polarizabilities of the isolated monomers, so
they can routinely be computed by various quantum-chemical methods. The calcu-
lations of the long-range dispersion coefficients are somewhat more sophisticated,
as they require the knowledge of the dynamic multipole polarizabilities at imaginary
frequency. Nowadays this problem is solved, however, and accurate long-range
dispersion coefficients can be computed. The review of all methods that can be
applied to obtain such coefficients is out scope of this review. Here we only want
to mention that the MBPT approach of Wormer and collaborators has been success-
fully applied to various Van der Waals complexes providing state-of-the-art values
of the long-range dispersion coefficients177− 182.

The multipole expansion of the intermolecular interaction operator is divergent
in most part of the configuration space, the region of convergence being restricted
to the Cartesian product of all spheres ri � R/2, r� � R/2, rj � R/2, and r� � R/2,
for i�� ∈ A, and j�� ∈ B183, where the indices i and j refer to electrons while �
and � to nuclei. This particular region corresponds to that part of the configuration
space in which the electrons initially assigned to molecules A and B are “localized”
on their original monomers. If the operators VlAlB are interpreted as multiplicative
operators in the Hilbert space, the series (1-108) is divergent for each R.

The asymptotic expansions of the polarization corrections E	k
pol are divergent
for all values of R, although this fact has been rigorously proven for k = 2 and
only for the H+

2 and H2 systems. Vigné-Maeder and Claverie184 have shown that
the multipole expansion of the electrostatic energy is convergent, although to a
spurious value, if the unperturbed charge distributions of the interacting molecules
are approximated by Gaussian functions. Dalgarno and Lewis185 have shown that
the multipole expansion of the second-order induction energy for the H+

2 ion is
divergent for all R,

E
	2

ind ∼ −

�∑
n=1

	2n+2
!	n+2

n	n+1
22n+2R2n+2

� (1-138)

Later Young186 proved that the multipole expansion of the second-order dispersion
energy for the H2 molecule is divergent as well,

E
	2

disp ∼ −

�∑
lA=1

�∑
lB=1

C
	2

lA�lB

R2lA+2lB+2
� (1-139)
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where

C
	2

lA�lB

>
	2lA+2lB
!	lA+1
	lB +1


22lA+2lB+1
� (1-140)

Both expansions are rapidly divergent, and not summable by any summation
techniques.

6.2. Multicenter Expansions

Since the single-center multipole expansion of the interaction energy is divergent,
one could use a kind of multicenter expansion. One can hope that the multipole
expansion will provide better results if multipole moments and polarizabilities
localized at various points of a molecule are used instead of global multipole
moments and polarizabilities. This idea forms the basis of the so-called distributed
multipole analysis of the electrostatic, induction, and dispersion interactions between
molecules187− 195.

In the following considerations we will need the multipole expansion of the
operator r−1

12 as series of products of operators depending on the coordinate of the
particle 1 with respect to a center a, r1, of the particle 2 with respect to another
center b, r2, and on the coordinates describing the relative position of the centers a
and b, Rab,

r−1
12 =

�∑
LA=0

�∑
LB=0

	−1
LB
(

2LA+2LB
2LA

)

×
LA+LB∑

M=−LA−LB
	−1
M

[
mLA

	r1
⊗mLB
	r2

]M
LA+LB

×CLA+LB
M 	R̂ab
R

−LA−LB−1
ab � (1-141)

where the one-electron multipole moment operator of the monomer X, mMX
LX

, in the
laboratory system of axes, is given by the following expression,

mm
l 	r
= rlClm	̂r
� M

MA
LA

=
NA∑
i=1

m
MA
LA
	ri
� (1-142)

The space-fixed operators defined by Eq. (1-142) can be transformed to the system
of axes located at the center a,

m̃
KA
LA

=
LA∑

MA=−LA
m
MA
LA

		LA



MAKA
	 aA
� M̃

KA
LA

=
NA∑
i=1

m̃
KA
LA
	ri
� (1-143)
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A formal definition of the distributed multipole moments require some parti-
tioning of the space R

3 into regions corresponding to the set of centers �a� and �b�
in the molecules A and B, respectively,

R
3 = ⋃

a∈A
Va� R

3 = ⋃
b∈B
Vb� (1-144)

Usually, the region defined by Va will be associated with the atom a of the
molecule A. The distributed multipole moment at the site a is defined by the
following expression:

Q
KA
LA
	a
=

∫
Va

m̃
KA
LA
	r
�tot

A 	r
dr� (1-145)

If we extend the integration volume Va to the full R
3 space we will get the

multipole moment of the monomer A in the coordinate system located at the
site a.

It should be stressed that the multipole moment QKA
LA

of the monomer A cannot
be obtained by a simple summation of the distributed moments QKA

LA
	a
, since the

latter are defined with respect to local systems of axes located at the sites. However,
transforming the moments QKA

LA
	a
 to the center-of-mass of the monomer A using

the translation formula148,

Q̃
KA
LA
	a
=

LA∑
lA=0

lA∑
kA=−lA

[(
LA+KA
lA+kA

)(
LA−KA
lA−kA

)]1/2

× 	−1
LA−lAQkA
lA
	a
tLA−lA

a C
LA−lA
KA−kA 	̂ta
� (1-146)

where Q̃KA
LA
	a
 denotes the distributed multipole moment tensor at the center a with

respect to the system of axes located in the center-of-mass of the monomer A,
one can make such a summation. The center-of-mass is translated by the vector
ta = 	ta� t̂a
 from the site a. For completness we also give the translation formula
for the multipole polarizability tensor:

�M	ll′
L	 
=∑
���′

∑
%�%′

tl+l
′−�−�′

× �	2l+1
	2l′ +1
	2�+1
	2�′ +1
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2l
2�

)(
2l′

2�′

)]1/2
⎧⎨
⎩
l−� � l
l′ −�′ �′ l′

% %′ L

⎫⎬
⎭

×
%∑

�=−%

%′∑
�′=−%′

C%�	̂t
�̃
�′
	��′
%′	 
� (1-147)
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It follows from the partitioning of R
3 according to Eq. (1-144) that the expression

for the electrostatic energy, Eq. (1-67), can be rewritten as,

E
	1

elst =∑

a∈A

∑
b∈B

∫
Va

∫
Vb

�tot
A 	r1
�

tot
B 	r2


r12

dr1dr2� (1-148)

Inserting for each pair 	a� b
 the multipole expansion of r−1
12 with respect to centers

located at sites a and b, cf. Eq. (1-141), and using Eqs. (1-142) and (1-145) one
gets the following expression for the multicenter distributed multipole expansion
of the electrostatic energy:

E
	1

elst ∼∑

�%�

	−1
LA�LA+LB�L

[
	2LA+2LB +1
!
	2LA
!	2LB
!
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Q
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Q

KB
LB
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R
LA+LB+1
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A�%�	 
a
A� 

b
B� R̂ab
� (1-149)

where the function A�%�	 
a
A� 

b
B� R̂ab
 is given by Eq. (1-125). Note that in the

case of the distributed multipole expansion the function A�%� depends on the Euler
angles  aA and  bB of the monomers A and B with respect to the local coordinate
systems located on sites a and b, respectively, while R̂ab are the polar angles of the
vector Rab connecting the sites a and b.

The multicenter expansion of the induction energy in terms of the distributed
multipole moments and polarizabilities can be obtained is a similar way starting
from Eq. (1-87) rewritten as follows,

E
	2

ind = ∑

aa′∈A

∑
bb′∈B

∫
Va

∫
Va′

∫
Vb

∫
Vb′

(�tot
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B 	r4
�A	r1� r2�0

r13r24

+ �tot
A 	r1
�

tot
A 	r4
�B	r3� r4�0

r13r24

)
dr1dr2dr3dr4� (1-150)

Inserting the multipole expansions of the operators r−1
13 and r−1

24 with respect to
the pairs of sites 	a� b
 and 	a′� b′
, respectively, and defining the distributed
polarizability tensor,

�
KX
	lXl

′
X
LX

	xx′� 
=
∫
Vx

∫
Vx′
�X	r� r′� 


[
m̃lX

	r
⊗ m̃l′X 	r
′

]LX
KX

drdr′�

(1-151)

one gets the following expression for the multicenter expansion of the induction
energy in terms of the distributed multipole moments and polarizabilities:
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E
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where
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����ind−A	aa
′bb′
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′
�LBKB � (1-153)

Note that the formula for �KX
	lX�l

′
X
LX

	xx′�0
, Eq. (1-151), can be rewritten as the
following sum-over-states expression,
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(1-154)

where �· · · � · · · �x means that the integration is performed over the volume assigned
to the site x, i.e. Vx. Note also that the multipole moment operators appearing in
Eqs. (1-151) and (1-154), labeled by lX and l′X , are defined with respect to systems
of axes located at the site x and x′, respectively. Finally, the angular function
A
�%�

��� 	 
a
A� 

a′
A � 

b
B� 

b′
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 is given by,
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The multicenter expansion of the dispersion energy in terms of the distributed
multipole polarizabilities can be obtained is same way starting from Eq. (1-94).
The final expression reads:
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where
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and the angular function A�%���� is given by Eq. (1-155).
It should stressed that unlike in the case of the electrostatic energy, the expres-

sions for the long-range coefficients and the angular function A�%���� defining the
multicenter multipole expansions of the induction and dispersion energies are
different. This difference is due to the fact that in the multicenter expansions the
products of the 	 functions, 		lA




mAkA
	 aA
 	

	l′A

m′
Ak

′
A
	 a

′
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 and 		lB




mBkB
	 bB
 	

	l′B

m′
Bk

′
B
	 b

′
B 
,

and of the spherical harmonics ClA+lB
m 	R̂ab
C

l′A+l′B
m′ 	R̂a′b′
 cannot be represented by

their Clebsch-Gordan series, since the arguments of the two 	 functions and of
the two C functions are different. Therefore, one cannot recouple the Clebsch-
Gordan coefficients to a 9j symbol, and simplify Eq. (1-155) to the form of
Eq. (1-125).

The weakest point of the multicenter expansions based on the distributed
multipole moments and polarizabilities is the definition of regions assigned to
atoms. Indeed, the region of space associated with an atom (site) a is not uniquely
defined. The most natural definition comes from the Bader’s atoms in molecules
theory196. In this approach the atomic basins Va are defined in such a way that the
dividing surfaces between two atomic basins in a single molecule are the zero-flux
surfaces, determined from the following condition196,

��A	r
 ·n	r
= 0� (1-158)

where n	r
 is the vector normal to the surface. According to Bader imposing the
zero flux condition leads directly to the topological definition of an atom in a
molecule. This is in a sense true since the electron density �A has maxima at the
positions corresponding to the nuclei of the constituting atoms a. This means that Va
can formally be defined as the region of space with boundaries given by the zero-
flux surface. Note parenthetically that the atomic basins defined in such a way are
highly non-spherical, and that the integration over Va may be difficult to perform.
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The use of the Bader’s basins together with Eq. (1-145) as the basis for
the distributed multipole and polarizability analysis was proposed by Angyan
and collaborators197. Other definitions and other methods leading to a distri-
bution of multipole moments over the sites are possible187,188,190,191,192,193,194.
For instance, Sokalski and Poirier191 proposed an allocation algorithm of the
distributed multipole moments based on the Mulliken population analysis. In this
approach, the so-called Cumulative Atomic Multipole Moment method, half of
the multipoles are allocated to each of the sets of sites a and b from which
the basis functions came. Other allocation algorithms are also available. We
refer the reader to Refs. (190–198) for a more detailed discussion of this point.
Eq. (1-151) is the most natural definition of the distributed polarizability197.
However, other definitions are also possible189,190,195. Usually, distributed polariz-
abilities are defined using some basis set partitioning techniques, and are highly
nonunique.

The multicenter multipole expansions of the electrostatic, induction, and
dispersion energies are usually convergent, although the convergence rate strongly
depends on the allocation algorithm used to define the distributed multipole
moments and polarizabilities. Note, however, that even though the series are
convergent, they do not converge to the exact electrostatic, induction, and dispersion
energies, since even a convergent multicenter expansion does not account for the
penetration (charge overlap) effects which decay exponentially with the distance
between the molecules. Therefore, multicenter expansions provide us with that part
of the interaction energy that is due to the interactions of permanent, induced, and
instantaneous multipole moments. The penetration part (charge-overlap effects and
damping), which is a purely quantum-mechanical effect, is not accounted for. This
part of the interaction energy is non-negligible, and cannot be neglected in any
accurate calculation.

6.3. Bipolar Expansion of the Interaction Energy

The electrostatic, induction, and dispersion terms can be expanded in a convergent
series closely related to the multipole expansion, but fully accounting for the
charge-overlap effects, the so-called bipolar expansion introduced by Buehler and
Hirschfelder199,200. In the local coordinate systems with the origins located at the
centers of masses of the monomers A and B, separated by the distance R, and with
their x and y axes parallel and aligned along the z axes, the distance between two
particles in space can be expressed as follows,

1
r12

=
�∑

lA�lB=0

l<∑
m=−l<

�	2lA+1
	2lB +1
�1/2

4$

×B�m�
lAlB
	r1� r2�R
C

m
lA
	(̃1� #̃1
C

−m
lB
	(̃2� #̃2
 (1-159)

where ri� (̃i� #̃i are the polar coordinates of the ith particle and l< denotes the
smaller value of lA and lB. The coordinates of particle 1 are measured in the system
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A of axes, while those of the particle 2 in the system B. The expression for the
function B�m�

lAlB
	r1� r2�R
 has a different form in four regions of space:

�I ' R > r1 + r2�� �II ' r2 > R+ r1��

�III ' r1 > R+ r2�� �IV ' �r1 − r2� � R� r1 + r2��
(1-160)

In the first three regions the expressions for B�m�
lAlB
	r1� r2�R
 are simple combinatorial

formulas containing lA� lB, and m times a product of powers of r1, r2, and R, while
in the last region the expression contains a (finite) sum of powers of r1, r2, and R:

B
�m�
lAlB
	r1� r2�R
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(1-161)

where A�m�
lAlB
	k� l
 are numerical coefficients that can be obtained from the recursion

formulas derived by Buehler and Hirschfelder199,200.
The expansion given above is exact, except for r12 = 0. If the terms resulting from

the regions II-IV are neglected, one recovers the standard multipole expansion of
the interaction operator. Substituting the bipolar expansion of 1/r12 and analogous
expansions for other terms of the operator V into the matrix elements ��0�V ��	n


pol�,
the bipolar expansion of a given polarization correction is obtained.

The bipolar expansion was first applied to intermolecular interactions by Koide201

and by Linder et al. 202,203. The electrostatic energy was considered in Ref. (204)
while dispersion interactions were treated in Refs. (201–205) for two hydrogen
atoms, and in Ref. (206) for many-electron atoms. Later, this work was extended to
interactions of atoms with diatomics by Rosenkrantz and Krauss207 and to arbitrary
systems by Knowles and Meath208.

For the case of molecule-molecule interactions the bipolar expansion does
not introduce any simplifications compared to the exact calculations using
sum-over-state expressions discussed in Section 5. However, this approach allows
to judge the importance of the charge-overlap (penetration) effects neglected in the
multipole approximation. Calculations performed thus far show that the overlap
effects are significant in the region of the Van der Waals minimum and for smaller
separations. The explicit knowledge of these effects can be used to devise functional
forms of the damping functions for the electrostatic, induction, and dispersion
energies, which in turn can be used in constructions of semiempirical potentials,
cf. Section 9.3.



52 Robert Moszynski

6.4. Importance of the Charge-overlap (Damping) Effects

To illustrate the convergence of the multipole expansion with and without the
damping effects, and to compare the results with the full nonexpanded calculations,
in Figure 1-1 we report the dispersion energy for the He–K+ ion computed in various
approximations209. The nonexpanded results were computed from the following
expression,

E
	2

disp = Ae−�R−

3∑
n=1

C2n

R2n
fn	R� �̃
� (1-162)

which, except for the long range coefficients C2n, was fitted to the ab initio SAPT
points209. The exponential term appearing in Eq. (1-162) is the so-called spherical
dispersion term, while the sum on the r.h.s. is often referred to as the damped
multipole expansion. The function fn is the damping function. The functional form
of fn is not known, but we know the limiting values of fn,

lim
R→0

fn	R� �̃
= 0� lim
R→�

fn	R� �̃
= 1� (1-163)

It follows from the limiting values that the damping function prevents the divergence
of the multipole expansion at small internuclear distances R. In many applications
the damping function is taken in the Tang-Toennies form210− 212, cf. Section 9.3,

fn	R� �̃
= 1− exp	−�̃R

n∑
k=0

	�̃R
k

k! � (1-164)

The results computed from Eq. (1-162) and a similar expression for the induction
energy will be referred to as the nonexpanded results. In many applications one
approximates the induction or dispersion terms by their damped multipole expan-
sions, cf. Section 9.3. The latter are given by Eq. (1-162) with the parameter A set
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Figure 1-1. Dispersion energy E	2
disp for the He–K+ ion as a function of the internuclear distance R
represented by its multipole expansion (large dashed line), damped multipole expansion (small dashed
line), and by the nonexpanded results (full line)
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equal to zero. Finally, the multipole-expanded results are obtained from Eq. (1-162)
when puting A equal to zero and fn equal to one.

An inspection of Figure 1-1 shows that the multipole expansion of the dispersion
energy clearly diverges at small R. At larges distances, it fully recovers the nonex-
panded results from ab initio calculations. The inclusion of the damping functions
in the multipole expansion prevents the latter to diverge at small R, and except for
small internuclear distances the actual values of the dispersion energy computed
with the damped multipole expansion neglecting the spherical term are relatively
close the nonexpanded results. This shows that the part of the charge overlap effects
represented by the spherical term can be neglected in some approximate models
based on one-center or multicenter multipole expansions.

7. MANY-ELECTRON FORMULATION OF THE SRS THEORY

In principle, the theory reviewed in Sections 4–6 can be applied to interactions
of arbitrary systems if the full configuration interaction (FCI) wave functions of
the monomers are available, and if the matrix elements of H0 and V can be
constructed in the space spanned by the products of the configuration state functions
of the monomers. For the interactions of many-electron monomers the resulting
perturbation equations are difficult to solve, however. A many-electron version of
SAPT, which systematically treat the intramonomer correlation effects, offers a
solution to this problem.

A general approach to the intramonomer correlation problem is known as the
many-electron (or many-body) SAPT method88,141,213− 215. In this method the zeroth-
order Hamiltonian H0 is decomposed as H0 = F +W , where F = FA +FB is the
sum of the Fock operators, FA and FB, of monomer A and B, respectively, and W
is the intramonomer correlation operator. The correlation operator can be written
as W =WA +WB, where WX = HX −FX , X = A or B. The total Hamiltonian can
be now be represented as H = F +V +W . This partitioning of H defines a double
perturbation expansion of the wave function and interaction energy. In the SRS
theory the wave function is obtained by expanding the parametrized Schrödinger
equation as a power series in � and �,

	F + �V +�W
�	���
= E	���
�	���
� (1-165)

where the parameters � and � are introduced to order the double perturbation
expansion, and their physical value is equal to one. Note that �	0�0
 = �HF

A �
HF
B

is the product of the Hartree-Fock determinants of the unperturbed monomers, and
�	0��
=�A

0 	�
�
B
0 	�
, where �X

0 	�
 is the eigenfunction of the Hamiltonian FX+
�WX , X = A or B. The polarization energy corrections are obtained by expanding
the function,

E	�� �
= ��A
0 	�
�

B
0 	�
 � F + �V +�W ��	�� �
�� (1-166)
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while the SRS energy corrections are obtained by expanding

��	���
= ��A
0 	�
�

B
0 	�
 � F + �V +�W � ���	���
�

��A
0 	�
�

B
0 	�
� ���	���
�

� (1-167)

The expansion of Eqs. (1-166) and (1-167) leads to the so-called double perturbation
expansion of the interaction energy,

Eint =
�∑
n=1

�∑
k=0

	E
	nk

pol +E	nk
exch
� (1-168)

where the indices n and k denote the orders of E	nk
pol and E	nk
exch with respect to
the intermolecular interaction and intramonomer correlation, respectively. The nth-
order polarization and exchange contributions can be obtained by a direct summation
of the expansion (1-168) over k. Explicit expressions for the individual corrections
E
	nk

pol and E	nk
exch can be obtained using the techniques of many-body perturbation

theory and the coupled-cluster method. See Refs. (116–119, 137–141, 214–219) for
the details of the derivations of open-ended expressions valid for the interaction of
the monomers of arbitrary size.

For typical closed-shell systems the convergence of the expansion (1-168) in
the intramonomer correlation is very satisfactory. However, in some cases the
convergence in W may be poor, and one has to resort to some nonperturbative
approaches. The nonperturbative treatments can most easily be devised by using
Eqs. (1-67), (1-75), (1-85), and (1-92). Indeed, the monomers properties entering
these expressions can be evaluated with highly correlated wave functions of the
coupled-cluster singles and doubles (CCSD) method. The corresponding theoretical
developments can be found in Refs. (218–219) The SAPT program220,221 contains
modules that compute the polarization and exchange corrections to interaction
energy of closed-shell dimers that are correlated at the Møller-Plesset or coupled-
cluster level. See Ref. (220-221) for more details.

The multipole representation of the intramonomer correlation corrections E	1n
elst ,
E
	2n

ind , and E	2n
disp can be obtained by using the standard Møller-Plesset expansions

of the multipole moments and static and dynamic polarizabilities. For example, the
relevant long-range dispersion coefficients are given by the Casimir-Polder integral
(1-133) with exact polarizabilities replaced by their kth and lth-order correlation
corrections in the Møller-Plesset series with k+ l= n. Wormer et al. 177 developed
a diagrammatic many-body perturbation theory of the correlation effects on the
dynamic polarizabilities and a general scheme for the calculations of correlated long-
range dispersion coefficients. The long-range dispersion coefficients corresponding
the the sum E

	20

disp +E	21


disp +E	22

disp can now be routinely computed using the Polcor

package177,178.
Application of the conventional wave function approach in the symmetry-adapted

perturbation theory (SAPT) has been shown to give very accurate description of the
dispersion interaction and has provided intermolecular potentials which performed
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very well in numerous applications to spectroscopy and to simulation of bulk
properties. The high accuracy of the conventional SAPT treatment comes, however,
at the price of the very steep scaling of the computational effort which grows roughly
as N 7, where N is the number of atoms. This steep scaling of the computational time
with the system size makes applications to large polyatomic monomers unfeasible
at present. These failures of the conventional wave function SAPT approach leaves
a large class of weakly interacting polyatomic complexes without of an adequate
theoretical treatment.

Jansen and Hesselmann222−225 and independently Williams and Chabalowski226,
and Misquitta et al. 227, developed a method, referred to as SAPT(DFT), which
solves the difficulty described above. In this method, the electrostatic, induction,
and dispersion components of the interaction energy are obtained using the
electron densities �A and �B from DFT calculations and the frequency-dependent
density-density response functions �A	r1� r′

1�i 
 and �B	r2� r′
2�i 
 of the monomers

computed with the time-dependent DFT techniques. It has been proved essential that
the monomer exchange correlation potentials vxc	r
, employed in the calculations,
are asymptotically corrected at large �r�. To reconstruct the total interaction energy,
the electrostatic, induction, and dispersion energies are combined with the first and
second-order exchange terms computed using the wave function expressions (1-75),
(1-90), and (1-95) and the Kohn-Sham determinants of the monomers. Employing
the asymptotically corrected exchange correlation potentials for monomers is also
essential in this case.

The evaluation of the expressions (1-67), (1-87), and (1-94) can be simplified by
using the density fitting technique225,227. In this approach the product #k	r
#l	r

is expanded in terms of auxiliary atomic orbitals �k. In such a case the orbital
expressions corresponding to Eqs. (1-67), (1-87), and (1-94) greatly simplify. For
the dispersion energy Eq. (1-94) takes the form:

E
	2

disp = − 1

2$

∫ �

0
tr CA	i 
J CT

B	i 
JT d � (1-169)

where CA and CB denote the matrices of the expansion coefficients in �k, J stands
for the matrix of two-index Coulomb integrals, and XT denotes the transposition
of the matrix X, The evaluation cost of Eq. (1-169) scales as M3I , where M is
the number of auxiliary orbitals (proportional to the number of atoms) and I is the
number of  -integration points (of the order of 10).

The resulting SAPT(DFT) potential energy curves turn out to be very accurate
in the wide range of intermolecular separations. For the benzene dimer225,228 the
results are very close to those of the much more expensive CCSD(T) treatment.
For systems of the size of the benzene dimer and for the triple-zeta quality
basis sets, a SAPT(DFT) calculation actually takes less time than a conventional
supermolecular DFT calculation. Due to the favorable computational scaling the
SAPT(DFT) approach is applicable to much larger molecules than any method used
thus far for a reliable calculation of dispersion-dominated interaction potential.
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It should be stressed that although the SAPT(DFT) approach is very appealing,
it suffers from some drawbacks. The exact density functional theory in its time-
independent and time-dependent versions gives the exact electron densities and
density susceptibility functions of the monomers. This means that in principle the
SAPT(DFT) method can reproduce the exact electrostatic, induction, and dispersion
energies, if the exact exchange-correlation potential is known. This is not the case
for the exchange terms, which are written in terms of nondiagonal elements of the
density matrices and density matrix susceptibility functions. The latter quantities
are not defined within the DFT formalism, and are computed from the Kohn-Sham
orbitals, which, even if exact, do reproduce the exact electron density, but not the
entire density matrix. Surprisingly enough, the approximation of the exact density
matrix by the Kohn-Sham density matrix seems to work very well 227.

8. RELATIONS BETWEEN THE PERTURBATION THEORY
OF INTERMOLECULAR FORCES AND SUPERMOLECULAR
APPROACHES

Symmetry-adapted perturbation theory is a useful tool for accurate calculations of
the potential energy surfaces for weakly bound complexes, but it can also be used to
interpret the results of supermolecular calculations. Numerous studies105,106� 229− 234

have been reported to interpret the supermolecule Hartree-Fock (HF) and Møller-
Plesset (MP) perturbation theory interaction energies, as well as selfconsistent
reaction field (SCRF) free energies of solvation in terms of physically meaningful
contributions. It should be stressed that the supermolecule interaction energies
suffer from basis set superposition error, and it is not a priori obvious that for
comparison with SAPT one should take the results corrected for this error. However,
theoretical arguments and numerical results presented in Ref. (81) show that a
perturbation theory expansion in a finite basis can possibly converge only to the
supermolecular interaction energy computed using the so-called Boys-Bernardi
counterpoise correction for the basis set superposition error235. This means that the
use of the Boys-Bernardi counterpoise correction is fully legitimate, in agreement
with the conclusions reached in Refs. (236–242).

8.1. Hartree-Fock Theory

A symmetry-adapted perturbation theory approach for the calculation of the Hartree-
Fock interaction energies has been proposed by Jeziorska et al. 105 for the helium
dimer, and generalized to the many-electron case in Ref. (106). The authors of
Refs. (105–106) developed a basis-set independent perturbation scheme to solve
the Hartree-Fock equations for the dimer, and analyzed the Hartree-Fock inter-
action energy in terms of contributions related to many-electron SAPT reviewed in
Section 7. Specifically, they proposed to replace the Hartree-Fock equations for the
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canonical orbitals of the dimer by noncanonical equations for orbitals localized on
the monomers. Several localizations conditions can be exploited, but it was found
advantageous106 to employ a generalization of the localization condition used in
the (many-electron) Hirschfelder-Silbey theory98. The perturbation expansion of
the orbitals defines an expansion of the HF interaction energy, EHF

int ,

EHF
int = E

	10

elst +E	10


exch +E	20

ind�resp +E	20


exch−ind�resp

+E	20

exch−def�resp +· · · � (1-170)

where the subscript “resp” appearing in the symbols of the induction and exchange-
induction energies means that the orbital relaxation effects present in the electron
density and response functions were taken into account. All terms appearing on
the r.h.s. of Eq. (1-170) were defined in Section 7, except for the exchange-
deformation energy, E	20


exch−def�resp. This contribution, specific to the Hartree-Fock
theory, does not appear in the SRS theory. Thus, it can be viewed as that part of
the exchange energy which cannot be recovered by perturbation theory employing
weak symmetry-forcing. For systems with long-range induction interactions this
contribution vanishes faster at large intermonomer distances than the exchange-
induction energy itself 243,244.

Numerical results for the equilibrium geometries of the He–C2H2, He–CO, and
Ar–HF complexes106 are summarized in Table 1-5. Consecutive entries in this table
represent the contributions appearing on the r.h.s. of Eq. (1-170). Also reported
are the total nth-order approximations to EHF

int , denoted by EHF
int 	n
. An inspection

of Table 1-5 shows that the perturbation expansion (1-170) converges rapidly. The
second-order approximation EHF

int 	2
 reproduces the exact Hartree-Fock results to
within 3%. One may note that for some systems the exchange-deformation energy
is far from negligible, so the SRS theory does not fully recover the Hartree-Fock
interaction energy.

Table 1-5. Comparison of low-order approximations (in Hartree) to the Hartree-Fock
interaction energies of the He–C2H2, He–CO, and Ar–HF complexes. The expression
	−N
 denotes the factor 10−N

Ar–HF He–C2H2 He–CO

E
	10

elst −0�1487	−4
 −0�1999	−4
 −0�1921	−3

E
	10

exch 0�9345	−4
 0�9907	−4
 0�6362	−3

EHF

int 	1
 0�7859	−4
 0�7911	−4
 0�4447	−3

E
	20

ind�resp −0�1915	−4
 −0�5908	−5
 −0�2272	−3


E
	20

exch−ind�resp 0�3508	−5
 0�5691	−5
 0�1570	−3


E
	20

exch−def�resp −0�4568	−5
 −0�3891	−5
 −0�3107	−4

EHF

int 	2
 0�5837	−4
 0�7498	−4
 0�3427	−3

EHF

int 0�5652	−4
 0�7417	−4
 0�3326	−3
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8.2. Møller-Plesset Theory

An analysis similar to the one above has not been performed thus far for the
Møller-Plesset theories. However, Chalasinski and collaborators229− 233 proved that
the polarization part of the supermolecule nth-order Møller-Plesset energy, )EMPn

int ,
n� 4, is given by,

)EMPn
int = E

	1n

elst�resp +E	2n
ind�resp +E	2�n−2


disp +EMPn
exch +· · · � (1-171)

Here )EMPn
int denotes the nth-order correlation part of the supermolecule MPn

interaction energy. Equation (1-171) shows that the supermolecule MP2 inter-
action energy correctly accounts for the leading intramonomer correlation correc-
tions to the electrostatic and induction energies, and for the major part of the
dispersion energy. This explains why it could be used with success to several Van
der Waals and hydrogen-bonded complexes5. The physical structure of the MPn
exchange terms, EMPn

exch , is not well understood. A perturbation theory analysis of
the MP2 equations for the pair functions in the localized representation233 suggests
that EMP2

exch accounts for the major part of the uncorrelated exchange-dispersion
energy E	20


exch−disp (the so-called K1 term129), and for some parts of E	11

exch and E	12


exch

corrections.
In order to get an idea how well a standard SAPT calculation can reproduce

)EMP2
int Bukowski et al. 245 analyzed the performance of the ansatz,

EMP2
SAPT = E

	12

elst�resp +E	22


ind�resp +E	20

disp +E	11


exch +E	12

exch +E	20


exch−disp� (1-172)

for the helium dimer at various distances. Note that Eq. (1-172) is equivalent to
Eq. (1-171) except that EMP2

exch is approximated by the sum E
	11

exch +E	12


exch +E	20

exch−disp.

The results are illustrated in Table 1-6. An inspection of this table shows that
the agreement between the supermolecule MP2 interaction energy and the approx-
imate MP2-SAPT results computed from Eq. (1-172) is reasonable. The authors
of Ref. (245) also reported the inter- and intramonomer part of the MP2 inter-
action energy (denoted by )EMP2

int 	inter
 and )EMP2
int 	intra
, respectively). These

terms were computed using properly localized MP2 pair functions and Hartree-Fock

Table 1-6. SAPT and localized MP2 components of )EMP2
int for the He dimer. Energies are

in Kelvin, and distances in bohr

Component R= 4�0 R= 5�6 R= 7�0

)EMP2
int −117�42 −16�003 −3�780

EMP2
SAPT −128�22 −16�250 −3�792
)EMP2

int (inter) −132�74 −16�683 −3�812
E
	20

disp +E	20


exch−disp −140�63 −16�627 −3�848
)EMP2

int (intra) 15�32 0�681 0�032
E
	12

elst�resp + tE

	22

ind +E	11


exch +E	12

exch 12�31 0�378 0�012
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orbitals. See Ref. (245) for the details. The sum of )EMP2
int 	inter
 and )EMP2

int 	intra

is obviously equal to )EMP2

int . It is interesting to note that the agreement between
the sum of the intermonomer correlation terms (dispersion and exchange-dispersion
energies) and the localized intermonomer part of)EMP2

int is very good. The agreement
between the localized intramonomer part and the sum of the intramonomer corre-
lation contributions is less satisfactory. Since the electrostatic and induction terms
are included in )EMP2

int , the level of disagreement suggests that the first-order
exchange terms in MP2 and SAPT are different.

8.3. Coupled Cluster Theory

The relation between the supermolecule coupled cluster approach and the pertur-
bation theory of intermolecular forces in even less obvious than the case of the
Møller-Plesset theory, and no formal analysis has been reported in the literature
thus far. Rode et al. 68 analyzed the long-range behavior of the CCSD(T) method65,
and showed that this method, although very popular and in principle accurate, may
lead to wrong results for systems with the electrostatic term strongly depending on
the electronic correlation, e.g. the CO dimer.

For the CO dimer the supermolecule MP4 and CCSD(T) results are very different.
In particular, the location of the global and local minima, and of the saddle points
changes drastically when going from the MP4 to the CCSD(T) levels68. On the
other hand the standard many-electron SAPT approach based on the Schrödinger
equation gave a good agreement with the MP4 calculations. However, this simple
picture of close agreement between MP4 and standard SAPT is destroyed when the
electrostatic term E

	122

elst is included. In the multipole expansion this term describes

the interaction two MP2 dipole moments of the CO monomers. Since the dipole
moment changes sign when going from the Hartree-Fock to the MP2 levels of
theory246, it is clear that the E	122


elst contribution must be important. Since E	122

elst is

not included in the supermolecule MP4 interaction energy, the MP4 results cannot
reliable. However, also the CCSD(T) method does not fully account for E	122


elst and
cannot be trusted in the case of the CO dimer. To explain this assertion we give
a brief diagrammatic analysis of the MP5 method, of the E	122


elst contribution to
the MP5 interaction energy, and of CCSD(T). We follow the analysis of the MP5
diagrams proposed by Raghavachari et al. 247.

The diagrammatic representation of E	122

elst reported in Figure 1-2 shows that this

term is included in the supermolecule MP5 interaction energy70. The diagrams
reported in Figure 1-2 correspond to the E5

SS, E5
ST +E5

TQ	I
, and E5
QQ	II
 diagrams,

respectively, of the MP5 theory247,69,70. Note that the diagrams (b) and (c) in
Figure 1-2 separately do not correspond to the E5

ST and E5
TQ	I
 terms defined in

Ref. (247), but their sum corresponds to the sum E5
ST +E5

TQ	I
. One may note
that unlike those in Figure 1-2 the diagrams E5

ST and E5
TQ	I
 of Ref. (247) have

“long denominators”, cf. Figure 1-3. However, as shown in Ref. (70) these “long
denominators” cancel out, and the final representation of the sum E5

ST +E5
TQ	I
 is

given by diagrams with denominators that are excitation energies of the separate
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Figure 1-2. Schematic diagrammatic representation of the E	122

elst correction (Brandow skeletons). The

horizontal lines represent the denominators, while the vertical bar separates the monomers A and B.
The two-electron integral corresponding to the dotted interaction line is a Coulomb integral. The dashed
interaction lines represent antisymmetric two-electron integrals of the monomers. Diagram (a) is the
intermolecular perturbation theory form of the MP5 contribution E5

SS, diagram (d) of E5
QQ	II
, while (b)

and (c) are combinations of E5
ST and E5

TQ	I


Figure 1-3. Schematic representation of the E5
ST and E5

TQ	I
 MP5 diagrams, and illustration of the
factorization of the “long denominators”
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monomers, as those shown in Figure 1-2. This cancellation of the “long denom-
inators” is diagrammatically illustrated in Figure 1-3. It is worth noting that the
individual terms E5

ST and E5
TQ	I
 of the MP5 theory of Raghavachari et al. 247 will

not approach, at large distances, the corresponding diagrams of the E	122

elst correction.

Only their sum shows a correct long-range behavior.
The supermolecule CCSD(T) method65 does not include all diagrams which,

at large distances, approach the term E
	122

elst . Table I of Ref. (247) shows that the

E5
QQ	II
 diagrams are completely neglected in CCSD(T) calculations, while the
E5

TQ	I
 terms are included with a coefficient of 1/2, rather than unity. Hence, in the
CCSD(T) theory only half of the sum E5

ST +E5
TQ	I
 approaches, at large distances,

the corresponding contributions to E	122

elst . The remaining 1

2E
5
ST term does not appear

by itself in the physically most important MP5 contribution to the interaction energy,
namely the E	122


elst term. In the case of the CO dimer, the omitted E5
QQ	II
 and

1
2

(
E5

ST +E5
TQ	I


)
terms of E	122


elst represent a substantial contribution (about 10%) to
the interaction energy of the CO dimer, and seriously reduce the accuracy of the
CCSD(T) results68.

It should be stressed that the analysis presented above is general, and applies to
any system. However, for the majority of Van der Waals complexes the electrostatic
term E

	122

elst will not be as important as it is for the CO dimer. On the other hand,

this analysis shows that any supermolecule method should be applied with great
care, and an understanding of the supermolecule results in terms of contributions
as defined by the symmetry-adapted perturbation theory is necessary.

8.4. Selfconsistent Reaction Field Theory

The solvent effects are often described within a semiempirical selfconsistent reaction
field theory (SCRF)248. In this theory the free energy of solvation is obtained from a
set of selfconsistent equations describing the interaction of the solute (denoted by S)
with the solvent modeled by a polarizable continuum characterized by a dielectric
constant �. In the SCRF formalism, as developed by Rivail and collaborators249− 250

the solute-solvent system is modeled by a polarizable continuum (characterized
by a dielectric constant �) in which the solvent molecule is immersed within an
ellipsoidal cavity251,252. The Hamiltonian describing the solute in the cavity is
given by,

H =H0 +V SCRF� (1-173)

where H0 is the Hamiltonian of the solute in the vacuum, and the operator V SCRF

describes the interaction between the permanent multipole moments of the solute,
and the moments of the reaction field created by the cavity,

V SCRF =
�∑
l=0

l∑
m=−l

Rml M
m
l � (1-174)
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Here Mm
l denotes the operator of the mth spherical component of the multipole

moment of order l, and the reaction field moments are given by,

Rml =
�∑
l′=0

l′∑
m=−l′

fmm
′

ll′ ��S�Mm
l ��S�� (1-175)

The numerical factors fmm
′

ll′ are the so-called reaction field factors, and depend on
the dielectric constant � of the solvent, and on the geometrical parameters of the
ellipsoidal cavity. The wave function �S appearing in Eq. (1-175) is solution of the
Schrödinger equation with the Hamiltonian given by Eq. (1-173). Thus, in the SCRF
theory one solves a nonlinear Schrödinger equation that describes the interactions
of the solute molecule with a polarizable continuum representing the solvent. The
free energy of solvation is given by the expectation value,

)G= ��S�H0 + 1
2V

SCRF��S�
��S��S�

−E0� (1-176)

where E0 is the exact energy of the solute in the vacuum. One may note that the
factor of half appearing in the expression for )G is a direct consequence of the
fact that the solvent is assumed to be a linear dielectric.

In practice, the Schrödinger equation with the Hamiltonian of Eq. (1-173) is first
solved within the self-consistent field approximation252, leading to the so-called
SCRF free energy of solvation, )GSCRF. If the correlation corrections are included,
e.g. via the MP2 approach255,256, we get the MP2-SCRF free energy of solvation
)GMP2−SCRF.

It should be stressed that the relation between the SCRF and SAPT approaches
is not obvious, as the former describes the solvation energetics in terms of the
free energy of solvation at a finite temperature T , while in the latter one considers
the interaction energy between the molecule of the solute and all molecules of the
solvent at T = 0 K. One should also note that in the SCRF theory the solvent is
modeled by a polarizable continuum, so the SCRF Hamiltonian is semiempirical.
Still, by assuming a discrete equivalent of the SCRF Hamiltonian one can get
approximate relations between SAPT and SCRF at T = 0 K. A SAPT analysis of the
free energy of solvation )G within the SCRF method was reported in Ref. (234).
It was shown that the free energy of solvation )G is given by,

)G=
N∑

i=1

(
1
2
E
	1

elst	SBi
+E	2
ind	Bi ← S
+· · ·

)
� (1-177)

where E	2
ind	Bi ← S
 is the part of the induction energy that describes the polarization
of the solvent (S), i.e. the interaction between the permanent moments of the
N solute molecules (�Bi�

N
i=1) with the moments induced on the solvent by the

electrostatic field of the solute. Equation (1-177) shows that the SCRF theory
correctly accounts for the electrostatic and major induction effects, but neglects the
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Table 1-7. Comparison of the components and global solvation energies
(in kcal mol−1) for the four forms of the palladium complex PdH3Cl	NH3
2
in dichloromethane calculated by the discrete and continuum methods

1-mer 2-trans 1-fac 2-cis

)GSCRF −16�8 −33�2 −11�1 −22�8
)GMP2−SCRF −15�6 −28�3 −10�3 −19�0
)GSAPT −22�2 −30�8 −11�0 −22�7
EHF

int −13�1 −21�6 −7�7 −17�0
EMP2

int −20�3 −26�5 −13�6 −21�0

Figure 1-4. Relative stabilization energies for the four forms of the PdH3Cl(NH3)2 complex in the
CH2Cl2 solvent calculated by the discrete supermolecule and continuum SCRF methods at the MP2
level. The zero of energy corresponds to the 2-trans form in the vacuum
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induction energy corresponding to the interaction of the permanent moments of the
solvent with the moments induced on the solute by the electrostatic field of the
solvent, E	2
ind	S ← Bi
. For strongly polar solvents this term may be very important.
When comparing the SAPT and SCRF results care should be taken of the fact
that in the SAPT approach Eq. (1-177) is evaluated at T = 0 K, while the SCRF
calculations are done at a finite T . To get one-to-one correspondence between the
two sets of calculations, the SAPT results should be Boltzmann averaged over all
configurations of the solvent molecules184,257. It is worth noting that Eq. (1-177) can
efficiently be evaluated within the multipole approximation161 for a large number
of the solvent molecules, and for a sufficient number of configurations to perform
the Boltzmann average. This approach would present an ab initio alternative to the
semiempirical SCRF-type calculations.

Ref. (234) reported a theoretical study of the solvent effects on various isomers of
the palladium hydride complex PdH3Cl(NH3)2 in dichloromethane. The influence
of the solvent was investigated by discrete MP2 and SAPT, and continuum SCRF
calculations. The theoretical relation between SCRF and SAPT, Eq. (1-177), was
fully confirmed by the numerical results from the discrete SAPT and continuum
SCRF calculations, cf. Table 1-7 and Figure 1-4. Interestingly, both the discrete
MP2 and continuum SCRF models predicted the same relative stabilities for the
isomers of PdH3Cl(NH3)2 in dichloromethane. Small energetic differences between
the results of the discrete and continuum calculations could be explained by the
entropy effects, neglected in the discrete model.

9. APPROXIMATE MODELS FOR PAIR
INTERACTION POTENTIALS

Accurate ab initio calculations of the interaction energy are very time consuming,
and therefore restricted to relatively small systems. For the interaction of large
molecules approximate models are usually used. These models are usually derived
from sound theoretical approaches discussed in the preceding sections, but contain
some simplifying assumptions to make the problem tractable with the present day
computers. Model potentials are obtained by introducing some approximations
into the equations of the perturbation theory or by introducing some empirical
parameters. In the remaining of this section we will briefly discuss such approximate
models with a special emphasis on their connection with the perturbation theory of
intermolecular forces.

9.1. Morokuma Partitioning of the Hartree-Fock Interaction Energy

In 1971 Morokuma258 proposed a simple partitioning of the Hartree-Fock interaction
energy into some physically interpretable contributions, hopefully related to the
components of the interaction energy as defined by SAPT. In this method one
removes from the Fock matrix and from the energy expression the integrals (in
the atomic basis) which are assumed to be unrelated to the considered type of
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interaction. Then, by calculating the energy with such a partial Fock matrix, one
gets the contribution coming from this type of interaction. The original scheme of
Morokuma258 consists of four steps. In the first step the expectation value of the total
Hamiltonian of the dimer AB is computed using the determinantal wave function of
the dimer constructed from the (nonorthogonal) orbitals of the monomers A and B,
and neglecting all integrals in the atomic basis that contain overlap between basis
functions of A and B, i.e. that contain products of the type �ABpq 	r
 = �Ap 	r
�

B
q 	r
,

where ��Xp �
nX
p=1 is the atomic basis of the monomer X, X=A or B. It can be shown

that such a procedure gives the following approximation to the energy of the dimer,
denoted by EHF

AB	1
:

EHF
AB	1
= EHF

A +EHF
B +E	10


elst � (1-178)

where EHF
X is the Hartree-Fock energy of the monomer X, X=A or B, calculated

in the monomer basis. In the second step the integrals involving intermolecular
overlap are kept in the calculations of the expectation value of the Hamiltonian.
The corresponding energy of the dimer, EHF

AB	2
, can be decomposed as follows:

EAB	2
= EHF
A +EHF

B +E	10

elst +E	10


exch +)	0
L +)	0
M � (1-179)

where the so-called zeroth-order exchange terms )	0
L and )	0
M are the Landshoff and
Murrell delta terms115. In fact EHF

AB	2
−EHF
A −EHF

B is nothing else than the Heitler-
London energy of Eq. (1-70) calculated with the determinantal wave functions of
the monomers A and B. Eq. (1-179) follows directly from the work of Jeziorski and
collaborators115. Note that the Murrell term decays as the fourth power of the typical
overlap integral S, while the Landshoff term behaves as S2 in the monomer basis set,
and vanishes identically if the full basis of the dimer is used to compute the orbitals
of the isolated monomers A and B115. In the third step of the Morokuma scheme258

one repeats the calculation of step 1, except that the Hartree-Fock equations are
iterated up to selfconsistency. The third step is fully equivalent to the Hartree-
Hartree-Fock method proposed by Sadlej259. The orbitals of one monomer are
distorted by the electrostatic field of the other in a selfconsistent manner, i.e. the
orbital-dependent field  X , X=A or B, cf. Eq. (1-82), is also polarized. It follows
from Ref. (259) that the energy of the dimer in the third step, EHF

AB	3
, can related
to some SAPT contributions as follows:

EAB	3
= EHF
A +EHF

B +E	10

elst +E	10


exch +)	0
L +)	0
M
+E	20


ind�resp +E	30

ind�resp +· · · � (1-180)

where E
	30

ind�resp represents the third-order induction energy computed from the

expression (1-97) with linear and quadratic response functions from the random
phase approximation, and the dots denote the fourth and higher-order induction
contributions.
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Equation (1-180) can be obtained from a variational calculation of the energy of
the dimer with a wave function that is product of determinantal wave functions of
the monomers constructed from the optimal (selfconsistent) orbitals. Unfortunately,
the optimization of the orbitals of one monomer in the electrostatic field of the other
does not prevent the unphysical transfer of electrons from one system to the other,
since the antisymmetry of the wave function of the dimer is not preserved, and
consequently, the Pauli principle is not satisfied. This may lead to some unphysical
results in the short range260. It should also be stressed that the interaction part of
Eq. (1-180) cannot be obtained, as proposed in Ref. (261), by taking the expectation
value of the interaction operator V with the product of determinantal wave functions
of the monomers constructed from the optimal (selfconsistent) orbitals. This would
result in an overcounting of the induction terms, already in the second order.

The last step of the Morokuma scheme258 is the calculation of the Hartree-Fock
energy of the dimer with the selfconsistent orbitals of the dimer. Thus, in this step
one gets the exact Hartree-Fock energy of the dimer AB. In view of Eq. (1-170)
the energy of the dimer in the fourth step, EHF

AB	4
, can be decomposed as follows,

EAB	4
= EHF
A +EHF

B +E	10

elst +E	10


exch +)	0
L +)	0
M
+E	20


ind�resp +E	30

ind�resp +E	20


exch−ind +E	20

exch−def +· · · �

(1-181)

In the original paper of Morokuma258 the sum of the exchange-induction and
exchange-deformation contributions was ascribed to the charge transfer.

The partitioning scheme of Morokuma258 was often criticized, because the charge
transfer term, defined as the difference between the interaction energies computed
in the fourth and third steps, was in some cases unusually large. This is solely due
to the basis set superposition error235. In the original paper of Morokuma258 and in
the subsequent applications the energies of the monomers were computed in their
respective bases, and not in the full basis of the dimer, so the basis set superposition
error strongly affected the results. Sokalski and collaborators262,263 suggested to
perform the calculations for the monomers in the full basis of the dimer. Obviously,
this idea was a cure for the Morokuma partitioning, but the calculations became
more expensive than the ordinary Hartree-Fock calculations.

It follows from the description given above that the Morokuma partitioning is
basis-set dependent. In particular, it depends on which atomic orbitals are considered
as belonging to the molecule A and which to molecule B. Such an assignment is in
general arbitrary, e.g. a basis function centered off the nuclei may cause troubles
because it is difficult to decide a priori which molecule it belongs to. However,
Eqs. (1-178) and (1-181) show that there is a clear relation between this partitioning
and the SAPT approach at the Hartree-Fock level. This means that the contributions
to the Hartree-Fock interaction energy as defined by Morokuma258 can be rewritten
in a basis-set independent way, and thus have a well defined meaning in the limit
of a complete basis.

In 1976 Kitaura and Morokuma264 suggested some improvements of the original
partitioning258. Unfortunately, the improvements introduced in Ref. (264) made
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this partitioning much more complicated, and the relation with the SAPT approach
was lost. Unlike in the original Morokuma scheme258, the physical contribu-
tions introduced in the 1976 paper cannot be rewritten in a basis set independent
way. The charge-transfer term was redefined, and does not have a well defined
meaning. Finally, a new mixing interaction contribution, sometimes large, had to
be added. The definitions of the contributions to the interaction energy as defined
in Ref. (264) are again basis set dependent. As a consequence some contributions to
the interaction energy do not have well defined limits when the basis set becomes
complete. For example, the basis set saturated values of the so-called polarization
component require two complete basis sets centered on A and B. In such a case,
however, the charge transfer term becomes (partly) redundant and the interaction
energy cannot be viewed as containing independent polarization and charge transfer
components265,266.

9.2. Variation-Perturbation Approach

The essential problem with the partitioning of the Hartree-Fock interaction energy
is related to the fact that the so-called Hartree-Fock deformation or delocalization
energy,

EHF
def ≡ EHF

int −E	10

HL � (1-182)

where E	10

HL is the interaction part of the Heitler-London energy computed with

single determinantal wave functions of the monomers, cannot easily be interpreted in
terms of SAPT contributions. Early work of Jeziorski and Van Hemert267 suggested
that the deformation energy is mostly dominated by the second-order induction
energy, but subsequent works259,268 did not support this conclusion. It is now clear
how to understand the physical meaning of the Hartree-Fock deformation energy,
cf. Section 8.1, but a computationally simple scheme does not come out naturally
from this work105,106.

Sokalski and collaborators269,270 proposed a variation-perturbation approach for
the calculation of the Hartree-Fock interaction energy in terms of some physi-
cally meaningful contributions that can be applied to the interactions of large
systems271,272. The Hartree-Fock interaction energy is decomposed into the Heitler-
London and deformation contributions. The Heitler-London energy is computed
in the dimer-centered basis set from the variational expression (1-70), which can
easily be evaluated using orthogonalized orbitals of the isolated monomers. The
electrostatic term, E	10


elst , is also at hand, so the zeroth iteration of the SCF procedure
for the dimer gives E	10


HL , E	10

elst , and a Heitler-London exchange term EHL

exch, which
is a very good approximation to E	10


exch,

EHL
exch = E

	10

exch +)	0
M � (1-183)

since the Murrell’s delta term decays with R as S4. Note that the Landshoff delta
term, present in Eq. (1-179), vanishes identically in the dimer-centered basis set115.
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The electrostatic term can further be decomposed into the multipole and penetr-
ation components,

E
	10

elst = E

	10

elst−mult +E	10


elst−pen� (1-184)

The multipole part can efficiently be estimated from the distributed multipole
analysis191. In this way the electrostatic penetration contribution is obtained. One
may note that the accuracy of the electrostatic term can be increased by keeping
the penetration part from Eq. (1-184), and replacing the Hartree-Fock distributed
multipole moments by some correlated, e.g. MP2 moments. Finally, the intra-
monomer correlation term and the dispersion energy can be evaluated from the
expression,

EMP2
intra +E	20


disp = EMP2
int −E	12


elst−mult� (1-185)

where E	12

elst−mult is the multipole part of the electrostatic energy calculated with the

MP2 multipole moments.
Although this scheme does not give a full information about the physical compo-

nents of the interaction energy, it efficiently splits them into terms decaying
exponentially with R, i.e. the Heitler-London exchange and electrostatic penetration,
and into terms decaying as some power of 1/R, i.e. the electrostatic multipole
term, Hartree-Fock deformation (dominated in the long range by the induction
energy), and the sum of the intra and intermonomer MP2 correlation terms which
are essentially dominated by the dispersion contribution.

We wish to end this section by saying that the variation-perturbation approach
as discussed above, introduces a natural hierarchy of gradually more and more
sophisticated models starting from the crude evaluation of the electrostatic energy
in the distributed multipole approximation, and ending with the inclusion of
the intramolecular and dispersion contributions at the MP2 or even more corre-
lated level.

9.3. Tang-Toennies Model

Even more simplistic models of intermolecular potentials were proposed by Tang
and Toennies210,211,212, and by Meath and collaborators273. In these models, referred
to as TT	6�10
 210 and XC273 models, respectively, the interaction potential between
two rigid molecules is given by,

V	R� A� B
= �rep	R� A� B


−∑
���

C���	 A� B


Rn
fn 	R��	 A� B

 �

(1-186)
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where n = lA + l′A + lB + l′B + 2, �rep denotes the repulsion energy, and fn is the
damping function, and is given by Eq. (1-164). In the TT model the repulsive term
was taken in the Born-Mayer form274,

�rep	R� A� B
= A	 A� B
 exp 	−�	 A� B
R
 � (1-187)

while in the XC model it was assumed that the repulsion contribution can be derived
from the electrostatic by using the following semi-empirical expression,

�rep	R� A� B
= �a	 A� B
+b	 A� B
R�E	10

elst � (1-188)

where the electrostatic term was represented by the following analytic form,

E
	10

elst = −A	 A� B
 exp

(
a0	 A� B
R+a1	 A� B
R

−1 +a2	 A� B
R
−2
)
�

(1-189)

The angular dependence of all the parameters and of the long-range coefficients Cn
is expressed through the angular functions Ã�%�:

X	 A� B
=∑
�%�

X�%�Ã�%�	 A� B
� (1-190)

C���	 A� B
=∑
�%�

C
�%�

��� Ã�%�	 A� B
� (1-191)

where X in Eq. (1-190) stands for any of the parameters A, �, a, b, a0, a1,
a2, etc., while the long-range coefficients C�%���� are given by Eq. (1-129) for the
induction term, and by Eq. (1-133) for the dispersion. Very often the long-range
constants in such models are sums of the induction and dispersion long-range
coefficients.

The long-range coefficients appearing in Eq. (1-186) can be obtained from
ab initio calculations or from some semiempirical models. As far as ab initio
calculations are concerned, the many-body perturbation theory approach developed
by Wormer and collaborators177 was successfully applied to various Van der
Waals complexes providing state-of-the-art values of the long-range dispersion
coefficients177,179−18. These coefficients, in turn, can be used to define the exact
asymptotics of the dispersion energy, or may serve as an ab initio input to
empirical potentials fitted to reproduce the high-resolution spectroscopic data,
see, e.g. Refs. (177,275) Very accurate values of the isotropic C�0�6 dispersion
coefficients can be obtained from pseudo-spectral expansions in terms of (experi-
mental) dipole oscillator strengths276. These data, available now for many systems
(see Refs. (276–294)) are considered to constitute benchmark values for ab initio
calculations.
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In the early works by Tang and Toennies on interatomic interactions210,211 the
repulsive term �rep was fitted to the Hartree-Fock interaction energy. In the model
extended to the atom-molecule case212 the repulsion energy was fitted to the Heitler-
London energy computed with the Hartree-Fock determinants for the isolated
monomers. Nowadays the models of Eqs. (1-186) and (1-189) are mostly used in
the fits of empirical potentials to some experimental data, see, e.g. Ref. (295), or to
fit the ab initio points to the functional form of Eqs. (1-186) and (1-187), see, e.g.
Ref. (296). One may note that the TT	6�10
 model is a generalization of the simple
exp-6 potential introduced by Born and Mayer274.

9.4. Atom-Atom and Site-Site Potentials

For the interaction of large molecules the angular expansions of the potential
parameters, Eqs. (1-190) and (1-191), may be slowly convergent, and the calculation
of the potential may become prohibitively time consuming. Therefore, in many
applications the so-called atom-atom potentials are used. The functional form of an
atom-atom potential partly follows from the distributed multipole analysis297,

V	R� A� B
=∑
a∈A

∑
b∈B

[
�abrep	 

a
A� 

b
B


−∑
���

Cab���	 
a
A� 

b
B


Rnab
fn
(
Rab� 

a
A� 

b
B

) ]
� (1-192)

where n = lA + l′A + lB + l′B + 2 and the long-range coefficient appearing in Eq.
(1-192) is given by,

Cab���	 
a
A� 

b
B
=∑

�%�

C
�%�

��� 	ab
Ã�%�	 
a
A� 

b
B
� (1-193)

Similarly as in the Tang-Toennies model210,211,212 the repulsive term is taken in the
Born-Mayer form297,

�abrep	Rab� 
a
A� 

b
B
= Aab	 

a
A� 

b
B
 exp

(−�ab	 aA� bB
Rab) � (1-194)

The parameters Aab and �ab are expanded in terms of the functions Ã%� as follows,

Xab	 
a
A� 

b
B
=∑

�%�

X
�%�
ab Ã�%�	 

a
A� 

b
B
� (1-195)

where Xab stands for Aab or �ab. The parameters A�%�ab and ��%�ab are usually fitted to
some ab initio data. See Ref. (298) for a model application of this approach to the
repulsive interactions in the water dimer.

Note that the angular expansion in Eqs. (1-192) and (1-193) is simplified
compared to the distributed multipole expansion, cf. Eq. (1-155), so unlike in the
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Tang-Toennies model, the functional form of Eq. (1-192) is not exact. Therefore,
the long-range coefficients appearing in Eqs. (1-192) and (1-193) cannot be derived
from any ab initio calculations. However, Eq. (1-192) can possibly be used to fit
ab initio points to such an analytic form.

We wish to end this section by saying that in many cases Eq. (1-192) is even
further simplified by neglecting the angular dependence of the parameters in the
repulsive term and of the long-range coefficients, cf. Eqs. (1-193) and (1-195).
Obviously, such a functional form, although very simple, cannot be derived from
any theory. In fact, one should add “nonadditive” atom-atom terms depending on
three, four, etc. centers, in order to cure the problem.

9.5. Empirical Force Fields

For the interaction of very large systems such as polypeptides, polynucleotides,
or other biomolecular systems ab initio calculations are not feasible even at the
Hartree-Fock level, and one has to resort to some empirical models of interaction
potentials. Usually, these potentials depend on all intra and intermolecular degrees
of freedom and are called force fields. Several analytic forms of the force fields have
been designed. One of the most popular is the Amber (Assisted Model Building
with Energy Refinement) package299, where the force field V is expressed in the
following way300:

V = 1
2

∑
bonds

Kr	r− req

2 + 1

2

∑
angles

K(	(−(eq

2

+ ∑
dihedrals

Vn
2
�1+ cos	n#−�
�

+∑
i<j

[
Aij

r12
ij

− Bij

r6
ij

+ qiqj

�rij

]
� (1-196)

Other potential functions differ in the way the potential is partitioned into various
contributions representing intra and intermolecular interactions. Cornell and collab-
orators300 proposed an approach to determine the force field parameters based as
much as possible on ab initio calculations. In this work each biomolecular system
is divided into small residua, for which geometry optimization can be performed
by an ab initio method. Ab initio calculations give partial atomic charges on atoms
and the equilibrium geometry, i.e. the equilibrium values for the bond lengths, and
planar and dihedral angles.

The first and second terms in Eq. (1-196) describe changes in the potential
energy of the system associated with deformations of bond lengths and planar
angles between two and three connected atoms, respectively. The summation is
performed over all bonds and planar angles in the molecule. All the bonds and
planar angles between adjacent atoms are described by simple harmonic potentials
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with parameters req, Kr , (eq and K( chosen to reproduce the experimental normal
mode frequencies.

The third term of Eq. (1-196) describes the energy change associated with a
rotation around a single bond in a molecule. The summation is performed over
all dihedral angles. The value of Vn gives the height of the barrier to torsional
motions around a given bond. The value of the index n indicates the number of
equivalent minima on the potential energy curve for # varying from 0� to 360�.
The phase � determines the minimum value of the torsional angle. Dihedral angle
parameters are calibrated to reproduce the energies of torsional motions for a set
of small model compounds. Torsional energy profiles are usually derived from ab
initio calculations with the MP2 method.

The last term in the formula (1-196) describes electrostatic and Van der Waals
interactions between atoms. In the Amber force field the Van der Waals interactions
are approximated by the Lennard–Jones potential with appropriate Aij and Bij
force field parameters parametrized for monoatomic systems, i.e. i = j. Mixing
rules are applied to obtain parameters for pairs of different atom types. Cornell et
al. 300 determined the parameters of various Lenard-Jones potentials by extensive
Monte Carlo simulations for a number of simple liquids containing all necessary
atom types in order to reproduce densities and enthalpies of vaporization of these
liquids. Finally, the energy of electrostatic interactions between non–bonded atoms
is calculated using a simple classical Coulomb potential with the partial atomic
charges qi and qj obtained, e.g. by fitting them to reproduce the electrostatic
potential around the molecule.

The first two terms in Eq. (1-196) are often referred to as “hard” degrees of
freedom since relatively high energies are required to cause significant deformations
from the equilibrium geometries. By contrast, the last two terms are considered as
“soft" degrees of freedom and a proper parametrization of these terms represents
the main challenge for designing a good force field. This is due to the fact that most
of the variations in the structure and relative energies of molecules result from a
complex interplay between torsional and non–bonded contributions.

In the functional form of other force fields additional terms, such as the cross
terms are included. These terms couple internal coordinates, e.g. changes of planar
angle are coupled with adjacent bonds stretching. Cross terms are important in
many cases, e.g. for a better reproduction of vibrational spectra of molecules.

Cieplak et al. 301 proposed to include an additional term in the formula of
Eq. (1-196) that models the induction effects through the infinite order,

Vind = −1
2

∑
i

�iF
	0

i ·Fi� (1-197)

where �i is the isotropic polarizability of ith atom, Fi is the electrostatic field on the
atom i due to all other charges and induced dipoles, and F	0
i is the electrostatic field
on the ith atom due to permanent atomic charges only. Calculations of the infinite
order induction terms are relatively time consuming, so in actual calculations the
approach of effective charges is more frequently used. In that approach no induction
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terms are explicitly included in the force field formula, but the charges on atoms
are adjusted so as to partially reproduce the induction effects.

It should be stressed that the functional form of the force field, Eq. (1-196) may
seem to be oversimplified, and one could think of much more elaborated models.
One should keep in mind, however, these force field are mostly used in Monte Carlo
or molecular dynamics simulations of biological systems or condensed phases (cf.
Section 12.7), and the calculation of V for a given geometry should be as fast as
possible.

10. NONADDITIVE INTERACTIONS

In this section we will review the symmetry-adapted perturbation theory of pair-
wise nonadditive interactions in trimers. This theory was formulated in Ref. (302).
We will show that pure three-body polarization and exchange components can be
explicitly separated out and that the three-body polarization contributions through
the third-order of perturbation theory naturally separate into terms describing the
pure induction, mixed induction-dispersion, and pure dispersion interactions.

In the earlier sections of this chapter we reviewed the many-electron formu-
lation of the symmetry-adapted perturbation theory of two-body interactions. As we
saw, all physically important contributions to the potential could be identified and
computed separately. We follow the same program for the three-body forces and
discuss a triple perturbation theory for interactions in trimers. We show how the pure
three-body effects can be separated out and give working equations for the compo-
nents in terms of molecular integrals and linear and quadratic response functions.
These formulas have a clear, partly classical, partly quantum mechanical interpre-
tation. The exchange terms are also classified; for the explicit orbital formulas we
refer to Ref. (302).

10.1. Supermolecular Approach

We consider the interaction of N monomers, X1, X2� � � � �XN . The interaction energy
characterizing the interactions in the cluster is given by,

Eint = EX1X2···XN −
N∑
I=1

EXI � (1-198)

where EX1X2···XN is the total clamped-nuclei energy of the cluster and EXI , I =
1� � � � �N , is the energy of the monomer XI . We follow the common usage and
indicate an m-body contribution to the interaction energy of an n-body cluster
(m≤ n) by Eint	m�n
. The interaction energy of the N -body cluster can be repre-
sented by the following many-body expansion,

Eint = Eint�2�N�+Eint�3�N�+…+Eint�N�N�� (1-199)
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Obviously, such an expansion of the interaction energy can be defined without
ambiguity only when the quantum states of all subsystems can rigorously be specified.
For strongly interacting systems, such as metals or chemically bound molecules,
this condition is not fulfilled and the suitability of the many-body expansion can be
questioned. See Refs. (303–307) for extensive studies of nonadditive effects in
clusters. The K-body contribution to the N -mer energy can be written directly in
terms of the total energies of all subclusters containing up to K monomers308,

Eint�K�N�=
K∑
I=1

	−1
K−I
(
N − I
K− I

)
Stot�I�N�� (1-200)

where Stot�I�N� is the sum of the total energies of all I-monomer subclusters of the
whole N -mer.

Eq. (1-200) can be applied to compute Eint�K�N� within the supermolecular
approach5. However, the number of calculations that need to be performed increases
rapidly with N . Moreover, there is a substantial loss of significant figures resulting
from the performed subtractions, and care should taken when performing super-
molecule calculations.

10.2. Perturbation Theory of Three-Body Interactions

We consider the closed-shell systems A, B, and C. The total Hamiltonian of the
trimer ABC can be written as,

H =H0 +VAB +VBC +VCA� (1-201)

where H0 = HA+HB +HC is the sum of Hamiltonians of the isolated monomers,
the operator VXY collects all Coulombic interactions between electrons and nuclei
of monomers X and Y. The parametrized interaction energy of the trimer is defined
by the asymmetric energy expression

Eint	�����
= ��0 � �VAB +�VBC +�VCA ��	�����
�� (1-202)

where�0 =�A
0�

B
0�

C
0 is the ground state eigenvalue of the unperturbed Hamiltonian

H0, and �X
0 denotes the ground state wave function of the monomer X, and the

parameters � , �, and � have the physical value of unity. The function �	�����
 is
the exact solution of the Schrödinger equation of the trimer with the Hamiltonian
(1-201).

The interaction energy and wave function are expanded in the usual manner as a
power series in the three perturbation parameters � , �, and �,

Eint	�����
=∑
i�j�k

�i�j�kE
	ijk

pol � �	�����
=∑

i�j�k

�i�j�k�
	ijk

pol �

(1-203)
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Hence E	ijk
pol and �	ijk

pol denote the polarization energy and wave function of ith-order

in VAB, jth-order in VBC , and kth-order in VCA. The energy and wave function
perturbation corrections are solutions of triple Rayleigh-Schrödinger (RS) pertur-
bation equations88,309; see Ref. (302) for the explicit form of these equations.

As discussed above, the polarization expansion neglects the exchange effects.
We saw in the earlier sections that the simple symmetrized Rayleigh-Schrödinger
(SRS) perturbation theory87,89 shows satisfactory convergence properties (see Ref.
(310) for a computational study of the convergence properties for the quartet state
of H3) and can be applied in practice to many-electron systems. The expressions
for the energy corrections E	ij k
 are obtained by expanding the function,

�int	�����
= ��0 � 	�VAB +�VBC +�VCA
��	�����
�
��0 � ��	�����
� � (1-204)

where � is the full antisymmetrizer of the trimer, as a triple perturbation expansion,

�int	�����
=∑
i�j�k

�i�j�kE	ijk
� (1-205)

and E	000
 = 0. Note that we consider the interaction of three closed-shell monomers,
so the projection operator �� is simply the antisymmetrizer, and the symmetry
index � can be suppressed. Explicit expressions for E	ijk
 in the SRS theory are
reported in Ref. (302). The exchange contribution to the interaction energy in each
order can now be defined by

E
	ijk

exch ≡ E	ijk
−E	ijk
pol � (1-206)

The expressions for E	ijk
pol and E	ijk
exch contain both pair-wise additive and three-body
contributions to the interaction energy, and pure three-body terms have to be separated
out. Thus, the polarization and exchange contributions to the interaction energy
can be decomposed into E	ijk
pol 	2�3
 and E	ijk
exch 	2�3
, and E	ijk
pol 	3�3
 and E	ijk
exch 	3�3
,
respectively. By definition, all termsE	ijk
pol andE	ijk
exch with ij+ ik+ jk �= 0, i.e., with at
least two non-zero perturbation orders, are pure three-body contributions,

E
	ijk

pol =E	ijk
pol 	3�3
� E

	ijk

exch =E	ijk
exch 	3�3
� ij+ ik+jk �= 0� (1-207)

while all contributions E	i00

pol , E	0j0
pol , and E	00k


pol are purely additive, i.e.

E
	i00

pol = E

	i00

pol 	2�3
� E	0j0
pol = E

	0j0

pol 	2�3
� E	00k


pol = E
	00k

pol 	2�3
�

(1-208)
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By contrast, the exchange contributions E	i00

exch , E	0j0
exch , and E	00k


exch are not necessarily
additive, since in general the antisymmetrizer will interchange the coordinates of
electrons belonging to all three monomers. The two-body contribution to E	i00


exch can
formally be identified by moving in the expression for E	i00


exch the third monomer to
infinity, i.e.

E
	i00

exch 	2�3
= lim

RBC→�
lim

RCA→�
E
	i00

exch �RAB=const�� (1-209)

Since the polarization wave functions �	i00

pol defining E	i00


exch are purely additive, i.e.
�
	i00

pol =�

	i00

pol 	2�3
, the two-body term as defined by Eq. (1-209) is equal to E	i00


exch

as defined by the SRS theory of two-body interactions89. Thus, to extract pure
three-body contribution to E	i00


exch one has to subtract the E	i00

exch term of the two-body

SRS theory89.

10.3. Physical Interpretation of the Polarization Effects

The electrostatic energy E	1
elst is additive, so the first nonadditive polarization contri-
bution is given by the second-order induction term,

E
	2

pol = E

	110

ind +E	101


ind +E	011

ind � (1-210)

where, e.g., E	110

ind is explicitly given by expression in terms of the linear response

function of Eq. (1-83),

E
	110

ind = 	 A


n
m	 C


n′
m′!

mm′
nn′ 	0
� (1-211)

As before, m and n label arbitrary orbitals on B. Similar expressions for E	101

ind ,

etc., can be easily found by a proper permutation of A, B, and C. The operator  X,
X=A, B, or C, is explicitly defined by

�Y
X =

NY∑
i=1

 X	ri
� (1-212)

where

 X	ri
= vX	ri
+
∫
�X	rj
r

−1
ij drj� (1-213)

NY is the number of electrons of the monomer Y, vX	ri
 describes the interaction
of the ith electron of the monomer Y with the nuclei of the monomer X, and �X	rj

is the electron density of the monomer X.

Equation (1-211) clearly shows that E	110

ind represents the three-body induction

term corresponding to the interaction of the electrostatic field of the molecule C
with the molecule B polarized by the electrostatic field of A. In the multipole
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approximation this contribution can be interpreted as the result of the interaction of
permanent moments of monomer C with moments induced on monomer B by the
electrostatic field of the monomer A.

Note that Eq. (1-210) represents the only second-order non-additive polarization
term. The remaining non-additive polarization terms are all of third-order at least,
i.e., in Eq. (1-203): i+ j+k≥ 3. The three-body induction energy, E	3
ind , is defined
as that part of E	3
pol that can be obtained by complete neglect of the intermonomer

correlation effects. The difference E	3
pol −E	3
ind represents all intermonomer corre-
lation effects, and separates into contributions due to pure third-order dispersion
interactions and to the coupling of the second-order dispersion interaction with the
induction interaction:

E
	3

pol = E

	3

disp +E	3
ind−disp +E	3
ind � (1-214)

The dispersion nonadditivity E	3
disp arises from the coupling of intermonomer pair
correlations in subsystems XY and YZ via the intermolecular interaction operator
VZX . This contribution can be expressed as a generalized Casimir-Polder formula,

E
	3

disp = − 1

2$
vkmln v

m′x
n′p v

x′k′
p′l′

×
∫ +�

−�
!ll′
kk′	−i 
!nn′

mm′	i 
!
pp′
xx′ 	i 
d � (1-215)

The orbitals p and x are on C and, as before, k and l are on A and m�n on B. For the
interaction of three spherically symmetric atoms the third-order dispersion nonad-
ditivity contains the famous Axilrod-Teller-Muto triple-dipole interaction311,312.

The induction-dispersion contribution, in turn, can be interpreted as the energy
of the (second-order) dispersion interaction of the monomer X with the monomer
Y deformed by the electrostatic field of the monomer Z (note that we have six
such contributions). In particular, when X=A, Y=B, and Z=C the corresponding
induction-dispersion contribution in terms of response functions is given by,

E
	210

ind−disp = − 1

4$
	 C


m
n v

k1m1
l1n1

v
k2m2
l2n2

×
∫ +�

−�
!
l1l2
k1k2
	i 
!n1n2n

m1m2m
	−i �0
d � (1-216)

Similar expressions for E	120

ind−disp, etc., can be easily found by a proper permutation

of symbols pertaining to monomers A, B, and C.
The mechanism of the third-order three-body induction interactions is somewhat

more complicated. It can be shown that one can distinguish three principal
categories. The first mechanism is simply the interaction of permanent moments on
the monomer C with the moments induced on B by the nonlinear (second-order)
effect of the electrostatic potential of the monomer A plus contributions obtained
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by interchanging the roles of the monomers A and C. In terms of quadratic response
function it takes the form,

E
	210

ind 	B← A�C
= 1

2
	 A


m
n 	 A


m′
n′ 	 C


m′′
n′′ !

nn′n′′
mm′m′′	0�0
� (1-217)

Note that we have six contributions of this type corresponding to six possible
permutations of the indices A, B, and C.

The second mechanism is the interaction between the multipole moments induced
on A and C by the electrostatic potential of the monomer B. The induction
energy component corresponding to this particular interaction will be denoted by
E
	111

ind 	A← B�C ← B
, and can be written as,

E
	111

ind 	A← B�C ← B
= 	 B


k
l 	 B


x
pv
x′k′
p′l′!

ll′
kk′	0
!

pp′
xx′ 	0
� (1-218)

Since by definition E	111

ind 	A← B�C← B
= E

	111

ind 	C← B�A← B
, we have three

contributions of this kind.
The third mechanism corresponds to the interaction of multipole moments

induced in monomers B and C by the electrostatic potentials of monomers A and
B, respectively:

E
	210

ind 	A← B�B← C
= 	 B


k
l 	 C


m
n v

k′m′
l′n′ !

ll′
kk′	0
!nn′

mm′	0
� (1-219)

Again we have six contributions of this type corresponding to six possible permu-
tations of the indices A, B, and C.

We wish to end this section by saying that similarly as in the two-body case, non-
additive induction, induction-dispersion, and dispersion terms have well defined
asymptotic behaviors from the multipole expansions of the intermolecular inter-
action operators. For instance, the leading term in the multipole expansion of the
three-body dispersion energy for three atoms in a triangular geometry is given by
the famous Axilrod-Teller-Muto formula311,312,

E
	3

disp	3�3
∼ C9

R3
ABR

3
BCR

3
CA

	3 cos(A cos(B cos(C +1
� (1-220)

where

C9 = 3
$

∫ �

0
�A	i 
�B	i 
�C	i 
d � (1-221)

In Eq. (1-220) RXY denotes the distance between the atoms X and Y, while (A,
(B, and (C are the inner angles in the triangle ABC. General, open-ended formulas
for the multipole-expanded induction, induction-dispersion, and dispersion energies
through the third order are reported in Ref. (302). Specific applications to the Ar2–
HF trimer and comparison of the multipole-expanded and nonexpanded results is
given in Ref. (313).
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10.4. Exchange Effects

In order to arrive at a closed expression for E	ijk
exch the total antisymmetrizer of the
trimer is approximated by

� ≈ 	NA+NB +NC
!
NA!NB!NC !

�A�B�C 	1+�
 � (1-222)

where NX is the number of electrons of the monomer X, �X is the antisymmetrizer
for the monomer X, and the operator � collects all intermolecular two and three cycle
permutations,

� = PAB +PBC +PCA+PABC� (1-223)

with

PXY = −∑
i∈X

∑
j∈Y
Pij and PXYZ =∑

i∈X

∑
j∈Y

∑
k∈Z

(
Pijk+Pjik

)
� (1-224)

The leading first-order exchange nonadditivity is given by the sum,

E
	1

exch = E

	100

exch +E	010


exch +E	001

exch � (1-225)

where the first term is

E
	100

exch = ��0 � VAB	QAB −�QAB�
 ��0� (1-226)

and due to the truncation of the antisymmetrizer

QAB = � −PAB and �QAB� = ��0 �QAB ��0�� (1-227)

The other terms of Eq. (1-225) follow by permutation of A, B and C. Similarly
as in the two-body case the first-order exchange nonadditivity can be expressed
through one- and two-particle density matrices of the isolated monomers314,

E
	1

exch	3�3
=

∫ (
v̄AB	r� r′
�ABCint 	q�q′


+ v̄BC	r� r′
�BCAint 	q�q′


+ v̄CA	r� r′
�CABint 	q�q′

)

dqdq′ (1-228)

where v̄AB	r� r′
 = ṽAB	r� r′
 − E
	100

elst /NANB, and similar definitions hold for

v̄BC	r� r′
 and v̄CA	r� r′
. Finally, the interaction-density matrix, �ABCint , is given by
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�ABCint 	q�q′
=−�A	q�q

∫
�B	q

′�q′′
�C	q
′′�q′
dq′′

−�B	q′�q′

∫
�A	q�q′′
�C	q

′′�q
dq′′

+�A	q�q′

∫
�B	q

′�q′′
�C	q
′′�q
dq′′

+�B	q′�q

∫
�A	q�q′′
�C	q

′′�q′
dq′′

−�A	q�q

∫
�B	q

′q′′�q′q′′′
�C	q
′′′�q′′
dq′′dq′′′

−�B	q′�q′

∫
�A	qq′′�qq′′′
�C	q

′′′�q′′
dq′′dq′′′

+
∫
�A	q�q′′
�B	q

′q′′′�q′q
�C	q
′′�q′′′
dq′′dq′′′

+
∫
�A	q�q′′
�B	q

′q′′�q′q′′′
�C	q
′′′�q
dq′′dq′′′

+
∫
�A	qq′′�qq′′′
�B	q

′�q′′
�C	q
′′′�q′
dq′′dq′′′

+
∫
�A	qq′′�qq′
�B	q

′�q′′′
�C	q
′′′�q′′
dq′′dq′′′

+
∫
�A	qq′′�qq′′′
�B	q

′q1�q′q′′
�C	q
′′′�q1
dq′′dq′′′dq1

+
∫
�A	qq′′�qq′′′
�B	q

′q′′′�q′q1
�C	q1�q′′
dq′′dq′′′dq1� (1-229)

In order to consider higher-order exchange effects, we write the first-order wave
function �	100


pol as,

�
	100

pol =�

	1

ind	A← B
�B

0�
C
0 +−12pt�A

0�
	1

ind	B← A
�C

0

+�	1

disp	A · · ·B
�C

0 � (1-230)

where �	1

ind	X ← Y 
 is the standard induction wave function corresponding to

the polarization of the monomer X by the monomer Y, and �	1

disp	X · · ·Y 
 is the

dispersion wave function for the pair XY1,315.
The second-order exchange nonadditivity splits into exchange-induction,

E
	2

exch−ind, and exchange-dispersion, E	2
exch−disp, three-body contributions:

E
	200

exch−ind =��0 � 	VAB −�VAB�
QAB�

	1

ind	A← B
�B

0�
C
0 �

−��0 � 	VAB −�VAB�
�QAB��	1

ind	A← B
�B

0�
C
0 �

−��0 � 	VAB −�VAB�
�QAB��A
0�

	1

ind	B← A
�C

0 ��
+��0 � 	VAB −�VAB�
QAB�A

0�
	1

ind	B← A
�C

0 �� (1-231)
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E
	110

exch−ind =��0 � 	VAB −�VAB�
P�A

0�
	1

ind	B← C
�C

0 �
−��0 � 	VAB −�VAB�
�P��A

0�
	1

ind	B← C
�C

0 �
+��0 � 	VAB −�VAB�
P�A

0�
B
0�

	1

ind	C ← B
�

−��0 � 	VAB −�VAB�
�P��A
0�

B
0�

	1

ind	C ← B
�

+��0 � 	VBC −�VBC�
P�	1

ind	A← B
�B

0�
C
0 �

−��0 � 	VBC −�VBC�
�P��	1

ind	A← B
�B

0�
C
0 �

−��0 � 	VBC −�VBC�
�P��A
0�

	1

ind	B← A
�C

0 �
+��0 � 	VBC −�VBC�
P�A

0�
	1

ind	B← A
�C

0 �� (1-232)

E
	200

exch−disp =−��0 � 	VAB −�VAB�
�QAB��	1


disp	A · · ·B
�C
0 �

+��0 � 	VAB −�VAB�
QAB�
	1

disp	A · · ·B
�C

0 � (1-233)

E
	110

exch−disp =��0 � 	VAB −�VAB�
P�A

0�
	1

disp	B · · ·C
�

−��0 � 	VAB −�VAB�
�P��A
0�

	1

disp	B · · ·C
�

−��0 � 	VBC −�VBC�
�P��	1

disp	A · · ·B
�C

0 �
+��0 � 	VBC −�VBC�
P�	1


disp	A · · ·B
�C
0 �� (1-234)

11. SYMMETRY-ADAPTED PERTURBATION THEORY
OF THE INTERACTION-INDUCED PROPERTIES

Potential energy surfaces of weakly bound dimers and trimers are the key quantities
needed to compute transition frequencies in the high resolution spectra, (differential
and integral) scattering cross sections or rate coefficients describing collisional
processes between the molecules, or some thermodynamic properties needed to
derive equations of state for condensed phases. However, some other quantities
governed by weak intermolecular forces are needed to describe intensities in the
spectra or, more generally, infrared and Raman spectra of unbound (collisional
complexes) of two molecules, and dielectric and refractive properties of condensed
phases. These are the interaction-induced (or collision-induced) dipole moments
and polarizabilities.

During a collision between two molecules the intermolecular interaction leads to
distortions of their charge distributions, so that a collisional complex possesses a
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dipole moment and polarizability in excess of the sum of these properties of the
isolated molecules. These excess properties, referred to as the interaction-induced
or collision-induced dipole moment and polarizability, are defined as incremental
parts of the properties of the complex AB due to intermolecular interactions. So,
the interaction-induced dipole moment of a pair of molecules A and B is given
by the difference between the dipole moment of the complex AB and the sum of
dipole moments of the noninteracting molecules A and B,

)�i = �ABi −�Ai −�Bi � (1-235)

where �ABi is a Cartesian component of the dipole moment of the dimer AB, and
�Ai and �Bi denote components of the dipole moments of the isolated molecules
A and B, respectively. Similarly, the interaction-induced polarizability )�ij of a
pair of molecules A and B is defined as the excess polarizability of the collisional
pair AB due to intermolecular interactions, i.e.

)�ij = �ABij −�Aij −�Bij� (1-236)

where �ABij is a Cartesian component of the dimer polarizability tensor, and �Aij and
�Bij denote components of the polarizability tensors of the isolated monomers A and
B, respectively. Equations (1-235) and (1-236) can be conveniently rewritten by
using the Hellmann-Feynman theorem,

)�i = −
(
*Eint

*Fi

)
F=0

� (1-237)

)�ij = −
(
*2Eint

*Fi*Fj

)
F=0

� (1-238)

where Eint denotes here the interaction energy for the dimer AB in the presence of a
static, uniformelectric fieldF.Equations (1-237)and (1-238) showthat the interaction-
induced dipole moment and polarizability can be obtained from standard finite
field calculations, if the field-dependent interaction energy can be computed using,
e.g. the symmetry-adapted perturbation theory. Subsequently the interaction-induced
dipole moments and polarizabilities can be obtained from finite difference formulas.

In view of Eqs. (1-237) and (1-238), the components of the interaction-induced
dipole moment and polarizability can written as,

)�i =)�
	1

i�pol +)�	1
i�exch +)�	2
i�ind +)�	2
i�disp +)�	2
i�exch +· · · � (1-239)

)�ij = )�
	1

ij�pol +)�	1
ij�exch +)�	2
ij�ind +)�	2
ij�disp +)�	2
ij�exch +· · · �

(1-240)
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where the superscripts indicate the order in the intermolecular potential. Obviously
an nth order contribution to )�i or )�ij is obtained by differentiating once or twice
the corresponding contribution of the nth order SAPT interaction energy.

Equation (1-239) relates the interaction-induced part of the dipole moment of the
complex AB to the distortion of the electron density associated with the electro-
static, exchange, induction, and dispersion interactions between the monomers. The
polarization contributions to the dipole moment through the second-order of pertur-
bation theory ()�	1
i�pol, )�

	2

i�ind, and )�	2
i�disp) have an appealing, partly classical, partly

quantum, physical interpretation. The first-order multipole-expanded polarization
contribution E	1
pol	F
 is due to the interactions of permanent multipole moments on
A with moments induced on B by the external field F, and vice versa. The terms
linear in F give )�	1
i�pol. The mechanism that yields the second-order induction
dipole )�	2
i�ind is somewhat more complicated, and one can distinguish two principal
categories. The first mechanism is the interaction of a permanent multipole on
monomer A with a multipole on B induced by the nonlinear (second-order) effect
of both a permanent multipole on A and the external field F (plus a contri-
bution obtained by interchanging the roles of the monomers A and B). The second
mechanism is the interaction of a multipole moment on A, induced by a permanent
multipole on B, with a moment on B induced by the external field F, and vice
versa. Again, the energy terms that are linear in F give the corresponding interaction
induced dipoles. Finally, the dispersion term )�

	2

i�disp represents the intermonomer

correlation contribution to the dipole moment of the dimer AB. Various physical
contributions to the interaction-induced polarizability can be classified analogously.
The polarization, induction, and dispersion contributions to the collision-induced
dipole moments and polarizabilities have well defined asymptotics coming from
the multipole expansion. See Ref. (163) for general open-ended expressions valid
for any collisional pairs.

It is worth noting that the contribution from the kth-order contribution to
the collision-induced dipole moment, )�	k
m , can be written in terms of the
complete orthogonal set of angular functions labeled by �%�= �LA�KA�LB�KB�L�,
+ and m,

)�	k
m = 1√
3

∑
�%�

∑
+

d
	k


�%�+	R
A
	+
1
�%�m	 A� B� R̂
� (1-241)

wherem label the spherical rather than Cartesian component of the collision-induced
dipole moment, and the angular function A	+
1�%�m	 A� B� R̂
 is given by,

A
	+
l

�%�m	 A� B� R̂
=
LA∑

MA=−LA

LB∑
MB=−LB

+∑
�=−+

L∑
M=−L

�LAMA�LBMB�+���+���L�M�l�m�

×D	LA



MA�KA
	 A
D

	LB



MB�KB
	 B
C

M
L 	R̂
� (1-242)
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In Ref. (163) the techniques introduced above were illustrated for He–He and He–H2

collisional complexes. In Refs. (316,317) the property functions were applied in
full quantum-statistical calculations of the dielectric second virial coefficient and
of the polarized and depolarized Raman spectrum of the He gas. Some further
applications were reported by Rizzo and collaborators318− 322.

12. FROM INTERMOLECULAR POTENTIALS
AND COLLISION-INDUCED PROPERTIES
TO THE MEASURED PROPERTIES
OF ISOLATED COMPLEXES
AND CONDENSED PHASES

In the previous sections we gave a detailed overview of the theory of intermolecular
forces applied to interaction potentials and collision-induced properties. The starting
point for these investigations is the electronic Schrödinger equation in the Born-
Oppenheimer approximation. The solution of this equation by a supermolecule
method or by symmetry-adapted perturbation theory provides us with the inter-
action potential and interaction-induced dipole and polarizability functions needed
to solve the nuclear motion problem—the second step in the Born-Oppenheimer
approximation—and to compute the quantities measured in high-resolution spectro-
scopic and scattering experiments or characterizing the condensed phases. In this
section we give a brief description of the theoretical methods needed on the route
from the intermolecular potentials and properties to rovibrational spectra, collision-
induced Raman spectra, collision cross sections (thermodynamic and dielectric)
second virial coefficients, and properties of condensed phases.

12.1. Collision-induced Raman Light Scattering in Atomic Gas

In the collision-induced Raman experiments the laser light of wavenumber  0 is
scattered inelastically by the interacting atoms in the gas. The intensities of the
depolarized, D	�
, and polarized, P	�
, scattered light are given by323,324,

D	�
= 2
15
 3 0G	�
� P	�
=  3 0A	�
� (1-243)

where � is the frequency shift,  =  0 − 2$�/c, and c is the speed of light. The
frequency shift � is negative for the Stokes and positive for the anti-Stokes bands.
The spectral functions G	�
 and A	�
 can be written as,

G	�
= 2hc+3
B

	2I+1
2

∑
J�J ′
gJ 	2J +1


×
∫ �

0
e−E/kBTbJJ ′ ��E′� J ′��	R
�E�J ��2dE� (1-244)
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A	�
= 2hc+3
B

	2I+1
2

∑
J

gJ 	2J +1


×
∫ �

0
e−E/kBT ��E′� J ��	R
�E�J ��2dE� (1-245)

where the trace, �	R
, and anisotropy, �	R
, are the invariants of the tensor, and
are defined by the equations:

�= 1
3
	2)�xx+)�zz
 � � = )�zz−)�xx� (1-246)

Furthermore E′ − E = h�, J ′ = J� J ± 2, h is the Planck constant, kB is the
Boltzmann constant, T denotes the temperature, +B = 	h2/2$�kBT


1
2 is the de

Broglie wavelength, � is the reduced mass of the collisional complex, and I and
gJ designate the nuclear spin and nuclear spin statistical weight, respectively. The
constants bJJ ′ are given by

bJJ ′ = 	2J ′ +1

(
J ′ J 2
0 0 0

)2

� (1-247)

and the matrix elements of the trace and anisotropy of the polarizability appearing
in Eqs. (1-244) and (1-245) are defined as,

�E′� J ′�X	R
�E�J � =
∫ �

0
�J

′
E′ 	R
X	R
�

J
E	R
dR� (1-248)

where the scattering wave functions �JE	R
 are solutions of the radial Schrödinger
equation describing the relative motion of the atoms in the potential V	R
, subject
to the energy normalization condition.

12.2. Dielectric Second Virial Coefficients of Atomic Gases

It is well known that for atomic gases at low densities the Clausius-Mossotti function
can be related to the atomic polarizability via the following virial relation:

�−1
�+2

= 4$�0

3
�+B�	T 
�2 · · · � (1-249)

where � is the dielectric constant, �0 is the atomic polarizability, and � denotes the
gas number density. At higher pressures deviations from the linear dependence on �
are observed, and they can be attributed to intermolecular interactions. Buckingham
and Pople325 have shown that the leading correction to Eq. (1-249), quadratic in
the gas density, is given by B�	T 
�

2, where the second dielectric virial coeffi-
cient B�	T 
 is related to the interatomic potential V	R
 and interaction-induced
polarizability trace by,

B�	T
= 2$
3

∫ �

0
�	R
 exp	−V	R
/kBT 
R2dR� (1-250)
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At very low temperatures Eq. (1-250) is no longer valid, and one has to use the
exact quantum-statistical expression. The quantum equivalent of Eq. (1-250) has
been developed in Ref. (317) from the general relation between the second dielectric
virial coefficient and the ordinary (thermodynamic) second virial coefficient of an
atomic gas in a uniform electric field317,

B�	T 
= −4$kBT
3

(
*2B2	T�F 


*F 2

)
F=0

� (1-251)

where B2	T�F 
 denotes the ordinary (pressure) second virial coefficient for the gas
in the electric field F . Using Eq. (1-251) and an expression for B2	T�F 
 in terms
of the field-dependent Slater sum326, one finds the following formula for B�	T 


317,

B�	T 
= 2$+3
B

3

�∑
J=0

	2J +1

[

1+ 	−1
J+2I

2I+1

]

×
[∑

n

e−EnJ /kBT�n� J ��	R
�n� J �

+ 2
$

∫ �

0
e−�

2k2/2�kBT�E�J ��	R
�E�J �dk
]
� (1-252)

where

�n� J ��	R
�n� J � ≡
∫ �

0
�nJ 	R
�	R
�nJ 	R
dR� (1-253)

��nJ � = �nJ	R
 denote the bound-state eigenfunctions of the Schrödinger equation
for the relative motion in the potential V	R
, with eigenvalues EnJ , and �E�J� are
the scattering states with energies E = �

2k2/2� defined above.
Equation (1-251) can also be used to derive the semiclassical expansion of

the second dielectric virial coefficient. Indeed, one may hope that at intermediate
temperatures an expansion of B�	T 
 as a power series in �

2 will give sufficiently
accurate results, making full quantum-statistical calculations unnecessary. Thus,
one can approximate B�	T 
 as,

B�	T 
= B	0
� 	T 
+B	1
� 	T 
+B	2
� 	T 
� (1-254)

where the classical term B
	0

� 	T 
 is given by the r.h.s. of Eq. (1-250), while the

quantum corrections of the order �
2 and �

4 (denoted by B
	1

� 	T 
 and B

	2

� 	T 
,

respectively), can be written as316,

B	1
� 	T 
= − $2
�

2

9�k2
BT

2

∫ �

0
exp	−V	R
/kBT


×
[
�	R


kBT

(
dV

dR

)2

−2
dV

dR

d�

dR

]
R2dR� (1-255)
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B	2
� 	T 
= $2
�

4

180�2k3
BT

3

∫ �

0
exp	−V	R
/kBT


×
[
�	R


kBT
f	R
+g	R


]
R2dR� (1-256)

where the functions f	R
 and g	R
 are given by316,

f	R
=
(
d2V

dR2

)2

+ 2
R2

(
dV

dR

)2

+ 10
9kBT

1
R

(
dV

dR

)3

− 5

36k2
BT

2

(
dV

dR

)4

� (1-257)

g	R
= −2
d2V

dR2

d2�

dR2
− 4
R2

dV

dR

d�

dR
− 10

3kBT
1
R

(
dV

dR

)2
d�

dR

+ 5

9k2
BT

2

(
dV

dR

)3
d�

dR
(1-258)

It is worth noting that Eqs. (1-250) and (1-255)–(1-256) can be used to evaluate the
full quantum correction even at low temperatures by means of the simplest Padé
approximant [1/1]317.

12.3. Refractive (Kerr) Second Virial Coefficients of Atomic Gases

Similarly as the trace, the anisotropy of the polarizability tensor of diatomic colli-
sional systems can also be related to some macroscopic properties, namely to the
refractive properties of atomic gases. The so-called Kerr constant, the anisotropy
of the refractive index in the parallel and perpendicular directions to the external
static electric field is given by,

lim
F→0

2	n� −n⊥

27F 2

= 4$�0

81
�+BK	T 
�2 +CK	T 
�3 +· · · � (1-259)

where F is the external electric field in the z direction, n� and n⊥ denote the
refraction coefficients in the paralell and perpendicular directions to the field F,
�0 is the atomic hyperpolarizability, and BK and CK are the second and third Kerr
virial coefficients. At high temperatures the second Kerr virial coefficient can be
related to the anisotropy of the collision-induced polarizability tensor327,

BK	T 
≈ B
	0

K 	T 
= 2$

81

∫ �

0

	�	R

2

5kBT
e−V	R
/kBTR2dR� (1-260)

A quantum expression and a semi-classical expansion can be derived328, as in the
case of the dielectric virial coefficient. We wish to end this short section by saying
that recently Rizzo and collaborators reported a general virial expansion of various
properties of atomic gases322.
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12.4. Rovibrational Spectra of Weakly Bound Complexes

High-resolution spectroscopic experiments provide a detailed experimental infor-
mation on the shape of the intermolecular potential in the attractive regions. Recent
improvements in supersonic beams and new laser techniques increased dramati-
cally the sensitivity and resolution in the near-infrared region and opened to high-
precision measurements the difficult far-infrared region. The latter development
made it possible to investigate directly intermolecular vibration bands which are very
sensitive probes of the shape of intermolecular potentials. The new spectroscopic
techniques provide a lot of accurate data on interaction potentials for atom-molecule
complexes, as well as on more complicated systems such as the HF, ammonia or
water dimers.

Weakly bound complexes display unusual structural and dynamical properties
resulting from the shape of their intermolecular potential energy surfaces. They
show large amplitude internal motions, and do not conform to the dynamics and
selection rules based on the harmonic oscillator/rigid rotor models329. Consequently,
conventional models used in the analysis of the spectroscopic data fail, and the
knowledge of the full intermolecular potential and dipole (or polarizability) surfaces,
and the exact quantum-mechanical calculations of the energy levels and intensities
are essential to determine the assignments of the observed transitions.

Depending on the strength of the anisotropy in the interaction potential, nuclear
motions in weakly bound Van der Waals complexes are usually described using a set
of coordinates related to a space-fixed or body-fixed frame7. When the anisotropy
of the potential in the region of the Van der Waals minimum is relatively weak one
can expect that the molecule in the complex should behave as a nearly free rotor,
i.e. that the space-fixed description is appropriate. As a consequence, the energy
levels and infrared transitions can be approximately classified by the use of the
case 	a
 coupling of Bratoz and Martin330 (see Ref. (7) for reviews). Moreover,
the intramolecular vibrations can, to a good approximation, be decoupled from
the intermolecular modes due to their high frequency, and vibrationally averaged
rotational constants can be used. For a general AB complex with molecules A and
B characterized by two sets of rotational constants AX , BX , and CX , X=A or B, we
have the following Hamiltonian describing the nuclear motion,

H = TA+TB − �
2

2�R
*2

*R2
R+ l2

2�R2
+V� (1-261)

TX = AXj
2
xX +BXj2

yX +CXj2
zX� (1-262)

where � is the reduced mass of the dimer, jX is the angular momentum of the
molecule X, X=A or B, AX , BX , and CX are the rotational constants of the monomer
X, and l denotes the angular momentum associated with the end-over-end rotation
of the complex.
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The wave function �JM	 A� B�R� R̂
 can be expanded in a basis of products of
radial and angular functions of the form,

� A� B�R� R̂�n� jA� kA� jB� kB� jAB� l� JM� = N#n	R


×
jA∑

mA=−jA

jB∑
mB=−jB

min	J�jAB
∑
kAB=−min	J�jAB


		jA



mAkA
	 A
	

	jB



mBkB
	 B


×�jAmA� jB�mB�jABkAB�

×
l∑

ml=−l
Clml	R̂
�jABkAB� lml�JM�� (1-263)

where N is the normalization constant, #n	R
 denotes the radial function, and R̂
stands for the spherical polar angles of R with respect to a space-fixed frame.
Note that the functions 		jA




mAkA
and 		jB




mBkB
appearing in Eq. (1-263) describe

rotations of the molecules A and B, respectively, within the complex. These rotations
characterized by the quantum numbers jA and jB are first coupled to the total internal
angular momentum jAB. The overall rotation of the complex is described by the
spherical harmonics Clml . The end-over-end angular momentum l is coupled with
the total internal angular momentum jAB to give the total angular momentum J . The
angular basis functions have a well defined parity p = 	−1
jA+jB+l with respect to
the space-fixed inversion, so the full Hamiltonian, Eq. (1-261), is blocked in both
p and J . Within each block various jA, jB, and l are mixed through the potential.
The basis functions of Eq. (1-263) look quite complicated, but they simplify a lot
for specific cases, cf. Table 1-8.

For an atom–diatom system the basis (1-263) reduces to the product of radial
functions and Clebsch-Gordan coupled spherical harmonics,

�Cj	̂r
⊗Cl	R̂
�JM = ∑
ml�mj

� jmj� lml�JM � Cjmj 	̂r
Clml	R̂
� (1-264)

where r̂ are the polar angles of the vector r pointing from one atom to the other in
the diatomic molecule in the space-fixed system of axes. In the limit of vanishing

Table 1-8. Quantum numbers and space-fixed basis functions for different dimers. The entries “a”, “d”,
and “p” in columns 1 and 2 refer to atom, diatomic, and polyatomic molecule, respectively

A B jA kA jB kB jAB Angular basis function

a a 0 0 0 0 0 CJM	R̂

a d 0 0 jB 0 jB �CjB 	̂rB
⊗Cl	R̂
�JM
a p 0 0 jB kB jB �D

	jB



·�kB 	 B
⊗Cl	R̂
�JM
d d jA 0 jB 0 jAB ��CjA 	̂rA
⊗CjB 	̂rB
�jAB ⊗Cl	R̂
�JM
d p jA 0 jB kB jAB ��CjA 	̂rA
⊗D	jB




·kB 	 B
�
jAB ⊗Cl	R̂
�JM

p p jA kA jB kB jAB ��D
	jA




·�kA 	 A
⊗D
	jB




·kB 	 B
�
jAB ⊗Cl	R̂
�JM
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anisotropy the quantum numbers j, which describes the rotation of the diatom
in the dimer, and l, which corresponds to the rotation of the vector R are good
quantum numbers. The total angular momentum J = j + l is always conserved,
due to the isotropy of space, but j and l are broken by the anisotropy in the
potential. A degenerate 	j� l
-level splits into sublevels J = �j− l�� � � � � j+ l under
the influence of the anisotropy. If these splittings are small, like in the Ar–H2

331

and He–C2H2
302 cases, the states can still be labeled to a good approximation by

j and l.
When the leading anisotropic term is large compared to the rotational constant of

the complex, and small compared to the rotational constants of the free molecules,
the energy levels and infrared transitions can approximately be classified using the
case 	b
 coupling of Bratoz and Martin330, i.e. the molecules in the complex should
behave as hindered rotors. Choosing the embedded reference frame such that the
vector R connecting the centers of mass of the molecules A and B defines the new
z axis, the Hamiltonian describing the nuclear motion can be written as332− 334,

H = TA+TB − �
2

2�R
*2

*R2
R+ J2 + 	jA+ jB


2 −2	jA+ jB
 ·J
2�R2

+V�
(1-265)

Here, the operator J is the total angular momentum operator in the space-fixed
frame, and TX , X=A and B, is defined by Eq. (1-262). Note, that the present
coordinate system corresponds to the so-called “two-thirds body-fixed” system of
Refs. (7–334). Therefore, the internal angular momentum operators jA and jB, and
the pseudo angular momentum operator J do not commute, so the second term in
Eq. (1-265) cannot be factorized.

The wave function describing the nuclear motion can now be expanded in a basis
of products of radial and angular functions of the form,

� A� B�R� R̂�n� jA� kA� jB� kB� jAB�K�JM� = #n	R


×
jA∑

mA=−jA

jB∑
mB=−jB

�jAmA� jB�mB�jABK�

×
(
		jA




mAkA
	 A
	

	jB



mBkB
	 B
	

	J


MK 	����0


+p	−1
J		jA



mA�−kA	 A
	
	jB




mB�−kB 	 B
	
	J


M�−K	����0

)
� (1-266)

where 	���
 are the polar angles of the R vector in the space-fixed coordinates.
The angular basis functions have a well defined parity p, and the full Hamiltonian,
Eq. (1-265), is blocked in both p	−1
J and J . Within each block functions with
different K are mixed through the off-diagonal Coriolis interaction, 2	jxA+jxB
Jx+
2	jyA + jyB
Jy. For specific systems the angular part of the basis function (1-266)
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can be simplified using the rules given in Table 1-4 for the angular expansions of
the interaction potentials.

For an atom–diatom system the basis (1-266) reduces to

�C
j
K	,�-
	

	J 


M�K	����0
+p	−1
JCj−K	,�-
	
	J 


M�−K	����0
��

(1-267)

where , and - are the spherical angles of the r vector in the body-fixed coordi-
nates. The only rigorously conserved quantum numbers are, again, the total angular
momentum J and the spectroscopic parity " = p	−1
J . The diatom rotational
quantum number j, and the projection K of J (or j) onto the intermolecular axis,
are only approximately conserved. This conservation is broken by off-diagonal
Coriolis interaction. Since K is the projection of an angular momentum, states
with K = 0�±1, etc., are denoted as �, !, etc. In addition, levels with " = +1
and " = −1 will be designated by superscripts e and f , respectively. For K = 0
only e parity states exist. The case b coupling of Bratoz and Martin330 gives a
very simple classification of the rovibrational energy levels of the complex: each
monomer rotational level j is split into j+ 1 levels corresponding to any J ≥ �K�
with K = 0�±1�±2�…�±j. The inclusion of the Coriolis interaction introduces
further splitting of the states with �K� �= 0 (the so-called l-doubling) into states with
e and f parity labels.

It should be stressed that for a fixed set of quantum numbers jA, kA, jB, kB,
jAB, J , M , and K running from −min	J� jAB
 to +min	J� jAB
 the basis functions
of Eq. (1-266) span the same space as the basis functions of Eq. (1-263) with l
running from �J − jAB� to J + jAB. This means that the Hilbert spaces spaned by
the basis functions (1-263) and (1-266) are isomorphic. Consequently, the final
quantum states (eigenvalues and eigenvectors) will be the same in both bases. The
specific choice of the mathematical form of the Hamitonian, Eq. (1-261) or (1-265),
and consequently, of the basis depends on the anisotropy of the potential energy
surface.

We wish to add that Martin and Bratoz330 also considered a case 	c
 corre-
sponding to almost rigid complex. The treatment of the dynamics in the case 	c

does not differ from the standard treatment of rotations and vibrations in rigid
molecules with the Watson’s Hamiltonian for nuclear motions.

The infrared transitions obey the following selection rules: �)p� = 1, and �)J � = 1
or 0. The wave functions for the initial and final states obtained by solving the
Schrödinger equation with the Hamiltonian of Eq. (1-261) or (1-265) can be used to
compute the infrared absorption intensities for the complex. The infrared absorption
coefficient 
 	J ′′ → J ′
 for the transition J ′′ → J ′ is proportional to,

exp	−EJ ′′/kBT


Z	T

	EJ ′ −EJ ′′
 S	J ′′ → J ′
� (1-268)
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where EJ denotes the energy of the state labeled by J , Z	T
 is the partition function,
the line strength is given by,

S	J ′′ → J ′
=
J ′′∑

M ′′=−J ′′

J ′∑
M ′=−J ′

1∑
m=−1

∣∣��J ′M ′ ��m��J ′′M ′′ �∣∣2 � (1-269)

and �m is the spherical component of the dipole moment of the dimer (for the
far-infrared transitions) or the spherical component of the transition dipole (for the
near-infrared transitions).

12.5. Scattering Cross Sections for Rotational Excitation

Molecular beam scattering experiments provide direct and detailed information
about the repulsive part of the interaction potential between the colliding particles.
With such scattering data available, detailed studies of the short and intermediate-
range parts of the potential energy surfaces can readily be made, provided that
accurate theoretical methods, e.g. quantum close-coupling approach, are used to
describe the scattering phenomena.

The coordinate system used in the close-coupling method is the space-fixed
frame. For simplicity we consider the atom–diatom scattering. The wave function
�JME 	R� r̂� R̂
 for an atom-rigid rotor system corresponding to the total energy E,
total angular momentum J , and its projection M on the space-fixed z axis can be
written as an expansion,

�JME 	R� r̂� R̂
=∑
j�l

#Jjl�E	R
�C
j	̂r
⊗Cl	R̂
�JM� (1-270)

where the angular functions are defined by Eq. (1-264). The radial functions
#Jjl	R
 are solutions of the system of coupled differential equations (close-coupling
equations):

[
− �

2

2�R
*2

*R2
R+ �

2l	l+1

2�R2

+VJjl�jl	R
+b0j	j+1
−E
]
#Jjl�E	R
=

− ∑
	j′l′
�=	jl


V Jjl�j′l′	R
#
J
j′l′�E	R
� (1-271)

where b0 is the rotational constant of the diatom in its ground vibrational state,
and the angular matrix elements of the potential, VJjl�j′l′	R
, can be written in terms
of the Percival-Seaton coefficients335. One may note that for a given state j, the
associated channels 	j� l
 are found from the triangular condition

�J − j� ≤ l≤ J + j� (1-272)

The asymptotic form of the radial functions #Jjl�E	R
 determines the matrix elements
of the scattering matrix, SJjl�j′l′ . These in turn define the state-to-state integral and



Theory of Intermolecular Forces: An Introductory Account 93

differential cross sections by the usual expressions336. For instance, the integral
cross section is given by,

"	j′′ → j′
= $

	2j′′ +1
k2
j′′

�∑
J=0

∑
l′′�l′

�SJj′′l′′�j′l′ −.j′′j′.l′′l′ �2� (1-273)

where

�
2k2
j′′

2�
= E−b0j

′′	j′′ +1
� (1-274)

After a proper Boltzmann averaging of the integral cross section over the kinetic
energy in the center of mass system, ECM , one get the rate constants,

kj′′j′	T
= �v"	j′′ → j′
 � =
(

8kBT
$�

)1/2

×
∫ �

0

ECM
kBT

"	j′′ → j′
e− ECM
kBT d

(
ECM
kBT

)
(1-275)

where v denotes the relative velocity.
It is worth noting that the elements of the scattering matrix also define generalized

cross sections which, after the Boltzmann average, give the pressure broadening
coefficients of the spectral lines of the diatom in the bath of colliding atoms, as well
as the quantum expressions for various transport coefficients of diatomic molecules
in dilute atomic gases, such as the viscosity coefficient, diffusion coefficient, thermal
conductivity, etc. 337,338.

12.6. Thermodynamic Second Virial Coefficients

It is well known that the equation of state for a gas at a temperature T is given by
the virial expansion of the form,

p

kBT
= �+B2	T
�

2 +· · · � (1-276)

where p denotes the pressure and B2	T 
 is the second virial coefficient which
is related directly to the intermolecular potential. Thus, ab initio calculations of
the potentials and, subsequently, of the virial coefficients give theoretical equation
of state for dilute gases. Thermodynamic second virial coefficients also provide
additional information about the accuracy of the theoretical interaction potentials,
in particular about the correctness of the volume of the Van der Waals well. For
the atom-linear molecule case the expressions for the classical virial coefficient,
B
	0

2 	T 
, and the first quantum correction, B	1
2 	T 
 were derived by Pack339. The
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first quantum correction splits into terms due to relative translational motions,
B
	1

R 	T 
, to molecular rotations, B	1
A 	T 
, and to the Coriolis term, B	1
C 	T 
:

B2	T 
= B
	0

2 	T 
+B	1
R 2	T 
+B	1
A 	T 
+B	1
C 	T 
� (1-277)

where the consecutive terms on the r.h.s. of Eq. (1-277) are given by339:

B
	0

2 	T
= $NA

∫ �

0

∫ $

0

(
1− exp

[
−V	R�,


kBT

])
R2 sin,dRd,�

(1-278)

B
	1

R 	T
=NA$�

2�3

24�

∫ �

0

∫ $

0
exp
[
−V	R�,


kBT

]

×
(
*V

*R

)2

R2 sin,dRd,� (1-279)

B
	1

A 	T 
=− NA$�

2b0

12

∫ �

0

∫ $

0
exp
[
−V	R�,


kBT

]

×
�∑
l=0

l	l+1
Vl	R
Pl	cos,
R2 sin,dRd,� (1-280)

B
	1

C 	T
=− NA$�

2�2

24�

∫ �

0

∫ $

0
exp
[
−V	R�,


kBT

]

×
�∑
l=0

l	l+1
Vl	R
Pl	cos,
 sin,dRd,� (1-281)

Here, V	R�,
 is the interaction potential depending on the distance R from the atom
to the center of mass of the molecule and on the angle , between the molecular
axis and the line connecting the atom with the center of mass of the molecule, NA
is Avogadro’s constant, and Vl	R
 are the radial coefficients in the expansion of
the potential in Legendre polynomials Pl,

V	R�,
=
�∑
l=0

Vl	R
Pl	cos,
� (1-282)

Let us end this section by saying that the expressions (1-278)–(1-281) as well as
the specific form of the expansion (1-282) can be generalized to the interaction of
arbitrary molecules339,340.
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12.7. Simulations of Condensed Phases

Computer simulations which model microscopic behavior of condensed phases
provide important insight into various physical, chemical, and biological phenomena
that cannot easily be obtained by quantum-mechanical methods. Among quantities
computed using simulations methods one can cite transport properties such as
diffusion and viscosity or thermal conductivity, radial distribution functions related
to the X-ray or neutron scattering form factors, etc. It is not surprising that computer
simulations have recently become a rapidly developing field of science341.

Two types of computer simulation procedures are used to describe properties
of condensed phases: the Monte Carlo method based on the Metropolis algorithm
and the molecular dynamics approach. Both approaches consider a cell containing
typically between 103 and 105 molecules interacting via a given potential which
may contain non-additive terms. The cell is considered to be surrounded by identical
replicas of itself on each side. The Monte Carlo method342 is based on random
changes of molecular coordinates within the cell. If the energy change produced
by the shift of molecular coordinates is zero or negative with respect to the
previous configuration of molecules, the new configuration is accepted. If the energy
increased by the change of coordinates, the new configuration is accepted in a
proportion of the cases which is given by exp	−)U/kBT 
, where )U is the energy
shift. Very many changes of coordinates are made in this way, producing a series
of configurations which occur with a probability proportional to the Boltzmann
factor exp	−UN/kBT 
, where UN is the total potential energy for a given config-
uration. The series of configurations obtained in such a way are analyzed to give
static properties of the system, such as the internal energy, pressure, and radial
distribution functions.

In the molecular dynamics approach343 a basic cell and its replicas are again
defined. Starting from an initial configuration with a well defined total (kinetic
plus potential) energy, the motions of the molecules are followed by numerical
integration of the classical equations of motion of all molecules. The forces acting
on each molecule are summed, and new positions and velocities are calculated after
a small time step, usually of the order of 10−15 s. This procedure is repeated for
typically 103 to 106 time steps. At each step of the time chain the average contri-
butions similar to those obtained in the Monte Carlo procedure can be evaluated.
In addition, the partition of the total energy into kinetic and potential terms can be
obtained, and the distribution of molecular velocities can be studied. The molecular
dynamics method is a more powerful technique than the Monte Carlo procedure,
as it yields in addition to equilibrium properties of the system also the transport
properties, such as the diffusion coefficients, viscosity or thermal conductivity.

We wish to end this section by saying that now it is possible to perform
molecular dynamics simulations “on the fly” without precomputing the potential
energy surface. This idea was introduced by Carr and Parrinello344,345, and is
known as the Carr-Parrinello dynamics. In this approach the nuclear motions are
treated classically within the molecular dynamics method, but the energy and force
are precomputed for each configuration of the nuclei with a suitable version of
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the density functional theory. If applicable with trust, this method would unable
computer simulations of condensed phases without calculations of the potential
energy surfaces. Applications to the liquid water are very promising345, so for large
systems this method will become a viable alternative to classical simulations based
on empirical force fields.

13. ILLUSTRATIVE APPLICATIONS

13.1. Pair Potentials and Modelling of Spectroscopic, Collisional,
and Thermodynamic Properties of Binary Complexes

All the formulas described in Section. 7 have been implemented in the computer
program SAPT2220,221 which can routinely be used to compute intermolecular
pair potentials. Some of the results, for Ar–H2

331,346−347, He–HF348−350, water
dimer351,352, He–CO353,354, Ne–CO355, He–C2H2

356−358, and Ne–C2H2
359 were

already summarized in the previous review articles7−10. Among the results which
were recently obtained, the pair potentials of He–CO2

296 and Ar–CH4
360− 363 were

very thoroughly tested with various experimental data from high-resolution spectro-
scopic and collisional experiments, as well as with the thermodynamic second virial
coefficients364.

13.1.1. He–CO2 complex

A typical feature of the potentials for weakly interacting systems is that their
shape is determined by a subtle balance between the geometry dependence of the
repulsive short range interactions and the, mostly attractive, long range forces. This
is also the case for He–CO2. The potential surface of He–CO2

296 has a T-shaped
equilibrium structure, with Re = 6�34 bohr, 0e = 92�2�, and De = −53�49 cm−1,
where Re, 0e, and De are the equilibrium distance, equilibrium angle between
the vectors pointing from the carbon atom to the helium atom, and from one
oxygen atom to the other, and the binding energy, respectively. See Figure 1-5
for the shape of the potential energy surface. The total interaction energy and
its components around the global and local minima are reported in Table 1-9.
Table 1-9 shows that the first-order exchange energy and the dispersion energy are
two major contributions to the interaction potential determining its anisotropy in
the region of the global minimum, while the induction energy is less important and
strongly quenched by its exchange counterpart (the exchange-induction energy).
Surprisingly, the electrostatic energy, which is of purely penetrational character,
is more important than the weak quadrupole-induced dipole induction interaction.
Obviously, the dispersion energy favors the linear He· · ·O=C=O minimum in the
potential energy surface. However, the short-range energy, dominated by the first-
order exchange energy, behaves, to a good approximation, in a reversed manner
to E	2
disp, and shows a stronger anisotropy. Thus, the position of the minimum is
mainly determined by the anisotropy of the exchange-repulsion term. The barrier
for moving away from this minimum to the linear OCO–He geometry (0 = 0�) is
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Figure 1-5. Contour plot of the SAPT potential for the He–CO2 complex

relatively high, suggesting that the He atom will show a hindered rotation around
the CO2 rotor.

A different picture is observed for the local minimum of �m = −28�94 cm−1

located at the linear He· · ·O=C=O geometry for Rm = 8�03 bohr. Around the local

Table 1-9. Angular dependence of the He − CO2 interaction energy (in cm−1) near the
global (R= 6 bohr) and local (R= 8 bohr) minima

0 0� 30� 60� 90�

Global minimum
E
	1

elst −643�93 −274�03 −39�51 −7�88
E
	1

exch 3066�48 1335�32 205�40 42�72
E
	2

ind −387�72 −137�13 −16�68 −4�94
E
	2

exch−ind 361�63 128�80 13�69 1�81
E
	2

disp −703�23 −417�71 −144�75 −81�26

E
	2

exch−disp 94�97 44�72 7�63 1�83

ESAPT
int 1601�11 587�31 12�55 −49�53

Local minimum

E
	1

elst −5�93 −3�15 −0�60 −0�10
E
	1

exch 35�65 19�00 3�60 0�52
E
	2

ind −2�30 −1�25 −0�31 −0�20
E
	2

exch−ind 1�12 0�59 0�09 0�01
E
	2

disp −56�64 −40�19 −19�43 −13�07

E
	2

exch−disp 1�49 0�76 0�14 0�03

ESAPT
int −27�86 −25�08 −16�68 −12�83
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minimum the anisotropy of the potential is much less pronounced. Unlike the
global minimum, the local minimum is mostly bound by the dispersion forces,
despite nonnegligible values of the repulsive exchange components, cf. Table 1-9.
Surprisingly, the short-range electrostatic energy is again much more important than
the long-range induction term and substantially contributes to the well depth of the
secondary minimum.

The potential energy surface for the He–CO2 complex was used296 in converged
variational calculations to generate bound rovibrational states and the infrared
spectrum corresponding to the simultaneous excitation of the �4 vibration and
internal rotation in the CO2 subunit within the complex. Due to the high barrier
separating the minima, the complex behaves like a semirigid asymmetric top and
the rovibrational energy levels can classified with the asymmetric top quantum
numbers. The computed frequencies of the infrared transitions in the �4 band of
the spectrum are in a very good agreement with the high resolution experimental
data of Weida et al. 365. This is illustrated in Figure 1-6, were we compare the
theoretical spectrum with the results of high-resolution measurements365. Indeed,
the agreement between the computed and observed transition frequencies and inten-
sities is excellent. Since this piece of the spectrum probes the anisotropy of the
potential in the region of the potential well, the level of agreement presented on
Figure 1-6 suggests that the ab initio potential is very accurate in this region.

2344.0 2346.0 2348.0 2350.0 2352.0 2354.0
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Figure 1-6. Theoretical (upper panel) and experimental (lower panel) infrared spectrum for the He–CO2

complex
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In the experimental work of Ref. (365) several weak spectroscopic transitions
were observed that could not be assigned to the �4 fundamental band of the complex.
On the basis of the integrated band intensities it was assumed that these transitions
correspond to the �5 intermolecular bending mode, although no definite assign-
ments could be proposed. Only the position of the first excited bending state could
approximately be located at 9±2 cm−1 above the ground state. The calculations of
bound rovibrational levels reported in Ref. (296) showed a large number of levels
that can be attributed to the �5 band. In particular, the first bending frequency was
predicted at 8�805 cm−1, in very good agreement with the experimental estimate
quoted above. Assuming that the initial states in the unassigned portion of the exper-
imental spectrum correspond to the �5 states of the complex, one could try to assign
these lines, and a tentative assignment of the observed �5 band was proposed296.
The agreement in the line positions is within 0�1–0�3 cm−1. Such an accuracy can
be expected from the theoretical side. The �4 transitions were reproduced within
0�05 cm−1. Since they correspond to low-lying energy states they can be computed
accurately, the interaction potential being accurate in region of the global minimum.
The �5 lines lie much higher in energy and are sensitive to the regions of the
potential surface close to the dissociation limit. Here the SAPT potential may be
less accurate, so an error in the transition frequencies of the order of tenths of the
wavenumber is not surprising. The theoretical intensity pattern closely follows the
experimental one suggesting that the proposed assignment is correct.

As a further test of the ab initio potential, calculations of the pressure broadening
coefficientsof theRbranch rotational linesof the�4 spectrumofCO2 inaheliumbathat
various temperatures were performed296. [The pressure broadening coefficients reflect

Figure 1-7. Theoretical (open circles) and experimental (full circles) pressure broadening coefficients
of the CO2 spectral lines in the helium bath at various temperatures
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thebroadeningofthespectrallinesofamoleculeinabathofagasatatemperatureT .]Very
good agreement is found with the wealth of experimental results for various rotational
statesofCO2 atdifferenttemperatures,cf.Figure1-7.Theagreementbetweenthetheory
and experiment observed on Figure 1-7 suggests that the anisotropy of the ab initio
potential in the repulsive region is correct. Finally, the potential was also tested296 by
computing the second virial coefficients at various temperatures. Again, the agreement
betweentheoryandexperimentissatisfactory,cf.Figure1-8,suggestingthatthevolume
oftheVanderWaalswell iscorrectlyreproducedbytheabinitiopotential.

All these comparisons between theory and various high precision experimental
data show that the ab initio SAPT potential for He–CO2 reproduces various physical
properties of the complex. This suggests that the potential is accurate not only
around the van der Waals well, but also its anisotropy in the attractive and repulsive
regions, as well as the volume of the van der Waals well are correct.

The SAPT potential for the He–CO2 complex was also used in the calculations of
the rovibrational spectra of the HeN–CO2 clusters366. High resolution experimental
data were also reported in this paper. Comparison of the theoretical and experimental
effective rotational constants B and other spectroscopic characteristics as functions
of the cluster size N is shown on Figure 1-9. Again, the agreement between the
theory and experiment is impressive showing that theory can describe with trust
spectroscopic characteristics of small clusters HeN–CO2. This especially true for
the effective rotational constant and the frequency shift of the CO2 vibration due
to the solvation by the helium atoms. One may note in passing that the clusters
HeN–CO2 with the number of helium atoms N around 20 do not exhibit all the
properties of the CO2 molecule in the first solvation shell of the (quantum) liquid
helium at very low temperatures.
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Figure 1-8. Theoretical (full line) and experimental (open circles) second virial coefficient of He–CO2

at various temperatures



Theory of Intermolecular Forces: An Introductory Account 101

Figure 1-9. Variation of the vibrational band origin )�0, effective rotational constant B, and centrifugal
distortion constant D with the size N of the cluster HeN–CO2. Circles and dots indicate the experimental
and theoretical results, respectively. The upper panel also includes for comparison the value of )�0

for clusters of He with OCS and N2O. The inset in the middle panel shows the results calculated in
an extended range of helium atoms in the cluster. The dashed lines indicate the nanodroplet results of
Miller and collaborators 367

13.1.2. Ar–CH4 complex

An example that we describe in somewhat more detail is the pair potential of
Ar–CH4 calculated by SAPT360. The position of the argon atom is described by
the vector R = 	R�0��
 pointing from the center-of-mass of methane to the Ar
atom. A two-dimensional cut that displays most of the interesting features of this
three-dimensional intermolecular potential is shown in Figure 1-10. For large R
the preferred direction of approach of the Ar atom is along one of the C–H bonds
(0 = 55�), as if the C–H· · ·Ar bond were a hydrogen bond. At shorter distance,
however, also the steric repulsion is the largest for this orientation, and the deepest
attractive well occurs where the short range repulsion is the weakest, i.e. for the Ar
atom in between three C–H bonds (0= 125�). In Figure 1-10 one can observe the
origin of this behavior. The long range attraction is mostly caused by dispersion
forces. The attraction caused by induction is much smaller at large R, but increases
steeply with decreasing R, when the charge clouds of Ar and CH4 start to overlap.
This latter effect is due to penetration, i.e., incomplete screening of the nuclear
charges by the electron clouds. The small R behavior is dominated by the short
range repulsion, however, with the contributions of first-order exchange, exchange-
induction, and exchange-dispersion in decreasing order of importance. Both the
long range attraction and the short range repulsion are largest for Ar along one of
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Figure 1-10. Contour plot of the SAPT potential (left panel) and the angular dependence of the potential
and its components (right panel) for Ar–CH4

the C–H bonds (0 = 55�), and smallest when the Ar atom approaches one of the
faces of the CH4 tetrahedron (0 = 125�). Since the long range R−n contributions
decrease less rapidly with increasing R than the exponential short range terms this
explains the observed behavior, which is typical for a Van der Waals complex.
Even for hydrogen bonded complexes one finds such behavior, but in that case the
(first-order) electrostatic and (second-order) induction forces are more dominant,
and the equilibrium geometry of the complex is often determined by these long
range forces.

The same Ar–CH4 potential was used in extensive close-coupling calculations
for elastic and rotationally inelastic scattering at various energies. Both the total
differential Ar–CH4 scattering cross sections361 and the integral state-to-state cross
sections for the rotational transitions of CH4 induced by collisions with Ar (360)
agree well with the experimental data of Buck et al. 368 and Chapman et al. 369. This
is illustrated on Figures 1-11 and 1-12.

An inspection of these figures shows that the overall agreement between theory
and experiment is very good, suggesting that the anisotropy of the potential in
the repulsive region is correct. Surprisingly enough, the ab initio SAPT potential
performs better than the empirical potential of Ref. (368) fitted to the experimental
total differential scattering cross sections.

Another test to which the Ar–CH4 potential was subjected, is the calculation
of the second virial coefficients at various temperatures. The agreement between
the theory and experiment is illustrated on Figure 1-13. An inspection of this
figure show that the agreement between the measured and computed second virial
coefficients is good, so similarly as in the case of He–CO2 mixtures, the volume of
the interaction potential well for Ar–CH4 is correct.

Finally, the SAPT potential of Ref. (360) was used to generate the infrared
spectrum of the Ar–CH4 complex. This spectrum, in the region of the �3 mode of
CH4, was measured by Miller in 1993 and presented at the 1994 Faraday Discussion
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Figure 1-11. Theoretical and experimental relative integral cross sections for Ar–CH4. The experimental
data are displayed in red, the results displayed in blue and green were generated from the SAPT and
empirical potentials, respectively. The labels A, E, and F refer to the total nuclear spin states of methane.
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Figure 1-12. Theoretical and experimental total differential cross sections for Ar–CH4. The full and
dashed lines correspond to the close-coupling results generated from the SAPT potential and from the
empirical potential fitted to these data, respectively
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Figure 1-13. Theoretical (full line) and experimental (circles and rectangles) second virial coefficient
of Ar–CH4 at various temperatures

on Van der Waals molecules370. It shows a lot of detailed structure, with many
lines more or less grouped in seven bands, over a range of 40 cm−1 around the
band origin of the �3 mode (3020 cm−1) which could not yet be assigned or under-
stood, however. Recently, the bound levels of Ar–CH4 were calculated from the
SAPT potential. Also the quasi-bound levels of the complex with the �3 mode
excited were calculated with the use of the same ground state potential surface,
but it was explicitly taken into account that the �3 mode has three degenerate
sublevels and the Coriolis coupling between the vibrational angular momentum
of these sublevels and the (hindered) internal rotation of the CH4 subunit inside
the complex was included. With the use of the �3 transition dipole moment
function—it was assumed that the weak interaction with Ar does not affect this
transition dipole moment—the infrared spectrum in the region of the �3 mode could
then be generated completely ab initio. This spectrum is shown in Figure 1-14,
next to Miller’s experimental high resolution spectrum. It is obvious that the
agreement is very good and that the structure of the measured spectrum can be
fully understood from the ab initio calculations. More details are given in two
papers362,363, where it is shown in more detailed displays of each of the seven
bands that even the individual lines agree very well in most cases, and can thus be
assigned.

These examples, and the previous summaries of the results for other dimers7,8,
demonstrate that the pair potentials from ab initio SAPT calculations are indeed
accurate. Another, more global, comparison with experiment which confirms this
finding was made by computations of the (pressure) second virial coefficients of all of
these dimers over a wide range of temperatures364.
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Figure 1-14. Experimental (upper panel) and theoretical (lower panel) infrared spectrum of the Ar–CH4

complex

13.2. Nonadditive Interactions, Spectroscopic Signatures of Molecular
Clusters, and Simulations of Condensed Phases

In this section we present some results obtained with the SAPT code for three-body
interactions, SAPT3371. Routine applications of SAPT to three-body interactions
are relatively scarce. Here we concentrate on the water clusters with a special
emphasis on the simulations of the liquid water properties starting from ab initio
SAPT potentials for pair and three-body interactions and on clusters of water
with hydrogen chloride in the context of protolytic dissociation of HCl in small
water clusters. Other applications of SAPT to, e.g. Ar2–HF trimer can be found in
Ref. (313).
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13.2.1. Water clusters and simulations of gaseous and liquid
water properties

Small water clusters 	H2O
n are hydrogen bonded complexes with each monomer
acting simultaneously as a proton donor and proton acceptor. The trimer has a
triangular equilibrium structure with rather strongly non-linear hydrogen bonds, the
tetramer has a square planar system of hydrogen bonds, and the pentamer has a
slightly puckered, pentagonal hydrogen bonded framework, cf. Figure 1-15 for a
schematic representation of geometries corresponding to the global minima of these
clusters.

The importance of various pairwise additive and non-additive interaction energy
contributions for the equilibrium geometries of the water trimer, tetramer, and
pentamer were studied in Ref. (372). See Table 1-10 for the results. The results
reported in Table 1-10 show that a substantial part of the binding energy
originates from the three-body contributions: 17% for the trimer, 26% for the
tetramer, and 29% for the pentamer. The dominant three-body term is the second
order induction energy, mainly due to the dipole induced-dipole interactions, but
also the third order induction energy is important, so if one wishes to include
induction effects by iteration298,373 of the induced dipole moments and the corre-
sponding electric fields, one should proceed with this iteration beyond the first
step. The contribution of the third order induction-dispersion energy is small
and, even though the dispersion energy is an important component of the pair
hydrogen bonding energy, the Axilrod-Teller three-body dispersion energy is even
smaller. The three-body exchange effects are substantial, however, so one cannot
restrict the treatment of non-additive effects in water to the classical induction
terms only.

Simulations of the liquid water properties have been the subject of many papers,
see Ref. (374) for a review. Recently a two-body potential for the water dimer
was computed by SAPT(DFT)375. Its accuracy was checked375 by comparison
with the experimental second virial coefficients at various temperatures. As shown
on Figure 1-16, the agreement between the theory and experiment is excellent.
Given an accurate pair potential, and three-body terms computed by SAPT376,
simulations of the radial O–O, O–H, and H–H distribution functions could be

Figure 1-15. Structures of the global minima for the water trimer 	H2O
3, tetramer 	H2O
4, and pentamer
	H2O
5
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Table 1-10. Decomposition of the pair and three-body interaction energies (in kcal/mol) for
the structures corresponding to the global minima of small water clusters

Trimer Tetramer Pentamer

2-body E
	1

pol −26�645 −48�963 −64�090

E
	2

ind −12�252 −25�364 −34�146
E
	2

disp −9�121 −16�088 −20�932
Eexch 36�583 72�445 96�634

ESAPT
int −11�435 −17�970 −22�534
E

CCSD	T

int −11�624 −18�111 −22�201

3-body E
	2

ind −1�351 −3�169 −4�551
E
	3

ind −0�688 −1�165 −1�251
E
	3

ind−disp −0�090 0�026 0�195

E
	3

disp 0�060 0�077 0�045
Eexch −0�345 −1�958 3�558

ESAPT
int −2�414 −6�189 −9�120
E

CCSD	T

int −2�371 −6�081 −8�978

4-body E
CCSD	T

int −0�562 −1�220

5-body E
CCSD	T

int −0�009

total ESAPT
int −13�849 −24�159 −31�654
E

CCSD	T

int −13�995 −24�754 −32�481

performed, and compared with the experimental data377. The old work of Clementi
and collaborators378,379 suggested that higher many-body (four-body, etc.) terms are
important, so simulations of the radial distribution functions also included these
higher terms in the many-body expansion of the total interaction potential. The
results of the Monte Carlo simulations that used the SAPT(DFT) pair potential,
SAPT three-body potential, and higher N -body contributions from the iterative
induction calculations298,373 are presented in Figure 1-17. An inspection of this
figure shows that pair potential alone reproduces reasonably well the minima and
maxima of the radial O–H and H–H distribution functions. However, it fails to
reproduce the O–O radial distribution function. Adding the three-body terms makes
the agreement between theory and experiment almost quantitative for the O–H and
H–H radial distribution functions, and semiquantitative for the O–O distribution
function. Finally, taking into account four-body and higher many-body effects
one can get a quantitative agreement between the theory and experiment. The
results presented in Figures 1-16 and 1-17 show that using high accuracy ab initio
methods for the calculation of pair and nonadditive potentials it is possible now to
characterize the equation of state for a dilute gas, and the structural characteristics
of the liquid, as well as some thermodynamic characteristics such as the temperature
dependence of the water density.
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Figure 1-16. Theoretical (full line) and experimental (open triangles) second virial coefficient for
gaseous water at various temperatures

13.2.2. Clusters of water and HCl and their spectroscopic signatures

Theoretical and experimental studies of the interactions between water molecules
and hydrogen chloride are of fundamental importance for the understanding of
the production of stratospheric chlorine molecules which, in turn, take part in the
catalytic ozone depletion reactions. This mainly heterogeneous atmospheric reaction
begins with the adsorption of the HCl molecules on the surface of water icicles is
the source of the stratospheric chlorine atoms in the polar regions380− 382. Chlorine
molecules are photolysed by solar radiation and the resultant chlorine atoms take
part in the destruction of the stratospheric ozone. The study of the 	H2O
nHCl
clusters is an important step towards understanding of the behavior of the HCl
molecule on the ice surface383− 386.

Only the first two members of the 	H2O
nHCl series have been observed by means
of high resolution spectroscopy. The rotational spectrum of the dimer H2OHCl
has been first recorded and analyzed by Legon et al. 387, and reinvestigated by
Kisiel and collaborators388. Recently, Kisiel et al. 389,390 reported the observation
of the second member of the series 	H2O
2HCl, also by rotational spectroscopy.
Refs. (391–392) reported a detailed theoretical investigations of 	H2O
2HCl, and
compared theoretical predictions with the experimental results from the rotational
spectroscopy389,390. The structure, molecular properties, and the qualitative picture
of the vibration-rotation-tunneling dynamics were in excellent agreement with the
experimental data390,391. This very good agreement between theory and experiment
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Figure 1-17. Comparison of the experimental (full circles) and theoretical O–O (left panel), O–H
(upper right panel), and H–H (lower right panel) radial distribution functions computed from the pair
SAPT(DFT) (dotted line), pair+three-body (thin line), and full, pair+three-body+N -body, potentials
(thick solid line), respectively

is illustrated on the example of the dipole moment and nuclear quadrupole coupling
constants of the trimer. Unlike the water trimer, the (H2O
2HCl trimer has a strong
dipole moment of 2.31 D. This could be guessed since the trimer was observed
in the microwave experiments. Somewhat surprisingly, the dipole moment of the
cluster is strongly enhanced compared to the dipole moment resulting from the
addition of the three dipole moment vectors of the respective monomers. The latter
quantity represents only 48% of the dipole moment of the cluster. This suggests that
the mechanism leading to such a large dipole moment enhancement is governed by
the polarization of the HCl molecule by the electric charge distributions on the two
water monomers163. The best theoretical estimates391 of the total dipole moment of
	H2O
2HCl and of the components along the principal axes of the inertia tensor of
the cluster, obtained at the CCSD(T) level, agree very well with the experimental
values derived from the Stark effect measurements in the microwave spectra390, see
Table 1-11 for the comparison. The theoretical total dipole moment agrees with the
microwave experiment within 0.6%. The a component is reproduced within 0.2%,
while for the small b component the error of the ab initio calculations amounts to
7%. However, due to some constraints in the interpretation of the experimental data,
the c component was set equal to zero. Therefore, the experimental value of the b
component should be considered as effective, and the overall agreement between



110 Robert Moszynski

Table 1-11. The dipole moment (in D) and nuclear quadrupole coupling constants (in MHz)
for the chlorine nucleus of the 	H2O
2HCl cluster

aug-cc-pVDZ aug-cc-pVTZ Extrap. Best est. Experiment

�T 2�422 2�375 2�355 2�314 2�328	3

�a 2�349 2�295 2�272 2�227 2�232	3

�b −0�574 −0�595 −0�604 −0�615 0�662	2

�c 0�150 0�151 0�151 0�149 0�00
�zz −43�15 −46�16 −47�43 −49�4	5

�xx 19�94 21�23 21�77 22�8	5

�yy 23�21 24�93 25�65 26�6	15


the theory and experiment is satisfactory. It is worth noting that a good agreement
between the theory and experiment was obtained for the components of the nuclear
quadrupole coupling constants. The results are also reported in Table 1-11. Here
the calculations were performed using the analytical derivatives of the second-
order Møller-Plesset energy. This shows that structure predicted by the ab initio
calculations is indeed very accurate, and that the ground-state averaging effects are
not very important.

Let us discuss in more details comparisons between theory and micro-
wave experiments for the 	H2O
2HCl trimer. To predict a qualitative pattern of
the lines in high-resolution spectra of the 	H2O
2HCl trimer one has to consider
the permutation-inversion (PI) group of the complex393. The full PI group of
the cluster is given by the product G = G2 ⊗ S2 ⊗ S5, where G2 = �E�E� is
a two-element group of inversion (E denotes the identity, and E the space-
fixed inversion), S2 is the permutation group of two oxygen atoms, and S5 is
the permutation group for the five hydrogen atoms. The full PI group contains
2 ×2 ×5! = 480 elements. Such a big group would be very impractical to classify
the vibration-rotation-tunneling (VRT) levels and to label possible spectroscopic
transitions. However, most of the elements of this group correspond to unfeasible
operations. Indeed, out of the 5! permutations of the protons in the cluster, only
the permutations 	12
� 	34
, and 	12
	34
 are feasible. Other permutations would
correspond to the motions in the complex that break chemical bonds. Moreover,
the barrier to the exchange of two water monomers in the cluster is relatively
high, ≈ 8 kcal/mol, so the permutation-inversion operations related to S2 can be
neglected as well. Thus, we end up we the following PI group of feasible operations:
G8 = �E�E� 	12
� 	34
� 	12
	34
� 	12
� 	34
� 	12
	34
�. One may note that the
permutation-inversion operation E correspond to the flipping motions in the trimer,
while the PI operations 	12
 and 	34
 govern the so-called tunneling motions.
The flipping motion is accomplished by rotating one water monomer about its
donor hydrogen bond, while the two bifurcation-tunneling pathways involve one
monomer having its protons on the opposite sides of the hydrogen-bonded ring.
The free donor proton replaces the hydrogen-bonded one, and the latter is moved
to the other side of the ring. During this exchange a flipping of the free acceptor
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proton takes place. Ab initio calculations show that the barriers for the flipping
and bifurcation-tunneling motions in the trimer are relatively low, of the order of
0.3 kcal/mol for the flipping and 2 kcal/mol for the bifurcation-tunneling. The VRT
states of the complex can be classified according to the irreducible representations
(irreps) of the G8 group which can conveniently be represented as a direct product
G8 = �E�E�⊗�E� 	12
� 	34
� 	12
	34
�, so the classification of the VRT states can
be obtained from the correlation between the states classified under G2 = �E�E�

and G8. The energy levels corresponding to the G2 classification will be denoted
by EA+ and EA− . The correlation between the irreps of G2 and G8 shows that
the states A± are split into quartets with symmetry labels A±

1�2 and B±
1�2. Thus, the

bifurcation-tunneling motions introduce the splitting of the flipping tunneling states
into quartets. Since the barriers corresponding to the bifurcation-tunneling motions
are larger, one may expect that the splitting into quartets will be much smaller than
the splitting corresponding to the flipping motions. The schematic representation of
the energy levels for the nonrotating 	H2O
2HCl trimer are presented in Figure 1-18.

Figure 1-18. Schematic representation of the VRT levels for the non–rotating 	H2O
2HCl trimer and
its HODOH2HCl isotopomer according to the PI groups G8 and G4
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An approximate location of the energy levels in Figure 1-18 can be justified by
considering the following (very general) Hamiltonian for the nuclear motion:

H =H flip +Hbif +H rot +HCor� (1-283)

where the consecutive terms on the r.h.s. denote Hamiltonians describing the
flipping and bifurcation-tunneling motions (the so-called internal motions), the
external rotational part given by the asymmetric top Hamiltonian, and the Coriolis
coupling term. To simplify the discussion let us consider the nonrotating J = 0
case, so that the two last terms on the r.h.s. of Eq. (1-283) can be neglected,
assume that the intermolecular potential does not depend on the bifurcation-
tunneling coordinates and that the eigenvalues and eigenfunctions of the Hamil-
tonian describing the flipping motion are known. The corresponding wave functions
�A± are adapted to the G2 group. Then, the eigenvalues of Hint can be found by
computing the expectation value of this Hamiltonian with wave functions obtained
from ��A+��A−� by symmetry adaptation to G8. The corresponding wave functions
are obtained by applying Wigner’s symmetry projection operators of the group
G4 = �E� 	12
� 	34
� 	12
	34
� on �A+ and �A− . The quantity � represents the
splitting of the levels exclusively due to the flipping motions. The parameters �±

1�2,
which define the splitting of the tunneling flipping states into quartets, are given
by the following matrix elements:

�±
1�2 = �E�A±�Hbif$1�2�A±�� $1 = 	12
� $2 = 	34
� (1-284)

Obviously, the ground state of the complex must be described by the totally symmetric
(nodeless) wave function, so it is of A+

1 symmetry. This suggests that both �+
1 and

�+
2 are negative. It is, nevertheless, very difficult to estimate the magnitude of the

parameters EA± and �±
1�2 without a prior knowledge of the potential energy surface of

the cluster.
Having the qualitative pattern of the VRT levels, one can turn to electric dipole

allowed transitions. The allowed dipole transitions between states labeled by the
irreps �1 and �2 of G8 are obtained from the relation393:

�1 ⊗�2 ⊃ � = A−
1 � (1-285)

where � is the antisymmetric irrep of G8. This leads to the following dipole
selection rules:

A+
1�2 ↔ A−

1�2 B+
1�2 ↔ B−

1�2� (1-286)

Thermal relaxation between states of the same A1�2 or B1�2 symmetry will occur
independently of the parity, so at very low temperatures the upper quartet states
will be much less populated.

The knowledge of the permutation-inversion group allows us to determine the
intensity pattern that should be observed in the microwave experiments. It can be
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obtained by considering the spin-statistical weights. These have been obtained by
generating the representation spanned by all possible proton spin functions, � tot

spin =
18A1 ⊕6A2 ⊕6B1 ⊕2B2, and by requiring that:

�spin ⊗�VRT ⊃ �int ≡ B2� (1-287)

where �spin denotes one of the irreps entering the decomposition of � tot
spin. The

resulting spin-statistical weights show that the intensity pattern in the high-resolution
spectra should be 9:3:3:1.

The qualitative picture of the tunneling dynamics and the large values of the
computed a and b components of the dipole moment suggest that the lowest lying
vibrational states of 	H2O
2HCl will arise from the vibration-rotation-tunneling
motions of the two water subunits in the cluster, and are predicted to be of B+

2 , B+
1 ,

A+
2 , and A+

1 symmetry with the spin-statistical weights of 18:9:9:2, respectively.
Thus, the rotational spectrum should consist of transitions allowed by the a and b
dipole moment components, which are further split into quartets belonging to the
four low-lying vibration-rotation-tunneling states.

The qualitative picture of the spectroscopic features of the 	H2O
2HCl cluster
presented above is in a perfect agreement with the microwave measurements
of Kisiel and collaborators389. The observed rotational spectra show four states,
denoted in Ref. (389) by S, S′, W , and W ′. On the basis of analysis it was possible
to assign these states to B+

2 , B+
1 , A+

2 , and A+
1 symmetries, cf Figure 1-19. The

small and large splittings follow approximately the pattern of the levels presented
in Figure 1-18, suggesting that the barriers for the internal (flipping and bifurcation-
tunneling) motions are realistic. Furthermore, the spectrum of the HClHODOH2

isotopomer shows splittings into doublets, again in agreement with the G4 picture.
The most intense transitions are the a-type transitions, in agreement with the large
value of the a component of the dipole moment of the cluster. The c-type transi-
tions were not observed, and this is nicely explained by the very small value of the
c component of the dipole moment. Finally, the intensity pattern observed in the
rotational spectrum is 4:2:2:1, while theory based on the G8 group predicts 9:3:3:1.

Figure 1-19. Stick diagram of the 	a
 and 	b
-type J ′′
K′′
aK

′′
c

= 101 → J ′
K′
aK

′
c
= 202 rotational transitions in

	H2O
2HCl
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Small disagreement may be due to some specific non-equilibrium properties of the
supersonic expansion.

In a subsequent paper394 quantitative predictions of the vibration-rotation-
tunneling motions in the trimer were reported. Dynamical calculations were based
on the SAPT pair and three-body potential energy surfaces for the flipping motions
of the non-hydrogen-bonded protons in the 	H2O
2HCl trimer. The corresponding
experimental spectrum has not been reported thus far, so it is difficult to judge the
accuracy of these theoretical predictions.

13.3. Solvation Processes in Small Water Clusters

The proton transfer is one of the most important reactions in chemistry since it takes
place in organic, inorganic, and bioorganic processes, both in the stoichiometric
and catalytic regimes. Moreover, the proton transfer occurring in the 	H2O
2HCl
cluster is particularly important since the formation of Cl− from HCl interacting
with water molecules seems to be a prerequisite for the Cl2 formation responsible
for the ozone depletion. Thus, in the study of the 	H2O
2HCl trimer, the proton
transfer has also been investigated. It is known that the neutral forms 	H2O
nHCl,
and the ionic forms 	H3O+Cl−
	H2O
n−1, can coexist for n equal to 4 and 5, but
the ionic form 	H3O+Cl−
	H2O
 has not been observed thus far. In order to get
an estimation of the barrier for the HCl dissociation in the 	H2O
2HCl cluster, the
structure of the dissociated trimer was optimized395 with the distances of the OH
bonds in the hydronium ion kept frozen and equal to 1.04 Å 1.03 Å and 0.98 Å. The
structure of the dissociated complex remains a cyclic geometry. Compared to the
neutral global minimum this structure shows a global shortening of the distances
between heavy atoms since the interaction between the different entities is stronger
due to their ionic character. For instance, the O· · ·O distance is 2.497 Å at the MP2
level compared with the corresponding distance of 2.79 Å for the global minimum.

From the energetic point of view, the ionic form lies +11�73 kcal/mol higher
than the global minimum at the CCSD(T) level. Compared to a similar study for
the water trimer396, the values for the HCl dissociation are substantially smaller by
around 20 kcal/mol than the one obtained by Siegbahn for the dissociation of the
water trimer computed with the same optimization constrains. This difference can
be interpreted as a crude sign of the stronger acidity of hydrogen chloride compared
to water. To conclude, we should add that a transition state implying a proton
transfer can also be characterized. Its structure is cyclic and corresponds to the
proton transfer from one water molecule to the other, with a symmetric substructure
(H5O+

2 ) interacting with the chlorine anion. In the (H5O+
2 ) substructure, one of

the hydrogen atom is equidistant from the two water molecules of 1.22 Å. This
transition state connects the (global) neutral minimum through an ionic pathway
with a high barrier of +13�76 kcal/mol at the CCSD(T) level. The height of this
barrier suggests that the dissociation process will be extremely slow, even at high
temperatures.
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One may ask whether the dissociation process can occur in the next hydrate of
this series, namely the tetramer 	H2O
3HCl. It is known from the crystallographic
X-ray diffraction study that a stable crystal of 	H2O
3HCl stoichiometry exists397,
and its (rotationally unresolved) near-infrared spectrum was observed398. The X-ray
and spectroscopic data on the crystal suggest that the HCl molecule in the crystal
is fully dissociated, i.e. the stoichiometry of the tetramer should rather be written
as 	H2O
2	H3O
+Cl−. On the other hand the near-infrared spectrum of the tetramer
in the argon matrix399 suggests that HCl is not dissociated.

The protolytic dissociation process in the tetramer was studied in Ref. (400)
As could be guessed from the matrix isolation studies of the cluster, the global
minimum on the potential energy surface of the trihydrate corresponds to a neutral
form of the cluster. Calculations predicted a cyclic rectangular hydrogen-bonded
structure with both HCl and three water monomers acting simultaneously as proton
donors and acceptors. The structure of the neutral trihydrate does not agree with the
structure “guessed” in Ref. (399) from the analysis of the infrared matrix isolation
spectra. The authors of Ref. (399) suggested that the OH stretch at 3430 cm−1 is too
small for a water molecule forming hydrogen bonds with only two molecules, and
suggested that this particular water molecule should be surrounded by two other
waters and by the HCl molecule. However, the harmonic frequencies corresponding
to the theoretical structure of the global minimum400 agree quite well with the
experimental frequencies of Ref. (399). In particular, the OH stretch frequency
in the arrangement ClH· · ·OH· · ·O, is 3379 cm−1, in a good agreement with the
experimental value of 3430 cm−1. This suggests that the analysis of the matrix
isolation spectra leading to a geometry with one water molecule attached to a cyclic
	H2O
2HCl trimer399 is not correct.

There is another minimum on the potential energy surface of the 	H2O
3HCl
trihydrate corresponding to an ionic form of the cluster. The ionic minimum is
characterized by a cyclic structure with the Cl− ion hydrogen-bonded simultaneously
to the two water molecules and the hydronium ion. It is interesting to note that the
ionic form is less stable, as it is located 5.2 kcal/mol above the neutral minimum.
Therefore, the ionic structure of the trihydrate observed in the X-ray experiments
397 cannot directly be related to this ionic minimum. In fact, the structure observed
in crystals must be considered as effective, taking into account the crystal field
effects.

The mechanism leading from the neutral to ionic minima is presented in
Figure 1-20. First, the proton is transferred from the HCl molecule to the water
molecule. This step is followed by another proton transfer from the hydronium ion
to the second water molecule and by a flipping motion of the free (non-hydrogen-
bonded) OH bonds from the up-up-down to the down-down-up position. The latter
step is responsible for the formation of the transition state. The next step is achieved
by performing a flipping motion of the free OH bonds directly to the ionic minimum.
Although the optimizations were performed at the B3LYP level, B3LYP energetic
locations of the structures were confirmed by single-point CCSD(T) calculations,
so the mechanism presented on Figure 1-20 should be reliable.
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Figure 1-20. Mechanism of the protolytic dissociation in the tetramer 	H2O
3HCl

Since the ionic minimum does not correspond to the structure derived from
X-ray experiments it was interesting to check400 whether one can somehow mimic
the crystal field effects, and calculate an effective structure of the tetramer in the
presence of a continuum. In order to mimic the crystal field effects the ionic structure
of the trihydrate was optimized400 using the self-consistent reaction field method248.
The SCRF geometry was found to be very different from the ionic geometry in the
gas phase. In fact both the SCRF calculations and the X-ray diffraction measure-
ments397 predict globally the same, almost planar structure close to a rectangle,
differing just by some details. Also the agreement between the computed and
measured398 infrared frequencies is rather good (with a root-mean-square deviation
of ≈50 cm−1). This kind of agreement supports the conclusion400 that the ionic
dissociation in the trihydrate cannot be observed in the gas phase.

The barriers to the HCl dissociation in the trimer and tetramer are very high,
making the dissociation process extremely slow. However, we all know that in
solution HCl is fully dissociated. Therefore the authors of Ref. (386) tried to find
how many water molecules are needed to dissociate HCl in the 	H2O
nHCl cluster.
To this end the geometries corresponding to the neutral and ionic minima on the
surface were optimized, and the lowest-energy pathways connecting these minima
were determined. These pathways can be considered as mechanisms governing the
chemical reaction of HCl dissociation in the presence of a few water molecules.
Contrary to the tetramer, the global minimum of the pentamer 	H2O
4HCl is ionic.
It corresponds to a zwitterion consisting of the Cl− anion separated from the
hydronium cation H3O+ by a ‘crown’ of three neutral water molecules. There is
also a neutral minimum corresponding to a cyclic hydrogen-bonded structure with
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water molecules and HCl serving at the same time as proton donors and acceptors.
This structure is roughly 2.4 kcal/mol less stable than the ionic structure. Note
parenthetically that in Ref. (386) the optimizations were performed at the B3LYP
level. However, the B3LYP energetic locations of the structures were confirmed by
single-point CCSD(T) calculations386.

In order to find the mechanism leading from the ion to the neutral pentamer,
i.e. of the association, the reverse process of dissociation, the authors of Ref. (386)
observed that the neutral system is cyclic while the ion has the cage-like structure
of Figure 1-21. A likely ionic intermediate minimum is obtained by flipping a
proton (marked by the hash ‘#’ symbol in the global minimum structure shown on
Figure1-21), thus breaking the three-fold symmetry of the global minimum. This flip
proceeds via the transition state ‘TSflip0’. To get from the local minimum ‘Ionic1’
thus obtained to the next local minimum, denoted on the figure by ‘Ionic2’, we
must cross a transition state referred to as TS1. This transition state is obtained by a
proton transfer from the hydronium ion at the bottom to one of the water molecules
in the crown, which now becomes a hydronium ion. It leads to a reorganization
of the hydrogen bonds and to the formation of one hydrogen bond between the
new hydronium ion and one of the waters in the crown. The structure ‘Ionic2’
is 2.67 kcal/mol higher in energy than the global minimum. Since two protons
on neighboring water molecules are sticking down in ‘Ionic2’, it is energetically
favorable to flip one proton, so that it points up. This gives the structure labeled
by ‘Ionic3’. This flipping motion proceeds via the transition state ‘TSflip’, where
the flipping proton is again marked by a hash sign. The one but last step in the
dissociation is the formation ‘TS2’, which leads to a rather high lying saddle point.
Finally the Zundel cation donates a proton to Cl−. During this proton transfer,
the weak H bond breaks between the Cl− anion and one of the water moieties with
the distance increasing from 2.6 to 5.3 Å.

On the basis of the mechanism summarized above one can expect that the
dissociation reaction in the pentamer will not be particularly fast. The barriers
corresponding to the ‘TS1’ and ‘TS2’ structures are relatively high, but lower
than the barriers in the dissociation pathways of the trimer and tetramer. One can
expect that for the hexamer 	H2O
5HCl the barriers will be even lower, making the
dissociation process very fast. The global minimum on the potential energy surface
of the hexamer is again ionic386. The corresponding structure looks like an open
book: one page is spanned by the ions and two water molecules, and the other
again by the ions and the other two waters. Unlike in the pentamer, the hydronium
and chloride ions are not separated by water molecules, but remain in a relatively
close contact. There is also a neutral minimum corresponding to a cyclic hydrogen-
bonded structure with water molecules and HCl serving at the same time as proton
donors and acceptors. This structure is roughly 7.1 kcal/mol less stable than the ionic
structure.

It is interesting to note that the analysis of the pair and three-body contributions
to the total interaction energy quantitatively explains the relative stability of the
ionic and neutral minima of the pentamer. This is illustrated in Table 1-12, where
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Figure 1-21. Mechanism of the protolytic dissociation in the pentamer 	H2O
4HCl

two- and three-body contributions to the interaction energy for various subclusters
of the ionic global minimum and neutral local minimum of the 	H2O
4HCl pentamer
are reported. As expected, the main stabilizing term (−107�75 kcal/mol) is the
interaction between the anion (monomer 5) and the cation (monomer 1). It gives
about half of the total interaction energy. However, this contribution is not sufficient
to stabilize the ionic cluster by itself, since the reaction

HCl +H2O → Cl− +H3O+� (1-288)

is endothermic by 163.05 kcal/mol at the CCSD(T) level. Thus, the ion–ion inter-
action is not sufficient to let the reaction proceed, but together with the pair
interactions between the neutral water molecules in the crown (molecules 2, 3,
and 4) and the hydronium cation (three times ≈ −25�4 kcal/mol) and Cl− (three
times ≈ −11�7 kcal/mol) the reaction becomes energetically possible. The nonad-
ditive three-body effects are destabilizing the global minimum, and they contribute
about ≈ 10% of the pair interactions. Higher order terms in the many-body
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Table 1-12. Two- and three-body contributions (in kcal/mol) to the total interaction energies for the
ionic and neutral structures of the 	H2O
4HCl pentamer

Ionic Neutral

Subcluster Pair Subcluster 3-body Subcluster Pair Subcluster 3-body

(1,5) −107�75 (1,3,4) 5�21 (1,2) −2�60 (3,4,5) 1�50
(1,2) −25�37 (1,2,4) 5�20 (1,3) −1�07 (2,4,5) −2�44
(1,3) −25�43 (1,2,3) 5�19 (1,4) −0�99 (2,3,5) −0�43
(1,4) −25�40 (3,4,5) 1�46 (1,5) −3�38 (2,3,4) −1�72
(2,5) −11�70 (2,4,5) 1�45 (2,3) −3�21 (1,4,5) −1�89
(3,5) −11�69 (2,3,5) 1�45 (2,4) −1�01 (1,3,5) −0�84
(4,5) −11�71 (1,4,5) 0�50 (2,5) −1�43 (1,3,4) −0�33
(2,3) 1�22 (1,3,5) 0�49 (3,4) −3�54 (1,2,5) −3�88
(2,4) 1�21 (1,2,5) 0�48 (3,5) −0�68 (1,2,4) −0�28
(3,4) 1�21 (2,3,4) 0�48 (4,5) −0�30 (1,2,3) −1�67

total −215�41 total 21�91 total −17�91 total −11�98

expansion of the total interaction energy are negligible386. In the case of the neutral
structure the situation is quite different. Although the largest contributions to the
total pair interaction energy come from the closest water–water interactions, they
contribute only 30%, and all other pair interactions including the distant ones have
to be summed up to give the net interaction effect. The nonadditive effect is almost
as large as the total pair interaction energy. Evidently, the three-body forces play
an important stabilizing role in determining the structure of the neutral pentamer.
Again higher-order many-body effects are small. They contribute ≈ 6�5% of the
total interaction energy at the CCSD(T) level.

The association process from the ionic to the neutral form proceeds in four
steps. See Figure 1-22 for the details. In the first step we go to a transition state
‘TS1’, which contains the Zundel cation. A hydrogen bond on one page of the
hexamer “book” is broken, and another is formed. The next structure occurring
on the pathway is a local minimum ‘Ionic1’. This structure closely resembles to
the ‘TS1’ structure, except that there is no Zundel cation. The next step is the
formation of the second transition state ‘TS2’. This structure has a proton that is
shared equally by a water molecule and the hydrogen chloride. In the last step a
proton transfer towards the chloride ion occurs, leading to the neutral structure. It is
worth noting that the dissociation process in the hexamer should be relatively fast.
Indeed, starting from the neutral structure we have just to overcome two relatively
low barriers.

In a very ingenious experiment the authors of Ref. (401) could get a direct
probe of the HCl dissociation in water clusters pump-and-probe femtosecond
spectroscopy. They observed that the dissociation process takes place sponta-
neously in the presence of five water molecules, while the dissociation of
HCl in smaller clusters can only be photoinduced. Theoretical predictions
reported in Ref. (386) fully confirm these experimental findings. In fact
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Figure 1-22. Mechanism of the protolytic dissociation in the hexamer 	H2O
5HCl
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theoretical results were published before the experimental paper, and were
widely discussed in a commentary402 on Ref. (401) in the Science Compass.
The example of the HCl dissociation in small water clusters shows again
that highly accurate methods of modern quantum chemistry together with the
theory of intermolecular forces and theoretical spectroscopy are capable of
correctly predicting such complicated phenomena like the mechanisms of acidic
dissociation.

13.4. Collision-induced Properties and Modelling
of Raman Spectra of Atomic Gases

The collision-induced light scattering in the helium gas has been the subject of
many experimental studies403− 409 Most of these measurements were done at high
densities403− 405, so the reported Raman intensities were affected by three-body
contributions, and pure pair spectra had to be separated out405 by applying simplified
models. Only the polarized and depolarized Raman spectra reported by Proffitt,
Keto, and Frommhold409,410 were shown to be free from three-body contributions.

These experimental advances stimulated associated theoretical developments.
In an extensive theoretical study Dacre and Frommhold411 have checked the
accuracy of the ab initio CISD (CISD stands for the Configuration Inter-
action method restricted to single and double substitutions) trace and anisotropy
polarizabilities of He2

412 by exposing them to the test of computing the
observed Raman intensities. While the depolarized spectra computed from Dacre’s
polarizability412 showed good agreement with the experiment, the theoretical
polarized spectrum was much less intense than the spectrum derived from the
experiment411.

The reasons for the less satisfactory agreement between the theoretical and
experimental polarized Raman spectra may be both on the theoretical and on
the experimental sides. The experimental polarized spectrum is obtained as the
difference of two nearly equal signals excited with different beam polarizations
409,410, and the accuracy of the polarized intensities deduced from the experiment is
rather poor. On the other hand, the theoretical values of the interaction-induced trace
may suffer from the size-inconsistency of the cisd method or from the basis-set
superposition error.

In Ref. (316) the SAPT approach has been applied to compute the interac-
tion-induced polarizability of the helium diatom. Before discussing the Raman
spectra obtained from the SAPT collision-induced polarizabilities, let us discuss
the importance of various physical contributions to the parallel and perpendicular
components of the collision-induced polarizability tensor.

This is analyzed in Tables 1-13 and 1-14 where the computed values of )�zz and
)�xx in terms of SAPT contributions at various interatomic distances are reported.
The largest contributions to the components of the interaction-induced polarizability
are given by the first-order terms. Except for the smallest interatomic distance (R= 3
bohr), the sum )�

	1

ii�pol +)�	1
ii�exch, i= z or x, reproduces more than 88% of the total
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Table 1-13. SAPT contributions (in 10−3 a.u.) to the parallel component of the interaction-
induced polarizability of He2 as function of the interatomic distance R (in bohr)

R 3.0 5.6 7.0 10.0

)�
	1

zz�pol 342�217 44�626 22�184 7�572

)�
	1

zz�exch −616�256 −9�498 −0�627 −0�001

)�
	2

zz�ind 143�300 1�507 0�217 0�020

)�
	2

zz�exch−ind −129�820 −0�799 −0�034 −0�000

)�
	2

zz�disp 57�033 2�976 0�603 0�045

)�
	2

zz�exch−disp −7�158 −0�250 −0�021 0�000

)�SAPT
zz −5�744 39�645 22�370 7�653

Table 1-14. SAPT contributions (in 10−3 a.u.) to the perpendicular component of the
interaction-induced polarizability of He2 as function of the interatomic distance R (in bohr)

R 3.0 5.6 7.0 10.0

)�
	1

xx�pol −114�194 −21�407 −11�037 −3�785

)�
	1

xx�exch −112�193 −1�140 −0�057 −0�000

)�
	2

xx�ind 10�974 0�203 0�047 0�005

)�
	2

xx�exch−ind 1�300 0�000 0�000 0�000

)�
	2

xx�disp 18�550 0�923 0�217 0�021

)�
	2

xx�exch−disp −2�888 −0�047 −0�003 0�000

)�SAPT
xx −185�932 −21�442 −10�851 −3�752

interaction-induced polarizability. The interatomic correlation contributions are of
relatively modest importance. For example, in the region of the potential minimum
(R= 5�6 bohr) the sum of the dispersion and exchange-dispersion terms contributes
to )�zz and )�xx only 7% and 4%, respectively.

The computed polarizability invariants have been analytically fitted and used
in quantum-dynamical calculations of the binary collision-induced Raman spectra.
The results of the dynamical calculations are summarized in Figure 1-23. An
inspection of this figure shows that the agreement of the theoretical and measured410

depolarized Raman intensities is satisfactory. Most of the intensities agree within
3% or better. Only at very low and high frequency shifts this good agreement
deteriorates somewhat. Still, the predicted intensities at high frequencies are within
the experimental error bars. At very low frequencies the theoretical results are
outside the experimental error bars, but these discrepancies are consistent with the
estimated (combined) error of the SAPT and dynamical calculations.

The theoretical polarized Raman intensities agree with the experiment within
the large (±50–60%) experimental error bars over a wide range of the frequency
shifts. Except for the low frequency region, the predicted polarized spectrum is
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Figure 1-23. Theoretical (full lines) and experimental (open circles) depolarized (left panel) and
polarized (right panel) Raman spectra of the He gas at room temperature

much less intense. It is worth noting that our results for the depolarized and
polarized Raman intensities are in good agreement with those generated from
the CISD polarizability invariants411. Both these observations suggest that the
theoretical results are rather well converged, and that the error in the ab initio
polarized intensities is considerably smaller than the experimental error of 50
to 60%. It was concluded in Ref. (316) that the improvement of the agreement
between theory and experiment for these intensities should come mainly from the
experimental side.

In 2000 Chrysos and collaborators413−416 from the University of Angers in
France reported new measurements of the depolarized and polarized Raman spectra
of the helium gas at room temperature413−415. The agreement between the new
experimental data and the calculations of Ref. (316) was excellent. In particular,
the computed and measured polarized spectra showed a remarkable agreement
over the whole frequency range scanned in the experiment, cf. Figure 1-24.
In fact the experimental and theoretical curves on Figure 1-24 are almost
indistinguishable. Moreover, low temperature measurements416 were also in a
perfect agreement with the theoretical results generated from the polarizability
invariants of Ref. (316) . This level of agreement between theory and exper-
iment suggests that invariants of the collision-induced polarizability tensor for the
helium diatomic collisional complex, as computed by SAPT316, are indeed very
accurate. Similarly good agreement was obtained for the Raman spectra of the neon
diatom417,418.

13.5. Modelling of Dielectric and Refractive Properties of Atomic Gases

The dielectric properties of the helium gas are of great experimental interest, and it is
not surprising that since the early 1960’s increasingly accurate measurements419− 428

are reported in the literature. In Ref. (317) a detailed study of the importance of the
quantum effects and of the applicability of the semiclassical expansion has been
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Figure 1-24. Theoretical (full line) and new experimental (circles) polarized spectrum of the He gas at
room temperature

reported. This study started from the ab initio SAPT trace polarizability316 and it
involved semiclassical and full quantum calculations of the second dielectric virial
coefficient for the 4He gas at various temperatures.

Before comparing theory and experiment let us discuss the convergence of the
semiclassical expansion of the dielectric second virial coefficient. In Table 1-15
the classical dielectric virial coefficient the first and second quantum corrections,
and the full quantum result are reported. An inspection of this table shows that the
quantum effects are small for temperatures larger than 100 K, and B�	T
 can be
approximated by the classical expression with an error smaller than 2.5%. At lower
temperatures the dielectric virial coefficient of 4He starts to deviate from the classical
value. Still, for T ≥ 50 K the quantum effects can be efficiently accounted for by
the sum of the first and second quantum corrections. Indeed, for T = 50, 75, and
100 K the series B	0
� 	T
+B	1
� 	T
+B	2
� 	T
 reproduces the exact results with errors
smaller than 2%. At temperatures below 50 K the semiclassical expansion of the
second dielectric virial coefficient in powers of �

2 starts to diverge. Given the overall
pattern of convergence of the semiclassical expansion, it was interesting to check
whether any rational approximations involving the low-order quantum corrections can
reproduce the converged quantum result. Since only the three terms in the expansion
of B�	T 
 as a power series in �

2 were computed, only the simplest [1/1] approx-
imant could be used. The values of this approximant at various temperatures are
also reported in Table 1-15. Except for the lowest temperatures, the simple [1/1]
Padé approximant works surprisingly well. For T = 15 and 20 K the sum of the
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Table 1-15. Second dielectric virial coefficient of 4He (in cm6mol−2) as function of the
temperature (in K)

T B
	0

� 	T 
 B

	1

� 	T 
 B

	2

� 	T 


2∑
n=0

B	n
� 	T 
 �1/1� B�	T 


4 −0�0842 0�7178 −6�5461 −5�9125 −0�0133 −0�0081
5 −0�0512 0�3040 −2�0226 −1�7699 −0�0115 −0�0081
7 −0�0298 0�1028 −0�4354 −0�3624 −0�0102 −0�0085
10 −0�0209 0�0403 −0�1088 −0�0894 −0�0100 −0�0093
15 −0�0174 0�0169 −0�0282 −0�0287 −0�0111 −0�0108
20 −0�0170 0�0100 −0�0121 −0�0191 −0�0125 −0�0121
30 −0�0183 0�0054 −0�0041 −0�0171 −0�0153 −0�0152
40 −0�0203 0�0036 −0�0021 −0�0187 −0�0179 −0�0179
50 −0�0223 0�0028 −0�0012 −0�0208 −0�0204 −0�0204
75 −0�0274 0�0018 −0�0005 −0�0261 −0�0260 −0�0260
100 −0�0320 0�0013 −0�0003 −0�0309 −0�0309 −0�0309
125 −0�0362 0�0011 −0�0002 −0�0353 −0�0353 −0�0353
150 −0�0401 0�0009 −0�0001 −0�0393 −0�0393 −0�0393
175 −0�0438 0�0008 −0�0001 −0�0431 −0�0431 −0�0431
200 −0�0472 0�0007 −0�0001 −0�0466 −0�0466 −0�0466
250 −0�0536 0�0006 −0�0001 −0�0530 −0�0530 −0�0530
300 −0�0593 0�0005 −0�0000 −0�0588 −0�0588 −0�0588

classical term and first and second quantum corrections overestimates the exact result
by 265% and 58%, quantum corrections overestimates the exact result by 265%
and 58%, respectively, while the [1/1] approximant reproduces the quantum results
with errors of the order of 3%. This result is gratifying since the calculation of the
quantum corrections is much simpler than full quantum-statistical calculations. It
remains to be seen, however, if this optimistic result holds for other systems as well.

The comparison of the theoretical and experimental values of the second dielectric
virial coefficient can serve as a further check of the accuracy of the ab initio trace
polarizability. An example of such a comparison is shown on Figure 1-25, where
the theoretical and experimental second dielectric virial coefficients for the 4He gas
at various temperatures are reported.

At high temperatures the ab initio results agree well with the data from indirect
measurements422,426− 428. The only exception is the value at T = 242�95 K. Here
the theoretical result is slightly outside the experimental error bars. The agreement
with the results of direct measurements420,421− 425 is less satisfactory. The ab initio
results agree very well with the old experimental data of Orcutt and Cole420, and
disagree with the data of Vidal and Lallemand423,424. Since the theoretical values
agree with the majority of the high-temperature experimental data, and since the
second dielectric virial coefficient changes very slowly with temperature, it is very
likely that the results of direct measurements reported by Vidal and Lallemand424

are contaminated by nonadditive three-body effects.
At low temperatures the situation is more complex. The ab initio result at 77.4 K

agrees very well with the value from indirect measurements reported by Huot and
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Bose427. Other low temperature data were obtained from direct measurements425

and show much scatter. At T = 13�804 K the ab initio value agrees with the
measurement, while at T = 7�198 K the theoretical result is almost within the
experimental error bars. At other temperatures the disagreement is quite substantial,
and it is unlikely that the present value of the theoretical polarizability trace differs
from the exact one to the extent sufficient to explain the observed differences.
Therefore, these data should probably be remeasured. In fact, given the level of
agreement between the theoretical and experimental polarized Raman spectra414,415

the theoretical values of the dielectric virial coefficient are probably more accurate
than some of the experimental data.

The low temperature refractive properties of the He gas have not been studied
extensively. However, the second virial Kerr coefficient can be related to the zeroth
moment of the polarized Raman spectrum, and thus deduced from the Raman
experiment. For the helium gas at the liquid nitrogen temperature the experiment
gives 1.46 a.u. 416, the full quantum calculation 1.45328, while the classical result
computed according to Eq. (1-260) gives 1.63328. This shows that also for the
Kerr effect the quantum corrections are important. A systematic study of these
corrections and of the convergence of the semiclassical expansion has not been
reported thus far, even though all necessary expressions are derived328.

Recently, Rizzo and collaborators reported ab initio calculations of the
polarizability invariants for the helium318,319, neon320, and argon318,319 dimers,
followed by quantum-statistical and classical calculations of the dielectric second

Figure 1-25. Theoretical (full line) and experimental second dielectric virial coefficients of the He gas
at various temperatures
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virial coefficients. For the helium dimer the polarizability invariants reported
in Refs. (318,319) are in a fair agreement with the older data from SAPT
calculations316, but the agreement between the computed ad experimental dielectric
second virial coefficients is about the same as in Ref. (317) . For heavier gases
the quantum effects were shown to be very small 318−320. Rizzo and collaborators
also reported calculations of some other density dependent properties of atomic
gases322. In particular, they found the second virial coefficient related to the electric
field induced second harmonic generation should be large in the binary mixtures of
He/Ar and Ne/Ar over a wide range of temperatures. Howeve, these findings have
to confirmed by experiments.

14. CONCLUSIONS AND OUTLOOK FOR THE FUTURE

The aim of this chapter was to show the reader that much can be learned about
intermolecular forces from ab initio quantum-mechanical studies, and from sound
comparisons between the theory and high precision experiments. We paid special
attention to the theory and computational methods required to calculate accurate
interaction potentials, interaction-induced properties, bound states, spectra, and
collisional characteristics of Van der Waals and hydrogen-bonded complexes, as
well as dielectric, refractive, and thermodynamic properties of bulk phases. The
examples given in the latter part of this chapter were meant to illustrate how the
experimentalist and theoretician working in a tandem can gather a large amount of
useful quantitative informations about the interactions between molecules. We hope
that we succeeded in convincing the reader that the field of intermolecular forces
and of the dynamics of bound and collisional Van der Waals and hydrogen-bonded
complexes is a branch of science well worth pursuing, both from the theoretical
and experimental sides.

Let us stress that several topics related to intermolecular forces were not covered
by the present review. First of all, the problem of intramolecular degrees of freedom
was not discussed. As far as the calculations of the interaction potentials are
concerned, the dependence of the potential on the internal degrees of freedom
must be considered. This does not introduce any significant complications in the
calculations if the geometries of the monomers are not strongly distorted from
their equilibrium values. Ab initio calculations of full potential energy surfaces
(including the intramonomer coordinates) are tedious, and this explains why fully
dimensional potentials are restricted to simple systems346,354,429,430. See, however,
Ref. (431) for an ab initio calculation of the full flexible potential for the water
dimer. Dynamics of Van der Waals complexes including the intramonomer excita-
tions is much more complicated. Again, for simple cases fully dimensional calcu-
lations can easily be done347,354,429,432− 434, but for larger systems new ideas are
needed. Some work in this direction has been done by Leforestier and collab-
orators435. Still, the advances in the computer power are so fast that nowadays
it is possible to perform nearly exact dynamical calculations for systems like
He–HC3N (HC3N is the cyanoacetylene molecule) including all bending and
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stretching motions of HC3N 436. The problem of averaged geometries of the
monomers that would somehow take into account, in an effective way, the intra-
monomer vibrations is only important for monomers with large rotational constants
like H2 or HF. For these monomers the equilibrium geometry is quite different
from the vibrationally averaged geometry, and a judicious choice of the average
geometry must be done429. For systems with small rotational constants the problem
of the intramonomer degrees of freedom and of the average geometry is important
only in the case of “soft degrees of freedom”, such as coordinates describing
the low frequency bending modes in cyanoacetylene. Again, new ideas as far as
the description of the coupling between these soft intramolecular modes and the
intermolecular modes are needed.

The subject of interactions between open-shell monomers437− 441 was not
discussed even though these interactions play an important role in the theory of
chemical reactions442. For instance, the kinetics of a chemical reaction strongly
depends on the Van der Waals interactions in the entrance channel, far from the
region where the true reaction occurs443. Open-shell interactions and dynamics are
very important for modeling of processes occurring in the atmospheric chemistry.
Important progress has been done in this field, especially for high-spin open-shell
complexes444 like the oxygen dimer. Open-shell complexes are characterized by
surfaces that show conical intersections43. The nonadiabatic couplings are due
to these intersections, and strongly modify the dynamics of open-shell Van der
Waals complexes. As rightly stated by Yarkony43, “nonadiabatic chemistry is an
intellectually demanding area of research, one of limited number of areas of the
electronic structure theory that has not been trivialized by standardized electronic
structure codes”. Also interactions of atoms or molecules in their excited states
are revisited now. This is especially interesting since some new types of interac-
tions, e.g. resonant interactions, appear445,446. All these topics are subject of very
intense theoretical and experimental studies, and much progress in this field is being
done and has to be done. An important problem in this context is the dynamics
of open-shell complexes on multiple potential energy surfaces. This problem was
considered by Dubernet and Hutson447− 450 10 years ago for the bound states within
the diabatic approximation, and by Alexander and collaborators for the collisional
processes451− 455.

Actually, rigorous diabatization procedures are highly needed. The diabatic repre-
sentation of the Schrödinger equation for the nuclear motions is thought to take into
account as much as possible of the nonadiabatic couplings. Unfortunately, the diaba-
tization procedures employed at present are to some extent arbitrary, and minimize
just the angular or radial couplings. As a matter of fact, the diabatization procedures
employed in high-accuracy ab initio calculations437− 441 are rather dictated by the
availability of some procedures in the quantum-chemical programs, and not the
analysis of the physical problem.

Trimers and larger clusters involving open-shell monomers with spatially degen-
erate ground states are experimentally investigated by high-resolution optical
spectroscopies and by photoelectron spectroscopy. On the theory side Chalasinski
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and collaborators456− 459 proposed an approximate treatment of nonadditive three-
body effects in open-shell trimers. These authors suggested that the nonadditive
effect in spatially degenerate trimers can partly be assigned to the so-called orien-
tational nonadditivity related to the orientation of partially occupied degenerate
orbitals with respect to the closed-shell monomer in the trimer, and partly to the
so-called genuine nonadditive contribution similar in nature to closed-shell interac-
tions. The definitions of the orientational and genuine nonadditivities are to some
extent arbitrary. Visibly, much work in this direction is needed.

Very little is known about the relativistic and QED interactions445,460,461. These
interactions, although very small, modify the long-range behavior of the potential
energy surfaces, and have a strong influence on some quantities determining very
low-energy scattering cross sections, e.g. the scattering length462,463. Recently, the
forty years old theory developed by Meath has been revisited464,465, and important
advances in this direction are bewing done.

Among the relativistic interactions the spin-orbit coupling plays a special role. This
termcouplesvariouselectronic states, and thusmodify thespectra, alreadyfordiatomic
molecules466,42. The spin-orbit coupling also affects the long-range behavior of the
potential energy surfaces. In general, the spin-orbit coupled potentials have a different
asymptotics from the clamped-nuclei (Born-Oppenheimer) potentials467. Theory of
intermolecular forces in the 	a
, 	b
, or 	c
Hund’s coupling cases is being developed.
The long-range behaviour in the multipole approximation is well understood468− 471 if
only the spin-orbit coupling of the isolated monomers is concerned. The effects of the
intermolecular spin-orbit coupling, thus far neglected in ab initio calculations of the
long-range interactions, are being investigated now42,467.

All the subjects quoted above are very important for the studies of ultracold
molecules, a new emerging field at the border of chemistry and physics. In
recent years experimental developments in cooling and trapping of atoms and
molecules have opened the possibility of studying collisional dynamics at ultralow
temperatures. Experimental techniques based on the buffer gas cooling472 or Stark
deceleration473 produce cold molecules with a temperature well below 1 K. Optical
techniques, based on the laser cooling of atoms to ultralow temperatures and
photoassociation spectroscopy to create molecules474,475, lead to temperatures of
the order of a few �K or lower. Experimental investigations of the collisions
between ultracold atoms lead to precision measurements of atomic properties and
interactions. Such collisions also produce ultracold molecules that can be used in
high-resolution spectroscopic experiments to study inelastic and reactive processes
at very low temperatures. In particular, dynamical studies of chemical species and
reactions in the ultracold regime will open a new era in our understanding of basic
chemical processes. Moreover, spectroscopy at ultralow temperatures will show an
unprecedented accuracy since the Doppler broadening effects on the spectral lines
will almost be absent. Such precision measurements will be a big challenge for
theory, and will certainly lead to new theoretical and computational developments.
It seems that this new emerging field of cold molecules in 2000’s will be as exciting
as the field of Van der Waals molecules in 1990’s.
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We wish to end our story of intermolecular forces by saying that it is exciting
that challenging subjects remain to be solved. However, it is good to note that
the present level theory can be applied with trust to more and more complicated
systems, such as biological systems, and can give qualitative, or some time even
semi-quantitative, explanations of the complicated processes encountered in the
living matter271,272 476−479.
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CHAPTER 2

HOHENBERG-KOHN-SHAM DENSITY FUNCTIONAL
THEORY
The formal basis for a family of succesful and still evolving
computational methods for modelling interactions
in complex chemical systems.

TOMASZ A. WESOŁOWSKI
University of Geneva, Switzerland

Abstract: The emergence of a family of computational methods, known under the label ‘density
functional theory’ or ‘DFT’, revolutionalized the field of computer modelling of complex
molecular systems. Many computational schemes belonging to the DFT family are
currently in use. Some of them are designed to be universal (nonempirical) whereas other
to treat specific systems and/or properties (empirical). This review starts with the intro-
duction of the formal elements underlying all these methods: Hohenberg-Kohn theorems,
reference system of noninteracting electrons, exchange-correlation energy functional, and
the Kohn-Sham equations. The main roads to approximate the exchange-correlation-
energy functional based on: local density approximation (LDA), generalized gradient
approximation (GGA), meta-GGA, and adiabatic connection formula (hybrid functionals),
are outlined. The performance of these approximations in describing molecular properties
of relevance to intermolecular interactions and their interactions with environment in
condensed phase (ionization potentials, electron affinities, electric moments, polarizabil-
ities) is reviewed. Developments concerning new methods situated within the general
Hohenberg-Kohn-Sham framework or closely related to it are overviewed in the last
section

Keywords: computer modelling, density functional theory, dipole moment, dipole polarizability,
electron affinity, empirical methods, exchange-correlation energy functional, hydrogen
bonding, intermolecular interactions, ionization potential, Kohn-Sham equations, non-
empirical methods, van der Waals complex
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1. INTRODUCTION

Works of Hohenberg and Kohn1 and Kohn and Sham2 provided the formal
framework underlying a group of very successful computational methods. These
methods are used to obtain ground-state properties of molecules and materials
in Born-Oppenheimer approximation. In the literature, the Hohenberg-Kohn-Sham
framework is referred frequently as density functional theory (DFT). One of its key
elements is the use of explicit functionals∗ of electron density to express certain
components of the total electronic energy. Here, we refer to it as Hohenberg-Kohn-
Sham DFT. Compared to wave-function based methods, the Hohenberg-Kohn-Sham
formal framework involves several new ideas: �i� the interpretation of the ground-
state energy of a given system as a minimum of a functional which depends
explicitly on electron density �E����, �ii� the reference system of noninteracting
electrons, (iii) the one-electron equations to minimize the total energy functional,
and (iv) the exchange-correlation-energy functional referred to in this work as Exc���.
Initially, these new concepts met no or only lukewarm interest in the theoretical
chemistry community for two principal reasons:
(a) Opposite to the hierarchical structure of wavefunction-based methods making

it possible to approach the exact results with arbitrary accuracy (at least for
small systems), approximations to Exc��� needed in practical calculations cannot
be ordered in such a hierarchy. Exc��� is defined implicitly but its analytic
form is not known. Various theoretical considerations or empirical strategies
lead to different approximations to this functional. Therefore, the Kohn-Sham
formalism cannot be considered as a finished computational scheme but rather as
a general theoretical framework encompassing various possible computational
schemes. Among them, there are such which use only fundamental physical
constants and exact mathematical conditions but also such which use extensively
empirical data. This makes it very difficult to order all these methods in a series
approaching systematically the exact solution.

(b) Replacing wavefunction by electron density as the fundamental variable makes
a clear break with the main-stream tradition in quantum chemistry and the
accumulated computational experience. In some cases, where wavefunction-
based methods do not encounter any fundamental difficulties, practical imple-
mentations of the Kohn-Sham framework lead to qualitatively erroneous results.
For instance: �i� in one electron systems, for which the Coulomb- and exchange
energy match perfectly, whereas the use of an approximated density-dependent
functional results in a spurious energy component known as the self-interaction
error4; (ii) anionic systems are frequently not stable5; (iii) artificial splitting
of degenerate energy levels differing in their electron densities, which is the
results of different errors of the exchange-correlation-energy functional for
different states6; (iv) the process of dissociation into radical fragments7; and �v�

∗ “By a functional, we mean a correspondence which assigns a definite (real) number to each function
(or curve) belonging to some class.” 3
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accounting for long-range intermolecular attraction (London dispersion forces).
The fact that removal of these errors cannot be built-in into the Kohn-Sham
framework in a straightforward manner is, therefore, rather discouraging.

The ideas of Hohenberg, Kohn, and Sham were, however, promptly adopted
in the solid-state physics community. Even the simplest approximations to the
exchange-correlation functional brought computational schemes of great potential
in describing properties of solids. Nevertheless, a gradual increase of interest in the
Hohenberg-Kohn-Sham DFT in the theoretical chemistry community resulted in the
emergence of various practical computational methods, which dominate nowadays
the field of computer modelling of molecular systems at quantum mechanical level
(see Figure 2-1).

It is worthwhile to indicate here that the label “density functional theory” might
be used in two∗ different contexts: pragmatic and methodological.

Pragmatic DFT: DFT methods make it possible to calculate properties of
molecular systems with acceptable accuracy at lower computational cost than
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Figure 2-1. Total number of citations of the paper by Kohn and Sham. 2 Source: WSI Web of Science,
Thomson Corp. 2005

∗ Although not covered in this review, it is worthwhile to mention the third face of DFT, the so-called
conceptual density functional, which aims at linking mathematical objects of DFT with intuitive
concepts of chemistry used to rationalize reactivity of chemical molecules (see Chermette, 8 for
review).



156 Wesołowski

the conventional wavefunction-based methods without, however, providing a
practical strategy to approach the exact solution even for the simplest chemical
systems. Moreover, the accuracy of the results can be improved further for
a particular class of systems and/or properties owing to the possibility of
using empirically fitted parameters. Each method obtained within the empirical
strategy involves, however, such possible dangers as: lack of correlation among
the quality of different observables calculated for the same system and/or rapid
deterioration of the quality of the results once the investigated system falls out
its original domain of applicability.

Methodological DFT: Hohenberg-Kohn-Sham density functional theory repre-
sents an alternative strategy to solve Schrödinger equation in Born-
Oppenheimer approximation. Converting it into an efficient computational tool
involves new challenges for many-body such as identification of properties
of certain mathematical objects of key importance in DFT or formal justifi-
cation for some intuitive or ad hoc assumptions made in practical calculations.
Works on these challenges may lead to practical benefits such as: �a� identifi-
cation of the physical origin of failures of some approximations to Exc���, �b�
improved confidence of the results concerning new types systems and problems
for which empirical methods have not been previously testes, and �c� more
rational balance between the accuracy and computational costs in designing a
computer modelling experiment.

The two faces of DFT, methodological and pragmatic, are obviously linked by
a common ultimate objective – a reliable computational method for modelling
polyatomic systems at quantum mechanical level. Progress in each of these domains
proves to be beneficial. The exact mathematical properties of the exchange-
correlation functional (and others closely related objects in DFT) provide guidelines
for designing better approximations. Alternatively, successful approximations based
on intuition or ad hoc assumptions prompt frequently the research aimed at finding
their formal origin.

In view of the rapid growth of applications of DFT methods, a general overview
of the pragmatic face of DFT becomes impossible. Such task should be left for
specialized reviews dealing with particular systems or properties. This work concen-
trates of the methodological issues and covers its pragmatic aspects in a selective
way. The assumptions/approximations underlying the overviewed methods are given
and discussed in the context of their strengths and weaknesses in describing inter-
actions between a molecule and its environment in condensed phase. Properties of
molecular systems such as electric moments and polarizabilities are considered here
because they are the simplest observables, the quality of which relates directly to
the accuracy of the exchange-correlation effective potential (one of the key approx-
imate quantity in the Hohenberg-Kohn-Sham framework). Ionization potentials,
electron, and bonding parameters in weak intermolecular complexes are discussed
here as the simplest energy-related quantities which depend on the accuracy of both
the exchange-correlation energy functional and the exchange-correlation effective
potential.
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The present review is organized in the following way. It starts with the key
elements of the Hohenberg-Kohn-Sham density functional theory. In the following
parts, the mainstream strategies to construct approximate methods based on the
Kohn-Sham equations are overviewed. The overall performance of each group
of approximate methods in reproducing molecular properties, which are of key
importance in describing the interactions of a molecule with its environment, is
reviewed in the subsequent section. The final part concerns current developments.

Except for occasional discussions of the basis set dependence of the results, the
numerical implementation issues such as: grid integration techniques, electron-density
fitting, frozen-cores, pseudopotentials, and linear-scaling techniques, are omitted.

Atomic units are used in all equations and all considerations concern non-
relativistic quantum mechanics in Born-Oppenheimer approximation. Square
brackets, as in E��� for instance, are used to indicate that the relevant quantity
is a functional i.e. the correspondence between a function in real space � = ��r�
and a real number (energy in this example). Abbreviations or acronyms denoting
different approximate exchange-correlation functionals reflect their common usage
in the literature. They are collected in Appendix. Unless specified, the equations
are given for the spin-compensated case.

2. THE KOHN-SHAM EQUATIONS

The formal framework of all the computational methods considered in this review
and branded commonly in the literature as “DFT methods” consists of the following
elements: �i� the first Hohenberg-Kohn theorem defining the density functional
E���, (ii) the second Hohenberg-Kohn theorem introducing variational principle
according to which the ground state electron density and energy can be obtained via
minimization of E���, subject only to the requirement that E��� integrates to a given
number of electrons, (iii) the reference system of noninteracting electrons of the
electron density which is the same as that of the real system. The last element proved
to be of inestimable value. Opposite to the real system of interacting electrons, for
which the singledeterminantal wavefunction is only an approximation, the exact
wavefunction has such a simple form in the fictitious system of noninteracting
electrons. The exact properties of such a system can be thus used as guidelines in
designing approximations applicable for real - interacting – system.

Kohn and Sham introduced yet another functional of the total energy
�EKS��1��2� 		��N��, which unlike that of Hohenberg-Kohn �E���� does not depend
explicitly on the electron density (see Eq. 2). EKS��1��2� 		��N�� is expressed
analytically by means of orthogonal one-electron functions 
�KS

i � �i = 1� N�
yielding the electron density �.

�= 2
N∑
i=1

�KS
∗

i ��r��KSi ��r� (2-1)

It is possible that different sets of one-electron functions yield the given electron
density �. Kohn-Sham orbitals are defined as this set which minimizes the kinetic
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energy of noninteracting electrons. The procedure leading to these orbitals for an
arbitrary � is known in as Levy constrained search 9,10. These orbitals can be used
to construct the exact wavefunction for the reference system of noninteracting
electrons, which has the form of a single determinant. However, the resulting
wavefunction is not the optimal singledeterminantal function for the real system of
interacting electrons∗. The singledeterminantal wavefunction derived from Hartree-
Fock calculations leads obviously to a lower energy for the same system. This
energy lowering originates from the fact that the Hartree-Fock electron density
��HF� differs from the exact one ��HF �= ��.

Following the second Hohenberg-Kohn theorem1, the ground-state electron
density can be obtained by means of the minimization of the total energy functional.
The introduction of orbitals corresponding to the reference-system of noninteracting
electrons, makes it possible to perform the search for the energy minimum, not
directly among all admissible electron densities, but among of the Kohn-Sham
orbitals. This search procedure corresponds to minimizing the E��1��2� 		��N�
functional which reads:

EKS�1�2� 	 	 	 �N �= −2
N∑
i=1

∫
i

1
2
�2id�r

+
∫
d�r �ext��r����r�

+ 1
2

∫
d�r

∫
d�r ′ ���r����r ′�

��r−�r ′ (2-2)

+Exc���

The orthogonal orbitals, which minimize the Kohn-Sham energy functional are
obtained from the following set of one-electron equations2† for i= 1� N :[

−1
2
�2 +VKSeff �����r�

]
�KSi ��r�= �KSi �

KS
i ��r� (2-3)

where the multiplicative potential VKS
eff ����r� reads:

VKSeff �����r�= �ext��r�+
∫
d�r ′ ���r ′�

��r−�r ′� +�xc�����r� (2-4)

and is the same for all orbitals.

∗ The determinant constructed from Kohn-Sham orbitals is referred to sometimes as “Kohn-Sham
wavefunction”. This terminology might be misleading because such a wavefunction does not corre-
spond to the real system but to the fictitious system of noninteracting electrons.

† It is assumed here that the exact electron density of the real (interacting) system is also the exact
electron density of the fictitious system of noninteracting electrons. Such electron densities are pure-
state noninteracting v-representable. In practice, this assumption cannot be easily verified.
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The analytic form of the first two terms in the Kohn-Sham effective potential
�VKS

eff ����r�� is known. They represent the external potential (�ext which is the nuclear
attraction potential in most cases) and Coulomb repulsion between electrons. The
second term is an explicit functional of electron density. The last term, however,
represents the quantum many-body effects and has a traditional name of exchange-
correlation potential. �xc is the functional derivative∗ of the component of the total
energy functional called conventionally exchange-correlation energy �Exc����:

�xc�����r�= �Exc���

��
(2-5)

Exc��� is defined as the component of the total energy functional, which remains
after subtracting all terms in the Hohenberg-Kohn total energy functional, which
can be evaluated exactly:

Exc���= E���−Ts���− J���−V��� (2-6)

The quantity Ts��� denotes the kinetic energy in the reference system of noninter-
acting electrons defined in the Levy constrained search procedure. The numerical
value of Ts��� can be obtained exactly provided the orbitals minimizing the kinetic
energy in the reference system of noninteracting electrons are known. This is the
case of the orbitals derived from the Kohn-Sham equations. Therefore, the analytic
form of Ts��� is not needed in Kohn-Sham calculations. The above definition
of Exc��� shows clearly that the name exchange-correlation functional might be
confusing – it contains also the contribution from the kinetic energy because the
numerical values of Ts��� and T��� (the kinetic energy of the real i.e. interacting
system) are not equal.

It is worthwhile to underline that the exact �xc is the functional of � ��xc = �xc����
not just a function of � ��xc = �xc���� as assumed in most of the practical methods.
Therefore, its non-local dependence on � is not excluded.

The physical meaning of the left-hand-side of Eq. (6) is given in its adiabatic
connection definition,11– 13 which links smoothly the artificial system of nonin-
teracting electrons with the real one by means of a coupling strength parameter
0 ≤ �≤ 1 (� is the parameter multiplying electron-electron repulsion energy in the
Schrödinger equation):

Exc���=
1∫

0

Uxc
����d� (2-7)

where Uxc
���� =< ������vee������ > − U��� ������ is the ground-state

wavefunction at coupling strength �� vee is the Coulomb repulsion, and U��� is the
Hartree energy).

∗ Note that the exchange-correlation functional is not linear, therefore, Exc��� �= ∫ ��xcdr.



160 Wesołowski

Each of the two equivalent definitions of Exc��� (Eqs. 6 and 7) as well as possible
alternative ones, some of them will be discussed in the last section of this review, can
be used as the basis for construction of approximations. The Kohn-Sham equations
and the Kohn-Sham energy expression involve two approximate quantities: Exc���
and �xc. At a given external potential Vext, defined by nuclear charges and positions
of nuclei in most cases, any deviation from the exact ground-state electron density
can be attributed to errors in �xc applied in practical calculations. Therefore, the
quality of the calculated one-electron properties at a given geometry of the nuclei
depends exclusively on the quality of �xc. Moreover, since the energy gradients
with respect to nuclear coordinates �RN� can be expressed as:

�E

� �RN
=
∫ �E

��
��r� ��
� �RN

��r�d�r =
∫
�xc��r�

��

��RN
��r�d�r (2-8)

The quality of forces acting on nuclei depends directly on the accuracy of the
used approximation for �xc. The situation is more involved in the case of energy
differences, where the quality of the applied approximation to Exc��� influences the
accuracy of both the electron density (through �xc which is its functional derivative)
and the total energy calculated for this density. Currently, various approximations
for these two quantities are in use. In the following part, the most common approx-
imations to Exc��� are reviewed.

3. COMMONLY USED APPROXIMATIONS
TO THE EXCHANGE-CORRELATION-ENERGY FUNCTIONAL

The groups of approximations discussed below are ordered according to the classifi-
cation introduced by Perdew known as “Jacob’s ladder” of approximate functionals.
At the lowest rung, the exchange-correlation energy depends explicitly on electron
density only. Moving to higher rungs introduces also other quantities, which are
used to approximate the exchange-correlation energy. Usually, no distinction is
made between the approximation for �xc and Exc���

∗ in the literature because these
two quantities are linked by Eq. (5).

3.1. The Starting Point: Local Density Approximation

For the uniform electron gas, all the functionals defined in the previous section
can be obtained exactly or calculated with arbitrary accuracy. The expression for
the exchange energy of noninteracting electrons given by Dirac14 and introduced

∗ Such a distinction is made here for two reasons: a) In the cases where the theoretical considerations
lead to a given �xc directly, the “parent” functional is not known. b) In the process of developing
approximations to the exchange-correlation functional, it is frequently the case that the functional is
tested on electron densities obtained with a potential corresponding to another exchange-correlation
potential i.e. not self-consistently.
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into quantum chemistry by Slater15, represents the largest contribution to Exc. The
remaining component defines the correlation energy functional in this case �Ec���=
Exc���−Ex����. Ceperley and Alder16 applied Quantum Monte Carlo simulations to
obtain numerical values of Ec��� for the uniform electron gas and densities spanning
a wide range �1 ≤ rs ≤ 200, where rs = �3/4���1/3�. We recall here that the analytic
dependence of an approximate Exc��� on the electron density is needed for deriving
the associated exchange-correlation effective potential. For this purpose, an analytic
fit for the dependence of the density of the correlation energy (�c���� on the electron
density is needed17,18. Currently, the most commonly used fit to the Ceperley-Alder
data is the one made by Vosko et al. 17 Unless specified, the label LDA will be used
for this functional dependence throughout this review∗.

The essence of the local density approximation is the assumption that the
exchange-correlation energy of a non-uniform electron density can be approxi-
mated as a sum of contributions from small volume elements each characterized
by uniform electron density ��xc����r��. Since the exchange-correlation energy
of uniform electron gas is available with arbitrary accuracy, the LDA exchange-
correlation functional takes the following simple form:

ELDAxc ���=
∫
d�r ���r��LDAxc ��� (2-9)

Deviation of the homogeneity can be considered small if the gradient of electron
density satisfies the following condition:

����
�

<< �3���1/3 (2-10)

Unfortunately, the above condition does not hold for atomic and molecular electron
densities. Surprisingly however, LDA appears to be a very reasonable approxi-
mation as far as many properties are concerned (geometries of molecules, vibra-
tional properties, electric moments, for instance). As a rule, however, the energy
differences derived from LDA are not acceptable for chemical applications. Its
practical advantage over other approximations originates from the fact that it is
computationally the cheapest one. It has to be born in mind that it is a functional
obtained without any empirical data. The Kohn-Sham equations applying LDA
can be seen as the entry-level density-functional-theory formalism, which plays
a similar role in Hohenberg-Kohn-Sham DFT, as does the Hartree-Fock theory
among wavefunction-based methods. However, there is no simple relation between
the domains of applicability of Hartree-Fock and LDA Kohn-Sham methods.

∗ Different fits were obtained by Vosko, Wilk, and Nusair for the spin-compensated and spin-
polarized cases.
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3.2. The First Breakthrough: Generalized Gradient Approximation

A straightforward step beyond Local Density Approximation consists of intro-
ducing electron-density gradient ���� in the explicit dependence of the exchange-
correlation energy on electron density. 1 For slowly varying electron densities,
the gradient expansion approximation (GEA) leads to the following form of the
exchange-correlation energy functional:

EGEAxc ���=
∫
d�r Axc����4/3 +

∫
d�r Cxc���

����2
�4/3

+ 	 	 	 (2-11)

where the coefficients Axc and Cxc are functions of electron density and can be in
principle obtained from formal considerations (see Perdew19 for review). They can
also be replaced by fitted constants in Eq. (11).∗

Unfortunately, neither way leads to a noticeable improvement over LDA.21– 23 In
the eighties, a new route to approximate the exchange-correlation energy has been
proposed which also uses electron-density gradients but the gradient-dependence is
not build in by means of Eq. (11) but in a different – more general – way called
generalized gradient approximation (GGA):

EGGAxc ���=
∫
d�r ���r��GGAxc ������ (2-12)

Opposite to local density approximation, for which the density of exchange-
correlation energy can be obtained following a unique strategy (i.e. using reference
data for the uniform electron gas), many strategies can lead to different analytic
forms of �GGAxc ������. They range from the ones, which use exact physical or mathe-
matical properties of the exchange-correlation functional leaving none or only a few
free parameters (opening the way for a possible empirical data fit) in the analytical
expression for �GGAxc ������ to the ones relaying on experimental data more exten-
sively. The B88 exchange functional, which is now one of the most common among
the GGA functionals, was obtained by imposing the correct asymptotic distance
dependence of the density of the exchange energy for atomic systems.24 Perdew and
co-workers used the properties of the exchange-correlation hole in the construction
of several approximate GGA functionals: PW8625 for exchange, P86 for corre-
lation,26 PW9118, 27 and PBE28 for exchange and correlation. The popular LYP
correlation functional was derived based on the properties of the exact Hartree-
Fock orbital of the helium atom.29,30 Handy, Tozer, and collaborators explored the
empirical strategy to construct exchange-correlation functional of the GGA form
in which a large number of empirical parameters are used to express �xc

GGA in
Eq. (12) as an explicit function of electron density and its gradient31. The param-
eters were obtained by means of the least-squares procedure using the training

∗ The purely empirical constant ��� value of the Cxc��� in the case of exchange energy has been in use
in the X�� extension 20 of the Slater’s X� method. 15
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data comprising reference numerical values of: total energies, ionization potentials,
energy gradients, and numerical values of the exchange-correlation potential. The
HCTH and HCTH-A functionals, obtained using this strategy, depend on 15 and
12 parameters, respectively. 31

Exchange-correlation functionals of the GGA form have been proposed in the
literature, which take the empirical information into account in different extent.
Without claiming completeness, the list includes such functionals as: B86,32 G96,33

FT97,34 mPW91,35 revPBE,36 RPBE,37 and OPTX,38 and mPBE.39

3.3. Meta-GGA

In both LDA and GGA, �xc�r� at a given position in space (r) is determined by
local properties of electron density at the same position. In LDA, only electron
density at r is needed ��xc

LDA�r� = �xc
LDA���r��. In the GGA case, both electron

density and its gradient are required ��xc
GGA�r�= �xc

GGA���r�����r��. Including the
dependence on higher derivatives leads to another class of semi-local functionals
taking the following general form:

EMGGAxc ���=
∫
d�r ���r��MGGAxc �������2�� �� (2-13)

where

� = 2
N∑
i=1

−1
/

2i
∗��r��2i��r� (2-14)

is the density of the kinetic energy and �2� is Laplacian of the electron density.
Today, meta-GGA functionals are less commonly used than the ones of the

GGA type discussed in the previous sections. However, the interest in this type of
approximation to the exchange-correlation energy is increasing. These developments
parallel the ones concerning GGA, which happened more than a decade ago. The
near future will bring probably a more systematic knowledge of strengths and
weaknesses of the meta-GGA route. Therefore, these functionals are also discussed
here. Similarly as in the case of the generalized gradient approximation, the density
of the meta-GGA exchange-correlation energy can take different analytic forms. The
exchange-energy component of �MGGAxc

(
������2�� �

)
can be obtained by means of

Taylor expansion of the spherically averaged exchange hole. 40,41 Perdew, Scuseria,
and collaborators42 designed a nonempirical meta-GGA (TPSS), which in fact does
not depend on Laplacian at all �TPSSxc = �MGGAxc ������ ��. The elimination of the
dependence on Laplacian is justified by the fact that, although both Laplacian and the
kinetic energy density appear in the Taylor expansion of the exchange-correlation
hole, they carry the same information in the limit of slowly varying electron
densities. Usually, however, the empirical functionals of the meta-GGA type depend
on both quantities. Proynov et al. 43 proposed a Laplacian-dependent correlation
functional. This functional was recommended to be used in combination with two
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GGA exchange-energy functionals (B88 and PW86). Filatov and Thiel44 introduced
the exchange-correlation functional depending explicitly on the Laplacian of the
electron density in its exchange- and correlation parts. By construction, the exchange
part of the proposed functional reproduces the gradient expansion for the exchange
energy at small gradients up to the fourth order and leads to the exchange effective
potential with the correct asymptotic behavior �−1/r�. The free parameters in their
model were fitted using exact exchange- and correlation energies in atoms.

3.4. Hybrid Functionals

Introduction of the orbital dependence into the exchange-correlation energy is an
apparent step away from the original Hohenberg-Kohn-Sham formulation of density
functional theory45 where only the kinetic energy part of the total energy involves
explicit orbital dependence. Moreover, the evaluation of the exchange-correlation
potential is not possible in a straightforward manner (i.e. as a functional derivative
of Exc��� with respect to �) because of the explicit dependence of the exchange-
correlation energy on orbitals. The general form of the hybrid exchange-correlation
functional reads:∗

Ehybxc �1�2� 	 	 	 �N �= a
(
Ex�1�2� 	 	 	 �N �−EGGAx ���

)+EGGAxc ���

(2-15)

where Ex �1�2� 	 	 	 �N � is the Hartree-Fock expression for the exchange energy.
The formal basis for expressing the exchange-correlation energy as an explicit

functional of Kohn-Sham orbitals is given in its adiabatic-connection definition
(Eq. 7). Moreover, explicit orbital-dependence appears naturally in the Görling-
Levy46 perturbational formulation of density functional theory. For an overview
of the formal aspects, see Görling.47 The first approximate exchange-correlation
functional constructed based on the adiabatic connection formula was the “Half-and-
Half ” functional by Becke.48 The constant a= 0	5, which was chosen arbitrarily,
corresponds to replacement of the integral in Eq. (7) by the numerical values of Uxc

at only two points at �= 0 (where Ex �1�2� 	 	 	 �N � is exactly equal to Uxc) and
at � = 1 (where Exc��� is approximately equal to Uxc�. Another functional based

∗ In the Kohn-Sham equations, the use of such a functional is not straightforward because of the
explicite orbital dependency (see the section dealing with optimized effective potential). Strictly
speaking, therefore, most of common computer implementations do not solve the associate Kohn-Sham
equations.
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on the adiabatic connection formula (B3PW91) was introduced by Becke49 shortly
afterwards. It reads:∗

EB3PW91
xc �1�2� 	 	 	 �N �= a0

(
Ex�1�2� 	 	 	 �N �−ELDAx ���

)
+ELDAxc ���+axEB88

x ���+acEPW91
c ��� (2-16)

The parameters a0 = 0	2� ax = 0	72, and ac = 0	81 were obtained by a linear least-
square fit to the 56 atomization energies, 42 ionization potentials, 8 proton affinities,
and 10 first-row total atomic energies. The approximate GGA functionals in the
above expression (B88 for exchange and PW91 for correlation) were introduced
in the previous sections. Stephens et al. 50 applied the LYP correlation functional
instead of PW91 in the above expression retaining the same numerical values of the
parameters a0� ax, and ac. The resulting functional, known under the label B3LYP,
is probably the most commonly used approximation to the exchange-correlation
energy nowadays.

Other commonly used hybrid functionals include: B97,51 mPW1PW35 and
PBE0,52,53 O3LYP,38 and the one constructed by Kafafi. 54

3.5. Beyond Meta-GGA

The hybrid exchange-correlation functionals discussed so far apply one of the
possible GGA functionals as their orbital-free component. Using meta-GGA for
this purpose leads to the functionals branded as hyper-GGA by Perdew – the
convention adopted also in this review. Such functionals, take the following general
form

EHGGAxc ���=
∫
d�r ���r� �HGGAxc �������2�� ���x� (2-17)

where �x is the density of the ‘exact exchange’ energy evaluated using the Hartree-
Fock expression and Kohn-Sham orbitals.

The TPPSh functional42 is a one-parameter combination of the parameter-free
meta-GGA (TPSS) with ‘exact exchange’. Other functional of this type were also
proposed.55– 57

In the previous sections, the following nonempirical functionals were mentioned:
LDA, PBE, and TPSS. These functionals represent the lowest three rungs on the
Jacob’s ladder: LDA, GGA, and meta-GGA. At the GGA-and meta-GGA levels,
the approximate exchange-correlation functionals were obtained, not directly, but
through construction of approximations to the exchange-correlation hole �nxc�r� r’��

∗ The term depending explicitly on the Kohn-Sham orbitals is called sometimes “exact-exchange”. This
nomenclature might be misleading because it uses the exact expression for the exchange energy from
the Hartree-Fock theory. However, the numerical value of the exchange energy as defined in density
functional theory can be obtained from this expression only for a particular set of orbitals. 9,10
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in a way enforcing selected known properties of the exact hole. 58 So far, no hyper-
GGA functional was constructed following the same strategy. The construction of
a completely nonempirical hyper-GGA functional is expected in the next future. 58

The performance of the Perdew’s nonempirical series of approximations to the
exchange-correlation energy (LDA, PBE, TPSS, and PBE0) representing the lowest
four rungs of the Jacob’s ladder is analyzed together with that of various popular
empirical functionals.

4. PERFORMANCE OF COMMON APPROXIMATIONS
TO THE EXCHANGE-CORRELATION ENERGY

Every year brings more than one thousand of applications of density-functional-
theory based methods in different fields (see Figure 2-1). A comprehensive review
of their performance in all domains of applicability is not practical. This overview
focuses on nonbonded intermolecular interactions. Separate sections deal with: (i)
ionization potentials, (ii) electron affinities, (iii) electric moments, (iv) polarizabil-
ities – key quantities on the theory of intermolecular interactions, and the bonding
parameters for two groups of weak intermolecular complexes: (v) hydrogen-bonded
complexes, and (vi) van der Waals complexes. A representative group of studies
in which the density-functional-theory results were tested against either high-level
wavefunction-based calculations or experiment (or both) was selected for each
section.

4.1. Electric Properties: Electric Moments

Local density approximation∗ was used by Dickson and Becke59 to derive dipole
moments for CO, HF, H2O, and NH3 and quadrupole moments for H2� N2� O2,
CO, HF, H2O� NH3, and CH4. These studies have a benchmark character because
the analyzed properties were calculated at the basis-set limit using the numerical
density-functional code NUMOL.60 The results are in a very satisfactory agreement
with experimental data (see Tables 2-1 and 2-2). For HF, H2O, and NH3, the
agreement with experiment is excellent. The largest absolute and relative errors of
the dipole moment occur for the CO molecule. Keeping in mind the fact that the sign
of the small dipole moment of this molecule corresponding to C−O+ polarization
has been attributed traditionally to the correlation effects, the Kohn-Sham LDA
result predicting the correct polarization was noted as a success of density functional
theory although this effect is significantly overestimated.

Studies using the GGA- (BLYP) and hybrid- (HCTH, B3LYP, B97, B97-1)
functionals combined with the Sadlej’s basis set demonstrate that all considered
functionals also lead to very reasonable dipole moments for a representative a set

∗ The LDA correlation functional used in these calculations was not the VWN parameterization of the
Ceperly and Alder reference data for the uniform electron gas but that of Perdew and Wang. 18
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Table 2-1. Calculated (LDA) and
experimental dipole moments (in
atomic units) of small molecules 59,

Molecule �calc �exp

CO 0	0907 0	048
HF 0	7064 0	707
H2O 0	7300 0	727
NH3 0	6010 0	579

of small organic molecules (CO, H2O� H2S, HCl, HF, LiH, LiF, NH3� PH3, and
SO2). 61 Among the considered functionals, B3LYP, B97, and B97-1, lead to similar
absolute mean errors (0.0177, 0.0158, and 0.0145 atomic units, respectively), which
are about two times smaller then the ones of the BLYP and HCTH results (0.0361
and 0.0355 atomic units, respectively). For comparison, the errors of Hartree-Fock
and second-order Møller-Plesset dipole moments equal 0.0675 and 0.0181 atomic
units, respectively. For quadrupole moments, all considered methods (DFT and
wavefunction based) lead to similar errors in the order of 0.10 atomic units.

Jasien and Fitzgerald62 demonstrated that the LDA∗ dipole moments of such
molecules as HF, H2O� NH3, formamide, imidazole, pyridine, cytosine, match
very closely the experimental ones (the relative errors between 1 and 7%). For
uracil and thymine, and adenine, the differences between LDA and experimental
dipole moments are slightly larger (relative errors up to 12%) and compared better
to the ones derived from second-order Møller-Plesset calculations. The authors
underlined the noticeable effect the inclusion of the hydrogen 2p polarization

Table 2-2. Calculated (LDA) and
experimental zz components of the
trace-less quadrupole moment calcu-
lated with respect of the center of
mass (in atomic units) of small
molecules. 59

Molecule �zz
calc �zz

exp

H2 0	437 -
N2 −1	137 −1	09
O2 −0	356 0	25
CO −1	478 −1	44
HF 1	707 1	75
NH3 −2	251 −2	45
H2O −0	111 −0	10

∗ The LDA exchange-correlation potential used in this study was not the common Vosko, Wilk, Nusair
parameterization of the Ceperley-Adler data for the uniform electron gas but the potential of Heidin
and Lundqvist. 68
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functions into the basis set. The good overall performance of the LDA- and GGA
functionals in reproducing experimental dipole moments of small organic molecules
has been demonstrated.63– 66 Almost invariably, LDA leads to significantly better
dipole moments than the ones derived from Hartree-Fock calculations. Typically,
the choice of the basis set rather than the type approximation for Exc��� deter-
mines the quality of the dipole moments as demonstrated in a comprehensive study
of a representative set of biologically relevant molecules by Rashin et al. 64 and
St.-Amant et al. 63 and for a set of over 100 first-row and second-row molecules by
Scheiner et al. 67

Filatov and Thiel44 compared the performance of their meta-GGA exchange-
correlation functional with that of B3LYP in reproducing experimental dipole
moments for 26 small organic molecules. In most cases, the dipole moments are
slightly overestimated. The largest magnitude (about 0.2–0.3 atomic units) of this
overestimation takes place for NH3� N2H4� H2O2, and CH3Cl. For CN and SiO,
the dipole moments are underestimated by about 0.2 atomic units. The average
accuracy of the B3LYP results for the same set of molecules is similar.

4.2. Electric Properties: Polarizabilities

McDowell et al. 69 analyzed the applicability of the LDA- and GGA (BLYP)
functionals for calculating polarizabilities of such molecules as: HF, HCl,
F2� Cl2� NH3� PH3� H2O� H2S� SO2� CO2, and C2H4. The Kohn-Sham results
were compared with experiment and the polarizabilities obtained from conven-
tional wavefunction-based methods (Hartree-Fock, second- and fourth-order Møller-
Plesset perturbation theory, and coupled-cluster method using Brueckner orbitals).
The studied properties were calculated either analytically or using finite-field
method. Sadlej’s basis set was used. Both LDA- and GGA average dipole polar-
izabilities are systematically overestimated (typically by about 10%) whereas the
dipole polarizability anisotropies are slightly less underestimated. The magnitude
of this error is similar that of the corresponding Hartree-Fock polarizabilities. The
errors are, however, opposite in sign. This indicates that the way correlation effects
are taken into account in the Kohn-Sham equations is rather unsatisfactory at the
LDA- and GGA levels.

Dickson and Becke59 performed finite-field LDA calculations of the dipole polar-
izabilities and hyperpolarizabilities of the following compounds: H2� N2� O2, CO,
HF, H2O� NH3, and CH4. These studies have a benchmark character (for dipole
polarizabilites and first hyperpolarizabilities). The calculated dipole polarizabilities
are systematically overestimated (see Table 2-3). Other studies reveal the similar
trend∗ that LDA overestimates the dipole polarizabilities of small organic molecules.
69– 72

∗ There are exceptions from this trend. A noted example is the polarizability of sodium clusters
significantly underestimated by semi-local functionals. 73
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Table 2-3. Calculated (LDA) and
experimental average dipole polariz-
abilites ��= 1/3�axx+�yy +�zz�, in
atomic units) of small molecules. 59

Molecule �calc �exp

H2 5	91 5	43
N2 12	3 11	74
O2 10	93 10	78
CO 13	70 13	08
HF 6	23 5	60
H2O 10	60 9	64
NH3 15	54 14	56
CH4 17	69 17	27

The calculated first hyperpolarizabilities (see Table 2-4) are surprisingly close
to the experimental data, which is probably fortuitous because they were calcu-
lated without taking into account vibrational effect. These studies demonstrated also
that the double-zeta basis set augmented by field-induced polarization functions,
although sufficient for calculations of dipole and quadrupole moments of the studied
molecules at the Kohn-Sham LDA level, is not sufficient in the case of hyperpo-
larizabilities.

It should be underlined that the comparisons with experiment are not straight-
forward. It has been demonstrated that zero-point vibrations result in the increase
of the average dipole polarizabilities. 74,75 The effect of neither zero-point vibrations
nor anharmonicity was taking into account in Dickson and Becke calculations.
Therefore, a good agreement between the calculated and experimental results cannot
be considered as a proof for the adequacy of these approximations. It indicates rather
the flaws of the LDA- and GGA functionals. Studies applying the B3LYP hybrid
functional71,72,76 indicate that this overestimation can be only partially reduced by
inclusion of the ‘exact exchange’. B97-1, which is a reparameterized variant of the
hybrid functional of Becke (B97) was shown to perform better.

Table 2-4. Calculated (LDA) and
experimental average first dipole
hyperpolarizabilites ��= 3/5��xxx+
�yyy+�zzz�, in atomic units) of small
molecules. 59

Molecule �calc �exp

CO 30.5 30(3)
HF −9	2 −11
H2O −24	8 −22
NH3 −55	�6� −48
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In the discussed before studies on a set of ten small organic molecules, Cohen and
Tantirungrotechai61 demonstrated that the average molecular polarizabilities derived
using GGA- and hybrid functionals are quite reasonable although overestimated in
line with previously discussed trends. The hybrid functionals (HCTH, B3LYP, B97,
B97-1) lead to similar errors (about 1.5 atomic units) whereas the errors derived
from GGA(BLYP) are larger (2.25 atomic units). As far as the anisotropy of dipole
polarizability is concerned, the B3LYP, B97, and B97-1 functionals lead to results
which are even better that the ones derived from the Hartree-Fock and second-
order Møller-Plesset calculations. The BLYP and HCTH functionals performed
noticeably worse.

The GGA functionals applied in the coupled perturbed Kohn-Sham calculations to
obtain electric response properties of the HF molecule perform quite reasonably. 77

The reference value of the dipole moment (0.707 atomic units) derived from coupled
cluster calculations is slightly underestimated by most GGA functionals. It varies
between 0.673 and 0.685 atomic units. Dipole polarizabilities tend to be overesti-
mated by up to 10–20%, whereas the hyperpolarizabilities show a strong dependence
on the chosen GGA functional (�zzz varying between −6	09 and −12	23 atomic
units as compared to the coupled cluster value of −9	869 atomic units). The authors
investigated also the basis set effect on the calculated properties showing that some
of the response properties require larger than standard basis sets. For instance, the
dipole moment decreases within less than 15% with the increase of the basis set
from double zeta of Dunning (DZ) to that of Sadlej (pVTZ). The static dipole
polarizabilities, however, is affected by more than factor five. The effect of the
basis set on the hyperpolarizabilities is also significant (factor two when going from
DZ to pVTZ.

The overestimation of the average dipole polarizabilities by the GGA and LDA
functionals has been attributed to their incorrect asymptotic behavior at molecular
tails. 69,78 The exact �xc is long-ranged. In the asymptotic region, the exact exchange-
correlation potential is proportional to −1/r, where r is the distance from the
atom or the center of the molecule. Compared to the −1/r behavior, the GGA-
and LDA exchange-correlation potentials are noticeably more short-ranged. As a
result, the electrons in the outmost shell are bound too weakly, which leads to the
increase in their responses if calculated at the GGA and LDA levels. The numerical
values of exact �xc are available for some atoms and small molecules obtained
by means of special techniques to construct it from electron density derived from
high-level wavefunction-based methods (see, for instance, Zhao et al. 79). Instead
of constructing the exact �xc, the correct asymptotic behavior at long range can
be built in into an approximated functional by construction as it is the case of the
LB94 potential.∗, 80 Indeed, calculations using LB94 potential lead to responses,
which are much closer to the ones obtained by means of the exact �xc. Moreover,

∗ Since the LB94 exchange-correlation potential was constructed directly and not as the functional
derivative of some approximate expression for Exc���, there exist no corresponding exchange-
correlation energy functional.
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Table 2-5. Average dipole polarizabilites (in atomic units) of noble-
gas atoms and small molecules calculated using different exchange-
correlation potentials and the reference data (benchmark wave-
function calculations or experimental). 83

atom/molecule �LDA �LB94 �Vxc�exact� �reference

He 1	6576 1	3896 1	3824 1	3832
Be 43	79 42	87 39	57 37	73
Ne 3	049 2	590 2	670
H2 5	9 5	61 5	16 5	1816
N2 12	27 11	46 11	68 11	74
HF 6	20 5	31 5	49 5	52
HCl 18	63 17	86 17	25 17	39
H2O 10	53 9	20 9	45 9	64
CO 13	87 12	62 12	86 13	08

application of the exact and the LB94 exchange-correlation potentials leads to much
better response properties than does the LDA potential (see Table 2-5).

The crucial role of the asymptotic behavior of �xc for obtaining the correct
response properties has been recently demonstrated for various cases (see for
instance Mori-Sanchez et al. 81; Hirata et al. 82).

The practical difficulties in describing all response properties by means of a given
approximation to the exchange-correlation potential have been illustrated in the
recent report by Jacob et al. 84 concerning complexation-induced dipole moments
in weak complexes of the CO2 	 	 	Rg (Rg=He, Ne, Ar, Kr, Xe, and Hg) type.
The dominant effect responsible for emergence of the dipole moment of such a
complex is the polarization of the rare gas atom by the electric field generated
by the quadrupole moment of CO2. As discussed previously, the LDA- and GGA
functionals lead to overestimated dipole polarizabilities. This overestimation is even
larger than 10% for some rare-gas atoms. The same approximations, however, lead
to a very reasonable description of the quadrupole moment of CO2 (1.55 atomic
units in the PW91 case compared to the experimental value of 1.595 atomic units).
The opposite tendencies occur for the SAOP exchange-correlation potential, 85

which leads to significantly better dipole polarizabilities of rare gas atoms (errors
reduced by a factor of two) but which leads to much worse quadrupole moment of
CO2 (1.85 atomic units). As a result, neither PW91 nor SAOP exchange-correlation
potentials lead to the complexation-induced dipole moment in the whole CO2 	 	 	Rg
series with uniform accuracy.

4.3. Ionization Potentials and Electron Affinities

In Kohn-Sham density functional theory, the ionization potential is the negative of
the eigenvalue of the highest occupied Kohn-Sham orbital. 86– 88 The IP = −�HOMO
relation holds, however, only for the exact exchange-correlation potential.
Numerical confirmations for this relation exist for model systems such as the
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helium atom89 This relation does not hold, however, for approximate exchange-
correlation potentials. Due to the too rapid decay of the LDA- and GGA exchange-
correlation potentials in the asymptotic region, the ionization potentials calculated as
IP = −�HOMO by means of these approximations can be expected to be systemat-
ically underestimated. Indeed, numerical calculations confirm this80,85 90– 92). For
similar reasons, the situation is even worse for electron affinities. Frequently, LDA
or GGA do not lead to stable states of negative ions. 5,90,93

Instead of using the IP = −�HOMO relation, the ionization potential can be also
calculated as the energy difference between neutral and charged species. This
strategy leads typically to better numerical results. For atoms, the numerical values
of −�HOMO are about two times smaller than the first ionization potential if derived
using LDA- and GGA potentials (see Table 2-6).

Similarly, as the case with response properties discussed in the previous section,
imposing the correct asymptotic behavior of �xc improves the agreement between the
numerical values of −�HOMO and the experimental ionization potentials. 85,90,91,94 For
these reasons, the ionization potentials and electron affinities are usually obtained
as energy differences ( SCF) in calculations using common approximations to
the exchange-correlation functional. The discussed hereafter numerical values were
obtained in this way.

Table 2-6. LDA and GGA(BLYP or PW91) atomic ionization potentials (in Hartree)
calculated as energy differences ( SCF) or as −�HOMO (aLDA results from Vydrov
and Scuseria 98; cLDA results from Perdew et al. 97, bLDA results from van Leeuwen
and Baerends 80; GGA results from Grabo and Gross 90).

Atom  SCFa −�HOMO  SCF −�HOMO  SCF −�HOMO Exp.
LDA BLYP PW91

He 0	892 0	571b 0	912 0	585 0	583 0	903
Li 0	200 0	116c 0	203 0	111 0	207 0	119 0	198
Be 0	331 0	206b 0	330 0	201 0	333 0	207 0	343
B 0	315 0	225c 0	309 0	143 0	314 0	149 0	305
C 0	429 0	425 0	218 0	432 0	226 0	414
N 0	548 0	542 0	297 0	551 0	308 0	534
O 0	508 0	273c 0	508 0	266 0	505 0	267 0	500
F 0	659 0	381c 0	656 0	376 0	660 0	379 0	640
Ne 0	812 0	490b 0	808 0	491 0	812 0	494 0	792
Na 0	195 0	113c 0	191 0	106 0	198 0	113 0	189
Mg 0	283 0	280 0	168 0	281 0	174 0	281
Al 0	220 0	212 0	102 0	221 0	112 0	220
Si 0	302 0	168c 0	294 0	160 0	305 0	171 0	300
P 0	386 0	376 0	219 0	389 0	233 0	385
S 0	386 0	224c 0	379 0	219 0	379 0	222 0	381
Cl 0	484 0	300c 0	476 0	295 0	482 0	301 0	477
Ar 0	585 0	381b 0	576 0	372 0	583 0	380 0	579
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The relation between other than �HOMO eigenvalues of the exact Kohn-Sham
orbitals and higher ionization potentials is currently an object of studies by Baerends
and collaborators. 95,96

Benchmark atomic ionization energies and electron affinities (from H to Zn)
calculated as energy differences ( SCF) for LDA- and three nonempirical GGA
functionals developed by Perdew and collaborators97 indicate that errors of these
quantities depend strongly on the choice of the GGA functional.

Ernzerhof and Scuseria53 analyzed the electron affinities and ionization potentials
obtained using the LDA-, PBE-, and PBE1PBE functionals with the reference date
taken from the G2-1 data set. 99 Whereas the PBE functional leads to significantly
more accurate results than does LDA, no noticeable improvement occurs at the
meta-GGA level.

The asymptotic behavior of the exchange-correlation potential far from the
molecule has been identified as the key factor determining the accuracy of
the ionization potentials of anions and electron affinities of neutral molecules. 5

Recently, Wu et al. 91 proposed a variational method, which enforces the correct
long-range behavior of �xc. Indeed, a noticeable improvement compared to the
Kohn-Sham results derived using conventional approximations (LDA-, GGA-, and
hybrid functionals) was reported for atoms (H, He, Li, Be, B, C, N, O, and F) and
diatomics (BeH, CH, NH, OH, CN, BO, NO, OO, FO, and FF). The still signif-
icant discrepancies between the experimental and calculated ionization potentials
(or electron affinities) were attributed to errors of the exchange-correlation potential
in the molecular interior.

The discrepancies between the calculated values of −�HOMO and experimental
ionization potentials are frequently attributed to self-interaction error. Indeed,
applying the Perdew-Zunger technique4 to correct this error of the LDA-, GGA-
(PBE), and meta-GGA (TPSS) functionals improves the numerical values of
−�HOMO.98 Interestingly, these studies showed that the Perdew-Zunger correction
does not improve ionization potentials and electron affinities if calculated as energy
differences ( SCF).

Staroverov et al. 100 tested the performance of nonempirical and empirical
exchange-correlation functionals of the LDA- GGA-, hybrid-, and meta-GGA
types on 58 electron affinities and 86 ionization potentials. In all calculations, the
6-311++G(3df,3pd) basis set was applied and the reported results were obtained
at the B3LYP optimized geometries. Experimental data was used as a reference.
Among the nonempirical functionals, the quality of the obtained results improves
upon introduction of gradients but no improvement follows the introduction of
!-dependence into Exc��� (meta-GGA functionals). The mean absolute errors of
the electron affinities amount to: 0.244 eV for LDA, 0.118 eV for GGA (PBE),
and 0.137 eV for meta-GGA (TPSS). For comparison, the corresponding values for
empirical functionals amount to: 0.187 eV (HCTH) and 0.124 eV (B3LYP). As far as
ionization potentials are concerned, the mean absolute errors are rather constant for
nonempirical functionals: 0.232 eV (LDA), 0.235 eV (PBE), and 0.242 eV (TPSS),
0.232 eV (HCTH). They are slightly smaller (0.184 eV) in the case of B3LYP.
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Joantéguy et al. 101 performed a dedicated study of the performance of LDA-,
GGA-, and hybrid functionals in determining the ionization potentials of unsatu-
rated molecules. The authors concluded that the accuracy better than 0.1 eV cannot
be reached using the considered functionals: LDA, BP86, B3P86, B3LYP, and
B3PW91.

The benchmark calculations of ionization potentials and electron affinities of the
atoms and molecules in the G2 data set99 calculated using the hybrid functional
(B97) show that this functional is adequate. The average absolute deviation from
experimental data amounts to 0.055 eV and 0.056 eV for ionization potential and
electron affinity, respectively. 51

Hoe et al. 102 analyzed the performance of the OPTX exchange functional, which
has the GGA form, used in combination with LYP for correlation (OLYP) and in the
hybrid scheme (O3LYP), in reproducing ionization energies (first and second) of
atoms from H to Ar. In both schemes, replacing the original Becke (B88) approxi-
mation by OPTX reduces the errors in the calculate ionization potential significantly.
The performance of the OPTX exchange functional in obtaining various properties
including ionization potentials and electron affinities was also analyzed by Xu and
Goddard.103 The mean absolute deviation from experimental ionization potential for
the G2 set of molecules amount to: 0.187 eV (BLYP), 0.185 eV (B3LYP), 0.168 eV
(OLYP), and 0.139 eV (O3LYP). For electron affinities, the corresponding devia-
tions are equal to: 0.106 eV (BLYP), 0.133 eV (B3LYP), 0.103 eV (OLYP), and
0.107 eV (O3LYP).

LDA- and GGA functionals do not lead to a satisfactory description of negative
anions (some even do not exist at the LDA- and GGA levels), which was attributed
to the wrong asymptotic behaviour of the corresponding �xc

5 and/or self-interaction
error. 92,104,105 Nevertheless, quite reasonable numerical values of electron affinities
calculated using hybrid functionals were reported for several anionic systems.106,107

The Half-and-HalfLYP functional slightly underestimates the experimental values
for this quantity, whereas B3LYP slightly overestimates it. The admixture of a
small amount of the ‘exact exchange’ appears to be crucial.

4.4. Intermolecular Interactions

4.4.1. Hydrogen bonding

The interest in hydrogen bonding arises from its key effect on the structure
of biomolecules, molecular crystals, and clusters of various sizes. Kohn-Sham
calculations applying local density approximation are rather useless in practical
computer simulation studies as shown by dedicated studies on model hydrogen-
bonded complexes. LDA equilibrium donor-acceptor distances �re� are systemati-
cally slightly underestimated whereas the LDA well depths �De� are significantly
overestimated. This tendency was demonstrated for: water dimer108,109 ammonia
dimer, 110 formamide dimer, 111 N-methylacetamide-water complex112, and for a
number of other hydrogen-bonded complexes. 109,113
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For various hydrogen-bonded complexes, it was shown that common GGA
functionals such as BLYP, BPW86, PW86P86 perform better than LDA.108– 111,
113– 117 The hybrid functional B3LYP perform as good or better then the GGA
functionals. 109, 112– 115, 118,119

The GGA functionals were also shown to perform rather well even in cases
of weaker hydrogen bonds. For hydrogen bonds involving aromatic �-acceptors
(H2O-C6H6� NH3-C6H6� HCl-C6H6� H2O-indole, and H2O-methylindole), Zhao
et al. 120 demonstrated a reasonably good performance of PW91, which was inferior,
however, to that of the empirical hyper-GGA functional PWB6K introduced by
these authors.

The bonding parameters of the dispersion-dominated complex of square-planar
platinum(II) and water derived from second-order Møller-Plesset calculations are
reasonably reproduced in the GGA calculations. For several orientations of the water
ligand, both considered functionals (PW91 and BLYP) led to qualitatively correct
potential-energy curves deviating slightly from the Møller-Plesset reference data.
Systematically, the PW91 functional overestimates, whereas BLYP underestimates,
the strength of the interaction.121

Tsuzuki and Lüthi (2001)221, analyzed the performance of two GGA functionals
(BLYP and PW91) and the B3LYP hybrid functional on a representative set
of 12 hydrogen-bonded complexes. The DFT results were compared with the
ones derived from second-order Møller-Plesset- and coupled-cluster (CCSD(T))
calculations. The effect of the basis set up was carefully examined. Basis sets
as large as cc-pV5Z were used. Using the agreement with the CCSD(T) results
as the accuracy criterion indicates that the PW91 functional leads to the best
interaction energies (relative errors amount to 5% for �NH3�2, HCOOH-HCOOH,
HCONH2-HCONH2� H2O-CH3OH, HCN-HF, and H2O-HCONH2 complexes.
The B3LYP and BLYP functionals lead to noticeably underestimated inter-
action energies. The largest relative errors of the interaction energy occur in the
CH3OCH3-H2O case for all considered approximations to the exchange-correlation
energy which amount to 17%, 34%, and 45% for PW91, B3LYP, and BLYP,
respectively.

Milet et al. 122 investigated the performance of common GGA functionals (BP86,
BLYP, and BPW91) and the corresponding hybrid approximations to the exchange-
correlation energy in reproducing angular dependence of the potential energy surface
in the OH-H2O and �H2O�2 hydrogen-bonded intermolecular complexes. The
comparison with benchmark results obtained using wavefunction-based methods
show that the considered functionals are not capable to reproduce this feature of
the potential energy surface.

Xu and Goddard123 studied the performance of the hybrid functional (X3LYP) using
an empirical combination of B88, PW91, and ‘exact exchange’ for various systems
and properties including bonding properties of the water dimer. The results obtained
using other GGA functionals (BP86, BLYP, BPW91, PW91, mPW91, PBE, XLYP) as
wellashybridapproximations to theexchange-correlationenergy(Half-and-HalfLYP,
B3P86, B3LYP, B3PW91, PW1PW, mPW1PW, O3LYP) were also reported. Due
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to large contributions arising from anharmonicity and zero-point vibration effects,
extracting parameters of the potential energy surface from experimental data is not
straightforward. For the water dimer, however, accurate bonding parameters derived
from high-level wavefunction-based calculations are available. 124 It was found that
GGA functionals lead to the OO equilibrium distance within 0.04 Å of the reference
value �re = 2	912 ± 0	005 Å� and the value of the well depth De within 0.04 eV of
the reference value �De = 0	218 ± 0	004 eV�. The best parameters were obtained by
means of the PBE1PBE hybrid functional. The agreement with the reference data was
within 0.016 Å and 0.002 eV for re and De, respectively.

The mPBE functional39 is a modification of the nonempirical PBE functional
into which one empirical parameter was reintroduced. Compared to PBE, mPBE
leads to significantly worse interaction energy for the water dimer, whereas the
interaction energies in the cases of hydrogen fluoride and hydrogen chloride dimers
are only slightly improved.

The recent report by Zhao and Truhlar113 provides a wealth of numerical
data for analysis of the performance of commonly used approximations to Exc���
in describing nonbonded interactions and hydrogen-bonding in particular. LDA-,
GGA-, meta-GGA-, hybrid-, and hybrid meta-GGA (hyper-GGA in Perdew’s
nomenclature) functionals were considered. Literature benchmark well depths �De�
derived from high-level wavefunction-based calculations were used as reference
in testing the performance of the considered DFT methods. Among the GGA
functionals, PBE was found to perform the best. This functional does not depend
on empirical parameters and its better performance than that of empirical GGA
functionals is noteworthy. However, the TPSS functional, which is the nonempirical
meta-GGA, does not perform better than PBE – its nonempirical GGA cousin.
Except for LDA, the best functional in each group of approximate functionals leads
to better average structural and energetic performance than second-order Møller-
Plesset calculations.

Staroverov et al. 100 tested the performance of nonempirical and empirical
exchange-correlation functionals of the LDA-, GGA-, hybrid-, meta-GGA
type on ten hydrogen-bonded systems �HF�2� �HCl�2� �H2O�2, HF-HCN,
HF-H2O� CN−-H2O� OH−-H2O� HCC−-H2O� H3O+-H2O, and NH4

+-H2O. In all
calculations, the 6-311++G(3df,3pd) basis set was applied. Second-order Møller-
Plesset dissociation energies were used as the reference. Among nonempirical
functionals, the quality of the obtained results parallels their position on the “Jacob’s
ladder” of approximate functionals. The mean absolute errors of the dissociation
energy amount to: 5.78 kcal/mol for LDA, 1.00 kcal/mol for GGA (PBE), and
0.59 kcal/mol for meta-GGA (TPSS). For comparison, the corresponding values
for empirical functionals equal 0.91 kcal/mol and 0.43 kcal/mole for HCTH and
B3LYP, respectively.

4.4.2. Van der Waals complexes

Even qualitatively, the correct description of the whole potential energy surface of
a weakly bound intermolecular complex is not possible by means of the commonly
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used approximations to the exchange-correlation energy. The semi-local approxima-
tions (LDA, GGA, meta-GGA) are fundamentally flawed. At large intermolecular
separations, only electrostatic- and induction components of the interaction energy
can be accounted for by means of these approximations. The accuracy of these
two components of the interaction energy depends obviously on the accuracy
of such quantities as electric moments and polarizabilities derived using approx-
imate functionals – the subject covered in one of the proceeding sections. The
dispersion energy-component of the asymptotic behavior proportional to −rAB

−6

(where rAB is intermolecular distance) cannot be obtained from Kohn-Sham calcu-
lations applying semi-local approximations to the exchange-correlation energy
because these functionals are additive in the case of non-overlapping electron
densities (�A and �B):

Exc
semi-local��A +�B�= Exc

semi-local��A�+Exc
semi-local��B� (2-18)

Current hybrid functionals do not improve this situation. Their non-local component
(Hartree-Fock exchange) cannot give rise to any attraction. To describe quantita-
tively the long-range interactions, either a non-local∗ approximation to Exc��� must
be applied within the Kohn-Sham framework or methods using other-than-Kohn-
Sham formalism should be used. Some of such approaches will be discussed in the
last section of this review. Here, we mention an especially promising combination
of symmetry adapted perturbation theory with of the Kohn-Sham orbitals. 125

Close to the equilibrium geometry, however, there is no principal reason why
semi-local approximations should be bound to fail. In practice, however, description
of the equilibrium geometry part of the potential energy surface of van der Waals
complexes lays at the border area of applicability of the most common approximate
exchange-correlation functionals. Empirical GGA exchange-energy functionals such
as the one of Lacks and Gordon126 or mPW9135 were parameterized using the
potential-energy-surface data for such complexes.

For obtaining interaction energies and equilibrium geometries, local density
approximation is even less adequate than it is in the case of hydrogen-bonded
complexes. The intermolecular distances are too short and the interaction energies
are overestimated.113,123, 127– 129, 130,131 The overestimation of the interaction energy
in the case of noble-gas dimers by factor three as it is the case for Ar2 or even ten
for He2

127 makes LDA rather useless for this type of systems.
For van der Waals complexes, the interaction energy depends very strongly on

the choice of the GGA functional. 126,129 This trend is in a sharp contrast to a rather
uniform – and usually acceptable – performance of various GGA functionals in

∗ The term “non-local” is used sometimes in the literature in association with gradient-dependent
(GGA) functionals. This nomenclature is not applied in this work. The LDA-, GGA-, and meta-GGA
functionals are referred to as semi-local as they do not account for any long-range non-locality of
the exchange-correlation energy density: �xc

semi-local�r� = �xc���r�� ���r�� �
2��r�� ��r�� whereas

�xc
non-local�r�= �xc����r�.
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describing hydrogen-bonded complexes. In particular, it is the exchange component
of the Exc

GGA���, which is responsible for this erratic behavior. 126,129,132,133 Using
the B88 exchange functional leads frequently to lack of any bonding in cases
where bonded structures exist in reality: noble-gas dimers or �-stacking for
instance.54,103,115,127,128 134– 136 As far as hybrid functionals are concerned, the
situation is similar. Typically, B3LYP does not lead to satisfactory results for
noble-gas dimers and �-stacked complexes. 103,137,138

Numerical experience shows that the Lieb-Oxford bound,139 which is the
condition satisfied by the exact exchange-correlation-energy functional, should be
used as the selection criterion among GGA functionals. Such functionals (PBE,
PW91, RBPE, mPW91, for instance) lead usually to better bonding parameters
than the ones obtained by means of the functionals that violate the Lieb-Oxford
bound.35,126,129,132,133,136,140 Tsuzuki and Lüthi (2001) confirmed numerically this
regularity for a representative sample of nonbonded complexes.

The weak nonbonding interactions play also a key role in the conformational
equilibria of flexible molecules. In the case of 2-phenylethanol and n-butylbenzene
in neutral- and cationic forms, interactions between the side-chain and the aromatic
ring are sterically possible. Using the second-order Møller-Plesset relative energies
of different conformers, Patey and Dessent140 demonstrated that the performance of
PW91functional isnotuniform. It leads tovery reasonable relativeenergiesofdifferent
conformers of n-butylbenzene whereas it fails in the case of the 2-phenylethanol+.

The important type of systems, where common LDA- and GGA functionals were
shown to fail, includes the charge-transfer complexes formed by ethylene or ammonia
interacting with a halogen molecule (C2H4-X2� NH3-X2� X=F, Cl, Br, and I). These
approximations lead to an unacceptable overestimation of the binding energy141,142

regardless the exchange functional satisfies the Lieb-Oxford bound or not.
Milet et al. 122 demonstrated also that the common approximations to the

exchange-correlation energy of the GGA type: BP86, BLYP, and BPW91, as well as
the corresponding hybrids cannot account satisfactorily for angular dependence of
the interaction energy in the CO−H2O� He −CO2 complexes. All the considered
functionals lead to potential-energy curves lying significantly above the exact ones
(the SAPT and CCSD(T) potential-energy curves, which are indistinguishable, were
used as the reference). The relative energies at the maxima of the potential-energy
curves were especially unsatisfactory (overestimation by at least factor two) for
the He −CO2 case and all considered approximations to the exchange-correlation-
energy functionals except for B3LYP.

Tao and Perdew130 reported recently a systematic study of the perfor-
mance of nonempirical functionals (LDA, PBE, and TPSS) and a one-parameter
hyper-GGA (TPSSh) in reproducing bonding parameters of noble-gas dimers
(He2� Ne2� Ar2� Kr2, HeNe, HeAr, HeKr, NeAr, NeKr, and ArKr). The mean absolute
error in equilibrium distance amounts to 0.86, 0.28, 0.60, and 0.61 bohr for LDA,
PBE, TPSS, and TPPSh, respectively. The corresponding mean absolute errors in
binding energy are equal to 0.35, 0.08, 0.10, 0.11 kcal/mol. The improvement upon
LDA following the introduction of gradients is evident. However, introduction of the
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kinetic-energy-density dependence does not improve the calculated bonding param-
eters but worsens them slightly. Moving to the highest rung of the “Jacob’s ladder” of
approximate functionals (TPSSh) causes even a smaller effect on calculated bonding
parameters. For each van der Waals complex considered, the TPSS and TPSSh results
are very similar. The results of Tao and Perdew130 supplement the similar analyses by
Ruzsinszky et al. 131 concerning noble-gas and alkaline-earth dimers.

The empirical mPBE functional39 discussed in the previous section leads
to slightly better equilibrium interatomic distances for the He2� Ne2, and Ar2

dimers without, however, affecting the interaction energies compared to the parent
functional (PBE).

Kamiya et al. 143 applied the mPW91PW91 and mPW1PW91 functionals to rare
gas dimers. The GGA exchange component of these functinals was parameterized
originally using the exchange energy in He2 and Ne2 dimers. Although the distance-
dependence of the interaction energy in the helium and neon dimers was shown
to be reasonably good, the results for the argon dimer are disappointing.143 The
minimum energy is underestimated by about a factor of four and the equilibrium
geometry is shifter by almost one Ångstrom towards longer interatomic distances
compared to the reference data.

Zhao and Truhlar138 analyzed the performance of several recently developed
approximate exchange-correlation functionals in describing stacking interac-
tions in systems of biological interest: nucleic acid bases complexes (adenine-
thymine, guanine-cytosine, cytosine-cytosine, uracil-uracil) and stacked amino
acids pairs (phenyloalanine-phenyloalanine, phenyloalanine-lysine, phenyloalanine-
leucine, phenyloalanine-tyrosine). It is important to underline that the applicability
of empirical approximations to the exchange-correlation functional for this type of
systems has been object of studies for more than a decade. It is rather clearly estab-
lished that the B3LYP and most of the GGA functionals lead to quantitative wrong
potential-energy curves in this case. 115,135,138,144 In the case of nucleic acid bases
complexes, Zhao and Truhlar used benchmark results derived from wavefunction-
based calculations as a reference to test the performance of the functionals they
proposed. For complexes formed by amino acids, the reference geometry was
extracted from X-ray crystallographic structure of relevant proteins. The empirical
functional dubbed PWB6K57 leads to the best results.

The discussed in the previous section report by Zhao and Truhlar113 provides
a comprehensive overview of the performance of commonly used approxima-
tions to Exc��� in describing also van der Waals complexes. The performance
of empirical and nonempirical approximations to the exchange-correlation energy
situated on all five rungs of the Jacob’s ladder was analyzed, using the benchmark
interaction energies derived from high-level wavefunction-based calculations as
a reference, for the following type of complexes: HeNe, HeAr, Ne2, NeAr,
CH4-Ne� C6H6-Ne� �CH4�2� �C2H2�2, and �C2H4�2. As expected, the errors are
the largest for LDA. Among the GGA functionals, the mean absolute error of De

was the smallest for PBE (0.27 kcal/mol). Even highly empirical HCTH functional
leads to larger deviations from the reference data. None among the seven considered
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meta-GGA functionals leads to better accuracy than PBE. B97-1 leads to the
smallest errors (0.19 kcal/mol for B97-1) among the hybrid functionals and the best
hyper-GGA functional (MPWB1K) leads to very similar mean absolute error in De

(0.20 kcal/mol).
The fact that semi-local approximations to the exchange-correlation energy cannot

account for non-electrostatic components of the interaction energy in intermolecular
complexes suggests a practical solution to obtain better interaction energies than
the ones derived from the Kohn-Sham calculations applying such functionals. The
missing term proportional to the −RAB

−6, damped at short interatomic separations
to reduce double-counting, has been used by several authors for this purpose. 135,
145– 148 Wu and Yang149 demonstrated that without taking into account the long-
range dispersion forces, conventional approximations to the exchange-correlation
functional lead to unrealistic relative energies of different conformers of flexible
biopolymers. The energy difference between the 310-hellical and �-helical confor-
mations of polypeptides �n = 2� 3� 5� 8�, calculated by means of GGA (BLYP,
BPW91, or PW91) and hybrid (B3LYP) functionals, was shown in qualitative
disagreement with second-order Møller-Plesset results. Therefore, adding terms
proportional to −RAB

−6, on top of the calculated Kohn-Sham interaction energies
was also recommended as a practical solution.

Another interesting empirical solution was proposed recently by Lilienfeld
et al. 150 A special term taking the form of an atom-centered pseudopotential was
added to the effective Kohn-Sham potential to correct the energies derived from the
Kohn-Sham GGA calculations. The method was tested on noble-gas and benzene
dimers.

The Hartree-Fock-Kohn-Sham scheme, in which the total energy is represented
as the sum of the Hartree-Fock energy (orbital-dependent) and a density-dependent
correlation contribution, was applied by Pérez-Jordá et al. 151 to derive the bonding
parameters in noble-gas dimers: He2� Ne2� Ar2, HeNe, HeAr, and NeAr. The
authors tested several approximate expressions for the term representing the corre-
lation functional and found that the functional of Wilson and Levy152 performs
the best: equilibrium geometries agreed within less than 0.2 Å with the reference
values whereas the relative errors of the interaction energies are smaller than 25%
for all cases except for the helium dimer for which the calculations overestimate
the interaction energy by about 50%.

5. ONGOING DEVELOPMENTS

Density functional theory of atoms and molecules is a lively area as evidenced by
reports dealing with methodological developments appearing regularly in the liter-
ature as well as a constantly growing body of numerical results, which provide useful
guidelines concerning applicability of a given approximation/parameterization.
Ongoing methodological developments are mainly motivated by still unresolved
issues which lay at the origin of spectacular failures of methods based on the
Kohn-Sham equations: lack of dispersion attraction at long range, wrong description
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radical dissociation processes, for instance. Reducing the errors in calculated
properties also in cases where current methods lead to acceptable accuracy is also
desired. The overview of the performance various approximations to the exchange-
correlation functional shows that the semi-local series (LDA, GGA, meta-GGA)
cannot handle such problems in a satisfactory manner. Both formal considerations
(adiabatic connection and Levy-Görling perturbation formulation of DFT) as well
as numerical examples indicate that explicit dependence of the exchange-correlation
energy on orbitals is unavoidable. Recently, Baerends153 demonstrated that going
even further, namely expressing the exchange-correlation energy by means of
unoccupied Kohn-Sham orbitals, lead to a correct description of the dissociation
of H2 molecule – a problem for which a practical solution within the Kohn-Sham
framework remains to be found.

The principal objective in development of new DFT methods is the elimi-
nation or reduction of practical consequences of these flaws of current approx-
imations. Current methodological works can be expected to lead to new
methods/approximations, which will soon be refined to such extent that they will
find the way to standard program packages and will enrich the still growing family of
DFT methods available for a computational chemist. The developments reviewed in
sections: optimized effective potential, weighted density approximation, exchange-
correlation-energy functional van der Waals density functional of Langreth and
Lundqvist, and current-dependent exchange-correlation functional aim at better
approximations to the exchange-correlation potential and/or energy in the Kohn-
Sham equations. Other sections deal with methods not involving these equations
but using closely relevant ideas and concepts.

5.1. Optimized Effective Potential

In wavefunction-based methods of quantum chemistry such as Hartree-Fock, many-
body perturbation theory (Møller-Plesset), and coupled-cluster formalisms for
instance,∗ the total energy can be expressed analytically as an explicit function
of occupied and/or unoccupied orbitals. In such a case, the functional derivative
of energy with respect to each orbital can be obtained analytically. Such deriva-
tives have no direct use in the Kohn-Sham equations because �xc is the functional
derivative of one of the components of the total energy �Exc���� with respect to
electron density. Optimized effective potential (OEP) is a concept providing the
link between the two types of derivatives. 154 In principle, one can construct OEP
corresponding to any conventional quantum chemistry framework: Hartree-Fock-,
Møller-Plesset-, coupled-cluster-, or even configuration interaction methods (see
Hirata et al. 155, for a general overview). The basic equation linking OEP to the
quantities occurring in the parent wavefunction-based method was given by Sharp
and Horton154 and by Talman and Shadwick.156

∗ Exchange-correlation functionals, which depend explicitly on Kohn-Sham orbitals such as meta-GGAs,
hybrid- and hyper functionals discussed before fall also in this cathegory.
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For many years, OEPs have been constructed using the orbital dependence of
the energy taken from the Hartree-Fock theory (exchange-only OEP). The interest
in exchange-only OEP increased owing to an additional approximation introduced
by Krieger, Lee, and Iafrate157 allowing one to construct the exchange-only OEP
very accurately at low computational cost. As a result, OEP is associated frequently
with exchange-only case. Studies on exchange-only OEP brought many benefits.
It has been demonstrated that one can obtain the Hartree-Fock energy almost
perfectly using a multiplicative potential. 158,159 The fact, that exchange-only OEP
and Hartree-Fock methods do not led to exactly the same solution, results from
the reasons which will not be discussed here further. We underline, however, that
the numerical differences are of no chemical importance. Exact-exchange OEP
studies provide also important data for interpretation of eigenvalues in the Kohn-
Sham equations which are considered auxiliary quantities in the orthodox interpre-
tation of the Kohn-Sham theory except for the ones corresponding to the highest
occupied one.86

Current post-Hartee-Fock OEP methods were shown to handle successfully such
cases for which other strategies to approximate the exchange-correlation potential
fail. 82 They are very promising although their efficient numerical implementations
making it competitive with the corresponding parent correlated wavefunction-based
methods have not been developed yet.

5.2. Weighted Density Approximation

Weighted density approximation160– 162 provides a strategy to construct non-local
approximation to the exchange-correlation-energy functional using the relation
between Exc��� and the exchange-correlation hole nxc�r� r′�:

Exc����r��=
1
2

∫
���r�d�r

∫ nxc��r� �r ′�
��r−�r ′� d�r ′ (2-19)

In order to satisfy the exact condition:

∫
nxc��r� �r ′�d�r ′ = −1 (2-20)

nxc is approximated as:

nWDAxc ��r� �r ′�= ����r ′�GWDA��r� �r ′" �0��r�� (2-21)

where the function GWDA�r� r′" �0� has a postulated analytic form, which depends
parametrically and on yet another function �0�r�. The exact condition given in
Eq. (20) leads to the following equation for �0�r�:

∫
����r ′�GWDA��r� �r ′" �0��r��d�r ′ = 1 (2-22)
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For a given function GWDA�r� r′" �0�, obtaining �0�r� involves a significant
numerical effort because, at each point in space r, �0�r� depends on electron density
� in the whole space. Once �0�r� is obtained, it is used in Eqs. (19) and (21) to
derive the corresponding Exc���.

Weighted density approximation has been shown to improve upon LDA- and
GGA results as far as ground-state properties of such materials as SrO, CaO,
KNbO3� KTaO3� BaTiO3,163,164 silicon165 and the dielectric response of oxides166

are concerned. So far, only a few applications of the WDA strategy to molecules
were reported.167

5.3. Exchange-correlation Energy-functional from Adiabatic
Connection Fluctuation-dissipation Theorem

Adiabatic-connection fluctuation-dissipation theorem allows one to express
the exchange-correlation energy-functional by means of imaginary-frequency
density response function (#�� of the system with the scaled Coulomb potential
��/�r − r′�� 11,13:

Exc���= −1
2

1∫
0

d$
∫
d�r
∫
d�r ′ 1

��r−�r ′�

⎡
⎣ 1
�

	∫
0

du#$��r� �r ′ % iu�+���r�&��r−�r ′�

⎤
⎦

(2-23)

Recent years brought the whole series of works aimed at constructing approxi-
mations to the exchange-correlation-energy functional based on Eq. (23) in which
different levels of approximations are used for #�. Especially useful is the random
phase approximation applied to derive: the whole exchange-correlation functional,
its long-range, or short-range parts. 168– 176 Furche, 2005223; The functionals of this
type can, in principle, provide a practical solution to the outstanding problems
faced by commonly used approximations: the correct dissociation of open shell
fragments177,222; or description of van der Waals interactions, 168,170,171 for instance.
However, further approximations concerning �#�� are indispensable in order to use
this formalism in practical simulations. 169, 174– 176

5.4. Van der Waals Density Functional of Langreth and Lundqvist

As indicated in the discussion of the performance of the common approximate
exchange-correlation functionals in describing bonding of van der Waals complexes,
the long-range behavior of the potential-energy curves cannot be properly described
by means of semi-local functionals. Langreth, Lundquist, and collaborators proposed
a solution of this deficiency by building in non-locality into the exchange-correlation
functional. 174,175 The correlation-functional is split into two components: local
and non-local. Whereas the local part is approximated using LDA, the non-local
component is constructed in such a way that the correct long-range behavior of the
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correlation energy is built in minimizing also the possible double-counting. The
exchange energy is approximated by means of the revPBE functional of the GGA
type. The method has been applied originally for systems of layered geometries, 174

Ar2� Kr2, and �C6H6�2 dimers, 175 dimers of polycyclic aromatic hydrocarbons, 178

parallel polymers, 179 for instance.
Hirao and collaborators, 143,180 proposed a closely linked approach to treat weakly

bound complexes in which van der Waals density functional of Langreth, Lundqvist,
and collaborators provides a key ingredient. The results of the tests on model
systems (He2� Ne2, and Ar2) are very encouraging.

5.5. Current-dependent Exchange-Correlation Functional

The aforementioned trend that semi-local functionals leads to overestimated dipole
polarizabilities suggests a common origin of this flaw. In the case of small
molecules, imposing correct asymptotic behavior of �xc solves the problem to certain
degree. In the case of extended systems, however, the calculated responses are even
less reliable. Common approximations to the exchange-correlation potential fail
dramatically for extended polymers. 18, 181– 184 Unfortunately, imposing the correct
asymptotic behavior of �xc does not help. The wavefunction-based methods predict
that the dependence of the polarizability on the polymer length is sub-linear. Semi-
local and hybrid approximations for the first- and second functional derivatives
of the exchange-correlation energy, which are needed in linear-response time-
dependent DFT calculations (for review, see Casida185), lead to a significant overes-
timation of the dipole polarizability especially for long chains. For the chain of ten
monomers in polyethylene, the polarizability calculated using such approximations
is two times too high (van Faassen et al., 2003184). Similar overestimation has
been reported for polysilane, polysilene, polymethinemine, polybutatriene, polydi-
acetylene,184 polymethineimine,186 and a model system comprising a chain of
hydrogen atoms81,183 for which accurate CCSD(T) or fourth-order Møller-Plesset
polarizabilities are available. For hyperpolarizabilities, a similar failure has been
reported.182 A highly non-local and collective nature of electronic polarization has
been identified as the cause of this qualitative failure. 187 Both the current-dependent
exchange-correlation functional188 and the optimized effective potential based on
‘exact exchange’ account for the non-local effects more appropriately than semi-
local functionals (LDA, GGA, or meta-GGA) and, indeed, lead to significantly
better description of the polarizability of long polymer chains. 81,183 These methods,
however, are computationally more expensive than the conventional ones.

The introduction of current-dependence into the exchange-correlation energy
functional proved to be beneficial in yet another area. The fact, that the exchange-
correlation energy is approximated, leads to a strong dependence of the degenerate
open-shell atomic energies on the occupancy of the atomic orbitals. 6 This leads
to uncertainties of the order of 3 to 5 kcal/mol in the atomic ground state energy
of second and third period main group elements and the first transition series. 189

In this respect, GGA is a worse approximation than LDA because it leads to
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larger uncertainties. 190 Becke190 showed that, expressing the exchange-correlation
energy as a functional depending also on current reduces the spread between DFT
calculated energies of different degenerate states to below 1.0 kcal/mole for such
atoms as B, C, O, F, Al, Si, S, and Cl.

5.6. Density Functional Theory without the System
of Noninteracting Electrons

The Kohn-Sham reference system corresponds to a singledeterminantal
wavefunction. It is the exact wavefunction for an artificial system of noninteracting
electrons. Such flaws of current approximations to Exc���, which lead to qualitative
wrong description of states described by multideterminantal wavefunction (dirad-
icals for instance) are commonly attributed to this fact. The idea of combining
the second Hohenberg-Kohn theorem with other reference state than a system of
noninteracting electrons is, therefore, very appealing. In principle, one can construct
various beyond-Kohn-Sham formulations of density functional theory depending on
the choice of the reference system (see the pioneering work by Savin191 for an
overview). However, the decomposition of the total energy into density functionals
of known and unknown analytic form depends on the choice of the reference
state. Using functionals, which were developed as approximations to the exchange-
correlation energy defined in the Kohn-Sham framework, in other frameworks
involves the risk of double-counting. Currently, different practical realizations of
multideterminantal reference state based strategy are under development in several
groups.192– 199

5.7. Dispersion Interactions from the Analysis of the Dipole
Moment of the Exchange Hole

Becke and Johnson200,201 proposed recently a new method to treat van der Waals
complexes, to be used in association with either Hartree-Fock or Kohn-Sham
orbitals. In this model, the total energy is expressed as:

Etot = EHF +EC
BR +Edisp (2-24)

where EHF is the Hartree-Fock energy, EC
BR is the correlation functional of the meta-

GGA type,202 and Edisp is a special parameter-free term obtained from the analysis of
the position-dependent dipole associate with the exchange hole. This dipole moment
depends on electron density, its gradients and Laplacian, and the density of the
kinetic energy. The model predicts the C6 dispersion coefficients with a very good
accuracy.200 The mean percentage error of these coefficients calculated for 178
cases amounts to only 11.1%. The same model leads also to very good interaction
energies in weakly bound systems.201 The mean percentage errors of the interaction
energy based on representative complexes amount to: 10% for 24 dispersion bound
complexes ranging from the helium- to benzene dimers, 8% for seven complexes
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comprising one polar and one nonpolar molecule (CH4-NH4� C2H4-HF, complexes
for instance), and 6% for the six complexes formed by two polar molecules.

5.8. Subsystem Formulation of DFT

Cortona203 proposed an alternative strategy to approximate the Hohenberg-Kohn
energy functional compared to that of Kohn and Sham. In this formulation,
construction of the Kohn-Sham orbitals for the whole system under investigation is
not needed because the total electron density of the system under consideration is
constructed using several sets of one-electron functions (embedded orbitals). Each
set corresponds to a subsystem comprising an integer number of electrons. The
orbitals of each subsystem (denoted as A below) are derived from Kohn-Sham-type
one-electron equations.∗[

−1
2
�2 +VKSCEDeff ��A� �Total−�A���r�

]
�Ai ��r�= �Ai �

A
i ��r� (2-25)

The effective potential for each set of embedded orbitals reads:

VKSCEDeff ��A� �Total−�A���r�= VKSeff ��A���r�+Vembeff ��A� �Total−�A���r�
(2-26)

where,
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(2-27)

In the above formula, Ts
nad��1� �2�= Ts��1 +�2�−Ts��1�−Ts��2� denotes the bifunc-

tional, i.e. the functional of two electron densities, representing the nonadditivity
of Ts���.

In the original work of Cortona,203 the subsystems correspond to spherically
symmetric atoms in solids. This formalism can be also applied for polyatomic
subsystems – interacting molecules in particular. 204

It is worthwhile to underline the key difference between the Cortona and Kohn-
Sham frameworks to obtain ground-state energy and density in practical calculations

∗ The label KSCED standing for Kohn-Sham Equations with Constrained Electron Density is used
here to indicate that, despite the similarity to Kohn-Sham equations, the effective potential and the
one-electron functions differ from the corresponding quantities in these two frameworks.
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based on Hohenberg-Kohn theorems. They differ only in the treatment of the
kinetic energy in the reference system of noninteracting electrons. In practical
Kohn-Sham calculations, this quantity is calculated exactly whereas it is calculated
in a combined way in the subsystem-based framework (exact for Ts��1� and Ts��2�
and approximate for Ts

nad��1� �2�). Since the exchange-correlation energy is treated
in the same way in both formalisms, the results of the calculations are prone to
the same flaws of applied approximations to Exc���. In particular, the treatment of
dispersion forces is not possible using semi-local approximations to this functional.
The approximations to the nonadditive kinetic energy is not relevant in this context
because the exact Ts

nad��1� �2� disappears for non-overlapping electron densities.
For overlapping electron densities, however, even simple approximations such as
LDA and GGA applied simultaneously to both approximate components of the total
energy functional (i.e. Exc��� and Ts

nad��1� �2�) lead to very reasonable interaction
energies. 205,206

Equations (25–26) provide also the formal foundations of the orbital-free and
first-principles based multi-level type of computer simulations in which only one
subsystem is described at the orbital level (denoted with A in Eqs. (25)–(27)),
whereas the other subsystem(s) is (are) described using simpler methods for
obtaining �Total-�A.207 For a more complete review, see Dulak et al. 208 and
Wesolowski. 209

5.9. Density-matrix Functional Theory

Density-matrix functional theory is a natural extension of density functional theory
of Hohenberg, Kohn, and Sham. Zumbach and Maschke210 introduced the analog of
the Kohn-Sham equations in which the exchange-correlation energy is expressed as
a functional of one-particle density matrix �'�. Similarly, as in the case of the Kohn-
Sham equations, practical applications of such a scheme hinge on approximation to
the exchange-correlation functional �Exc�'��. Several theoretical groups are working
on such approximations. 211– 217 For recent tests of the performance of various
approximations to Exc�'�, see also Staroverov and Scuseria218 (2002) and Cohen
and Baerends.219 Pernal and Cioslowski220 investigated formally the applicability
of some approximations to Exc�'� to describe the interactions in the case of two
weakly interacting systems. Their analysis showed that the simple approximations
based on natural spin orbitals are not capable to recover the dispersion-energy
component of the interaction energy.

6. CONCLUDING REMARKS

The Hohenberg-Kohn-Sham density functional theory provides the common formal
framework for various computational methods. Since each of the methods in use
involves approximations, the calculated properties are not exact. Nevertheless, these
methods proved to be very useful in chemistry and materials science. The huge and
ever growing number of applications (see Figure 2-1) speaks for itself. Frequently,
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the errors of calculated quantities are acceptable for practical purposes. Obviously,
reducing further these errors is very desirable. There are cases, however, where the
results of the Kohn-Sham calculations are qualitatively wrong. For these reasons,
further developments are needed. Using nonbonding interactions as an illustration,
we have shown that development of methods situated within the Hohenberg-Kohn-
Sham formulation of density functional theory is a dynamic field in which various
strategies are being applied to address these unresolved issues. Noncovalently
bonded complexes define one of the frontiers of applicability of density-functional-
theory methods. At the local density approximation level, the Kohn-Sham equations
lead to a very reasonable description of strong chemical bonds. Introduction of
gradient-dependent functionals made it possible to extend the domain of applica-
bility of the Kohn-Sham equations to hydrogen-bonded complexes more than one
decade ago. Van der Waals complexes close to the equilibrium geometry belong
to the domain of applicability of Hohenberg-Kohn-Sham DFT only if especially
tailored or selected methods are used. Description of interactions between non-
overlapping electron-densities (London dispersion forces) is not possible by means
of the methods, which are in common use today. New formalisms, which might
lead to efficient computational methods to describe such interactions, are in view.

This review, attempted also to provide a roadmap in the jungle of currently used
approximations to the exchange-correlation energy functional. Eq. (6) provides its
formal definition but does not give direct hints concerning approximating it. Each
of equivalent definitions of the exchange-correlation functional (Eqs. (7), (19),
and (23), for instance), opens the door for a possible strategy to approximate the
exchange-correlation energy functional. Relying only on first-principles, leads to
nonempirical functionals within each strategy. However, following a given strategy
leaves usually space for parameters which can be determined using reference data
for molecular systems leading thus to empirical functionals. In this review, the
functionals were grouped also according the Perdew’s hierarchy of methods known
as Jacob’s ladder of functionals. Each group: LDA, GGA, meta-GGA, and hyper-
GGA corresponding to the ascending rungs of the ladder, collects functionals of
the exchange-correlation energy which depends explicitly on a particular set of
quantities such as electron density, electron-density gradients, density of the kinetic
energy, and finally the Kohn-Sham orbitals (occupied or all). In principle, moving
upwards on the ladder should increase the accuracy of the calculated properties.
Frequently, it is the case but not always because each rung collects usually several
functionals (empirical and nonempirical) of different accuracy. Except for the lowest
rung (LDA), where the exact results for the uniform electron gas lead to a unique
functional, each other rung on the ladder collects various functionals which use
empirical parameters to various extent. The family of functionals developed by
Perdew, Scuseria, and collaborators represent a nonempirical series covering all but
the highest rung occupied currently by the TPSSh functional, which depends on one
empirical parameter. Moving from the lowest rung (LDA) to the next one (PBE)
leads invariably to the improvement of accuracy of the calculated observables.
Moving to even higher level (TPSS) also reduces errors but exceptions occur
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(bonding distance in noble-gas dimers for instance). This might indicate that an
alternative nonempirical construction is possible at the meta-GGA level or that
the series starting from LDA, GGA, meta-GGA, and ending with hyper-GGA
approaches the exact exchange-correlation energy in the oscillatory manner.

Owing to their flexibility, empirical functionals can outperform the nonempirical
ones for some systems and properties. The growing number of systematic studies
of the accuracy of various observables in different systems obtained by means
of empirical approximations to the exchange-correlation energy might bring not
only practical rules concerning their applicability but also more insight into the
meaning of some empirical parameters. Such interaction between both practical
and methodological aspects of present-day density functional theory can be only
beneficial for the whole field of computer modelling of complex chemical systems
and materials.
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APPENDIX

Table 2-7. Acronyms and abbreviations used for approximate exchange, correlation, and exchange-
correlation functionals discussed in this work and corresponding to their common use in the literature.
In some cases, the same label is applied for exchange, correlation, or exchange-correlation functionals
(PW91 for instance). In some cases, the labels used in the text are obtained as combinations of the ones
included here: B3LYP denotes the combination of the B3 exchange- and LYP correlation functionals,
for instance

Acronym used in text Explicit dependence Energy component Reference

S or Dirac � exchange Dirac, 14 Slater 15

VWN � correlation Vosko et al. 17

WL � correlation Wilson and Levy, 152

PW92 � correlation Perdew and Wang, 18

B86 �� �� exchange Becke, 32

PW86 �� �� exchange Perdew and Yue, 25

P86 �� �� correlation Perdew, 26

B or B88 �� �� exchange Becke, 24

LYP �� �� correlation Lee et al. 30

PW91 or PW �� �� exchange-correlation Perdew, 27

RPBE �� �� exchange Hammer et al. 37

G96 �� �� exchange Gill, 33

PBE �� �� exchange-correlation Perdew et al. 28

HCTH �� �� exchange-correlation Hamprecht et al. 31

revPBE �� �� exchange Zhang and Yang, 36

mPW91 or mPW �� �� exchange Adamo and Barone, 35

HCTH-A �� �� exchange-correlation Hamprecht et al. 31

OPTX or O �� �� exchange Handy and Cohen, 38

mPBE �� �� exchange-correlation Adamo and Barone, 39

LAP �� �2� correlation Proynov et al. 43

TPSS �� ��� ! exchange-correlation Tao et al. 42

Half-and-Half �� ��� �i exchange Becke, 48

B3 �� ��� �i exchange Becke, 49

PBE1PBE �� ��� �i exchange-correlation Perdew et al. 28

B97 �� ��� �i exchange-correlation Becke, 51

mPW1 �� ��� �i exchange Adamo and Barone, 35

PBE0 �� ��� �i exchange-correlation Adamo and Barone, 52

Ernzerhof and Scuseria, 53

O3 �� ��� �i exchange Handy and Cohen, 38

X �� ��� �i exchange Xu and Goddard 123

TPSSh �� ��� !� �i exchange-correlation Tao et al. 42

PWB6K �� ��� �2�� �i� ! exchange-correlation Zhao and Truhlar, 57
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Abstract: In order to model (bio)molecular systems and to simulate their dynamics one requires
the potential energy functions at the microscopic, classical and/or quantum levels, as
well as fast generators of the free-energy functions at the mezoscopic level. A brief
overview of the methods which allow computations of the potential energy functions and
the free energies is presented. The ongoing research is focused on designing molecular
mezoscopic interaction potentials, applicable to nanoscale (bio)molecular systems, and on
utilizing conformationally dependent atomic charges. In particular, the coupling of a fast
quantum SCC-DFTB method with the Poisson-Boltzmann (PB) or Generalized Born (GB)
models is discussed, and the role of the SCC-DFTB CM3 charges in computations of the
mean-field electrostatic energies of molecular systems in real molecular environments is
indicated. These charges reproduce very well molecular dipole moments, and are obtained
from the Mülliken ones by applying a mapping procedure, using a quadratic function
of the Mayer’s bond orders. The PB and GB models give electrostatic reaction field
energies of molecular environments, in particular, provide electrostatic contributions to
the solvation energies. It is assumed that the solvation energy consists of the mean-field
electrostatic and nonpolar (hydrophobic) energy contributions. Typically, the nonpolar
term consists of the cavity formation free energy, and sometimes also of a mean van der
Waals interaction energy of the molecular system with its environment. This allows to
reproduce experimental solvation/hydration energies assuming different analytical forms
of the nonpolar energy terms. Refined GB models, with new formulae for the Born
radii are discussed. The nonpolar energies are quite well reproduced using the solvent
accessible surface area (SASA), or a polynomial series depending on reciprocal values
of the Born radii. Presence of the mean van der Waals energy on the quality of the fits
is also discussed. Reliable mezoscopic models and theories play a key role in describing
the functioning of nanoscale (bio)molecular systems

Keywords: microscopic models; density functional; SCC-DFTB; CM3 charges; mezoscopic
models; Poisson-Boltzmann; Generalized Born; nonpolar interactions; solvent accessible
surface area
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1. INTRODUCTION

Studies of complex (bio)molecular systems and materials span a broad range of
temporal and spatial scales. Typically, quantum or quantum-classical dynamics
describe proton and/or electron transfer processes in the time scales ranging
from femtoseconds to picoseconds �10−15 − 10−12 s�. In turn, microscopic, atomic
classical molecular dynamics simulations permit describing motions in the time
scale of picoseconds to nanoseconds �10−12 − 10−9 s�. Motions of the entire
molecular fragments, which can be described using effective, mezoscopic or coarse-
grained dynamical models, are applicable in the time frame spanning a range
from nanoseconds to microseconds �10−12 − 10−9 s�. Typically, longer time scales
correlate with larger spatial scales of molecular objects. The diagram below presents
temporal and spatial scales accessible by current simulation techniques.

Different scales presented in Figure 3-1 are related to different approximation
levels. For an overview of conventional molecular modelling methods, (see e.g. 1– 3).
Bridging the above mentioned disparate time scales for the description of biolog-
ically relevant collective motions requires hierarchical, multi-scale approaches. In
practice, to describe real complex (bio)molecular or material systems and processes
various models have to be coupled to each other. Selected coupling mechanisms
will be briefly reviewed.

For the past several years we have been developing and applying quantum
dynamics (QD) and quantum-classical molecular dynamics (QCMD) methods,
which are based on the explicitly time-dependent Schroedinger equation. For an
overview of the models and simulation results see e.g. 4 and the references cited

Figure 3-1. A diagram presenting spatial and temporal scales accessible by simulation methods
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therein. Therefore, we will not be discussing these approaches. Also a very broad
range of macroscopic models is outside the scope of this review. We will mostly
concentrate on microscopic, atomistic and mezoscopic approaches, including the
coarse-grained ones.

Both classical molecular mechanics (MM) and molecular dynamics (MD) with
microscopic, atomistic representations are well established and routinely applied
techniques. These will be briefly reported in Chapter 2.1. Mezoscopic coarse-grained
models are presented in 2.2. An example of coupling of conventional MM or
MD approaches with quantum mechanical (QM) ones will be discussed using the
self-consistent charge density-functional tight-binding method (SCC-DFTB) as a
well established test case. SCC-DFTB is widely and successfully applied in the
studies of material and (bio)molecular systems. Quantum energy calculations allow
determination of the potential energy function for molecular and macromolecular
systems, which can be used simultaneously with MM, MD or QD simulations.

Influence of the molecular environment on the structure and dynamics of
molecular subsystems will be outlined referring to the solvation free energy
(Chapter 4). Implicit solvent models based on the Poisson-Boltzmann (PB) equation
and the Generalized Born (GB) model is discussed in 5 and 6. The PB or GB models
are used for studies of molecular electrostatic properties and allow proper assign-
ments of positions of protons (hydrogen atoms) within the given (bio)molecular
structure.

Mean-field hydrophobic interactions will be briefly presented as well. Finally,
implementation of the mean-field electrostatic and hydrophobic potentials to an
effective MD approach will be also presented.

The aim of challenging simulations is to study atomic/molecular objects and
events which occur on spatial scales from nanometers to microns, and on a range
of timescales from nanoseconds to milliseconds. Future perspectives will be briefly
outlined.

2. MICROSCOPIC AND MEZOSCOPIC MOLECULAR MODELS

2.1. Atomic Resolution of Molecular Models and Microscopic Potential
Energy Functions

A molecular system consists of electrons and nuclei. Their position vectors are
denoted hereafter as rel and q�, respectively. The potential energy function of
the whole system is V�rel� q��. For simplicity, we skip the dependence of the
interactions on the spins of the particles. The nuclei, due to their larger mass,
are usually treated as classical point-like objects. This is the basis for the so
called Born-Oppenheimer approximation to the Schroedinger equation. From the
mathematical point of view, the qnuc variables of the Schroedinger equation for
the electrons become the parameters. The quantum subsystem is described by the
many-dimensional electron wave function ��rel� q��.

Hel �rel� qnuc�� �rel� qnuc� = U �qnuc�� �rel� qnuc� (3-1)
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Another possible description is given by the 3D electron density �el�rel� qnuc� which
is a scalar function of re and contains qnuc as parameters. These two representations
of the electron subsystem form the basis for the development of either conventional
quantum chemistry methods or electron Density Functional Theory (DFT). The
electron subsystem generates an effective potential, U�qnuc�, acting on the classical
nuclei, which can be expressed as an average of the full potential V over the electron
wave function � , and written as:

U�qnuc� =<� �Hel��> 	 (3-2)

The possibility of assigning the effective potential to the molecular scaffold allows
treatment of the molecular system as a mechanical object. This effective potential
U�qnuc� determines its atomic architecture (static properties) and atomic motions
(dynamic properties).

One should note that the approximation presented above leads to a reduction of
the dimensionality of the original potential and is a typical procedure applied in the
studies of atomic and molecular systems. Integrating over the electronic degrees of
freedom brings us from the “subatomic” to an “atomic” level. A further reduction
of the dimensionality would lead to “mezoscopic” and “macroscopic” models,
respectively. At the mezoscopic level, the objects under study are groups of atoms
or groups of entire molecules. Macroscopic space dimensions are characteristic for
cells and tissues and for all processes which involve those systems. One should
note, however, that some molecular systems (or materials) and processes they
involve cannot be assigned in a unique way to a given level mentioned above.
For example, such objects like Bose-Einstein condensates are mezoscopic quantum
systems existing in mezoscopic or macroscopic environments.
Popular microscopic theories and models are listed below:
• Molecular time-independent Quantum Mechanics (QM), including Density

Functional Theory (DFT),
• Molecular time-dependent quantum mechanics, typically called Quantum

Dynamics (QD),
• Classical Molecular Dynamics (MD),
• Classical Monte Carlo (MC),
• Quantum Monte Carlo (QMC),
• Classical Langevin Molecular Dynamics (LD),
• Classical (time-independent) Molecular Mechanics (MM), including multi-

dimensional Energy Minimization (EM) techniques,
• Quantum-Classical Molecular Dynamics (QCMD).
Commonly applied mezoscopic models and theories are the following:
• Poisson-Boltzmann models (PB),
• Generalized Born models (GB),
• Brownian Dynamics (BD),
• Discrete or continuous coarse-grained models of (bio)polymers
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Figure 3-2. Molecular Mechanics (MM) and Molecular Dynamics (MD) methods. In coarse-grained
models, groups of nuclei (atoms) are replaced by larger objects

Popular hybrid models:
• QM/MM models, with MM linked to a quantum method which generates the

energy and forces for the molecular object or its fragment.
More detailed description of most of the above methods can be found in the book
of Leach.5

In conventional MM the potential energy function (PEF) is parameterized and
these optimized parameters are called “force-field” parameters. Such methods are
widely applied in the studies of nucleic acids, proteins, their complexes and other
biomolecular systems. A typical, simple force field of a molecular system is defined
by the following equation:

U = Vbond +Vang +Vtors +Vimpr +Ves +VVdW � (3-3)

where the first four, so called bonded terms, are typically approximated with
harmonic potentials for bond, bond-angle, dihedral and improper (out of plane)
interactions. The Ves is the Coulombic pair-wise, charge-charge interaction, and
VVdW is the potential for the Van der Waals forces; both terms are classified as
nonbonded ones.

Typically, MD equations of motion are integrated with a time-step of 1
femtosecond �10−15s�, which allows for overall simulation time of nanoseconds
�10−9s�, and sometimes for smaller systems reaching microseconds �10−6s�. Longer
simulations become numerically unstable. Coarse-grained models allow longer
integration time-steps and, therefore, much longer simulation times than the micro-
scopic ones, and can for example be applied to protein folding problems. Regardless
of the molecular representation, in order to reach long simulation times one has
to apply stable computational algorithms, in particular symplectic algorithms.6

Another approach makes use of curvlinear degrees of freedom and applies the
Lagrangian formalism.7
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In order to obtain reliable simulation results of (bio)molecular systems at physi-
ological conditions, protonation states of all ionizable groups have to be defined.
This means that positions of all protons (hydrogen atoms) have to be properly
assigned in the (bio)molecular structure. This requires application of the so called
“computational titration” procedure. Such procedure is based on mezoscopic PB
or GB models. Solving the PB differential equation allows for determination of
local electrostatic fields inside and outside biomolecular structures, in particular in
locations of mobile, dissociable protons. Solution of the PB equation requires the
knowledge of the effective atomic charges, q
, the dielectric scalar field, � = ��x�,
resulting from molecular polarizabilities, and the concentration of ions present in
a solvent surrounding the biomolecular structure. For an overview of this method
and its applications to enzymes, see. 8,9 The GB model is a semi-analytical approx-
imation to the PB model. It allows determination of the electrostatic energy of a
set of atomic charges in a polarizable environment. The GB model is much faster
than the PB one.

Biomolecular structures which are titrated using either the PB or GB methods
are “electrostatically well-balanced”. Therefore, they can further be studied using
microscopic classical or quantum methods. However, since the titration procedure
requires the optimal structure, the modelling procedure should be carried out in a
self-consistent way. Such strategy is presented in Figure 3-3.

2.2. Coarse-grained Models for Biomolecules

Even though all-atom explicit solvent MD simulations are currently becoming
feasible for larger systems and for time scales up to hundreds nanoseconds, a vast

Initial structure

Experimental
data 
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structure 
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Optimization of
the structure  

Titration
methods 

Structure
design 

Figure 3-3. General scheme for modelling of biomolecular structures
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number of interesting biological phenomena occur on the scales of micro- or milli-
seconds. Additionally, such processes as translation, transcription or signal trans-
duction involve complexes of macromolecules of nanoscale size. Due to the growing
number of large structures available from X-ray crystallography, low resolution
models of proteins and nucleic acids together with simplified force fields are needed
to efficiently study their dynamical properties. These models involve reducing the
degrees of freedom of the system by coarse-graining its representation; each residue
is composed of one or few interacting centers/beads. However, lowering the level of
atomic detail makes the formula for the effective potential energy (more accurately,
a potential of mean force) very difficult to parameterize. Usually, such mezoscopic
force fields are parameterized based on some reference configurations, therefore,
their drawbacks may involve a bias towards a reference state and inability to transfer
among different systems. But overall, the success of coarse-grained models in recent
years caused growing interest in their further development. Rough classification
and description of these models is presented in the following sections (for a more
detailed reviews see e.g. 10,11).

2.2.1. Elastic Network Models

The simplest of these approaches includes Gaussian Network Models (GNM) or
Elastic Network Models (ENM) which assume that the native state represents the
minimum energy configuration. A structure is represented as a network of beads
connected by harmonic springs. 12,13 One bead represents one residue and is usually
centered on the position of the C
 carbon. Single parameter harmonic interactions
are assigned to bead pairs which fall within a certain cutoff distance Rc. In case
of proteins, Rc is usually around 8–10 Å. The representation of the molecule in the

Figure 3-4. Representation of the molecule in the ENM. Each node represents the center of the bead
which is the C
 carbon (CA) in case of one-bead protein models. The lines (pseudobonds) represent the
harmonic interactions between beads that are within certain distance apart
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ENM is presented in Figure 3-4. ENMs assume harmonicity of motions, and isotropic
fluctuations with no directional preferences. Hence, the movements may be predicted
only around a local minimum and dissociation of pseudobonds is not possible. The
model is commonly used with Normal Mode Analysis techniques to predict principal
modes, which are the ones that are believed to be functionally important. In spite
of these approximations, the ENMs were able to predict global dynamics e.g., of
the ribosome14,15 or other macromolecules16 and the swelling path of viruses17 in
accordance with experimental cryo-EM maps. They also succeeded in reproducing
the X-ray crystallographic temperature factors (e.g. 18). Many methods are recently
being developed which are an extension of the ENM or GNM. An Anisotropic
Network Model has been proposed which incorporates the anisotropy of motions. 19

Newer approaches involve a mixed level of coarse-graining in the ENM which
enables to analyze different parts of the structure with different level of detail. 20

2.2.2. Go-like models

Go model has been originally developed to study folding of proteins. 21,22 It is a
one-bead model with no amino-acid specificity in which the native state is considered
to be the energetic minimum. The bias toward a native configuration is maintained
by setting attractive interactions between nonbonded beads that have a native contact
i.e., whose mutual distance is below a predefined cutoff. These native contacts derived
from the native conformation are stored in the contact matrix and are assumed
stabilizing. Other nonbonded interactions, the so called non-native contacts, are
set as repulsive. The force field may include bond, dihedral and van der Waals inter-
actions depending on the type of the Go model. The model is used with molecular
or Langevin dynamics, as well as with Monte Carlo simulations. 23– 26 Go-type
models have been successful in reproducing the thermodynamics and kinetics of
folding because they represent a perfectly funneled toward the native state landscape.
This indicates that many proteins have interactions that are minimally frustrated.

2.2.3. Knowledge-based potentials

In these models, the potential energy function is based on the molecular mechanics
all-atom force field and includes the bond, angle, dihedral and non-bonded energy
terms. The parameterization is based on the statistical analysis of sets of exper-
imental structures. If a variable q describes a degree of freedom in the system
(e.g., bond distances, angles, dihedrals) then, P(q), the probability distribution
associated with this degree of freedom, is related to the potential of mean force,
W(q), by the following equation

W�q� = −kBT ln�P�q��+ constant (3-4)

where kB is the Boltzmann constant and T temperature. For the derivation of
the potential of mean force see Section 4.1. W(q) coincides with the potential
energy associated with the variable q only in case of a single degree of freedom
or if the degrees of freedom are uncorrelated. However, W(q) is often used as
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an approximation to the potential energy in the so-called knowledge-based force
fields. 27,28 With such force fields the motions are often explored using molecular
or Langevin dynamics.

A class of one-bead models which were based on classical molecular mechanics
force fields including bonded and nonbonded energy terms were proposed originally
for studies of proteins. 29,30,31 Other one-bead models are currently being developed
allowing for simulations of global conformational changes where the bias towards
the starting configuration is maintained only for local interactions. The one-bead
model has been recently able to reproduce such large fluctuations as the flap
opening in the HIV-1 protease32 and to predict the decrease in flap opening time
due to certain mutations. 33 The global motions of the ribosome were also explored
by a one-bead model with half a microsecond molecular dynamics. 34 The use of
anharmonic Morse potentials in the force field allowed for larger fluctuations from
the starting conformation.

Two-bead models were originally proposed by Levitt. 35 A residue is represented
by two centers, in case of proteins one is placed on C
 carbon and the other on the
centroid of the side-chain. The parameters are amino-acid specific and based on all-
atom force fields. The model of Bahar and Jernigan includes in the energy formula
also the angle-dihedral correlations. 28 A similar model with parameterization based
on the all-atom simulations for oligopeptides was developed by Scheraga group
(see36 and references therein). A two-bead model for the DNA with two beads
representing a nucleotide was also proposed.37 The base-base breakable interactions
represent the hydrogen bonds of pairing nucleotides therefore the model was able
to correctly reproduce DNA denaturation process. A two-bead model for the RNA,
with one bead placed on the position of the phosphorus atom and additional bead
placed in RNA helical regions, to fill the volume in the center of the helix, was
applied to the small ribosomal subunit assembly.38,39

The multiple-bead models represent coarse-graining to a lesser extent. There are
a few developed multiple-bead models for proteins. 40,41 The advantage of these
models is that they treat explicitly the atoms of the protein backbone allowing for
the description of hydrogen bonds. The multiple-bead models for DNA or RNA are
also a subject of studies. 42– 44

In case of the dynamics, the simplification of the models and force fields allows
to reach the spatial and temporal scales which are close to biological ones. However,
one must be careful to choose an appropriate coarse-grained model in order to get
rid of only those degrees of freedom that are not relevant to the problem under study.
Future directions for the reduced biological models will include focusing on making
the force field the most transferable with the least set of parameters involved.

3. SCC-DFTB METHOD AND CM3 CHARGES

The SCC-DFTB is a very fast density functional method applicable to large
(bio)molecular systems.45 Current implementations of this approach allow to carry
out quantum-mechanical calculations for molecular systems containing several
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hundred atoms. In order to precisely describe electrostatic interactions between
the (bio)molecular object and its environment, the atomic charges of the object
should precisely reproduce experimental molecular dipole moments. The conven-
tional Mülliken atomic SCC-DFTB charges are defined as:

qMulliken
k =∑

�∈k
�PS��� (3-5)

where P is the density matrix, and S is the overlap matrix. Although dipole
moments obtained from the Mülliken charges are typically of poor quality, the
error contributed from each type of bond is systematic. It turns out that systematic
corrections for the bond dipole moments for each type of bond can be designed.
Such a simple idea works very well. 46 The procedure of mapping the SCC-DFTB
Mülliken charges to the charge model 3 (CM3) is described in detail in, 47 and is
given by the formulae:

qCM3
k = qMulliken

k +∑
k′ �=k

Tkk′ �Bkk′� (3-6)

where Tkk′ is a quadratic function of the Mayer’s bond orders Bkk′ :

Tkk′ = DZkZk′ Bkk′ +CZkZk′ �Bkk′�2 (3-7)

The C and D coefficients are parameters fitted to reproduce a set of experimental
dipole moments. The atomic CM3 charges are conformationally dependent. They
can either be averaged over a number of representative conformations and fixed, or
computed “on the fly” for example, in the course of MD simulations.

Since the CM3 charges reproduce the dipole moments very well, they can
reproduce also other electrostatic properties. These charges can, in particular, be
used in the PB and GB models (see next sections). These models provide electro-
static reaction field energies of the molecular environment, in particular, giving
electrostatic contributions to solvation energies.

4. SOLVATION FREE ENERGY

Once the computational model of the molecule is created, it is of most interest
to study its properties in the natural environment, in particular, water solvent.
Surrounding the molecule with water, allows us to study the solvation process.
Like molecules, the solvent may be also described with different levels of accuracy.
Beginning with all-atom models of water, 48,49 which allow for the studies of solvent
structure around solutes but are time consuming and the results are model dependent,
to continuous dielectric models, 50– 52 which are faster but less accurate and give no
knowledge about the solvent itself. Thus, the difference in the level of description
for both models is either an advantage or a drawback. These models are commonly
known as explicit or implicit solvent models, respectively.
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One of the crucial parameters describing the solvation phenomena is the free
energy change. The main idea in most implicit solvation models is the decomposition
of the solvation free energy, Gsolv into the electrostatic and nonpolar part,

Gsolv = Gel +Gnp� (3-8)

The electrostatic term �Gel� results from the decomposition of the solvation
process into the work performed to discharge the solute in vacuum and the work
performed to recharge it again in the solvent. The nonpolar term �Gnp� arises
from the energetic cost of the insertion of the solute shaped cavity into continuum
solvent. The most accurate solution for the Gel brings us to the solution of
the Poisson-Boltzmann equation.53,54 However, for large systems and for studies
of the dynamics, more useful is the Generalized Born55,56 method because of its
relatively small computer power and time requirements, and its reliability despite
the simplicity of the model. Both GB and PB methods will be described in more
detail later in this section.

The nonpolar (or hydrophobic) component, Gnp may be decomposed into a
surface component, which is proportional to the solvent accessible surface area
(SASA) of the solute and the component representing the solute-solvent non-
electrostatic interactions, 57

Gnp = GSASA +GVdW 	 (3-9)

The methods to calculate the surface component of the nonpolar part of the solvation
free energy have been greatly evolving during the recent years. From the most
simple models, assuming that the GSASA is proportional to SASA,58 to empirical
models based on weighted solvent accessible surface area59 (WSAS) or atomic
surface tensions50 (SMx models of Cramer and Truhlar). The relatively new analytic
implicit solvent model (AGBNP),57 uses simple weighted SASA but also accounts
for the van der Waals solute-solvent interactions. A more detailed description of
the latter model will be given later in this section. The above mentioned work of
Cramer and Truhlar50 gives a very extensive description of implicit solvent models
with an enormous list of references.

Even though fast, implicit solvent approach does not give any knowledge about
the solvent structure around the solute. This kind of information can be obtained
only from explicit solvent simulations. Such explicit system has many degrees of
freedom and thus fluctuates. It is therefore described on a microscopic level with
the tools of statistical physics. The Gibbs free energy is then given by the following
formula:

G = −kBT lnZ� (3-10)

Z =
∫

exp�−��� �d�
∫

dp3N dq3N exp�−�H�q3N � p3N�� (3-11)

where Z is a partition function in the isobaric-isothermic ensemble, p and q stand
for the positions and momenta of elements of the system, H is the hamiltonian of
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the system, � and � are the pressure and volume of the system. The integrations
are taken over the whole phase space ��q3N � p3N� and over the volume from 0 to
infinity. For real systems such as liquid solutions, integral in the equations (3–11)
cannot be analytically solved. From computer simulations of the system with explicit
solvent, one may though estimate the free energy change, G (rather than absolute
value of G) using one of the common approaches: thermodynamic integration, free
energy perturbation, potential of mean force60 (PMF), Landau free energy61– 63

(LFE) or Widom particle insertion method.64,65 The PMF and LFE methods will be
described in the following section. It is worth noting, that the results obtained from
the simulations are generally dependent on the choice of the water model. 48,49,66

In between the implicit and explicit solvent models, there are mixed models, such
as the solvation shell approximation.67– 69 This model describes explicitly only the
first solvation shell molecules and treats as implicit the solvent region beyond the
first solvation shell. Such treatment both provides the information about the solvent
structure near the solute and allows for faster computation.

4.1. Potential of Mean Force and Landau Free Energy

Both the PMF and LFE express the free energy as a function of a certain degree
of freedom. In case of PMF, as it has already been mentioned, it is usually one of
the configurational degrees of freedom. The LFE is a function of arbitrary order
parameters which form the additional degrees of freedom.

If the free energy function argument is �, then the probability density of � is
described by the following equation:

���� = Z−1
� ×

[∫
exp�−��� �d�

∫
exp�−�V�q3�N−m�� ���dq3�N−m�

]
(3-12)

where Z� is a configurational partition function of the full �q3�N−m�� �� system (the
momenta are skipped in the above and following equations because they are either
not considered as in the Monte Carlo simulations or do not contribute, in general,
to the free energy change as in MD simulations):

Z� =
∫

exp�−��� �d�
∫∫

exp�−�V�q3�N−m�� ���dq3�N−m�d� (3-13)

Further analysis will be divided into two topics, PMF and LFE.
For the PMF �m> 0� � = q3m�� Z� becomes simply Z, a configurational partition

function of a system of N particles. In a special case, if m = 2, then q3m for the
pairwise potential V may be denoted as R – the distance between two chosen
particles. Using this for calculating the intergral of Eq. (3-12) denoted in parentheses,
leads to the following form:

��R� = exp�−�W�R��×Z−1 (3-14)
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where W�R� is the PMF, ��R�, after multiplying it by the factor of �2/�N�N −1��
(where � is a bulk density of a system considered), is a radial distribution function,
usually denoted as g�R�. Thus the PMF may be written as:

W�R� = −kBT ln g�R�+ constant� (3-15)

where g�R� corresponds to P�q� of equation (3-4) in case of R being the distance
between particles.

For Landau free energy (m = 0� � – the order parameter), Z� is a partition
function of an extended system with additional variable �. The integral denoted in
square brackets in Eq. (3-12) is simply the configurational partition function of the
system with a fixed value of �-Z. The statistical definition of the Gibbs free energy
function combined with Eq (12) results in the following expression:

G���= −kBT lnZ = −kBT ln����−kBT lnZ� = −kBT ln����+const	

(3-16)

In practice, it is rarely possible to sample reasonable range of � within single
simulation. To enhance sampling one usually adds a biasing potential, which directs
the sampling to the desired range but also reduces the variance allowing for a
shorter simulation time (smaller sample but the same error). Because one changes
the Hamiltonian by adding the biasing potential, one has to subtract it from the free
energy G���,

G��� = −kBT ln�bias���−Vbias���+ const (3-17)

where �bias is the probability density function in the biased ensemble and Vbias is
some biasing potential.

Besides “unbiasing”, one also has to reweigh any averaged values:

�Y � = �Y exp�−�Vbias�����bias × ��exp�−�Vbias�����bias�−1 (3-18)

where �Y � is the ensemble average of Y and �Y �bias is the average of Y in the
biased ensemble.

When the range of � to be sampled is too large, one divides this range into smaller
overlapping windows and performs consecutive simulations in each window. This
approach forms the basis for the widely used umbrella sampling70 method.

In Figure 3-5 we present an example71 of LFE as a function of solute parameters:
charge – q, Lennard-Jones diameter – � , or Lennard-Jones potential well-depth – �.
Figure 3-5 shows examples of G��� and G��� derived from the results of Monte
Carlo simulations of single solutes in explicit solvent together with fitted functions.
Each curve was created via umbrella sampling. Such parameterization of the free
energy, G���, (and G�q� – not presented here), was also widely reported in the
literature. 61,72– 75
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Figure 3-5. Free energy as a function of the solute parameters � and �; a) G��� – left plot, fixed
� = 0	35 nm, the five curves correspond to different fixed charge values denoted in the legend, b)
G��� – right plot, fixed q = +1e, the five curves correspond to different fixed � values given in the
legend. All plots show the data acquired in the Monte Carlo simulations together with fitted functions

5. OUTLINE OF THE POISSON-BOLTZMANN (PB) MODEL

The electrostatic field in the stationary state is described by the Poisson-Boltzmann
equation. The PB model constitutes the fundamental equation of electrostatics and is
based on the differential Poisson equation which describes the electrostatic potential
��r� in a medium with a charge density ��r� and a dielectric scalar field ��r�:

����	r� ���	r�� = −4���	r� (3-19)

In the mezoscopic model the system is composed of two regions described by an
interior and exterior charge density (see Figure 3-6). The interior region, represents
a (bio)molecule as a collection of fixed point charges placed at positions of atoms 	ri.
A low dielectric constant, typically between 2 and 20 is assigned to this region.
The exterior is modeled in a continuum manner by surrounding the molecule with
an implicit solvent representation characterized by a high dielectric value, typically
around 80. To account for the distribution of the ions around the molecule, the
mobile ion density is approximated by a Boltzmann distribution at temperature T.

ε = 80

κ

ε = 2-20

ρ(r)

Φ(r)

Figure 3-6. A diagram of mapping of the molecular system onto a grid in the PB model. The molecule
represented with a fixed point charges is depicted in gray. The exterior is described by parameter �

dependent on the ionic strength. The electrostatic potential is solved in the nodes of the 3D grid
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Assuming the above, the Poisson equation takes the following form:

����	r����	r��−4�
∑
i

qi��	r −	ri�+��	r��2 sinh���	r�/kBT� (3-20)

where � is 0 inside the molecule and 1 elsewhere,  is the Dirac function. The
�2 is proportional to the ionic strength of the exterior I , and is related to the
Debye-Hückel parameter ��2 = �2/�� defined as

�2 = 8�e2NAI
1000kBT

(3-21)

where NA is the Avogadro number and e is the charge of the electron.
Finite difference method (FD) and finite element method (FE) are both well

known algorithms for solving the PB equation. More detailed description of this
equation is available in. 53,54 The methods mentioned above are commonly used
in various software packages, for example in the University of Houston Brownian
Dynamics76 (UHBD) and Delphi77 programs which implements FD algorithm, and
in the Adaptive Poisson-Boltzmann Solver (APBS)78 which implements as well
the multilevel finite element method. Solving the PB equation enables one for
example to visualize the electrostatic potential around the molecule and to obtain
the electrostatic energy of the system.

6. OUTLINE OF THE GENERALIZED BORN (GB) MODEL

Unfortunately, due to large computational costs, calculations based on numerical
solutions of the PB equation are of limited applicability. Therefore, several approx-
imations to the original Born model79 have been developed. The GB model is one
of the semi-analytical approaches. In the GB model55,56 each atom is represented
as a sphere with the radius � and with a charge q placed at its center. In this
model, the energetic cost of transferring the charge distribution into the solvent (the
electrostatic part of the solvation energy) is defined as:

Gelec = −1
2

(
1
�p

− 1
�w

)∑
i�j

qiqj√
r2

ij +RiRj exp
( −r2

ij

4RiRj

) (3-22)

where rij is the distance between atom i and atom j, �p and �w are the dielectric
constant of the interior and exterior of the molecule, respectively. Denominator is
a smooth, analytical function, which fulfills two limiting conditions: when the two
atoms are infinitely separated rij → �, and when the atoms are totally overlapped
rij = 0	 Ri are the so called effective Born radii, and reproduce the electrostatic free
energy of a molecule when the charge of the atom i is “turned on”.

Gi
single = −1

2

(
1
�p

− 1
�w

)
q2

i

Ri

(3-23)
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6.1. Models for Computing the Generalized Born Radii

A number of popular methods for computing the GB radii were proposed. The most
popular one is based on the Coulomb field approximation, in which the generalized
Born radii are defined by the equation:

1
Ri

= 1
4�

∫
solvent

1
r4
d3	r (3-24)

Exchanging the integral areas from the solvent area to the solute one, it is possible
to get a more convenient form for calculations55:

1
Ri

= 1
�i

− 1
4�

∫
solute

 ��	r�−�i�
1
r4
d3	r (3-25)

where ! is a step function, and �i is the VdW radius of atom i. Another method to
compute the GB radius is based on the Kirkwood model and was recently proposed
by Grycuk.80 In this case, the GB radii are defined as:

1
Ri

=
⎛
⎝ 3

4�

∫
solvet

1
r6
d3	r
⎞
⎠

1
3

(3-26)

A few analytical formulae to compute the GB radii in the above two models were
proposed. Recently Wojciechowski and Lesyng81 proposed a generalization of this
model mapping the exponents of 6 and 1/3 into n and 1/(n–3), respectively. In their
model, the parameter n depends on the ratio of the solvent and solute dielectric
constant. At present, this model reproduces the PB energy in the best way.

One should note also that Feig and others proposed another method to compute
the GB radii, depending on the solvent and solute dielectric constants82,56:

Ri = − 1

CoA4 +C1

(
3�ex

3�ex+2�in

)
A7

+D+ E

�ex +1
(3-27)

7. NONPOLAR CONTRIBUTION TO THE FREE ENERGY
OF SOLVATION

Models for which the parameterizations are based on the solvent accessible surface
area (SASA) are widely known in literature. 58 The nonpolar component of the free
energy of solvation is described in these models as a polynomial of Ai, where Ai

is the SASA of the atom i. A very good example of such approach is the Surface
Generalized Born/Nonpolar Model (SGB/NP), proposed by Gallicchio and Levy.83

The nonpolar contribution is expressed as:

Gnp =
N∑
i=1

�"�ti�Ai +��ti�� (3-28)
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where #�ki� and 
�ki� are adjustable parameters, which are dependent on the atom
type �ki�. The first term #�ki�Ai in the equation (3-8) is proportional to the SASA of
the solute, and the # parameters are interpreted as surface tension coefficients. The
AGBNP57 is the second and more flexible model of fitting the nonpolar contribution
Gnp to the free energy of solvation, proposed by the same authors. The nonpolar
part of the hydration free energy Gnp is divided into two terms:

Gnp = Gcav +GvdW =
N∑
i=1

[
#�ti�Ai +��ti�

ai

�Bi +RW�
3

]
(3-29)

The first term �Gcav� is connected with the surface area model, and the # parameter
has the same physical meaning as the one in the SGB/NP model. The second term
�GvdW� is the solute-solvent van der Waals free energy term, which introduces
another set of parameters. The first one, Bi corresponds to the Born radius of the
atom i, the second, Rw = 1	4 Å is the radius of the water molecule, the next one
ai = − 16

3 ��w�iw�
6
iw, where �iw = √

�i�w� �iw = √
�i�w and �w = 0	033428 Å, is the

number density of water at standard conditions. �w and $w are the OPLS Lennard-
Jones parameters for the atom i, �w = 0	155kcal/mol, and $w = 3	15365Å are
the Lennard-Jones parameters of the TIP4P water oxygen. The last, dimensionless
parameter 
�ki� is fitted in this model.

8. CONCLUSIONS

We briefly overviewed some promising modelling methods and simulation
techniques, being developed and applied in the studies of large (bio)molecular
systems. The coherent use of the interdisciplinary microscopic and mezoscopic
(“coarse-grained”) approaches allows for a more precise computation of the
free energy of (bio)molecular systems, and for simulations of their dynamics at
the mezoscopic level. This in turn allows for a better description of specific
(bio)molecular recognition processes and spontaneous formation of functional
(bio)molecular and nano-structures, amongst them proteins, nucleic acids, protein-
RNA or protein-DNA complexes, and nanotubes. Merging the techniques for
various time and spatial scales enables better description and understanding of
functioning of enzymes or biomolecular complexes such as e.g. ribosomes. These
methods may also help to design functional nanomachines, based on the knowledge
of the existing “biomolecular solutions”, which were selected in the evolu-
tionary process. The newly developed methodologies should also allow for better
description of energy transfer processes and molecular memory mechanisms.
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9. Antosiewicz J, Błachut-Okrasińska E, Grycuk T, Lesyng BA (2000) Correlation Between Proto-
nation Equilibria in Biomolecular Systems and their Shapes: Studies Using a Poisson-Boltzmann
Model, Math. Sciences & Applications, GAKUTO International Series, 14, pp 11–17

10. Lattanzi G (2004) Application of coarse-grained models to the analysis of macromolecular struc-
tures. Comput. Materials Science 30:163–171

11. Tozzini V (2005) Coarse-grained models for proteins. Curr. Opin. Struct. Biol. 15:144–150
12. Tirion M (1996) Large amplitude elastic motions in proteins from a single-parameter, atomic

analysis. Phys. Rev. Lett. 77:1905–1908
13. Haliloglu T, Bahar I, Erman B (1997) Gaussian dynamics of folded proteins. Phys. Rev. Lett.

79:3090–3093
14. Tama F, Valle M, Frank J, Brooks CL III (2003) Dynamic reorganization of the functionally active

ribosome explored by normal mode analysis and cryo-electron microscopy. Proc. Natl. Acad. Sci.
USA 100:9319–9323

15. Wang Y, Rader AJ, Bahar I, Jernigan RL (2004) Global ribosome motions revealed with elastic
network model. J. Struct. Biol. 147:302–314

16. Chacon P, Tama F, Wriggers W (2003) Mega-dalton biomolecular motion captured from electron
microscopy reconstructions. J. Mol. Biol. 326:485–492

17. Tama F, Brooks CL III (2002) The mechanism and pathway of ph induced swelling in cowpea
chlorotic mottle virus. J. Mol. Biol. 318:733–747

18. Bahar I, Atilgan AR, Erman B (1997) Direct evaluation of thermal fluctuations in proteins using
a single parameter harmonic potential. Fold. Des. 2:173–181

19. Atilgan AR, Durell SR, Jernigan RL, Demirel MC, Keskin O, Bahar I (2001) Anisotropy of
fluctuations dynamics of proteins with an elastic network model. Biophys. J. 80:505–515

20. Kurkcuoglu O, Jernigan RL, Doruker P (2004) Mixed levels of coarse-graining of large proteins
using elastic network model succeeds in extracting the slowest motions. Polymer 45:649–657

21. Ueda Y, Taketomi H, Go N (1978) Studies on protein folding, unfolding and fluctuations by
computer simulation. A three-dimensional lattice model of lysozyme. Biopolymers 17:1531–1548



Selected Microscopic and Mezoscopic Tools and Models 221

22. Go N, Abe H (1981) Noninteracting local-structure model of folding and unfolding transition in
globular proteins. I. formulation, Biopolymers 20:991–1011

23. Hoang TX, Cieplak M (2000) Sequencing of folding events in go-type proteins, J. Chem. Phys.
113:8319–8328

24. Cecconi F, Micheletti C, Carloni P, Maritan A (2001) Molecular dynamics studies on hiv-1 protease
drug resistance and folding pathways. Proteins, Struct., Funct., Genet. 43:365–372

25. Cieplak M, Hoang TX, Robbins MO (2002) Folding and stretching in a go-like model of titin.
Proteins, Struct., Funct., Genet. 49:114–124

26. Faisca PFN, da Gama MMT (2005) Native geometry and the dynamics of protein folding. Biophys.
Chem. 115:169–175

27. Sippl MJ (1995) Knowledge-based potentials for proteins. Curr. Op. Struct. Biol. 5:229–235
28. Bahar I, Jernigan RL (1997) Inter-residue potentials in globular proteins and the dominance of

highly specific hydrophilic interactions at close separation. J. Mol. Biol. 266:195–214
29. Levitt M, Warshel A (1975) Computer simulation of protein folding. Nature 253:694–698
30. McCammon JA, Northrup SH, Karplus M, Levy RM (1980) Helix-coil transitions in a simple

polypeptide model. Biopolymers 19:2033–2045
31. Bahar I, Kaplan M, Jernigan RL (1997) Short-range conformational energies, secondary structure

propensities, and recognition of correct sequence-structure matches. Proteins 29:292–308
32. Tozzini V, McCammon JA (2005) A coarse-grained model for the dynamics of the flap opening

in hiv-1 protease. Chem. Phys. Lett. 413:123–128
33. Chang C, Shen T, Trylska J, Tozzini V, McCammon JA (2006) Gated binding of ligands to HIV-1

protease, Brownian dynamics simulations in a coarse-grained model. Biophys. J. Vol. 90, pages
3880–3885

34. Trylska J, Tozzini V, McCammon JA (2005) Exploring global motions and correlations in the
ribosome, Biophys. J. 89:1455–1463

35. Levitt M (1976) A simplified representation of protein conformations for rapid simulation of
protein folding. J. Mol. Biol. 104:59–107

36. Liwo A, Khalili M, Scheraga HA (2005) Ab initio simulations of protein-folding pathways by
molecular dynamics with the united-residue model of polypeptide chains. Proc. Natl. Acad. Sci.
USA 102:2362–2367

37. Drukker K, Wu G, Schatz GC (2001) Model simulations of DNA denaturation dynamics. J. Chem.
Phys. 114:579–590

38. Stagg SM, Mears JA, Harvey SC (2003) A structural model for the assembly of the 30S subunit
of the ribosome, J. Mol. Biol. 328:49–61

39. Cui Q, Case DA (2005) Low-resolution modeling of the ribosome assembly of the 30s subunit by
molecular dynamics simulations, Abstracts of Papers of the American Chemical Society, 229:U779

40. Nguyen HD, Hall CK (2004) Molecular dynamics simulations of spontaneous fibril formation by
random-coil peptides. Proc. Natl. Acad. Sci. USA 101:16180–16185

41. Fujitsuka Y, Takada S, Luthey-Schulten ZA, Wolynes PG (2004) Optimizing physical energy
functions for protein folding. Proteins, Struct., Funct., Genet. 54:88–103

42. Zhang F, Collins MA (1995) Model simulations of DNA dynamics, Phys. Rev. E 52:4217–4224
43. Maciejczyk M, Rudnicki WR, Lesyng BA (2000) mezoscopic model of nucleic acids. part 2. an

effective potential energy function for DNA, J. Mol. Struct. and Dynamics 17:1109–1115
44. Tepper HL, Voth GA (2005) A coarse-grained model for double-helix molecules in solution,

Spontaneous helix formation and equilibrium properties. J. Chem. Phys. 122:124909
45. Frauenheim T, Seifert G, Elstner M, Hajnal Z, Jungnickel G, Porezag D, Suhai S, Scholz R (2000)

A Self-Consistent Charge Density-Functional Based Tight-Binding Method for Predictive Materials
Simulations in Physics, Chemistry and Biology Phys. Stat. Sol. (b) 217:41



222 Gruziel et al.

46. Li J, Zhu T, Cramer CJ, Truhlar DG (1998) J. Phys. Chem. A, New Class IV Charge Model for
Extracting Accurate Partial charges from Wave Functions 102:1820–1831

47. Kalinowski JA, Lesyng B, Thompson JD, Cramer CJ, Truhlar DG (2004) Class IV Charge
Model for the Self-Consistent Charge Density-Functional Tight-Binding Method. J. Phys. Chem A,
108:2545–2549

48. Chaplin M http//www.lsbu.ac.uk/water/
49. Guillot B (2002) A reappraisal of what we have learnt during three decades of computer simulations

on water. J. Mol. Liq. 101:219–260
50. Cramer CJ, Truhlar DG (1999) Implicit Solvation Models, Equilibria, Structure, Spectra and

Dynamics. Chem. Rev. 99:2161–2200
51. Zhang L, Gallicchio E, Levy RM (1999) Implicit Solvent Models for Protein-Ligand Binding,

Insights Based on Explicit Solvent Simulations, (AIP Conference Proceedings, Simulation and
Theory of Electrostatic Interactions in Solutions), 492:451–472

52. Roux B (2001) Implicit solvent models. In: Becker O, MacKerrel AD, Roux B, Watanabe M (eds)
Computational Biophysics. Marcel Dekker Inc, New York

53. Davis ME, McCammon JA (1990) Electrostatics in biomolecular structure and dynamics. Chem.
Rev. 90:509–521

54. Sharp KA, Honig B, (1990) Calculating Total Electrostatics energies with the Nonlinear Poisson-
Boltzmann Equation, J. Phys. Chem. 94:7684–7692

55. Onufriew A, Bashford D, Case DA (2000) Modification of Generalized Born Model Suitable for
Macromolecules J. Phys. Chem. B 104:3712

56. Bashford D, Case DA (2000) Generalized Born Models of Macromolecular Solvation Effects Annu.
Rev. Phys. Chem. 51:129–152

57. Gallicchio E, Levy RM (2004) AGBNP, An Analytic Implicit Solvent Model Suitable for Molecular
Dynamics Simulations and High-Resolution Modeling. J. Comput. Chem. 25:479–499

58. Lee B, Richards FM (1971) The interpretation of protein structures. Estimation of static accessi-
bility. J. Mol. Biol. 55:379–400

59. Junmei Wang, Wei Wang, Shuanghong Huo, Lee M, Kollman PA (2001) Solvation Model Based
on Weighted Solvent Accessible Surface Area, J. Phys. Chem. B 105:5055–5067

60. Beveridge DL, DiCapua FM (1989) Free energy via molecular simulation. In: van Gunsteren WF,
Weiner PK (eds) A primer, Computer Simulation of Biomolecular Systems, Vol 1, Theoretical and
Experimental Applications, ESCOM, Leiden, 1–26

61. Lynden-Bell RM, Rasaiah JC (1997) From hydrophobic to hydrophylic behaviour, A simulation
study of solvation entropy and free energy of simple solutes. J. Chem. Phys. 107:1981–1991

62. Landau LD, Lifshitz EM (1980) Statistical Physics. Pergamon Press, Oxford.
63. Lynden-Bell RM (1995) Landau free energy, Landau entropy, phase transitions and limits of

metastability in an analytical model with a variable number of degrees of freedom. Mol. Phys.
86:1353–1374

64. Widom B (1963) Some Topics in the Theory of Fluids. J. Chem. Phys. 39:2808–2812
65. Widom B (1982) Potential-Distribution Theory and the Statisctical Mechanics of Fluids. J. Phys.

Chem. 86:869–872
66. van der Spoel D, van Maaren PJ, Berendsen HJC (1998) A systematic study of water models for

molecular simulation, Derivation of water models optimized for use with a reaction field. J. Chem.
Phys. 108:10220–10230

67. Matubayashi N, Reed LH, Levy RM (1994) Thermodynamics of the Hydration Shell, 1. Excess
Energy of a Hydrophobic Solute. J. Phys. Chem. 98:10640–10649

68. Matubayashi N, Levy RM (1996) Thermodynamics of the Hydration Shell, 2. Excess Volume and
Compressibility of a Hydrophobic Solute. J. Phys. Chem. 100:2681–2688



Selected Microscopic and Mezoscopic Tools and Models 223

69. Matubayashi N, Gallicchio E, Levy RM (1998) On the local and nonlocal components of solvation
shell models. J. Chem. Phys. 109:4864–4872

70. Torrie GM, Valeau JP (1977) Nonphysical sampling distributions in Monte Carlo free energy
estimation – Umbrella sampling. J. Comput. Chem. 23:183–199

71. Gruziel M, (unpublished results)
72. Jayaram B, Fine R, Sharp K, Honig B (1989) Free energy calculations of ion hydration, an analysis

of the Born model in terms of microscopic simulations. J. Phys. Chem. 93:4320–4327
73. Jin-Kee Hyun, Toshiko Ichiye (1997) Understanding the Born Radius via Computer Simulations

and Theory. J. Phys. Chem. B 101:3596–3604
74. Rajamani S, Ghosh T, Garde S (2004) Size dependent ion hydration, its asymmetry, and conver-

gence to macroscopic behavior. J. Chem. Phys. 120:4457–4466
75. Roux B, Hsiang-Ai Yu, Karplus M (1990) Molecular Basis for the Born Model of Ion Solvation.

J .Phys. Chem. 94:4683–4688
76. Madura JD, Briggs JM, Wade RC, Davis ME, Luty BA, Ilin A, Antosiewicz J, Gilson MK,

Bagheri B, Scott LR, McCammon JA (1995) Electrostatics and diffusion of molecules in solution:
Simulations with the University of Houston Brownian Dynamics program Comp. Phys. Comm.
91:57–95

77. Delphi, Rocchia W, Alexov E, Honig B (2001) Extending the Applicability of the Nonlinear
Poisson-Boltzmann Equation: Multiple Dielectric Constants and Multivalent Ions. J. Phys. Chem.
B 105(28):6507–6514

78. Baker NA, Sept D, Joseph S, Holst MJ, McCammon JA (2001) Electrostatics of nanosystems,
application to microtubules and the Ribosome. Proc. Natl. Acad. Sci. USA 98:10037–10041

79. Born M, (1920) Z. Phys. 1:45–48
80. Grycuk TJ (2003) Deficiency of the Coulomb-field approximation in the generalized Born model,

An improved formula for Born radii evaluation. Chem. Phys. 119:4817
81. Wojciechowski M, Lesyng B (2004) Generalized Born Model, Analysis, Refinement and Applica-

tions to Proteins, J. Phys. Chem. B 108:18368–18376
82. Feig M, Im W, Brooks CL (2004) Implicit solvation based on Generalized Born theory in different

dielectric environments. J. Chem. Phys. 120:903–911
83. Gallicchio E, Linda Yu Zhang, Levy RM (2002) The SGB/NP Hydration Free Energy Model

Based on the Surface Generalized Born Solvent Reaction Field and Novel Nonpolar Hydration
Free Energy Estimators. J. Comput. Chem. 23:517–529



CHAPTER 4

MODELING CHEMICAL REACTIONS
WITH FIRST-PRINCIPLE MOLECULAR DYNAMICS

ARTUR MICHALAK1 AND TOM ZIEGLER2

1Department of Theoretical Chemistry, Faculty of Chemistry, Jagiellonian University, R. Ingardena 3,
30-060 Cracow, Poland
2Department of Chemistry, University of Calgary, University Drive 2500, Calgary, Alberta, Canada
T2N 1N4

Abstract: Density functional theory (DFT)-based molecular dynamics (MD) has established itself as
a valuable and powerful tool in studies of chemical reactions. Thanks to the rapid increase
in power of modern computers, ab initio MD has nowadays become practical. Within
the Car-Parinello approach, first-principle MD is already quite popular methodology in
molecular modeling. MD reveals the dynamical effects at finite temperatures and is
particularly useful in probing the potential energy surfaces. Also, it can be utilized to
directly determine the reaction free-energy barriers, as it explicitly includes temperature
and thus the entropic effects. The first part of the chapter provides a brief introduction to
ab initio MD, within the Born-Oppenheimer and Car-Parinello approaches. Here, we
introduce basic concepts of Car-Parinello MD, with focus on the practical aspects of
the simulation. The next part of the chapter summarizes the approaches used to overcome
high-energy barriers in a simulation, and thus to probe the part of the potential energy
surface relevant for chemical reactions (from the reactants to products through transition
states). A special emphasis is placed on the MD simulation along the intrinsic reaction
path. The last part of the chapter presents examples from CP-MD simulations from the
studies on a complex catalytic process: copolymerization of ethylene with polar monomers
catalyzed by late transition-metal-complexes

Keywords: First-Principle Molecular Dynamics, Car-Parinello Molecular Dynamics, Density
Functional Theory, Reaction Paths, Olefin Polymerization

1. INTRODUCTION

Design of molecular materials with specific properties often requires interdisci-
plinary research involving various experimental and theoretical techniques. Molecular
modeling by ab initio methods based on quantum-mechanics is now commonly used
in such studies. However, theoretical investigations are still dominated by tradi-
tional, static approaches in which the stationary points on the respective potential
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energy surfaces are determined from calculations modeling the molecular systems
at 0K. In the studies on complex chemical processes, however, the dynamical
effects at finite temperature are often important and should not be neglected.

Molecular dynamics (MD) has been traditionally linked to purely classical
modeling, e.g. based on empirical force fields, or with classical trajectory calcula-
tions, based on predetermined potential energy surfaces. Unfortunately, such poten-
tials are extremely expensive to evaluate for chemically interesting systems. Never-
theless, attempts to conduct ab initio molecular dynamics, in which the classical
description of nuclear motion is combined with quantum-mechanical determination
of the forces, dates back several decades.

Ab initio MD simulations were not practical until the last decades of the 20th
century due to their computational cost. In addition to rapid increase in computa-
tional power of modern computers, the factor of great importance for expansion of
the ab initio molecular dynamics was a novel, practical scheme proposed by Car
and Parinello. 1 This methodology gave rise to a growing interest in ab initio MD
and thus, quickly dominated the field.

The original Car-Parinello article1 was published 20 years ago. Since that time,
first-principle molecular dynamics (MD) has already established itself as a valuable
and powerful tool in molecular modeling. A wide range of applications covers
various areas of chemistry and physics. Examples of applications of the ab initio MD
methodology can be found in all the fields in which other computational techniques
of molecular modeling are used. The number of publications reporting ab initio MD
studies is quickly growing; the recent review articles2– 9 summarize some of the
most important studies. It is worth mentioning that first principle MD can already
be successfully applied to relatively large molecular systems, such as biologically
active compounds, or the real intermediates in catalytic processes. Implementations
of the hybrid quantum-mechanics-molecular-mechanics (QM/MM) approaches and
the solvation models open ways toward exploring even larger and more realistic
models of reactive systems.

One of the main advantages of the MD over the static quantum chemical
approaches is that it can be utilized to directly determine the reaction free energy
barriers, as it explicitly includes entropic effects. An estimation of the free energy via
a normal (static) DFT approach requires frequency calculations that are relatively
expensive for large molecular systems. Such an approach assumes in addition the
harmonic (normal mode) approximation, which breaks down for processes where
weak intermolecular forces dominate. 10

The main purpose of this chapter is to present the basics of ab initio
molecular dynamics, focusing on the practical aspects of the simulations, and
in particular, on modeling chemical reactions. Although CP-MD is a general
molecular dynamics scheme which potentially can be applied in combination with
any electronic structure method, the Car-Parinello MD is usually implemented
within the framework of density functional theory with plane-waves as the basis set.
Such an approach is conceptually quite distant from the commonly applied static
approaches of quantum-chemistry with atom-centered basis sets. Therefore, a main



Modeling Chemical Reactions 227

emphasis of the first part of the chapter will be put on the basic ‘magic’ parameters of
ab initio MD methodologies. The second part of the chapter will briefly summarize
the approaches used to overcome high-energy barriers in a simulation, and thus to
probe the part of the potential energy surface relevant for chemical reactions (from
the reactants to the products through the transition states). A special emphasis will
be put on the MD simulations along the intrinsic reaction paths, illustrated by a few
examples. The last part of the chapter will present an example of MD application
taken from studies on a complex chemical process: the copolymerization of olefins
catalyzed by late transition-metal-complexes.

2. BASIC CONCEPTS AND PRACTICAL ASPECTS
OF CAR-PARINELLO MD

In this section we will briefly present the basic concepts of ab initio molecular
dynamics within the Born-Oppenheimer and Car-Parinello approach. It is not our
intention to cover the theoretical background of the Car-Parinello MD scheme
in details. Instead we would like to concentrate on the practical aspects of the
simulation and only briefly comment on the physical meaning of the basic param-
eters that must be specified in the input for a simulation. A more detailed discussion
of the theoretical basis for the CP MD can be found in an excellent review article
by Marx and Hutter. 2

2.1. Born-Oppenheimer MD and Car-Parinello MD

The idea of a classical treatment of the nuclear motion within the molecular dynamics
(MD) scheme with ab initio determined, quantum-mechanical forces acing on
nuclei is as old as quantum mechanics. 11,12 The commonly used Born-Oppenheimer
approximation12 introduces the concept of potential energy surface (PES).
Different time-scales for nuclear and electronic motion allows for the adiabatic
separation of the nuclear and electronic wave-function. In the Born-Oppenheimer
molecular dynamics (BO-MD) the nuclei move according to Newton laws,
while the quantum mechanics is required to determine the potential for this motion:

M�R̈� = −��E0��� R�

Ĥe�R��e�R� = E0��� R��e�R� (4-1)

In the equations above Ĥe is the electronic Hamiltonian, �e denotes the electronic
wave-function, and R is a vector of nuclear coordinates, whereas E0�R� defines
the PES.

Thus, in BO MD the fully converged electronic wave–function and the forces
acting on the nuclei must be dermined at each timestep by solving the
time-independent Schrödinger equation. The time consuming evaluation of the
wave-function and the gradients is the main drawback of the BO MD approach
(see Figure 4-1).
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Figure 4-1. Basic ideas of the Born-Oppenheimer MD and Car-Parinello MD

The scheme proposed by Car and Parinello1 in 1985 offers an attractive solution
to this problem, by propagating the wave-function together with the nuclei. The
ingenious idea of Car and Parinello was to include the fictitious kinetic energy term
describing the ‘wave-function motion’ into the classical Lagrangian:

L = L�R� Ṙ� = 1
2

	
∑

i

〈

̇i�
̇i

〉
+ 1

2

∑
�

MṘ2
� +E0��� R�+ constraints

(4-2)

The first term in this Lagrangian contains the fictitious mass of the wave-function, 	.
This fictitious kinetic energy term should not be confused with the real kinetic
energy of electrons included in the electronic Hamiltonian.

The Euler-Lagrange equation leads to the Car-Parinello equations of motion of
the form:

M�R̈� = −��E0��� R�+ �

�Ra

�constraints

	
̈i = − �

�
i

E0��� R�+ �

�
i
�constraints (4-3)

Thus, in the Car-Parinello MD scheme the initially converged wave function is
propagated according to Eq. (2), and does not need to be re-optimized at every
timestep (see Figure 4-1).
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The consequence of the presence of the fictitious kinetic energy term in the
CP Lagrangian is that the physical energy, i.e. the sum of kinetic energy of the
nuclei and the potential energy is not conserved in CP MD. The conserved energy
Econs contains in addition the fictitious kinetic energy of the wave-function. This is
illustrated in Figure 4-2.

The practical implication is the fact that in the CP MD simulation the molecular
system does not evolve right on the Born-Oppenheimer PES, but stays close to it.
A measure of deviations from the BO PES is the fictitious kinetic energy (wave-
function temperature). Figure 4-2 demonstrates that this deviation is minor, as the
electronic (fictitious) temperature is relatively low. The wave function stays ‘cold’
(compared to the ‘hot’ nuclei); in the MD terminology the term ‘cold electrons’ is
often used in this context.

The evolution of the wave-function ‘slows down’ the nuclei, as the kinetic energy
of the nuclei is lower in CP MD than in BO MD. This is illustrated in Figure 4-3,
that compares the kinetic and potential energy from BO and CP MD simulations
started from the same nuclear configuration and the same wave function.

2.2. Forces in ab initio MD; Plane-wave-based Electronic Structure
Methods

The Car-Parinello MD approach is usually applied in combination with plane wave
based electronic structure methods. Use of plane waves in Car-Parinello MD is in
many ways easier than the atom-centered basis sets (Gaussian-type or Slater-type

Figure 4-2. Energy conservation in CP-MD: the potential energy (Ee, main axis), temperature (kinetic
energy, T, auxiliary, right-hand side axis), physical energy (T+Ee, auxiliary axis), and conserved energy
(Econs�. The difference between Econs and T + Ee is the fictitious kinetic energy of the wavefunction.
The data from the simulation for the ethylene molecule with the CPMD program 13 (Troullier-Martins
pseudopotentials 14,15, time step of 4 a.u., fictitious mass 400 a.u., cut-off energy 70 Ry, unit cell
12 A x 12 A x12 A)
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Figure 4-3. A comparison of the Car-Parinello and Born-Oppenheimer molecular dynamics: the potential
energy (top) and temperature (kinetic energy, bottom) from the CP-MD and BO-MD simulations for
ethylene, started from the same geometry and wave function. The results obtained form the simulations
with the CPMD program 13 (Troullier-Martins pseudopotentials, 14,15 time step of 4 a.u., fictitious mass
400 a.u., cut-off energy 70 Ry, unit cell 12 A x 12 A x12 A)

orbitals). The difficulty with atom based basis sets is in the evaluation of the forces.
Namely, the derivative of the expectation value of the Hamiltonian (electronic
energy), �� �Ĥ���, with respect to nuclear positions, contains not only the terms
originating from the Hamiltonian �� ���Ĥ/�R����, but also the contributions from
the wave-function dependence on the nuclar coordinates, ����/�R��Ĥ��� and
�� �Ĥ����/�R��. These terms vanish if a complete basis set is used (Hellmann-
Feynman theorem).16,17 However, with an incomplete basis set these contributions
(so called Pulay forces) 18,19 are non-negligible and must be evaluated.

The problem disappears in the complete basis set limit. Also, it does not exist
for origin-less basis set, such as plane waves. For this reason the plane wave
based methods are attractive for molecular dynamics simulations where the energy
derivative must be evaluated many times.

The wave function expanded in plane waves takes on the form of periodic Bloch
functions


i�k = 1
�

eikr
∑
G

cik
G eiGr (4-4)

where � is the system volume, cG
ik is a set of expansion coefficients, and G is a

reciprocal lattice vector. In practical calculations the infinite sum over the G-vectors
must be truncated, and this determines the quality of the basis set. The cutoff kinetic
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energy, Ecutoff is the parameter controlling the truncation of the basis set: at each
k-point in the basis set included are all the G-vectors for which

1
2

�k +G�2 ≤ Ecutoff (4-5)

In all-electron calculations with the plane wave basis set the cutoff energy must be
very high, in order to correctly reproduce rapid oscillations of the wave-function
in the region close to the nuclei. Certainly, this affects the computational time.
Therefore, the plane wave based methods are combined with pseudopotentials
or augmentation approaches, to reduce the computational cost connected with a
description of the core-states, less important for chemistry.

2.3. Finite Temperature Simulations: Thermostats

In standard molecular dynamic simulations the temperature is not constant. The
MD simulation samples the microcanonical ensemble, or NVE ensemble, as the
volume (unit-cell size) is assumed to be constant. The control of temperature is on
the other hand especially important in the simulation of chemical reactions, when
the excess of heat dissipated or adsorbed during the reaction strongly influences the
kinetic energy (temperature) of the system.

Kinetic energy and temperature are related according to the following equation:

Ekin = 3
2

NkBT (4-6)

where kB is the Boltzman constant, and N is the total number of degrees of
freedom. Thus, the most obvious way to control the temperature is to monitor the
average kinetic energy and to scale up or down the velocities of the nuclei. Several
approaches of this kind have been used in classical molecular dynamics. 20– 22

The most popular way to control the temperature in the CP MD simulation was
introduced by Nose and Hoover. 23,24 This approach includes an extra friction term
(velocity dependent) into the Car-Parinello equations of motions (cf. Eq. 3):

M�R̈� = −��E0��� R�+ �

�Ra

�constraints−M�Ṙ��̇1 (4-7)

and the thermostat friction variable � changes according to its own equation of
motion:

Q1�̈1 =∑
�

⌊
M�Ṙ2 −NkBT

⌋
(4-8)

thus altering periodically the system kinetic energy (velocities) with the frequency
�1 = �NkBT/Q1�

1/2.
The Nose-Hoover thermostat exhibits non-ergodicity problems for some systems,

e.g. the classical harmonic oscillator. These problems can be solved by using a chain
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of thermostats, 25,26 i.e. introducing the second thermostat that is thermostatting the
first thermostat, etc. This is done by introducing a friction term due to the second
thermostat into the equation of motion of the first termostat, in the same way as
the first thermostat modified the equations of motion of the nuclei (Eq. 7). Namely,
Eq. 8 takes the form:

Q1�̈1 =∑
�

⌊
M�Ṙ2 −NkBT

⌋−Q2�̇1�̇2 (4-9)

and the equations of motion for the second, and all the other thermostats in the
chain, are similar to Eq. 9 (or Eq. 8 for the last thermostat in the chain).

The Nose-Hoover thermostat, or chain of thermostats, can be used as well
to control the wave function temperature, i.e. the fictitious kinetic energy. This
prevents drifting of the wave function from the Born-Oppenheimer PES during
long simulations. Wave function thermostats are introduced in a similar way to
Eqs. 7–9.

It should be pointed out that the use of a thermostat affects the energy conservation
in MD. Namely, in thermostatted dynamics the ‘conserved energy’ (kinetic and
potential energy of nuclei plus the fictitious kinetic energy of the wave function)
discussed in Section 2.1 is no longer conserved. Instead, the energy that includes
additional terms due to the thermostats (nuclear and ‘electronic’) is constant. For
example, for a system thermostatted by a chain of nnuclear thermostats, controlled
by variables ��� and �Qi, the conserved energy takes the form:

Econs = 1
2

	
∑

i

〈

̇i�
̇i

〉
+ 1

2

∑
�

MṘ2
� +E0��� R�

+1
2

n∑
m=1

Qm�̇m

2 +
n∑

m=2

kBT�m +NkBT�1 (4-10)

Another method of controlling the temperature that can be used in CP MD is the
stochastic thermostat of Andersen.27 In this approach the velocity of randomly
selected nucleus is rescaled; this corresponds in a way to the stochastic colli-
sions with other particles in the system. Therefore, this approach is often called a
stochastic collision method. The Andersen thermostat has recently been shown28

to perform very well in the Car-Parinello molecular dynamic simulations of
bimolecular chemical reactions.

2.4. Practical Aspects of Car-Parinello MD Simulation

2.4.1. Elements of MD simulation

Typical molecular dynamics simulation requires a few initial steps; this is illustrated
in Figure 4-4. Often each of these steps is realized as a separate run of the MD
program. First of all, the wave function must be fully converged for the initial
configuration of nuclei. If the simulation is supposed to sample the vicinity of
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Figure 4-4. Steps in MD simulation

a minimum on the PES, the wave function convergence run is followed by the
geometry optimization. Sometimes the geometry optimization is done by dynamics
with a friction used for nuclei, to damp the oscillations; in such a case the user has
to specify the friction coefficient.

Prior to the simulation at finite temperature, the system must be heated up to the
target temperature and thermally equilibrated. The temperature should be distributed
among all the normal modes in the system. Thermal equilibration usually requires
running dynamics for a long period of time (of the order of picoseconds). This
time may be shortened if the warm-up procedure does not displace the system far
from equilibrium. Thus, the warm-up may be realized by a sequence of kinetic
energy pulses, followed by a short relaxation (free dynamics). If these pulses are
orthogonal, then different normal mode become excited. It should be emphasized
also at this point, that prior to the constrained dynamics simulation, the warm-up
and equilibration should be performed with the same constraints that will be used
in the sampling simulation.

2.4.2. Parameters originating from equations of motion: time steps
and the fictitious mass

The Car-Parinello equations of motion (Eq. 3) contain the basic parameter of the
method, i.e the fictitious mass of the wave function, 	.

The equations of motion are integrated by means of the finite-difference methods,
most often employing either the original Verlet algorithm, in which

R�t +�t� = 2R�t�−R�t −�t�+A�t��t2 (4-11)
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or the velocity Verlet method in which:

R�t +�t� = R�t�+V�t��t +A�t��t2

V�t +�t� = V�t�+ 1
2

�t�A�t�+A�t +�t� (4-12)

In the above equations R�t�� V�t�, and A�t� denote vectors of positions, velocities
and accelerations at time t.

Thus, integration of the equations of motion introduces another basic parameter
common for any MD simulation, i.e. the integration time-step, �t.

The fictitious mass controls the magnitude of the drift from the BO PES; the
smaller its value is, the smaller is deviation from the BO PES. However, lowering 	
implies that one has to decrease the time step. The maximum time step is related
to the fictitious mass and the cutoff energy according to the following rule: 2

�tmax ∝
(

	

Ecutoff

) 1
2

(4-13)

The actual values used for the two parameters are 	 = 500–1500 a.u. and �t = 5–10
a.u. It is worth mentioning that in BO MD significantly larger time steps can be
used (up to 100 a.u.)

2.4.3. Parameters originating from the plane-wave methods: kinetic energy
cutoff, unit cell

Use of the plane wave based electronic structure methods introduces two basic
parameters: the kinetic energy cutoff value, controlling the basis set quality, and the
periodic unit-cell (supercell) size, present due to periodic nature of these approaches.
Both of these parameters should be large enough to guarantee the convergence in
the total energy and in all the physical quantities that are supposed to be determined
from the simulation.

As we have already mentioned in Section 2.2, a huge number of plane waves
is required for all electron calculations, in order to properly describe the core
region. Therefore, different approaches are used to exclude the core states from the
electronic problem to be solved. There is no universal rule concerning the cutoff
energy; for each method different values are typically required for convergence.

In Figures 4-5 and 4-6 we present examples from calculations on the ethylene and
butadiene molecules performed with the Trouillier-Martins pseudopotentials. 14,15

The total energy requires 70–80 Ry for convergence (Figure 4-5). Similarly, a 70
Ry cutoff is needed for the energy difference between the cis and trans isomers of
butadiene; here, however, a 30 Ry value gives already a quite reasonable, qualitative
estimate. The C-C bond distances (Figure 4-6) requite 70–80 Ry to achieve full
convergence; again 30 Ry gives a rough qualitative estimate. In general, for the
calculations with Trouillier-Martins14,15 pseudopotentials the required cutoff value
varies between 60 and 100 Ry. For the ultrasoft Vanderbilt 29 pseudopotentials much
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Figure 4-5. Plane-wave convergence of the ethylene total energy (a, in hartree) and the energy difference
between cis- and trans- isomers of butadiene (b, in kcal/mol). Results of the simulations with the CPMD
program 13 (Troullier-Martins pseudopotentials, 14,15 time step of 4 a.u., fictitious mass 400 a.u., unit cell
12 A x 12 A x12 A)

lower values are needed, typically in the range of 20–40 Ry. The relatively ‘hard’
Goedecker pseudopotentials30 require usually 100–200 Ry. For the applications of
the Projector-Augmented Wave (PAW) method by Blochl, 6,31,32 a low cutoff values
can be used, comparable to those for the ultrasoft pseudopotentials.

Periodicity, natural for the plane wave based methods, implies interactions
between the molecules in the neighboring cells. This is certainly a shortcoming for
molecular calculations in the gas-phase. The unit-cell-size parameter must be large
enough to prevent interactions between nearest neighbors. The correct size can be
chosen by monitoring the convergence of the physical quantities. In Figure 4-7
an example for the ethylene molecule is presented. In this case the orthorhombic
cell with an edge of at least 7–8 A is needed to achieve convergence in total
energy. Typically, the cell-size parameter should be 4–5 A larger than the largest
interatomic distance in the molecule.
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Figure 4-6. Plane wave convergence of the carbon-carbon bond length in the ethylene and butadiene
molecules, from the simulations with the CPMD program 13 (Troullier-Martins pseudopotentials, 14,15

time step 4 a.u., fictitious mass 400 a.u., unit cell 12 A x 12 A x 12 A)

Figure 4-7. Unit-cell-size convergence for the total energy of ethylene. Results from simulations with
the CPMD program 13 (Troullier-Martins pseudopotentials, 14,15 time step of 4 a.u., fictitious mass 400
a.u., cut-off energy 70 Ry)

2.4.4. Thermostat parameters

Controlling the temperature implies specifying the parameters characteristic for the
thermostat method used in the simulation. In the case of the most popular Nose-
Hoover thermostat the basic quantities are the target temperature and the thermostat
frequency.

The value of the frequency parameter controlling the temperature of nuclei should
enable an efficient coupling of the thermostat to the molecular vibrations. For chain-
thermostats the frequency for each item in the chain should be specified. In general,
a larger number of thermostats in a chain makes it possible to couple to the normal
modes of different vibrational frequencies. In the extreme case, each normal mode
can be separately thermostated; in the MD terminology such a procedure is called
‘massive’ thermostating.33



Modeling Chemical Reactions 237

The thermostats for the wavefunction should not be coupled to the nuclear
thermostats. Therefore, the value of the frequency parameter should be a few times
larger than that of maximum of the phonon spectrum.2

3. MODELING CHEMICAL REACTIONS; MD ALONG INTRINSIC
REACTION PATHS

In this section we discuss first in general the techniques used to simulate the
chemical reactions with relatively high activation barriers. After that we provide a
more detailed discussion of the constrained dynamics approach. Special emphasis
will be put on MD along the intrinsic reaction coordinate (IRC), illustrated by a
few simple examples. 33

3.1. Towards Overcoming High Energy Barriers

The typical time scale for the Car-Parinello MD simulation is presently of the
order of picoseconds. This time scale is usually not sufficient to directly observe
a chemical reaction in a single free dynamics simulation, due to relatively high
activation-energy barriers. Thus, many approaches have been proposed to simulate
such rare reactive events.

The two most popular simulation methods dealing with the reactive events
are the constrained dynamics and the bias-potential (umbrella sampling)
approaches. 34– 38 The former method34– 37 introduces a geometrical constraints that
freezes the movement along a selected pathway; the constraint value is changed
in order to drag the system from the reactant to product; in the following section
we will discuss this approach in details. In the latter method38 the potential energy
surface is modified by an additional bias potential, introduced in order to lower the
activation barrier for the studied reaction.

In standard implementations of the umbrella sampling techniques the bias
potential is defined in configurational space, as a function of selected geometrical
variables. However, new attempts have recently been made to alternatively apply
bias potential dependent on the electronic degrees of freedom.39– 42 Very promising
initial applications have demonstrated that such approaches can be useful for
exploring the regions on the potential energy surfaces separated by non-negligible
barriers.

Another group of recently proposed methods is aimed at exploring directly
the free-energy surface (FES)43– 45 rather than the corresponding potential energy
surface. The approach by Fleurat-Lassard and Ziegler43 is directed towards the
determination of the minimum-free energy reaction path, while the metadynamics
approach proposed by Parinello et al. 44,45 introduces additional fictitious terms into
the Car-Parinello Lagrangian, to efficiently sample the regions on the free-energy
surfaces corresponding to different species separated by high barriers, within a few
picoseconds of simulation.
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3.2. Constrained Dynamics, Thermodynamic Integration,
and Free-energy Barriers

Various methodologies have been developed to determine the free energy barriers
from MD simulations. One of the common approaches applied in ab initio MD,
known as the potential of mean force method has been derived from the thermo-
dynamic integration technique.34,35 In a canonical (NVT) ensemble the free energy
difference, �A, between the two states, 0 and 1, can be calculated as the integral

�A�0→1� =
∫ 1

0

�A���

��
d� =

∫ 1

0

〈
�E�X���

��

〉
�

d� (4-14)

where the parameter � is smoothly changing between the two states, E stands for
the potential energy, and X denotes the coordinates of the atoms, X = �Xi� i =
1� � � � � 3N; the subscript � represents an ensemble average at fixed �.

In a simulation performed to model a chemical reaction, the parameter � corre-
sponds to an arbitrarily chosen reaction coordinate, such as a bond length, an angle,
a torsion, or a combination of these parameters. Such a reaction coordinate defines
a constraint in configurational space. Constrained dynamics36 at finite temperature
can be performed for a series of fixed � values, corresponding to a transition from
the reactants to the product through the respective TS.

The idea of constrained dynamics performed for a set of points along such a
‘reaction path’, i.e. for a set of fixed values of the reaction coordinate, �, is not
specific to MD. Similar approaches have been commonly used in computational
studies based on static quantum-chemical calculations. Such approaches are known
as linear transit calculations, reaction path scans, etc. A set of constrained geometry
optimizations with the constraint ‘driving’ the system from reactants to products is
a popular way to ‘bracket’ a transition state, for instance.

From a constrained MD simulation the free energy difference can be calculated as

�A =
npoints∑

i

�Fi�� ��i (4-15)

where Fj denotes the force required to satisfy the constraint corresponding to �j.
One of the requirements typical for this approach is the fact that the system must

be properly equilibrated for each �j value. Thus, the simulation must be carried out
for a long period of time, in order to obtain the converged value of the average
force Fj. In practice, for each �j the simulation will consist of a following sequence
of the MD runs: initial calculation of the converged wave function, constrained
geometry optimization, warming-up the system, long-time equilibration (constrained
as well), and finally a long sampling simulation, performed to eventually calculate
the average restraint force.

Alternatively in the slow-growth approach37 the constraint value is changed in
a continuous manner from the initial to the final state. Thus, all the initial steps,
including a time-consuming thermal equilibration needs to be performed only once,
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for the initial geometry. If the system is initially equilibrated, and the rate of the
constraint change is small, the system stays (approximately) equilibrated during
the simulation. It should be emphasized that the a small rate for the change of
the constraint is crucial. Preferably the difference between the constraint value
at two subsequent points should be negligible compared to the thermal-motion
displacement in one time-step. i.e. it should be a few orders of magnitude smaller.
In practice, the rate of the constraint change is often determined by the number
of time steps chosen to model the whole reactive event. This number is chosen
to obtain a compromise between the computational cost and the accuracy. The
typical number of time-steps used in a simulation modeling a reaction that involves
a bond formation/bond breaking varies between 20 000 and 200 000. Thus, if the
inter-atomic distance is used as a reaction coordinate, changing by 4–10 a.u., the
rate of the constraint change will vary between 1∗10−5 and 5∗10−4 a.u./timestep.

However, even with a small rate for the constraint change, the reaction barriers
obtained from thermodynamic integration by the slow-growth simulations are
dependent on the choice of the reaction coordinate. First of all, an unfortunate
choice of the reaction coordinate may correspond to an unfavorable reaction path,
which does not pass the transition state region, and thus leads to a substantial
overestimation of the barrier.

Further, even if the reaction path goes trough the transition state, a large hysteresis
in the free energy profile can be observed. This can happen if the RP does not
run along, but crosses the bottom of the valley connecting the transition state
with reactant/product. We schematically illustrate this in Figure 4-8. Note that in
a constrained simulation the system is allowed to spontaneously evolve in all the
directions perpendicular to the corresponding reaction path, defined by the fixed
value of the reaction coordinate. If, as in panel a of the figure, the reaction path
goes along the bottom of the valley and the reaction coordinate is changing slowly,
the cut of the potential energy surface in the perpendicular direction practically does
not change for the two consecutive points on the RP. Thus, the system regularly
oscillates around the minimum and stays equilibrated during the whole simulation.
However, if the reaction path crosses the bottom of the valley (Figure 4-8 b), then
the projection of the gradient on the direction perpendicular to the RP can be large
for some points. For such points the fixed constraint value in fact does not freeze
the motion along the valley, and thus it does not prevent the system from ‘sliding’
downhill the potential energy surface. In other words, the cut of the potential energy
surface in the direction perpendicular to the RP may change dramatically for the two
consecutive points on the RP. For example, with the constraint defining the path
shown in Figure 4-8b, from one point the system will spontaneously evolve towards
the TS, while from another point towards the minimum. Eventually, the system
can easily loose its equillibration as a result of ‘chaotic’ movements following the
change in the constraint value. This leads to a hysteresis in the free energy profile
for a forward and backward scan. It should be pointed out, however, that for an
infinite sampling, i.e. infinitesimal change in the constraint value, the hysteresis
problem would theoretically disappear.
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Figure 4-8. Implications of the choice of the reaction coordinate on the constrained MD simulation.
In panel a the assumed reaction path goes along the bottom of a valley connecting TS and the
reactants/products. In panel b RP crosses the bottom of the valley

3.3. MD along Intrinsic Reaction Paths

As we mentioned previously, in practical applications the reaction coordinate is
usually chosen as a single geometrical variable (bond length, bond, angle, torsion
angle) or at most as a linear combination of few variables. Except from the simplest
reactions, such an a proiri choice of the reaction coordinate cannot guarantee neither
that the RP reaches the true TS region, nor that it goes along the bottom of the
valley connecting TS with the reactants/products.

Therefore, an a posteriori approach seems to be an attractive alternative, in
which the finite temperature MD simulation is performed along the pre-determined
reaction paths. 33 Such an approach seems to cost more computational time, as it
requires determination of the reaction path prior to MD simulation. However, it can
be often less expensive than repeating a simulation due to unexpected problems,
e.g. a pronounced hysteresis.

Such an a posteriori approach can be implemented quite easily and naturally using
the machinery of constrained dynamics. The point is in using a proper constraint
that freezes the motion along the predetermined, reference reaction path. Such a
constraint was defined,33 based on the fact that in order to freeze the motion in a
direction given by a vector rref , the projection of the displacement vector r on rref

must be zero, r• rref = 0.
The choice of reaction path definition used as the reference for such a constrained

dynamics is arbitrary; any path may be used in practice. However, a natural choice in
order toensure that thesimulationmovesalongthebottomof thepotentialenergyvalley
connecting reactants/products with TS is the intrinsic reaction path (IRP) of Fukui. 46,47

IRP by definition goes along the bottom of such a valley. IRP simply corresponds to a
steepest descent path in a mass-weighted coordinates:

dxi = − �E
�xi

dt (4-16)

where xi stands for the mass-weighted cartesian coordinate xi = m
1/2
i Xi i = 1� ��� 3N

and mi corresponds to the atomic mass of the atom with a position described by
the i-th coordinate.
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To summarize, the steps involved in the slow-growth MD simulation along the
IRP or any other predetermined reaction path are as follows: (i) determination of the
geometries of the reactant/product and the TS; (ii) determination of IRP (or other
path used as reference for the simulation), recording the path; (iii) constrained, slow-
growth MD simulation with a constraint that freezes the motion along the reference
path. It should be pointed out, that before starting the slow-growth simulation, the
system corresponding to the first point on the path must be thermally equilibrated
(with the same constraint).

3.4. Illustrative Examples

In this section we will present results33 from the MD simulations along the IRC
performed for five model reactions: the HCN → CNH isomerization reaction,
the conrotatory ring opening of cyclobutene, ethylene-butadiene cycloaddition,
the prototype SN2 reaction: Cl− + CH3Cl → ClCH3 + Cl−, and the chloropropene
isomerization: Cl −CH2 −CH=CH2 → CH2=CH −CH2Cl.

All these results were obtained with the Car-Parrinello projector augmented
wave (PAW) code developed by Blöchl. 6,31,32 The wave function was expanded in
plane waves up to an energy cutoff of 30 Ry. The frozen core approximation has
been employed; a Ne core has been used for Cl, and a He core for the first-row
elements. Periodic boundary conditions were used, with a unit cell spanned by the
lattice vectors ([0 R R] [R 0 R] [R R 0]; R=7–10 Å, depending on the size of the
system). All simulations were performed using the local density approximation in
the parametrization of Perdew and Zunger48 with gradient corrections due to Becke
and Perdew.49– 51 To prevent electrostatic interactions between neighboring unit
cells, the charge isolation scheme of Blöchl was used.32

To achieve an evenly distributed thermal excitation, the nuclei were brought to a
temperature of 300 K by applying a sequence of 30 sinusoidal pulses, each of which
was chosen to raise the temperature by 10 K. Each of the excitation vectors was
chosen to be orthogonal to the already excited modes. The warmed-up systems were
equilibrated for the 10 000 timesteps. The time step of 7 au. was used. Constraints
were maintained by SHAKE algorithm.36 A temperature of 300 K was controlled by
a Nose’ thermostat. 23,24 The fictitious kinetic energy of the electrons was controlled
in a similar fashion by a Nose’ thermostat. 52

Prior to the MD simulations, the transition state (TS) structures were determined
by the method described by Blöchl. 8 The intrinsic reaction paths were determined
by the steepest descent in mass-weighted coordinates going from the TS to the
reactants and products; this corresponds to a 0 K simulations with a friction
coefficient of 1.0. To increase the efficiency of the IRP determination, the nuclear
displacements were scaled up by a factor of 2.0, until the average displacement
in the geometry reached a value of 0.001 A or an increase in the potential energy
was noticed. The slow-growth MD simulations were performed with a constraints
freezing the motion along IRP, for the equidistant points on the IRP, with an
increment of 0�0002 amu−1/2 × bohr at every timestep. This corresponds to a total
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number of 39 300, 66 450, 22 600, and 55 300 timesteps for simulations of the
HCN→ CNH isomerization, ring opening of cyclobutene, SN2 reaction, and the
chloropropene isomerization, respectively. In case of the last two reactions, only
the path from leading from the TS to the products was studied.

3.4.1. HCN → CNH isomerization

As the simplest example of the MD simulation along the IRC, the isomerization of
hydrogen cyanide to hydrogen isocyanide has been chosen, This reaction has been
extensively studied by both experimental and theoretical methods53– 59 and widely
used as a test case for the IRP determination methods.60– 65

The structures of HCN, CNH, and the triangular TS are shown in Figure 4-9. The
IRC energy profile is shown in Figure 4-10a; the free energy profile together with
the average potential energy profile obtained from the MD simulations at 300K are
presented in Figure 4-10b. The average potential energy in Figure 4-10b has been
calculated as running average with the window of 200 timesteps. The portion of
the IRP from HCN to TS is shorter than the path from TS to CNH, with lengths
of IRP s = 3�58 and s = 4�28 amu−1/2 × bohr, respectively. From the simulations
the reaction is endothermic with �E = +14�0 kcal/mol, with the activation barrier
of 44.7 kcal/mol. These values agree well with the results of static DFT studies.
The average potential energy profile of Figure 4-10b is practically indistinguishable
from the IRC profile, within the accuracy of 0.1 kcal/mol.

In Figure 4-11a the changes in the interatomic distances along the
IRP are presented, while Figure 4-11b shows the corresponding changes
during the 300K MD simulation along the IRP. The geometries of
the reactant, product and the TS are in a very good agreement
(within 0.005A) with both, the previous static DFT calculations64,65

and the experimental data. For HCN the CN, CH, and NH distances are 1.16, 1.08
and 2.25 A, respectively; the corresponding values for the CNH molecule and the
TS are 1.17, 2.20, 1.01 A, and 1.20, 1.21, 1.38 A, respectively.

Figure 4-11b demonstrates that during the simulation all geometrical param-
eters regularly oscillate around the IRP values. It is illustrative to compare the
results of the MD along the IRP with the similar simulations performed with
the a priori assumed reaction coordinate. Here the difference between NH and
CH distances was chosen as a reaction coordinate, i.e. the substitution constraint
was used, RNH − RCH = const. The MD simulations from both approaches were

Figure 4-9. Isomerisation of hydrogen cyanide to hydrogen isocyanide: the structures of the reactant,
TS, and the product
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Figure 4-10. Isomerisation of hydrogen cyanide to hydrogen isocyanide: the IRC energy profile (panel
a), and the free-energy profile together with the average potential energy profiles (panel b), calculated
from the 300K MD simulations along the IRP

Figure 4-11. Isomerisation of hydrogen cyanide to hydrogen isocyanide: the changes in the CH, NH,
and CN distances along the IRP, during the 300K MD simulation

performed with similar settings, including the same number of timesteps. In the simula-
tions with a priori RC, the constraint value was smoothly changed between the
values characteristic for the HCN and CNH molecules.
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The computed reaction barrier practically does not differ from the value obtained
from the simulation along IRP, the reaction free energy is higher by c.a. 1.2 kcal/mol
than the change in the average potential energy between HCN and CNH. However,
in the region after passing the TS �RNH −RCH = from 0.6 to 1.2 bohr) the reaction
path defined by the constraint visibly deviate from the IRC. Since the applied
constraint does not represent the minimum energy path, the molecular system
spontaneously evolve toward lower energies, partially loosing equilibration. After
passing TS, the substitution constraint does not prevent going downhill the potential
energy surface; this is reflected by damped oscillations between the constraint values
of 0.2 and 0.6 bohr. Afterwards, the unequilibrated systems exhibits increased
variation in all the interatoomic distances between the constraint values of 0.6 and
1.2 bohr.

This effect is clearly illustrated in Figure 4-12, in which we compare the
hydrogen paths from the two simulations, plotted together with the hydrogen path

Figure 4-12. Isomerisation of hydrogen cyanide to hydrogen isocyanide: relative motion of the atoms
during the isomerisation of hydrogen cyanide to hydrogen isocyanide calculated from the 300K MD
simulations along the IRP (oscillating line in panel a) and from the 300 K MD simulation with the
constraint RNH-RCH = const. (oscillating line in panel b). The corresponding data along the IRP are
given as a solid middle-line. The nitrogen atom is fixed at the origin (0,0); the carbon atom is located
on the x-axis; the lines correspond to the trajectories of the hydrogen atom relative to CN. Only the
vicinity of the TS is included in the plots. For the whole pathway see Ref. 33
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corresponding to IRP. For clarity of the figure only the vicinity of TS is shown here.
While the hydrogen path from the simulation along the IRP (Figure 4-12a) oscil-
lates very regularly around IRP, in the case of the simulations with the substitution
constraint (Figure 4-12b) strong irregularities can be observed. Here, after passing
the TS the oscillations are first damped – the hydrogen atom runs away from the
IRP, and then increased in a quite chaotic fashion – a sign that the system has lost
its equilibration. In this simple reaction involving a small, triatomic molecule, the
problem discussed above does not affect the reaction free energy very much, since
the molecule regains equilibration relatively quickly. In the large molecular systems
with many degrees of freedom, however, the equilibration lost at some point can
lead to inaccurate estimation of the reaction free energies as well as the reaction
barriers.

3.4.2. Conrotatory ring opening of cyclobutene

The reaction of cyclobutene ring opening leading to 1,3-cyclobutadiene has been
extensively studied by experimental and theoretical methods. 64,66– 71

The ring opening of cyclobutadiene is predicted by symmetry rules to proceed as
a conrotatory process. The kinetic product of the reaction is gauche-1,3-butadiene
with deviation from planarity of ca. 30	. The structures of the cyclobutene, TS, and
gauche-1,3-butadiene are shown in Figure 4-13.

The kinetic product can be further transformed into the most stable trans- isomer.
Here, we study only the pathway leading to a gauche- rotamer. The mechanism of
the reaction involves four main processes: (i) breaking of the C1 −C4 �-bond; (ii)
rehybridiration of the carbon skeleton, i.e. formation of the conjugated �-electron
system by partial breaking of the C2=C3 �-bond and partial formation of the C1=C2

and C3=C4 �-bonds; (iii) skewing of the carbon skeleton by rotation around C2 −C3

bond; (iv) conrotatory movement of the two methylene groups. Recent static DFT
IRC studies64 demonstrated that the reaction proceeds in a concerted fashion rather
than according to a stepwise mechanism. Since the reaction path involves concerned
changes in all geometrical parameters, it represents an interesting test case for the
MD along the IRP.

The results of our calculations are summarized in Figure 4-14 and 4-15. The
results are in a good agreement with the recent, static DFT studies64 and the

Figure 4-13. Conrotatory ring opening of cyclobutene: the reactant, TS, and the product geometries
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Figure 4-14. Conrotatory ring opening of cyclobutene: IRC energy profile and free energy profile
from the MD simulation at 300K

experimental data. 66– 68 We will not repeat here the detailed comparison and the
discussion from the original article. 33 We would only like to emphasize that the
MD along the IRP leads to smooth free energy profiles (Figure 4-14) even in cases
where the reaction involves concerted changes in many geometrical parameters. All
the geometrical variables regularly oscillate around their IRP values (Figure 4-15)
and the system practically stays equilibrated during the whole slow-growth MD
simulation.

3.4.3. Ethylene-butadiene cycloaddition

The basic Diels-Alder cycloaddition reaction involving ethylene and butadiene is
probably one of the best known chemical reactions. It has been studied extensively
by a variety of both, experimental and theoretical techniques. 72 We have performed
MD along the IRC for the key reaction pathway leading from reactants to the
boat-like product of Cs symmetry (Figure 4-16); the isomerization of the product
was not studied here.

Similarly to the previous reaction, the ethylene-butadiene cycloaddition is a
nice example of a reaction in which the finite temperature pathway (300K here)
follows the IRC. The changes in the crucial geometrical parameters are summa-
rized in Figure 4-17. It can be clearly seen that all the geometrical parameters
oscillate around their IRC values. Quite large deviations are observed only for the
‘reactive’ C-C-C-C torsion angle in the initial part of the simulation. This is under-
standable, since before the C-C bond forming, there is a lot of freedom as far as
the mutual orientations of the reactants are concerned. For the same reason, there
exists deviation from the IRC for the C(Et)-C(Btd) distances in the very first part
of the reaction pathway.
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Figure 4-15. Conrotatory ring opening of cyclobutene: the changes in the interatomic distances (a),
angles (b), and torsional angles (c) along the IRC and from the 300K MD simulation
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Figure 4-16. Ethylene-butadiene cycloaddition: reactants, products and TS structures

Figure 4-17. Ethylene-butadiene cycloaddition: the changes in the interatomic distances (a), angles (b),
and torsional angles (c) along the IRC and from a 300K MD simulation
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3.4.4. Prototype SN2 reaction Cl− +CH3Cl → ClCH3 +Cl−

The halogen exchange reactions between methyl halides and a halogen anion,
X− +CH3X → XCH3 +X− (X=F, Cl, Br, I), have been studied by many experimental
and theoretical techniques as a prototype SN2 reaction.64,73– 76 We have performed the
MD simulations along IRC for the chlorine exchange reaction (Figure 4-18).

The reaction profile is characterized by a double-well shape with two minima,
corresponding to Van der Waals complexes (VdW), X−----CH3X, located symmetri-
cally around the barrier. Using MD we studied the major part of the reaction, i.e. the
path between VdW complex and the TS; the reaction path corresponding to the
formation of the VdW complex from the isolated chlorine anion and chloromethane
has not been studied. The structures of the two VdW complexes and the TS are
shown in Figure 4-18. Due to the reactants-products symmetry, in the following we
present the results of the MD simulation along the part of the IRP leading from the
transition state to a VdW complex.

The results of our simulation are summarized in Figure 4-19. The detailed
discussion was presented in the original article. 33 Here we will only discuss some
major points. The reaction mechanism involves Walden inversion of chloromethane,
with the planar CH3 group in the symmetrical transition state geometry. The IRP
involves linear movement of the carbon and two chlorine atoms, accompanied by
bending the C-H bonds toward tetrahedrical orientation.

At 300K, in the TS region the atomic movements are dominated by two soft
modes: the bending of the Cl-C-Cl angle, i.e. the movement of the CH3 fragment
perpendicular to the Cl-Cl axis, and the symmetrical stretching of the two C-
Cl bonds. The plots of Figure 4-19 show that during the MD simulation all
bonded interatomic distances oscillate around their IRP values with relatively small
amplitudes. In the case of non-bonded distances, however, a large deviations from
their IRP values may be observed for the RC values corresponding to the region after
the C-Cl bond-formation, i.e. s > 2�8 amu−1/2 ×bohr. This is because the dynamic
VdW complex at 300K does not resemble its static image at 0K. After the formation
of the C-Cl bond, the chloromethane molecule starts rotating. Thus, the Cl-C-Cl
angle adapts values from the whole range between 0	 and 180	. In other words, at
300K in the VdW stage all mutual orientations of the chlorometane and chlorine
anion are possible, incuding the linear H3C-Cl----Cl− complex. This is reflected
by large changes in the non-bonded C-Cl and Cl-Cl distances. In Figure 4-19c are

Figure 4-18. SN2 reaction: the key structures
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Figure 4-19. SN2 reaction: the changes in the selected interatomic distances (a) and angles along the
IRC and the 300K MD simulation. Example geometries from the trajectory corresponding to the van
der Waals complex are shown in panel c
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presented two representative geometries of the complex at the final stage of the
reaction, illustrating the above discussion.

The example of the prototype SN2 reaction demonstrates that the algorithm of
MD along the IRP applied here works correctly also in the case of a reaction with
relatively large deviations of the molecular geometries at finite temperatures from
the corresponding structures at the zero-temperature IRP.

3.4.5. Cl-CH2-CH=CH2 → CH2=CH-CH2Cl isomerization

The isomerization of 3-chloropropene (allyl chloride) involves a transfer of the
chlorine atom between two terminal carbon atoms, through an allylic TS state. The
structures of the reactant, TS and the kinetic product are shown in Figure 4-20.
Again, due to the reactant-product symmetry, only the part of the reaction path
leading from the TS to a kinetic product will be discussed here.

The most stable conformation of the allyl chloride is a gauche-rotamer. The
energy difference between gauche- and cis-species is 0.9 kcal/mol according to
our calculations. Recent experimental data93 suggest an energy difference of
0.3–0.4 kcal/mol, while recent RHF and MP2 calculations give the value of
0.9–1.3 kcal/mol. The gauche- and cis-rotamers are separated by a barrier of
2.9 kcal/mol. Here, our result reproduces the experimental value.93 However, the
IRP for the chlorine transfer reaction leads from the allylic TS to a minimum
corresponding to a cis-conformer, which can later rotate to form a gauche-species.
Therefore, in the following we present the results of the MD simulation along the
IRP leading to a cis-rotamer.

The results are summarized in Figure 4-21. During the MD simulation, all the
bonded inter-atomic distances and bond angles oscillate around their IRP values.
The plots of Figure 4-21, however, exhibit quite interesting features. Namely, at
s = 7�5 amu−1/2 × bohr one can observe large deviations of the non-bonded C-
Cl distance and the Cl-C1-C2-C3 torsion from the corresponding IRP values (see
Figure 4-21). Despite the fact that the IRP leads from TS to the cis-rotamer, at 300K
the system spontaneously evolves towards the gauche-geometry. This leads to a
decrease in the free energy, and is accompanied by a deviation of the non-bonded
inter-atomic distances from their IRP values. After reaching the region with the
geometry closer to the gauche-rotamer, the molecule is brought back to the IRP
and eventually reaches the geometry of the cis-product, since the constraint used in
the MD simulations forces the system to move along the IRP.

Figure 4-20. Chloropropene isomerization: structures of the reactant, TS and the product
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Figure 4-21. Chloropropene isomerization: the changes in the selected interatomic distances (a) and the
torsions (b) along the IRC and the 300K MD simulation. The gauche-rotamer structure, formation of
which is responsible for deviation from IRP is shown in panel c
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Thus, the chloropropene isomerization reaction represents an interesting example
of a system for which MD reveals a ‘thermal shortcut’, i.e. the 300 K path does
not follow the zero-temperature IRP, leading directly to a different, more stable
conformer. This example emphasizes the strength of the finite-temperature MD
simulations that can often reveal the reaction paths not noticeable by the static
(zero-temperature) investigations. At the same time, this example demonstrates that
the algorithm used here works well even in the cases when the system geometry
deviates far from the IRP during the finite-temperature simulation.

4. MOLECULAR DYNAMICS IN THE STUDIES
OF THE ETHYLENE – METHYL ACRYLATE
COPOLYMERIZATION

In this section we will present results of ab initio molecular dynamics simula-
tions performed for more complex chemical reactions. Catalytic copolymerization
of �-olefins with polar group containing monomers, chosen here as an example, is
a complex process involving many elementary reactions. While for many aspects
of such a process the standard approach by static quantum chemical calculations
performed for the crucial reaction intermediates provides often sufficient infor-
mation, for some aspects it is necessary to go beyond static computations. In the
case of the process presented here, MD was priceless in exploring the potential
energy surfaces for a few elementary reactions that were especially difficult for
a static approach, due to a large number of alternative transition states and thus,
alternative reaction pathways.77

This section is organized as follows: first the mechanism of the polar copolymer-
ization process will be presented, then the results from the static calculations will
be briefly summarized, and finally the MD results will be discussed.

4.1. The Polar Copolymerization Process and its Mechanism

Polyolefins are nowadays the materials of great importance, commonly known not
only from many industrial applications, but as well from their use in everyday
life. The properties of the polymeric material depend on numerous factors. The
choice of monomer is obviously of major importance, although it does not uniquely
determine the polymer. Among the primary factors is the molecular weight of macro-
molecules in the polymer, as well as the molecular weight distribution. Further,
the architecture of the macromolecules, i.e. the overall degree of branching as
well as the topology of branches strongly influences the polymer properties. These
factors are only partly determined by the general mechanism of a process (radical,
anionic, cationic, coordination-type polymerization), as they can be often strongly
influenced by a specific mechanism, e.g. following the choice of catalyst/initiator,
the thermodynamic parameters of the process (temperature, pressure), etc. This
implies that a great variety of new polymeric materials can be potentially designed.
Polyethylene homopolymers or copolymers with other olefins are good example, as
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various classes of polyethylenes (HDPE, LDPE, LLDPE) are produced in different
processes, often controlled by structure of ligands on the catalyst, temperature,
pressure, etc. 78

The development of a single-site Ziegler-Natta-type catalysts capable of copoly-
merizing �-olefins with monomers containing polar groups is one of the major goals
in a design of new polymerization catalysts. 79 Of special interest are the oxygen
and nitrogen containing monomers, such as vinyl alcohols, ethers, esters, nitriles,
etc. Even a small incorporation of polar comonomer into the polyolefin chain can
strongly modify the properties of the copolymer, compared to homopolymer. The
traditional heterogeneous Ziegler-Natta catalyst 80– 83 and the early-transition metal
complexes84– 88 are poisoned by polar monomers. Introducing the new generation
of non-metalocene catalysts based on the late-transition-metals gives potentially a
chance to develop systems that are active as catalysts for polar copolymetrizations.
The late-transition-metal-based complexes78– 90 are more functional group tolerant.
The first successful example was the Brookhart Pd-diimine catalyst, 78 capable of
copolymerizing ethylene with acrylates. 91,92 Interestingly, the analogous Ni-based
catalyst is not active in polar copolymerization under the same reaction conditions,
although it is an effective catalyst for the �-olefin homopolymerization. Thus, the
first step toward designing new catalysts, is to understand the differences between
the palladium- and nickel based systems.

The mechanistic aspects of the homopolymerization processes catalyzed by
the diimine catalysts have been studied extensively by experimental78,91– 98 and
theoretical methods99– 106. Molecular modeling by a combined approach that links
quantum-chemical calculations (static DFT and MD) with the stochastic (Monte-
Carlo like) simulations of the polymer growth was helpful in understanding the
relationship between the catalyst, temperature, and pressure of the process and the
topology of the resulting macromolecules. This topic was reported in a series of
articles, 101,102,104,107,108 and summarized in monographic reviews,109– 111 so it will
not be discussed here. This section will cover the polar copolymerization of ethylene
with methyl acrylate, focused mainly on investigations by the molecular dynamics
approach; the main goal of these studies was to understand the aforementioned
differences between Pd- and Ni-diimine catalysts. The computational study summa-
rized here was followed by the applications of molecular modeling techniques to
other copolymerization processes. 112– 116

The mechanism of polar copolymerization (Figures 4-22 and 4-23) involves in the
first step binding of the non-polar or polar monomer to the catalyst. In the standard
Coose-Arlman mechanism117,118 for �-olefin polymerization the monomer insertion
follows the complexation of the olefin by its double C=C bond (�-complex,
2 and 4 in Figure 4-22). Alternatively, the polar monomer can be coordinated by its
functional group, e.g. carbonyl oxygen atom in the case of acrylates (�-complex, 3).
The competition between the two binding modes of acrylate is one of the important
factors for the catalyst activity. This is because the insertion of the polar monomer
in a random copolymerization mechanism may start from the �-complex only.
A formation of a stable �-complex results in poisoning of the catalyst.
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Figure 4-22. Mechanism of ethylene-methyl acrylate copolymerization: monomer insertion

Figure 4-23. The steps in the copolymerization mechanism following the acrylate insertion

The ethylene insertion leads to alkyl agostic complexes (�- and �-agostic), a
starting points for further insertions. The polar monomer insertion results in the
formation of chelates (9, 10, 11), more stable than the corresponding agostic
complexes (�- and �-agostic, 7 and 8). It has been found experimentally8 that the
6-member chelate (11) is a resting state for the catalyst in acrylate polymerization
catalyzed by Pd-diimine complexes. Formation of the chelates is followed by the
insertion of the next monomer, again starting from the respective �-complexes
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(12–14 and 15–17 in Figure 4-23). Here as well, the polar monomer may be bound
alternatively by its functional group (18–20) and potentially poison the catalyst.
Thus, the potential factors of importance for polar copolymerization that should be
considered are the competition between the two binding modes of the polar olefin,
the competition between polar and non-polar olefin, the difference in their insertion
barriers, and difficulty of the opening chelates by ethylene coordination, following
the acrylate insertions. This factors were studied by a combined static DFT and
MD studies.

4.2. DFT and MD Studies on the Monomer Binding and Insertion

DFT calculations with Becke-Perdew exchange-correlation functional were carried
out for all the reaction intermediates present in the catalytic cycle of polar copoly-
merization, based on the simplified diimine catalyst in which the bulky diimine
substituents were replaced by hydrogen atoms (model catalyst: N∧N-M+� N∧N =
-N�Ar�-CR-CR-N�Ar�- R=H� Ar=H� M=Ni� Pd). Some of the calculations, for
the most important structures, were repeated using the real catalyst, containing
bulky diimine substituents [real catalyst: Ar=C6H3�o-i-Pr�2� R=CH3].

Figure 4-24 presents the energy profile for the acrylate insertion, resulting from
the calculations performed for the structures based on the model catalyst. The lowest
energy reaction intermediates for the 2,1-insertion are present in the figure, as the
2,1-insertion was found to have higher barriers for both, the Ni- and Pd-based
systems.

Figure 4-24. An energy profile for the 2,1-patwhway of methyl acrylate insertion into the M-alkyl bond
�M = Ni� Pd� calculated for the model catalyst
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The first step in the copolymerization mechanism involves a competition between
the complexation of the polar and non-polar olefin, and in the former case a
competition between the two binding modes. Formation of the �-complex, 4, is
necessary for the monomer insertion. The �- complex 3 can poison the catalyst,
if it is strongly preferred energetically. The relative stability of the two binding
modes has been found to be different for the Ni- and Pd- complexes. 103,105 For the
Pd system, active in the polar copolymerization, the �-complex is indeed preferred
by 3.6 (model catalyst) and 3.0 kcal/mol (real catalyst), while for the Ni catalyst
the �-complexes have lower energy by 4.0 (generic catalyst) or 3 kcal/mol (real
catalyst). Thus, the Ni-catalyst is initially poisoned by formation of the ‘inactive’
�-complex, while in the case of the Pd-complexes a formation of the acrylate
�-complex leads to its insertion. The structures of the alternative complexes are
shown in Figure 4-25.

The difference in the preferred binding mode observed for the Pd- and Ni-
based catalysts can be the crucial factor determining activity/inactivity of these
two systems in polar copolymerization. However, the question arises about the
stability of the alternative binding modes at finite temperature. If the minima
were separated by relatively low barriers and fast interconversion between the two
isomer complexes could occur, then this difference would be of minor importance.
In order to check the stability of the two modes and get the insight into the
mechanism of possible interconversions, a series of molecular dynamics simulations
was performed.

In the first stage of this study, the unconstrained MD simulations at T = 300 K
were performed for all the complexes. In addition, for the higher energy
complexes (Pd/�-complex and Ni/�-complex) the unconstrained MD simulations
were performed at T = 700K, in order to check whether they would spontaneously
evolve towards the corresponding global minima. Figure 4-26 presents the changes
in the crucial geometric parameters (metal-carbon and metal-oxygen distances)
along the respective MD trajectories. The results clearly demonstrate that both, the
�- and �-complexes of methyl acrylate are stable at 300K and 700K for both the
metals. That is, all the simulations represent thermal vibrations around the starting
equilibrium structure. Thus, the thermal motion is not able to carry out an intercon-
version between equilibrium structures of different isomers. For all the systems the
Me-C and Me-O distances oscillate around their equilibrium values with relatively
small amplitudes. In the �-complexes the Me-C distances change by ±0�001Å,

Figure 4-25. The �- and �- complexes of methyl acrylate with the model catalyst
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Figure 4-26. Unconstrained MD simulations for methyl acrylate bound to the palladium/nickel diimine
complex through the oxygen (top-right/bottom-right) and the C=C (top-left/bottom-left) functionalities.
The three panels in each of the four graphs represent variations in the metal-carbon (top two panels) and
metal-oxygen (bottom panel) distances. The simulations were carried out at 300 K for all the systems,
and 700 K for the local minima, as indicated

while the Me-O distances change by ±0�008Å at 300K. In both the Ni- and Pd-
�-complexes the amplitudes for the Me-C distances are much smaller than for the
Me-O distances, since the latter represent the separation between non-bonded atoms,
and are affected by the phases of all the vibrations in the system. Obviously, in the
O-complexes this trend is inverted: here, the amplitudes for the Me-O bond lengths
are substantially smaller (±0�001Å) than for the Me-C non-bonding distances (up
to ±0�005Å).

The trajectories obtained from the simulations at 700 K performed for the Pd-O-
and Ni-�-complex are different from those at 300K only by the amplitude of the
oscillations. From the plots of Figure 4-26, there is no doubt that these local minima
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are stable on the 700K free energy surface and do not tend to transform into the
global minima geometries.

In the next stage, the MD simulations were performed, in order to qualitatively
model the possible inter-conversion reactions: � → � and � → �. Our MD studies
of the four interconversion processes consist for each reaction of two parts. In
the first (constrained) part the system is dragged along a reaction coordinate (the
constraint RC = RPd-C-RPd-O) from one form to the other while the thermal motion
(trajectory) of all the other normal modes are recorded along with the change in
energy. An unconstrained (relaxation) MD simulation is carried out in the second
part after the system has reached the final value of the reaction coordinate RC. In
this part thermal motion is allowed along all the normal modes including RC.

An example of such a simulation starting from the acrylate �-complex is summa-
rized in Figure 4-27, in which the crucial interatomic distances and selected geome-
tries are displayed. The data in the figure show that at the end of the simulation
the �-complex is not formed. Instead, the methyl acrylate molecule dissociate.
Similar results were obtained for the system with Pd-catalyst. Thus, MD simulations
suggest a dissociative pathway for the interconversion reactions between the two
binding modes.

Figure 4-27. Changes in the two distances between the olefin carbons and the metal �M−C��� and
M−C′���� as well as the metal-oxygen distance M-O from constrained MD and the following relaxation
(unconstrained) simulations for the methyl acrylate �-complex − > �-complex interconversion with the
Ni-based diimine catalyst. The initial and finalgeometries are shown in the figure
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The origin of the �−/�− binding mode preference was investigated by applying
the Ziegler-Rauk fragment analysis of the interaction energy as well as the analysis
of two-electron Fukui functions and the molecular electrostatic potential of the
catalyst and monomer based on the static DFT results. 103,119 All these analyses led
to similar conclusions: the preference of the acrylate �-complex has an electrostatic
origin. Thus, use of neutral or anionic catalyst instead of the cationic systems should
result in stabilization of the �-complex compared to the �-complex.

Concerning the polar monomer insertion, it was found out that the activation
barriers are lower for the Ni- than for the Pd-diimine catalysts (see Figure 4-24).
The 2,1-acrylate insertion barrier for the model Ni-catalyst (12.2 kcal/mol) is
substantially lower than for the Pd-analogue (19.2 kcal/mol). For the real catalyst
the barriers are relatively close for both systems: 12.4 kcal/mol for Pd-, and
13.5 kcal/mol for Ni-complex. For comparison, the geometry of the ethylene
insertion TS was determined with the real Ni-catalyst. The ethylene insertion barrier
is 14.2 kcal/mol for the Ni-, while for the analogue Pd-catalyst it is 16.7 kcal/mol.
Thus, it is not the acrylate insertion that makes the copolymerization difficult in
the Ni-case, as for both catalysts the acrylate inserion barriers are lower than the
ethylene insertion barriers.

The stability of the insertion products is also quite similar for Ni- and Pd-
catalysts. For both systems, insertion leads to a complex with a �-agostic M-H
interaction, 7, that can easily isomerize to form more stable �-agostic complex, 8, or
can directly lead to the structure involving the chelating M-O bond, 9. The 4-member
chelate, 9, is more stable than the �-agostic complex by 15.2 kcal/mol, and is less
stable than the structures with a 5- and 6-member ring, 10 and 11. Comparing the
thermodynamic stability of isomeric chelates, there is a slight difference between the
two catalysts. Namely, for the Pd catalyst the complex with a 6-member ring is the
most stable isomer, whereas in the Ni case, the 5-membered chelate has the lowest
energy. It should be emphasized however, that all the chelates are substantially
lower in energy compared to the agostic complexes for the Ni-catalyst than for Pd
(see Figure 4-24). This again reflects higher oxophilicity of the Ni-system.

4.3. MD Studies on the Chelate Opening by Ethylene

The chelate opening by coordination of the next monomer was expected to be
a factor of importance for explaining the activity/inactivity of the Pd-/Ni-system.
Therefore, the chelate opening reactions were investigated in details by both, static
DFT and the molecular dynamics approach.

It should be pointed out that in the lowest energy structures of the �-complexes
of the monomer formed from the chelates, the chelating bond M-O is still present,
with the oxygen atom moved to the axial position. This is true for all sorts of
chelates (4-, 5-, 6-membered), for both the monomers, ethylene and acrylate, as well
as for both metals, Ni and Pd. The structure of the lowest energy ethylene complex
formed from the 6-member chelate is shown in the first part of Figure 4-28.
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Figure 4-28. The �- complexes of ethylene formed from the 6-member chelate (after methyl acrylate
insertion) with the model (14, 14a, 14b, 14c) and real catalyst �14′� 14a′�

On the other hand, it can be expected that on the respective potential energy
surfaces, there should exist a variety of the isomeric structures without the M-
O bond. Two examples (14a, 14b) are shown in Figure 4-28. Thus, in order to
understand the details of the mechanism, one has to consider the one-step chelate
opening reaction by the monomer insertion, as well as the two-step process in which
the M-O bond is broken (chelating ring is opened) prior to the monomer insertion,
and the insertion starts from the higher energy complex without a M-O bond.

The static DFT calculations were not conclusive on the chelate opening,105 due
to a huge variety of the structures with and without M-O bond, and thus a huge
variety of possible reaction pathways. Dozens of isomeric structures were optimized
by DFT calculations for each type of chelate. Static calculations suggested two-step
chelate opening, however the optimized insertion transition states were doubtful,
as they were not necessarily connected to the most favorable of many possible
pathways. Therefore, applying the MD approach was expected to be very helpful at
this point. The additional advantage of the MD approach was that the simulations
allow one to determine directly the free energy differences, not only the energy
differences.

Among the main goals of these MD simulations were: (i) determine the stability
of the local minima – higher energy structures without the M-O bond at finite
temperatures; (ii) determine the monomer insertion pathways and their energetics
for the insertion starting from the global minimum structure of the �-complex;
here the TS determination by the static DFT approach was especially difficult;
(iii) determine the energetics for the monomer insertion pathways starting from the
alternative, higher energy complexes with a M-O bond; (iv) determine the energetics
for the opening of the chelates prior to the ethylene insertion, i.e. at the monomer
�-complex stage; (v) determine the energetics for the monomer insertion pathways
starting from the alternative, higher energy complexes without M-O bond. The set
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of MD simulations performed for the Pd- and Ni-complexes was expected to reveal
differences in their abilities as copolymerization catalysts due to a difference in
their aptitude towards the chelate opening.

All the structures without the M-O chelating bond are higher in energy compared
to the most stable, chelated structures. In Figure 4-28 two examples of such isomers
for the Ni-catalyst are presented; the structures for the Pd-systems are qualitatively
similar. The complexes 14a and14b are higher in energy then 14 by 16.9 kcal/mol
and 6.3 kcal/mol, respectively. The corresponding Pd-complexes were found to be
higher in energy then the most stable isomer by 11.8 and 1.7 kcal/mol, respectively.
Thus, the energy differences between the analogous chelated and non-chelated struc-
tures are larger for Ni then for Pd by ca. 5 kcal/mol. This difference can be attributed
to an increased stability of the Ni-chelates compared to Pd- (see Figure 4-24),
reflecting the higher oxophilicity of the Ni-systems.

In order to determine the stability of the non-chelated complexes 14a and 14b
at finite temperatures, we have performed unconstrained MD simulations (at 300K
and 1300K) for the respective Pd- and Ni-based systems. The results showed that
for both metals the geometries oscillate in the vicinity of the corresponding local
minima. No spontaneous isomerization towards chelated structures was observed,
nor towards any other isomers. Thus, it can be concluded that the non-chelated
isomers are stable on their free-energy surfaces, and separated from other isomers
by a non-negligible barriers.

The opening of the six-member chelate prior to ethylene insertion was studied by
a slow-growth MD simulation for Ni and Pd ethylene-chelate complexes 14. The
M-O distance was used as a reaction coordinate, increasing from the values in 14
(2.29 Å for Pd and 2.08 Å for Ni) up to 4.23 Å (8 bohr). The TS regions were located
at a M-O distance of 3.12 Å and 3.71 Å for Ni and Pd, respectively. The activation
energies and free energies are: �E# = 6�8 kcal/mol� �G# = 11�3 kcal/mol for Pd,
and �E# = 10�9 kcal/mol� �G# = 14�4 kcal/mol for the Ni-catalyst. Thus, for the
Pd catalyst the activation barrier was found to be slightly lower than for the Ni
complex.

The MD simulations were performed for the model catalyst, in which the presence
of the bulky substituents was neglected. It might be expected that the steric bulk
would facilitate the chelate opening, since the chelating oxygen occupies an axial
position and must interact strongly with the catalyst substituents. In order to
investigate the steric effect, the static DFT calculations were carried out for the
complexes 14′ and 14a′ with the real Ni- and Pd- diimine catalysts (analogous to
14 and14a). The optimized example geometries of 14′ and 14a′ with the Ni-catalyst
are presented in the bottom part of Figure 4-24. The results show that indeed,
the energy difference between 14′ and 14a′ is strongly decreased compared to the
model systems (14, 14a) for both, the Ni- and Pd- complexes. The opened-chelate
complex 14a′ is higher in energy than 14′ by 4.2 kcal/mol and 7.5 kcal/mol, for the
Ni- and Pd-catalyst, respectively. Thus, for the real systems the chelate opening
prior to insertion, 14′ → 14a′ becomes more facile compared to the model systems;
the corresponding reaction energies are decreased by 12.7 kcal/mol and 4.3 kcal/mol
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for the Ni- and Pd-system, respectively. This effect appears as a result of a strong
destabilization of the chelated systems in the congested geometries of 14′. The
systems without addional chelating bonds, 14a′, are only slightly influenced by the
bulky substituents on the catalyst. It is not surprising that the effect of the steric
bulk is substantially larger for Ni than for Pd, as all the bonds involving Ni are
typically shorter than those containing Pd by 0.1–0.2 Å, and thus, the nickel systems
are more congested. These results clearly demonstrate that the steric bulk in real
systems facilitate the chelate opening.

In order to determine the ethylene insertion starting from the chelated complexes,
the slow growth MD simulations were performed, with the distance between the
�-carbon of the chain and an olefin carbon chosen as a reaction coordinate.. The
activation barriers obtained from the simulations are presented in Table 4-1. The
results clearly show that in each case the barriers are substantially lower for the Ni-
than for the Pd-catalyst. For all the systems, the ethylene insertion reactions starting
from the most stable chelate structures 12, 13, and 14 have very high barriers
(38–53 kcal/mol and 32–41 kcal/mol, for Pd and Ni, respectively). These values
are much higher than the ‘standard’ ethylene insertion barriers into the metal-alkyl
bond (�E# = 16�8 kcal/mol and 14.2 kcal/mol for Ni and Pd, respectively). These
high barriers demonstrate that the ethylene insertion definitely cannot proceed from
the most stable ethylene-chelate structure.

The example trajectories from the reaction with 6-membered chelate are summa-
rized in Figure 4-29. The Figure summarizes the structures, together with crucial
inter-atomic distances (metal-oxygen and the metal-�-hydrogen) along the MD
trajectories. The results demonstrate that for both metals, the chelating bond is
practically present along the whole insertion pathway. The Ni-O and Pd-O bonds
are weakened after passing the TS region; they are extended by 0.07 Å and 0.35 Å
compared to the initial structures, respectively. In both cases, the insertion leads
directly to the 8-member chelate, as reflected by the Ni-O and Pd-O bond short-
ening after passing the TS. For both, Ni and Pd, catalyst there is practically no

Table 4-1. Ethylene Insertion Barriers after the Acrylate Insertion Obtained
from the MD simulations

activation barriersa

Ni – catalyst Pd-catalyst

Initial complex �E# �G# �E# �G#

4-chelate:
12 28.1 32.9 35.8 38.2
5-chelate:
13 33.9 36.5 41.2 44.7
6-chelate:
14 38.8 40.8 49.9 53.4
14a 18.8 20.4 24.0 30.4
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Figure 4-29. Changes in the interatomic distances for M-O (carbonyl) and M-Hg �M = Ni� Pd� along
the MD trajectory obtained from the ethylene insertion starting from the complex 14 [top] and examples
of the structures observed along the trajectory [bottom]; S denotes a reaction progress variable

interaction between the metal and the �-hydrogen (i.e. �-hydrogen in the initial
structure); the distance between the metal atom and the �-hydrogen increase as the
insertion proceed. This is different from the usual olefin insertions observed in the
homopolymerization reactions, where the TS is usually stabilized by a �-hydrogen
interacting with the metal. It seems very likely that the lack of this �-hydrogen
stabilization is responsible for the very high insertion barriers observed here. In the
most stable structures of 14, 15 and 16 the �-hydrogen of –CH�R1��R2�COOCH3

group (i.e. the �-hydrogen of the product) points towards ethylene, and during the
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Figure 4-30. Changes in the interatomic distances for M-O (carbonyl) and M-Hg�M = Ni� Pd� along the
MD trajectory obtained from the ethylene insertion starting from the complex 14c [top] and examples
of the structures observed along the trajectory [bottom]; S denotes a reaction progress variable

insertion pathways the –CHR1R2 group rotates in a direction that increases the
metal-hydrogen distance.

Therefore, we also performed simulations for the alternative isomers of 14, in
which the hydrogen is located ‘on the opposite side’ of ethylene, so that there exist a
possiblility of the �-agostic interactions (structure 14c in Figure 4-28). Figure 4-30
reports the trajectories from the MD simulation modeling the insertions starting from
the Ni- and Pd-complexes 14c: the metal-oxygen and metal-�-hydrogen distances
are presented, together with the example structures along the corresponding trajec-
tories. Figure 4-30 shows that indeed, during the reaction the �-hydrogen approaches
the metal, and in the TS region the Pd-H� and Ni-H� distances are typical for
�-agostic interactions (1.93 and 1.81 A for Pd and Ni, respectively). The system
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spontaneously evolves towards an 8-member chelate for both metals after passing
the TS as reflected in a decrease in the metal-oxygen distances. It should be pointed
out here, that again the chelating metal-oxygen bond is present along the whole
pathway. In the TS region the metal-oxygen distance is extended only by 0.16 Å and
0.22 Å for Ni and Pd, respectively. The conclusion drawn on the basis of our finite
temperature MD calculations differ from those obtained previously105 from static
DFT calculations where the chelating bond breaks before reaching the insertion
TS. This demonstrates that the MD approach is especially valuable for studying
reactions, for which there exist a large number of isomeric structures, giving rise
to many alternative pathways with different isomeric TS geometries.

The activation barriers for the insertion starting from 14c are visibly lowered
compared to those obtained for 14. (Table 4-1). Decrease in the barriers demon-
strates a role of the �-agostic interactions in stabilization of the TS for the olefin
insertion reactions. However, for both metals the barriers are still substantially
higher than the activation barriers for olefin insertion observed in the homo-
polymerization processes.

Finally, for the Pd-catalyst the MD simulations were performed for yet another
ethylene insertion pathway, starting form the higher energy �-complex 14a, in
which the chelating Pd-O bond does not exist. For such an insertion pathway
the earlier105 static DFT calculations demonstrated that the barriers for insertion
starting from �-complexes without chelating M-O bonds are comparable to the
barriers of ethylene insertion in the homo-polymerization processes. Also, the DFT
calculations suggested that in such a case the oxygen atom practically does not play
a role in the insertion.

Figure 4-31 shows the Pd-O and Pd −H� distances along the MD trajectory, the
activation barriers are listed in Table 4-1. The results demonstrate that at T = 300K
the insertion proceeds according to the mechanism typical for ethylene homopoly-
merization. The distance between the metal and the �-hydrogen decreases along the
pathway, and the insertion product is a �-agostic complex. The presence of carbonyl
oxygen does not influence the reaction: this oxygen atom stays remote from the
metal (5.3–6 Å). The calculated activation barrier ��E# = 17�1 kcal/mol� �G# =
19�1 kcal/mol� for the insertion is comparable with the homopolymerization
activation barriers. Very similar results were obtained for the insertion starting from
14b: �E# = 17�02 kcal/mol� �G# = 22�3 kcal/mol.

The results of the MD simulations clearly demonstrate that the insertion starting
from the higher energy isomers of the ethylene-chelate complexes in which the
chelating bond has been broken have much smaller activation barriers, that are
comparable to those observed in ethylene homopolymerization. This, however,
does not explain the differences in the copolymerization activity of Pd and
Ni-diimine complexes, as the barriers for the ethylene insertion into Ni-alkyl
bond are smaller (14.2 kcal/mol) than those for Pd-alkyl bond (16.8 kcal/mol).
Thus, it may be concluded that the ethylene insertion following the insertion of
the polar monomer is not a crucial factor for the diimine catalyst copolymer-
ization activity. It is the initial poisoning of the catalyst by formation of the
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Figure 4-31. Changes in the interatomic distances for M-O (carbonyl) and M-Hg�M = Ni� Pd� along the
MD trajectory obtained from the ethylene insertion starting from the complex 14a [top] and examples
of the structures observed along the trajectory [bottom]; S denotes a reaction progress variable

O-complexes and the chelate opening prior to the ethylene insertion that seems
to be responsible for differences in catalytic activity of the Ni- and Pd-diimine
complexes.

The example of the complex catalytic process studied here shows that ab initio
MD can be applied as a very useful supplementary methodology combined with
the ‘standard’ static DFT approach. Many details of the molecular mechanisms
of such processes can be disclosed and rationalized on the basis of the static
computations and do not require additional computational effort introduced by
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MD. However, MD is a very helpful approach when, for instance, there exist
many alternative pathways linking the same reactants with the products and
it is difficult to draw conclusions without exploring such pathways at finite
temperature.

5. CONCLUDING REMARKS

The first-principle molecular dynamics has reached the stage in which it can be
applied in modeling of relatively large molecular systems. Although the time-scale
of typical ab initio MD simulations is still not sufficient to observe the chemical
reactions occurring spontaneously, a development of various approaches towards
overcoming the high activation barriers makes it possible to investigate molecular
mechanisms of complex chemical reactions. The number of successful applications
of ab initio MD in wide areas of chemistry and physics is quickly growing. It seems
very likely that soon further developments of ‘routine pathways’ for certain types
of applications and further improvements of existing MD software will lead to a
revolution similar to the one that has been taking place in the area of applications
of static quantum-chemical programs. DFT-based molecular dynamics already has
become one of standard molecular modeling tools used to support experimental
investigations and to stimulate new experiments. Already now, the role of ab initio
MD methodologies in interdisciplinary studies directed towards a rational design of
new molecular materials cannot be underestimated.

REFERENCES

1. Car R, Parrinello M, Unified Approach for Molecular Dynamics and Density-Functional Theory,
Phys Rev Lett, 55, 2471 (1985)

2. Marx D, Hutter J, Ab Initio Molecular Dynamics Theory and Implementation, In Modern Methods
and Algorithms of Quantum Chemistry, edited by J Grotrndorst, NIC Series, Vol 1 (John von
Neumann Institute of Computing: Jülich, 2000), pp 301–449; and refs therein

3. Rothlisberger U, 15 Years of Car-Parrinello Simulations in Physics, Chemistry and Biology In:
Computational Chemistry Reviews of Current Trends, Vol 6, edited by J Leszczynski (World
Scientific, Singapore, 2001), pp 33–68

4. Carloni P, Rothlisberger U, Parrinello M, The Role and Perspective of Ab-initio Molecular
Dynamics in the Study of Biological Systems, AccChem Res 35, 455–464 (2002)

5. Andreoni W, Curioni A, New advances in chemistry and materials science with CPMD and parallel
computing, Parallel Comput 26, 819–842 (2000)

6. Blöchl PE, Först CJ, Schimpl J, The Projector Augmented Wave Method: Ab-initio Molecular
Dynamics Simulations with Full Wave Functions, Bull Mater Sci 26, 33 (2003)

7. Magistrato A, Togni A, Rothlisberger U, Woo TK, Molecular Modeling of Enantioselective
Hydrosilylation by Chiral Pd Based Homogeneous Catalysts with First-Principles and Combined
QM/MM Molecular Dynamics Simulations In: Computational Modelling of Homogeneous
Catalysis, edited by: F Maseras, A Lledos (Kluwer Academic, Dordrecht, 2002), pp 213–252

8. Blöchl P E, Senn H M, Togni A, Molecular Reaction Modeling from Ab-Initio Molecular Dynamics,
In: Transition State Modeling for Catalysis, edited by D G Truhlar, K Morokuma, ACS Symposium
Series 721 (American Chemical Society, Washington DC, 1998), pp 88–99



Modeling Chemical Reactions 269

9. Woo TK, Margl PM, Deng L, Cavallo L, Ziegler T, Transition state Modeling for Catalysis,
edited by D G Truhlar, K Morokuma, ACS Symposium Series 721 (American Chemical Society,
Washington DC, 1998), pp 173–186

10. Baveridge DL, DiCapua FM, Free Energy Via Molecular Simulation: Applications to Chemical
and Biomolecular Systems, Ann Rev Biophys Chem 18, 431–492 (1989)

11. Ehrenfest P, Bemerkung über die angenäherte Gültigkeit der klassischen Mechanik innerhalb der
Quantenmechanik, Z Phys, 45, 455–457 (1927)

12. Born M, Oppenheimer JR, On the Quantum Theory of Molecules, Ann Phys, 84, 457 (1927)
13. CPMD, Copyright IBM Corp 1990–2001, Copyright MPI fur Festkorperforschung Stuttgart

1997–2005
14. Trouiller N, Martins JL, Efficient pseudopotentials for plane-wave calculations, Phys Rev B, 43,

1993 (1991)
15. Trouiller N, Martins JL, Efficient pseudopotentials for plane-wave calculations II Operators for

fast iterative diagonalization, Phys Rev B, 43, 8861 (1991)
16. Hellmann H, Zur Rolle der kinetischen Elektronenenergie für die zwischenatomaren Kräfte,

Z Phys, 85, 180–190 (1933)
17. Feynman R P, Forces in Molecules, Phys Rev, 56, 340 (1939)
18. Pulay P, Ab initio Calculation of Force Constants and Equilibrium Geometries I Theory, Mol Phys,

17, 197 (1969)
19. Pulay P, Derivative Methods in Quantum Chemistry, Adv Chem Phys, 69, 241 (1987)
20. Leach AR, Molecular Modelling Principles and Applications (Pearson Education, 2001); and refs

therein
21. Woodcock LV, Isothermal molecular dynamics calculations for liquid salts, Chem Phys Lett, 10,

257–261 (1971)
22. Berendsen HJC, Postma JPM, van Gunsteren WF, Di Nola A, Haak JR, Molecular dynamics with

coupling to an external bath, J Chem Phys, 81, 3684 (1984)
23. Nose S , Constant-temperature molecular dynamics, Mol Phys, 57, 187 (1986)
24. Hoover WG, Canonical dynamics: Equilibrium phase-space distributions, Phys Rev A, 31,

1695 (1985)
25. Tuckerman ME, Parrinello M, Integrating the Car–Parrinello equations I Basic integration

techniques, J Chem Phys, 101, 1302 (1994)
26. Hutter J, Tuckerman ME, Parrinello M, Integrating the Car–Parrinello equations III Techniques

for ultrasoft pseudopotentials, J Chem Phys, 102, 859 (1995)
27. Andersen HC, Molecular dynamics simulations at constant pressure and/or temperature, J Chem

Phys, 72, 2384–2393 (1980)
28. Kelly E, M Seth, T Ziegler, Calculation of free energy profiles for elementary bimolecular reactions

by a initio molecular dynamics: Sampling methods and thermostat considerations, J Phys Chem
A, 108, 2167–2180 (2004)

29. Vanderbilt D, Phys Rev B, Soft self-consistent pseudopotentials in a generalized eigenvalue
formalism, 41: 7892 (1990)

30. Goedecker S , K Maschke, Transferability of pseudopotentials, Phys Rev A, 45: 88 (1992)
31. Blöchl PE, Projector augmented-wave method, Phys Rev B, 50: 17953 (1994)
32. Blöchl PE, Electrostatic Decoupling of Periodic Images of Plane-Wave-Expanded Densities and

Derived Point Charges, J Chem Phys, 103, 7422–7428 (1995)
33. Michalak A, Ziegler T, First-principle molecular dynamic simulations along the intrinsic reaction

paths, J Phys Chem A, 105, 4333–4343 (2001)
34. Carter EA, Ciccotti G, Hynes JT, Kapral R, Constrained reaction coordinate dynamics for the

simulation of rare events, Chem Phys Lett, 156, 472–477 (1989)



270 Michalak and Ziegler

35. Paci E, Ciccotti G, Ferrario M, Kapral R, Activation energies by molecular dynamics with

constraints, Chem Phys Lett, 176, 581–587 (1991)

36. Ryckaert JP, Ciccotti G, Berendsen HJC, Numerical integration of the cartesian equations of motion

of a system with constraints: molecular dynamics of n-alkanes , J Comput Phys, 23, 327–341 (1977)

37. Straatsma TP, Berendsen HJC, Postma JPM, Free energy of hydrophobic hydration: A molecular

dynamics study of noble gases in water, J Chem Phys 85, 6720–6727 (1986)

38. Sprik M, Ciccotti G, Free energy from constrained molecular dynamics, J Chem Phys 109,

7737–7744 (1998)

39. Vuilleumier R, Sprik M, Electronic control of reactivity using density functional perturbation

methods, Chem Phys Lett 365, 305–312 (2002)

40. VandeVondele J, Rothlisberger U, Accelerating Rare Reactive Events by Means of a Finite

Electronic Temperature, J Am Chem Soc, 124, 8163–8171 (2002)

41. Mosey NJ, Hu A, Woo TK, Ab initio molecular dynamics simulations with a HOMO–LUMO gap

biasing potential to accelerate rare reaction events, Chem Phys Lett, 373, 498–505 (2003)

42. Guidoni L, Rothlisberger U, Scanning reactive pathways with orbital biased Molecular Dynamics,

J Chem Theory Comput, 1, 554–560 (2005)

43. Fleurat-Lessard P, Ziegler T, Tracing the minimum-energy path on the free-energy surface, J Chem

Phys, 123, 084101 (2005)

44. Laio A, Parrinello M, Escaping free-energy minima, ProcNatl Acad Sci, 99, 12562 (2002)

45. Ianuzzi M, Laio A, Parrinello M, Efficient Exploration of Reactive Potential Energy Surfaces

Using Car-Parrinello Molecular Dynamics, Phys Rev Lett, 90, 238302 (2003)

46. Fukui K, The path of chemical reactions – the IRC approach, Acc Chem Res, 14, 363–368 (1981)

47. Tachibana A, Fukui K, Novel variational principles of chemical reaction, Theor Chem Acta (Berl),

57, 81–94 (1980)

48. Perdew JP, Zunger A, Self-interaction correction to density-functional approximations for many-

electron systems, Phys Rev B, 23, 5048 (1981)

49. Becke A, Density-functional exchange-energy approximation with correct asymptotic behavior,

Phys RevA 38, 3098 (1988)

50. Perdew JP, Density-functional approximation for the correlation energy of the inhomogeneous

electron gas, Phys Rev B, 33, 8822 (1986)

51. Perdew JP, Erratum: Density-functional approximation for the correlation energy of the inhomo-

geneous electron gas, Phys Rev B 34, 7406 (1986)

52. Blöchl PE, Parinello M, Adiabaticity in first-principles molecular dynamics, Phys Rev B 45,

9413 (1992)

53. Pearson PK, Schaefer HF III, Potential energy surface for the model unimolecular reaction

HNC → HCN, J Chem Phys, 62, 350–354 (1975)

54. Redmon LT, Purvis GD III, RJ Bartlett, Correlation effects in the isomeric cyanides: HNC HCN,

LiNC LiCN, and BNC BCN, J Chem Phys 72, 986–991 (1980)

55. Nobels RH, Random L, HOC+: An observable interstellar species? A comparison with the isomeric

and isoelectronic HCO+, HCN and HNC, Chem Phys , 60, 1–10 (1981)

56. Peric, Maledenivic M, Ab initio study of the isomerization HNC → HCN I Ab initio calcu-

lation of the HNC HCN potential surface and the corresponding energy levels, Chem Phys, 82,

317–336 (1983)

57. Murrell JN, Carter S, Halonen LO, Frequency optimized potential energy functions for the ground-

state surfaces of HCN and HCP, J Mol Spectrosc 93,307–316 (1982)

58. Holme TA, Hutchinson JS, Vibrational energy flow into a reactive coordinate: A theoretical

prototype for a chemical system J Chem Phys, 83, 2860–2869 (1985)



Modeling Chemical Reactions 271

59. Pan CF, Hehre WJ, Heat of formation of hydrogen isocyanide by ion cyclotron double resonance
spectroscopy, J Phys Chem, 86, 321 (1982)

60. Ishida K, Morokuma K, Komornicki AJ, The intrinsic reaction coordinate An ab initio calculation
for HNCHCN and H–+CH4CH4+H–, J Chem Phys 66, 2153–2156 (1977)

61. Muller K, Brown LD, Location of saddle points and minimum energy paths by a constrained
simplex optimization procedure, Theoret Chim Acta (Berl) 53, 75–93 (1979)

62. Garret BC et al, Algorithms and accuracy requirements for computing reaction paths by the method
of steepest descent, J Phys Chem, 92, 1476–1478 (1988)

63. Gonzalez C, Schegel HBJ, Reaction path following in mass-weighted internal coordinates, J Phys
Chem , 94, 5523–5527 (1990)

64. Deng L, Exploring Potential Energy Surfaces using Density Functional Theory and Intrinsic
Reaction Coordinate Methods, PhD Thesis (University of Calgary, Calgary, 1996)

65. Deng L, Ziegler T, Combining Density Functional Theory and Intrinsic Reaction Coordinates, Int
JQuant Chem, 52, 731–765 (1994)

66. Car RW Jr, Walters WDJ, The Thermal Isomerization of Cyclobutene, J Phys Chem, 69,
1073 (1965)

67. Wiberg KB, Fenoglio RA, Heats of formation of C4H6 hydrocarbons J Am Chem Soc, 90,
3395–3397 (1968)

68. Lipnick RL, Garbisch EW Jr, Conformational analysis of 1,3-butadiene, J Am Chem Soc, 95,
6370–6375 (1973)

69. Hsu K, Buenker RJ, Peyerimhoff SD, Theoretical determination of the reaction path in the prototype
electrocyclic transformation between cyclobutene and cis-butadiene Thermochemical process J Am
Chem Soc 93, 2117–2127 (1971)

70. Hsu K, Buenker RJ, Peyerimhoff SD, Role of ring torsion in the electrocyclic transfor-
mation between cyclobutene and butadiene Theoretical study J Am Chem Soc 94, 5639–5644
(1972)

71. Brulet J, Schaefer HF III, J Am Chem Soc, Conrotatory and disrotatory stationary points for the
electrocyclic isomerization of cyclobutene to cis-butadiene 106, 1221–1226 (1984)

72. Wiest O, Houk KN, Density Functional Theory Calculations of Pericyclic Reaction Transition
Structures. In: Density Functional Theory IV, edited by RF Nalewajski, Topics in Curr Chem
183(Springer, Berlin, Heilderberg, 1996), pp 2–24, and refs therein

73. Vetter R, Zulicke L, Theoretical study of potential wells and barriers for SN2 rearrangement in
the systems (XCH3X)- with X = F, Cl, and Br, J Am Chem Soc,112, 5136–5142 (1990), and refs
therein

74. Tucker SC, Truhlar DG, Ab initio calculations of the transition-state geometry and vibrational
frequencies of the SN2 reaction of chloride with chloromethane, J Phys Chem 93, 8138–8142
(1989), and refs therein

75. Shi Z, Boyd RJ, Intrinsic barriers of some model SN2 reactions: second-order Moeller-Plesset
perturbation calculations, J Am Chem Soc, 113, 2434–2439 (1991) and refs therein

76. Hu W, Truhlar DG, Structural Distortion of CH3I in an Ion-Dipole Precursor Complex, J Phys
Chem, 98, 1049– 1052 (1994), and refs therein

77. Michalak A, Ziegler T, Organometallics, 22, 2660 (2003)
78. Ittel SD, Johnson LK, Brookhart M, Late-Metal Catalysts for Ethylene Homo- and Copolymer-

ization, Chem Rev, 100, 1169–1204 (2000), and refs therein
79. Boffa LS, Novak BM, Copolymerization of Polar Monomers with Olefins Using Transition-Metal

Complexes, Chem Rev, 100, 1479–1494 (2000), and refs therein
80. Ziegler K, Holtzkamp E, Martin H, Breil, H, Das Mülheimer Normaldruck-Polyäthylen-Verfahren,

Angew Chem, 67, 541 (1955)



272 Michalak and Ziegler

81. Ziegler K, Holtzkamp E, Breil H, Martin H, Polymerisation Äthylen und Anderen Olefinen, Angew
Chem, 67, 426 (1955)

82. Natta GJ, Une Nouvelle Classe de Polymeres d’a-Olefines ayant une Regularite de Structure
Exceptionelle, Polym Sci, 16, 143 (1955);

83. Natta GJ, Stereospezifische Katalysen und isotaktische Polymere, Angew Chem 68, 393 (1956)
84. Kaminsky W, Kulper K, Brintzinger HH, FRWP Wild, Polymerization of Propene and Butene with a

Chiral Zirconocene and Methyl Aluminoxane as Cocatalyst, Angew Chem Int Ed Engl, 24, 507 (1985)
85. Brintzinger HH, Fischer D, Mülhaupt R, Rieger B, Waymouth RM, Stereospecific Olefin Polymer-

ization with Chiral Metallocene Catalysts, Angew Chem Int Ed Engl 34, 1143 (1995), and refs
Therein

86. McKnight AL, Waymouth RM, Group 4 ansa-Cyclopentadienyl-Amido Catalysts for Olefin
Polymerization, Chem Rev 98, 2587–2598 (1998), and refs therein

87. Alt HG, Koppl A, Effect of the Nature of Metallocene Complexes of Group IV Metals on Their
Performance in Catalytic Ethylene and Propylene Polymerization, ChemRev, 100, 1205–1222
(2000), and refs Therein

88. Coates GW, Precise Control of Polyolefin Stereochemistry Using Single-Site Metal Catalysts,
ChemRev, 100, 1223–1252 (2000)

89. Britovsek GJP, Gibson VC, Wass DF, The Search for New-Generation Olefin Polymerization
Catalyst: Life Beyond Metallocenes, Angew Chem Int Ed, 38, 428 (1999), and refs therein

90. Beyond Metallocenes Next-Generation Polymerization Catalysts, edited by AO Patil, GG Hlatky,
ACS Symp Ser 857 (ACS, Washington DC, 2003)

91. Johnson LK, Mecking S, Brookhart M, Copolymerization of Ethylene and Propylene with Function-
alized Vinyl Monomers by Palladium(II) Catalysts, J Am Chem Soc, 118, 267–268 (1996)

92. Mecking S, Johnson LK, Wang L, Brookhart M, Mechanistic Studies of the Palladium-Catalyzed
Copolymerization of Ethylene and -Olefins with Methyl Acrylate, J Am Chem Soc, 120,
888–899 (1998)

93. Tempel DJ, Johnson LK, Huff RL, White PS, Brookhart M, Mechanistic Studies of Pd(II)–Diimine-
Catalyzed Olefin Polymerizations, J Am Chem Soc, 122, 6686–6700 (2000)

94. Shultz LH, Brookhart M, Measurement of the Barrier to -Hydride Elimination in a -Agostic
Palladium-Ethyl Complex: A Model for the Energetics of Chain-Walking in (-Diimine)PdR+ Olefin
Polymerization Catalysts, Organometallics, 20, 3975–3982 (2001)

95. Shultz LH, Tempel DJ, Brookhart M, Palladium(II) -Agostic Alkyl Cations and Alkyl Ethylene
Complexes: Investigation of Polymer Chain Isomerization Mechanisms, J Am Chem Soc, 123,
11539–11555 (2001)

96. Musaev DG, Froese RDJ, Morokuma K, Molecular Orbital and IMOMM Studies of the Chain
Transfer Mechanisms of the Diimine-M(II)-Catalyzed �M = Ni� Pd� Ethylene Polymerization
Reaction, Organometallics, 17, 1850–1860 (1998)

97. Froese RDJ, Musaev DG, Morokuma K, Theoretical Study of Substituent Effects in the Diimine-
M(II) Catalyzed Ethylene Polymerization Reaction Using the IMOMM Method, J Am Chem Soc,
120, 1581–1587 (1998)

98. Schenck H, Stromberg S, Zetterberg K, Ludwig M, Akermark B, Svensson M, Insertion
Aptitudes and Insertion Regiochemistry of Various Alkenes Coordinated to Cationic (-R)(diimine)
palladium(II) �R = -CH3� -C6H5� A Theoretical Study, Organometallics, 20, 2813–2819 (2001)

99. Deng L, Margl P, Ziegler T, J Am Chem Soc, A Density Functional Study of Nickel(II) Diimide
Catalyzed Polymerization of Ethylene, 119, 1094–1100 (1997)

100. Deng L, Woo TK, Cavallo L, Margl PM, Ziegler T, The Role of Bulky Substituents in Brookhart-
Type Ni(II) Diimine Catalyzed Olefin Polymerization: A Combined Density Functional Theory
and Molecular Mechanics Study, J Am Chem Soc, 119, 6177–6186 (1997)



Modeling Chemical Reactions 273

101. Michalak A, Ziegler T, Pd-catalyzed Polymerization of Propene – DFT Model Studies,
Organometallics, 18, 3998–4004 (1999)

102. Michalak A, Ziegler T, DFT studies on substituent effects in Pd-catalyzed olefin polymerization,
Organometallics, 19, 1850–1858 (2000)

103. Michalak A, Ziegler T, DFT Studies on the Copolymerization of a-Olefins with Polar Monomers:
Comonomer Binding by Nickel- and Palladium-Based Catalysts with Brookhart and Grubbs
Ligands, Organometallics, 20, 1521–1532 (2001)

104. Michalak A, Ziegler T, DFT Studies on the Copolymerization of a-Olefins with Polar Monomers:
Ethylene-Methyl Acrylate Copolymerization Catalyzed by a Pd-based Diimine Catalyst, J Am
Chem Soc, 123, 12266–12278 (2001)

105. Michalak A, Ziegler T, Stochastic simulations of polymer growth and isomerization in the
polymerization of propylene catalyzed by Pd-based diimine catalysts, J Am Chem Soc, 124,
7519–7528 (2002)

106. Deubel D, Ziegler T, DFT Study of Olefin versus Nitrogen Bonding in the Coordination
of Nitrogen-Containing Polar Monomers to Diimine and Salicylaldiminato Nickel(II) and
Palladium(II) Complexes Implications for Copolymerization of Olefins with Nitrogen-Containing
Polar Monomers, Organometallics, 21, 1603–1611 (2002)

107. Michalak A, Ziegler T, Exploring the scope of possible microstructures accessible from polymer-
ization of ethylene by late transition metal single-site catalysts A theoretical study, Macromolecules,
36, 928–933 (2003)

108. Michalak A, Ziegler T, Polymerization of ethylene catalyzed by a Nickel�+2� anilinotropone-
based catalyst: DFT and stochastic studies on the elementary reactions and the mechanism of
polyethylene branching, Organometallics, 22, 2069–2079 (2003)

109. Margl P, Michalak A, Ziegler T, Theoretical Studies on Copolymerization of Polar Monomers. In:
Catalytic Synthesis of Alkene – Carbon Monoxide Copolymers and Cooligomers; edited by A Sen
(Kluwer Academic Publishers, 2002), pp 265–307

110. Michalak A, Ziegler T, The Key Steps in Olefin Polymerization Catalyzed by Late Transition
Metals. In: Computational Modeling of Homogeneous Catalysis, edited by F Maseras, A Lledos
(Kluwer Academic Publishers, 2002)

111. Michalak A, Ziegler T, Theoretical Studies on the Polymerization and Copolymerization Processes
Catalyzed by the Late-Transition Metal Complexes, in: Beyond Metallocenes Next-Generation
Polymerization Catalysts; ACS Symp Series 857, edited by AO Patil, GG Hladky (American
Chemical Society, Washington 2003), pp 154–172

112. Szabo MJ, Jordan RF, Michalak A, Piers WE, Weiss T, Sheng-Yong Yang, Ziegler T,
Organometallics, 23, 5565 (2004)

113. Sheng-Yong Yang, Szabo MJ, Michalak A, Weiss T, Piers WE, Jordan RF, Ziegler T, The
Exploration of Neutral Azoligand-Based Grubbs Type Palladium(II) Complex as Potential Catalyst
for the Copolymerization of Ethylene with Acrylonitrile: A Theoretical Study Based on Density
Functional Theory, Organometallics, 24, 1242–1251 (2005)

114. Szabo M J, Galea NM, Michalak A, Sheng-Yong Yang, Groux LF, Piers W E, Ziegler T,
Copolymerization of Ethylene with Polar Monomers by Anionic Substitution A Theoretical Study
Based on Acrylonitrile and the Brookhart Diimine Catalyst Organometallics, 24, 2147–2156 (2005)

115. Haras A, Michalak A, Rieger B, Ziegler T, Theoretical analysis of factors controlling the non-
alternating CO/C2H4 copolymerization, J Am Chem Soc, 127, 8765–8774 (2005)

116. Szabo MJ, Galea NM, Michalak A, Sheng-Yong Yang, Groux LF, Piers W E, Ziegler T,
Copolymerization of Ethylene with Polar Monomers:Chain Propagation and Side Reactions
A DFT Theoretical Study Using Zwitterionic Ni(II) and Pd(II) Catalysts, J Am Chem Soc, 127,
14692–14702 (2005)



274 Michalak and Ziegler

117. Coose P, Ziegler-Natta Catalysis I Mechanism of Polymerization of a-Olefins with Ziegler-Natta
Catalyst, J Catal, 3, 80 (1964)

118. Arlman EJ, Coose P, Ziegler-Natta Catalysis III Stereospecific Polymerization of Propene with
the Catalyst System TiCl3−AlEt3, J Catal, 3, 99 (1964)

119. Michalak A, Two-reactant Fukui function and molecular electrostatic potential analysis of the
methyl acrylate binding mode in the complexes with the Ni- and Pd-diimine catalysts, Chem Phys
Lett, 386, 346–350 (2004)



CHAPTER 5

COMPUTATIONAL ENZYMOLOGY: INSIGHTS
INTO ENZYME MECHANISM AND CATALYSIS
FROM MODELLING

ADRIAN J. MULHOLLAND AND IAN M. GRANT
Centre for Computational Chemistry, School of Chemistry, University of Bristol, Bristol BS8 1TS, UK
E-mail: Adrian.Mulholland@bris.ac.uk

Abstract: Modern modelling methods can now give a uniquely detailed understanding of enzyme-
catalysed reactions, including analysing mechanisms and identifying determinants of
specificity and catalytic efficiency. A new field of computational enzymology has
emerged, which has the potential to contribute significantly to structure-based design,
and in developing predictive models of drug metabolism; for example, in predicting the
effects of genetic polymorphisms. This review outlines important techniques in this area,
including quantum chemical model studies, and combined quantum mechanics/molecular
mechanics (QM/MM) methods. Some recent applications to enzymes of pharmacological
interest are also covered, showing the types of problems that can be tackled, and the
insight they can give

Keywords: QM/MM, molecular dynamics, transition state, drug metabolism, polymorphism,
cytochrome P450, pharmacogenomics

1. INTRODUCTION

Computational modelling of the mechanisms of enzyme-catalysed reactions has
advanced significantly over recent years, and has matured to the point where a
new field of computational enzymology has emerged.1–3 Computer simulation and
modelling methods can investigate fundamental questions about enzyme mechanism
and catalysis that cannot be easily analysed by experiment. A number of different
types of modelling methods have provided insight into enzyme reactions. In
particular, combined quantum mechanics/molecular mechanics (QM/MM) methods
are increasingly important in this growing field of computational enzymology.4

Recent years have seen a large and continuing increase in the computational analysis
of enzyme mechanisms. In the early– to mid-1990s, the number of computational
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studies of enzymic reactions was relatively small. 5–7 Today, the number of compu-
tational studies of enzyme mechanisms is so large that it is practically impossible
to cover the majority—even of just recently published studies—in a single review.
There has also been a significant increase in the sophistication and reliability of
these studies.

In addition to identifying probable chemical mechanisms, modelling can also
analyse questions of enzyme specificity, predict the effects of mutations or
genetic variation, and assist with the derivation of structure–activity relationships.
Altogether, computer modelling is making an increasingly important practical
contribution to enzymology, and biochemistry more widely. 8

The possible range of applications is huge. The large amount of data provided
by biological research in genomics, proteomics, glycomics, and structural biology
poses a great challenge. Modelling should aid in using this information to develop
new drugs, medical therapies, and biologically based technologies (e.g. in nanotech-
nology). One exciting, developing area is computational protein design,9,10 which
promises a route to new catalysts, and to components for biologically inspired
nanotechnology and molecular medicine. Computer modelling is increasingly
important for the interpretation of experimental data from the range of sophisticated
physical techniques that are being applied to the study of biological systems.

2. AIMS IN MODELLING ENZYME REACTIONS

Experimental data, particularly protein structures, usually form the essential starting
point for modelling an enzyme-catalysed reaction. Using structural data (usually a
protein structure from X-ray crystallography, although in some cases a homology
model could be sufficiently reliable), modelling can investigate mechanistic and
other questions that are difficult to answer by experiment alone.11

A first, vital step in studying an enzymic reaction is to establish its chemical
mechanism. This requires identifying the roles of catalytic residues, which are often
not obvious (indeed even exactly which residues are involved may not be certain).
One very important advantage of modelling is that it can analyse transition states
directly. Transition states are obviously central to questions of chemical reactivity
and catalysis in enzymes: they cannot be studied directly experimentally because
of their vanishingly short lifetimes.

Next, to understand a catalytic mechanism, any specific interactions that stabilize
transition states or intermediates in the reaction must also be identified and analysed.
Interactions of this type are often not apparent from experimental structures. In
addition to providing detailed, atomic-level analysis of the reactive processes in
an enzyme, identifying interactions of this type may help in the design of ligands.
Many enzymes show very high apparent binding affinities for transition states
and intermediates, and therefore, such interactions may offer potentially enhanced
affinity if they can be exploited in designed ligands; for example, in the design of
pharmaceutical lead compounds.
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Modelling can pinpoint functional groups and analyse catalytic interactions. In
several enzymes, catalytic interactions have been identified via calculation. For
example, in the flavin-dependent monooxygenases, para-hydroxybenzoate hydrox-
ylase and phenol hydroxylase, a conserved proline residue was found from QM/MM
modelling, which specifically stabilizes the transition state for aromatic hydroxy-
lation.12,13

Among the many challenges presented by enzymes to the modeller, is the fact
that proteins have complex dynamics: as molecular dynamics simulations (with
empirical ‘molecular mechanics’ potential functions) and spectroscopic experiments
have shown, proteins and other biological macromolecules undergo a wide variety
of complex internal motions, some of which are vital to their function.14 Many
enzymes also undergo large changes in conformation as part of their reaction
cycles. 15 The function of these conformational changes, and their relationship to
the chemical steps in an enzymic reaction, should be examined.14

There has been much recent debate about the possible contribution of protein
dynamics to enzyme catalysis, but simulations indicate that the direct effect of
protein dynamics in determining the chemical reaction rates of enzymes is generally
relatively small. 16–18 It is nevertheless important, in general, to consider the effects
of protein conformational fluctuations and variations on enzyme reactions; that
is, where possible, to investigate a representative sample of conformations (which
could, for example, be generated from molecular dynamics or Monte Carlo simula-
tions). In many enzyme reactions involving hydrogen transfer, quantum effects such
as nuclear tunnelling are also important. 19,20

It is important to emphasize that, in order to understand why an enzyme is
an effective catalyst, (i.e. to understand why the reaction in the enzyme is faster
than the uncatalysed reaction), the enzymic reaction and its equivalent reaction in
solutions (the ‘reference reaction’) should be compared. However, the appropriate
reference reaction for comparison may not be obvious for all enzymes.

For practical applications, the motivation in modelling an enzymic reaction may
be to predict the effects of a mutation—designed or natural—on activity, or perhaps
in altering or broadening the specificity of an enzyme for alternative substrates.
Overall, it is clear that modelling the mechanisms of enzyme-catalysed reactions,
and understanding enzyme specificity and catalysis, presents many different levels
of complexity. To investigate different types of questions in this area, different
modelling or simulation approaches may be more appropriate, depending on the
issue of interest.

3. METHODS FOR MODELLING ENZYME-CATALYSED
REACTION MECHANISMS

Perhaps the most obvious challenge in investigating enzyme reactions by compu-
tational modelling is posed by the very large size of enzymes, exacerbated by
the need to include at least a representative part of their environment; that is, the
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surrounding solvent, perhaps membrane or other proteins, cofactors or DNA which
may be bound to the enzyme.

Standard ‘molecular mechanics’ (MM) force fields have been developed that
provide a good description of protein structure and dynamics, 21 but they cannot
be used to model chemical reactions. Molecular dynamics simulations are very
important in simulations of protein folding and unfolding,22 an area in which
they complement experiments and aid in interpretation of experimental data. 23

Molecular dynamics simulations are also important in drug design applications, 24

and particularly in studies of protein conformational changes, 25,26 simulations of
the structure and function of ion channels and other membrane proteins, 27–29 and
in studies of biological macromolecular assemblies such as F-1-ATPase.30

The first protein molecular dynamics simulation was carried out almost thirty
years ago, on bovine pancreatic trypsin inhibitor (BPTI), in the gas phase. 31

Since that pioneering early work, a number of empirical molecular mechanics
force fields have been developed for proteins, nucleic acids, lipids and other
biological molecules. It is important to distinguish between programs used for
biomolecular simulation, and the force fields that have been developed for them.
Several good quality parameter sets have been developed, and may be applied
with several different programs. Among the most widely-used computer programs
for biological molecular dynamics simulations are AMBER,32 CHARMM,33

GROMOS,34 NAMD,35 and TINKER.36 Several other molecular dynamics simula-
tions packages are available, including commercial and academic programs.

A force field is made up of the parameters and the energy function used. Current
protein force fields use similar, simple potential energy functions to allow large
systems to be simulated over multinanosecond timescales. Bonds and valence
angles are represented by harmonic terms. Electrostatic interactions are repre-
sented by invariant atomic point partial charges. Dispersion and exchange repulsion
interactions are represented by a Lennard-Jones energy function (typically of the
12-6 variety). The simple molecular mechanics representation is obviously limited
in many important respects. For example, the simple model including atomic
point change model cannot capture the full electrostatic properties (e.g. multipole
moments) of a molecule. Also, changes in electronic polarization are not included:
the atomic charges do not change in response to changes in the molecular confor-
mation or its environment. Kim et al. have analysed the effects of solvent and
protein polarizability in simulations of bovine pancreatic trypsin inhibitor in explicit
water. 38 The effects were found to be similar in relatively non-polar parts of the
protein, but significant where relatively strong electrostatic fields occur in the
protein (near charged amino acid residues).

The simple harmonic terms used to represent the energy of bond stretching in
typical protein molecular mechanics force fields cannot model the making and
breaking of chemical bonds. Also, molecular mechanics parameters are usually
developed based on the properties of stable molecules, and so might not be appli-
cable to transition states and intermediates. Molecular mechanics functions and
parameters can be developed specifically for reactions, an approach that has been
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applied to many organic reactions in solution.39 However, the parameters are
generally applicable only to a specific reaction, meaning that laborious reparam-
eterization is required in every case. The form of the potential function may be
significantly limited; for example, electronic polarization may not be included.

Several reviews of protein force fields have been published recently. 40,41 All-
atom force fields include all atoms, while united-atom force fields treat only heavy
(non-hydrogen) atoms and polar hydrogen atoms explicitly, including non-polar
hydrogen atoms only implicitly, as part of the carbon atom to which they are
bonded. For proteins, OPLS/AA,42,43 CHARMM22,44 and AMBER (PARM99)
32,45 are among the most popular all-atom force fields. Modern protein MM force
fields show comparable results in molecular dynamics simulations. 46 Consistent
force fields have also been developed for other types of biological macromolecules
(for example, lipids47 and nucleic acids48–52). Polysaccharides present a particular
challenge, because of their structural and conformational complexity, and the diffi-
culty of balancing inter– and intramolecular interactions. 53 A QM/MM approach,
treating the sugar by QM, may be preferable in some cases. 54 Standard semi-
empirical molecular orbital quantum chemical methods such as AM1 and PM3 do
not treat carbohydrate conformations well, but reparameterization can improve this
situation (for example, the PM3CARB-1 model). 55

Important united-atom protein force fields include GROMOS87 and 96,34,56

CHARMM PARAM19,57 OPLS/UA (united-atom),58 and the original AMBER
force field. 59 United-atom force fields were developed to reduce the computer time
required for molecular dynamics simulations by reducing the number of atoms. They
are still important today, in studies using either explicit or implicit solvation models.
They are particularly widely used in studies of protein folding, often employing
a continuum solvation description to reduce computation demands in these long
timescale simulations, by avoiding the need to include explicit water molecules.
Several implicit solvent models have been developed for use with the CHARMM
PARAM19 force field, including EEF1 (effective energy function), 60 ACE (analytic
continuum electrostatics), 61 models based on the Generalized Born approach,62–64

and other fast implicit solvation models for molecular dynamics simulations. 65

Assessment of the performance (both accuracy and efficiency) of implicit solvent
models (e.g. by comparison with explicit solvent simulations) is a highly active
area of research.

Most biomolecular molecular mechanics force fields have been developed with
simple point charge models of water, in particular the TIP3P water model, 66 and
variants thereof. Electronic polarization is included only in an approximate, gross
way in models such as TIP3P; for example, the dipole moment of such models is
higher than that observed in the gas phase, thus including the effects of polarization
in the condensed phase. Similarly, as mentioned above, protein MM force fields
only include electronic polarization in an average, and invariant, way. Polarizable
force fields for biological molecules are the subject of much current research
and development effort. 67–74 The next generation of protein MM force fields will
probably include electronic polarization explicitly. Other improvements to protein



280 Mulholland, Grant

MM force fields include the use of ab initio quantum chemical results to improve
the potential energy surface for peptide backbone dihedral angle rotation.75,76

Quantum chemical methods aim to treat the fundamental quantum mechanics
of electronic structure, and so can be used to model chemical reactions. Such
quantum chemical methods are more flexible and more generally applicable than
molecular mechanics methods, and so are often preferable and can be easier to
apply. The major problem with electronic structure calculations on enzymes is
presented by the very large computational resources required, which significantly
limits the size of the system that can be treated. To overcome this problem, small
models of enzyme active sites can be studied in isolation (and perhaps with an
approximate model of solvation). Alternatively, a quantum chemical treatment of
the enzyme active site can be combined with a molecular mechanics description of
the protein and solvent environment: the QM/MM approach. Both will be described
below.

3.1. Quantum Chemical Approaches to Modelling Enzyme Reactions:
Cluster (or Supermolecule) Approaches

The active site of an enzyme is a relatively small region, containing the catalytic
residues, substrate(s), and any cofactors. The substrate(s) are typically bound at the
active site by multiple weak interactions, such as hydrogen bonds, electrostatic and
van der Waals interactions. By focusing on the few key groups, quantum chemical
modelling is possible. This is sometimes called the ‘supermolecule’ approach. For
modelling reactions, quantum chemical techniques (e.g. ab initio molecular orbital
or density functional theory calculations) can be used routinely to study non-
periodic, molecular systems including tens of atoms. ‘Cluster’ models of around
this size can represent essential features of enzyme reactions, and can identify
likely mechanisms. Small molecules represent important functional groups (e.g. key
amino acid side-chains involved in catalysis or binding the substrate, or cofactors,
and so on), with their positions typically taken from a representative X-ray crystal
structure of an enzyme complex. This approach has been particularly useful for
metalloenzymes, where all the important chemical steps may take place at one
metal centre (or a small number of metal ions bound at one site), and the metal
also restrains its ligands, limiting the requirement for restraints to maintain the
correct active site structure in calculations. Reliable, semi-quantitatively accurate
calculations are practical using methods based on density functional theory—such
as the widely used B3LYP hybrid functional—which give good results for many
organometallic reactions. Some recent applications of calculations of this type are
outlined below. The extensive work of Siegbahn et al. 77 on many metalloenzymes
demonstrates the insight that such calculations can give for enzyme mechanisms. It
is possible, for example, to discriminate between alternative proposed mechanisms:
a mechanism can be excluded if the calculated barriers are significantly higher than
the experimentally derived activation energy.
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A small model might not include all the important functional groups. However,
a larger model is not always a better model, as it may introduce greater conforma-
tional complexity: structural changes away from the active site might affect reaction
energies in unrealistic ways. Including unshielded charged groups could also have
unrealistically large effects on reaction energies. Environmental effects can be
included approximately through continuum solvation models, although these cannot
completely represent the heterogeneous electrostatic environment in a protein. 17

Approximate electronic structure methods (e.g. the semi-empirical molecular
orbital techniques AM1 and PM3) can be applied to larger molecular systems
(of the order of hundreds of atoms). However, these approximate methods are
inaccurate for many systems (giving very large errors in some calculated energies
of reaction), and often cannot be applied straightforwardly to some types of
system (e.g. many transition metals). Techniques such as ‘linear-scaling’ methods
allow semi-empirical electronic structure calculations on whole proteins. 78–80

Similarly, the scaling properties of high-level quantum chemical methods are being
improved to permit applications to larger molecular systems. Increasingly important
in biomolecular simulations81 is the ab initio molecular dynamics technique,
first proposed by Car and Parrinello around 20 years ago,82,83 which combines
molecular dynamics simulation and density functional theory. The direct appli-
cation of electronic structure allows the treatment of chemical reactions, and
includes electronic polarization effects. The major practical limitation is that ab
initio molecular dynamics simulations are extremely computationally demanding,
so the sizes of the systems that can be simulated, and the timescale of feasible
dynamics simulations, are relatively limited. For this reason, combined QM/MM
techniques are attractive for ab initio molecular dynamics simulations. An example
is a scheme for Car-Parrinello QM/MM molecular dynamics simulations with the
CPMD and EGO programs.84 With the QM/MM approach, Car-Parrinello ab initio
molecular dynamics simulations of large systems can be performed, which explicitly
include the steric and electrostatic effects of the protein and solvent.

3.2. Empirical Valence Bond Methods

In the empirical valence bond method, resonance structures (e.g. ionic and covalent
resonance forms) are chosen to represent the reaction, with the energy of each
resonance form given by a simple empirical force field (with realistic treatment
of stretching important bonds, for example). 85 The potential energy is given by
solving the secular equation for the resonance forms. The Hamiltonian is calibrated
to reproduce experimental—or alternatively ab initio quantum chemical—data for
a given solution reaction.86 The protein and solution are treated by an empirical
force field. The free energy of activation for the reaction in solution, and in the
enzyme, can be calculated using free energy perturbation simulations. 87 As in any
valence bond representation, it is essential that the chosen valence bond forms
should represent all the resonance forms that are important in the reaction. Recent
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applications include comparison of alternative nucleotide insertion mechanisms for
T7 DNA polymerase, 88 and the reaction mechanism of human aldose reductase. 89

3.3. Combined Quantum Mechanics/Molecular Mechanics (QM/MM)
Methods

Enzyme–substrate complexes are very large, containing thousands of atoms, and
are currently beyond even semi-empirical quantum chemical methods for modelling
reactions. For modelling a reaction, it is necessary to optimize many important
points (such as transition state structures), and preferably entire reaction pathways.
To generate a representative collection of molecular structures, extensive conforma-
tional sampling may be needed: a single structure may not be truly representative. 90

These are significant challenges for large molecules. It is important also to treat
the environment of the enzyme (e.g. aqueous solution, concentrated solutions, in
membranes, or in complexes with other proteins or nucleic acid). To calculate free
energy profiles (potentials of mean force), 91 a simulation method must be able to
calculate molecular dynamics trajectories of at least many picoseconds. Combined
quantum mechanics/molecular mechanics (QM/MM) methods are increasingly able
to meet these challenges. 92,93 QM/MM techniques allow the study of large models,
and, with low levels of QM theory, molecular simulations are feasible. 94 As well
as activation free energies, quantum effects such as tunnelling and zero-point
corrections can be calculated.91 Transition state structures can also be optimized
with QM/MM methods.95,96

The first QM/MM study of an enzyme-catalysed reaction was the seminal study of
the reaction mechanism of hen egg-white lysozyme by Warshel and Levitt in 1976.97

In recent years, the use—and sophistication—of QM/MM methods has grown
significantly. In the QM/MM approach, a small part of the system is treated quantum
mechanically; that is, by an electronic structure method, for example, at the ab initio
or semi-empirical molecular orbital, or density functional theory QM level. This
allows the bond-breaking and making, and electronic rearrangement, that is involved
in a chemical reaction, to be modelled. For an enzymic reaction mechanism, the QM
region would typically be the enzyme active site, including the reacting groups of
the enzyme, substrate, and any co-factors. The large non-reactive part is described
more simply by empirical molecular mechanics. The combination of the flexibility
of a QM electronic structure method with the efficiency of a molecular mechanics
force field permits the modelling of reactions in large systems. Molecular mechanics
methods treat protein structure and interactions well, as described above. Different
ways of coupling the QM and MM regions are possible. For application to enzymes,
including interactions between the QM and MM regions is probably important.

QM/MM methods have proved their value for enzyme reactions in differen-
tiating between alternative proposed mechanisms, and in analysing contributions
to catalysis. A current example is the analysis of the contribution of confor-
mational effects and transition state stabilization in the reaction catalysed by
the enzyme chorismate mutase. 98,99 QM/MM calculations can be performed with
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ab initio 100,101 or semi-empirical102 molecular orbital, density functional, 103 or
approximate density functional (e.g. self-consistent charge density functional tight-
binding (SCC-DFTB)) levels of QM electronic structure theory. QM/MM calcu-
lations at higher QM levels (e.g. ab initio or density functional level QM)
are required for some systems, but can be very demanding of computational
resources.

The most straightforward type of QM/MM coupling is a simple subtractive
model (sometimes denoted as mechanical embedding), in which the electrostatic
interaction between the QM and MM regions is treated by including MM atomic
point charges for the QM atoms. If these charges do not change in response to
the influence of their environment, then electronic polarization is not included.
Enzymes are polar and heterogeneous, and so including polarization of the QM
region by its MM environment is probably important in modelling an enzymic
reaction. Most QM/MM studies of enzymic reactions have included polarization
of the QM system by the MM system, by directly including the charges of the
MM group in the QM calculation. In this way, the electronic structure calculation
includes the effects of the MM atomic charge. The partial atomic charges of the MM
atoms are included in the Hamiltonian for the QM region (through the one-electron
integrals). No electrons are present on the MM atoms, and therefore it is necessary
to include some representation of QM/MM dispersion and exchange repulsion inter-
actions. Typically, MM (classical) van der Waals interactions (e.g. Lennard-Jones
functions, as described above) between QM and MM atoms are included. MM van
der Waals radii must therefore be chosen for the QM atoms. A limitation of this
approach is that the same van der Waals parameters are used for the QM atoms
throughout a simulation: in modelling a chemical reaction, the chemical nature of
the groups involved (treated by QM) may change, altering their interactions, and so
the use of unchanging MM parameters could be inappropriate and lead to inaccu-
racies. Riccardi et al. have recently tested the effects of van der Waals interactions
in QM/MM simulations. 105 Condensed phase thermodynamic quantities (e.g. the
calculated reduction potential and potential of mean force) were found not to be
very sensitive to the van der Waals parameters used. This group recommended that
work to improve the reliability of QM/MM methods for condensed phase properties
should focus on other factors, such as the treatment of long-range electrostatic
interactions.

Often, standard MM van der Waals (Lennard-Jones) parameters optimized for
similar MM groups are used for QM atoms in QM/MM calculations. This is
convenient, but it is important to test that these van der Waals parameters provide
a reliable description of QM/MM interactions. Where necessary, the (MM) van der
Waals parameters for the QM atoms can be optimized to reproduce experimental
or high level ab initio results (e.g. interaction energies and geometries) for small
molecular complexes. Van der Waals terms are important in differentiating MM
atom types in their interactions with the QM system; that is, they are important
in differentiating between MM atoms of the same charge (e.g. halide ions), which
would otherwise be indistinguishable to the QM system. In general, the van der
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Waals terms are important at close range, and play a determining role for QM/MM
interaction energies and geometries.

The treatment of QM/MM electrostatic interactions is not as straightforward
when semi-empirical QM methods are used, because semi-empirical molecular
orbital methods such as AM1 and PM3 include only valence electrons directly.
Core electrons are treated together with the nucleus as an atomic ‘core’. In semi-
empirical QM/MM methods (such as the AM1/CHARMM method developed by
Field et al. 102), QM/MM electrostatic interactions are calculated by treating the
MM atoms exactly as if they where semi-empirical atomic cores.

Polarization of the MM environment by the QM region is usually not included,
because MM protein force fields do not as yet allow for polarization, or indeed
any changes in atomic charges. QM/MM methods which include polarization of
the MM system have been developed for small systems.106 QM/MM calculations
should help in developing polarizable MM force fields; for example, in investigating
polarization effects for small (QM) regions in large biomolecules. 107

The total energy of a system in a QM/MM calculation can be written as the sum
of four contributions:

Eeff = EQM +EMM +EQM/MM +EBoundary

The energy of the QM region, EQM, is calculated as in an electronic structure
calculation. The energy of the MM region, EMM, is given by a molecular mechanics
force field. The boundary energy, EBoundary, arises (as in MM simulations) because
the simulation system can only include a finite number of atoms, so terms to
reproduce the effects of the bulk must be included. Typically, harmonic restraints are
applied for the atoms towards the edge of the simulation system. Atoms still more
distant from the centre of the simulation system under investigation may be held
fixed. Molecular dynamics simulations can be carried out for truncated systems by
the stochastic boundary molecular dynamics method.108,109 To include the effects of
dielectric screening, it may also be necessary to reduce charges at the outer boundary
of the simulation system, to avoid overestimating the effects of charged groups on
the reaction at the active site. 110 The QM/MM interaction energy, EQM/MM, is made
up of terms due to electrostatic interactions and van der Waals interactions, and any
bonded interaction terms between the QM and MM regions. MM bonding terms
(energies of bond stretching, angle bending, torsion angle rotation, and so on) are
typically included for any QM/MM interactions that involve at least one MM atom.
QM/MM electrostatic interactions are usually included in the electronic structure
calculations; that is, in an ab initio QM/MM calculation. The MM atomic charges
are typically included directly through the one-electron integrals as outlined above.
The nuclei of the atoms in the QM system also interact with the MM atomic partial
charges. QM/MM van der Waals interactions are usually calculated by a molecular
mechanics (e.g. Lennard-Jones) energy function, as described above.

In a QM/MM calculation, the whole enzyme system is typically truncated,
in order to reduce the computational effort required: for example, only a part
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of the whole protein might be included in the simulation. This might be an
approximately spherical region around the active site. Ideally, the effects of
longer range electrostatic interactions in the protein should be included explicitly.
The generalized solvent boundary potential (GSBP) method111 has been imple-
mented for reliable treatment of electrostatics for spherical boundary conditions
in QM/MM simulations of truncated macromolecules (at the self-consistent-charge
density functional tight-binding QM/MM level). 112 QM/MM simulations using
the generalized solvent boundary potential method have been found to be more
consistent with available experimental data than standard stochastic boundary
molecular dynamics simulations, which can produce artefacts. The use of truncation
schemes for QM/MM electrostatic interactions can lead to problems, particularly
where extensive conformational sampling is performed. For QM/MM simula-
tions of periodic systems (periodic boundary conditions are now typical in MM
molecular dynamics simulations), Nam et al. have developed an efficient linear-
scaling Ewald method for long-range QM/MM electrostatic interactions in QM/MM
calculations. 113

3.3.1. QM/MM partitioning methods and schemes

For the majority of enzyme-catalysed reactions, covalently bonded parts of the
system must be separated into QM and MM regions. There has been considerable
research into methods for QM/MM partitioning of covalently bonded systems.
Important methods include the local self-consistent field (LSCF) method,114,115 and
the generalized hybrid orbital (GHO) technique.116 Alternatively a QM atom (or
QM pseudo-atom) can be added to allow a bond at the QM/MM frontier; for
example, the link atom method or the connection atom method.

The local self-consistent field (LSCF) method117 has been used at the semi-
empirical118 and ab initio 117 levels. The LSCF approach avoids the need for dummy
atoms and provides a reasonable description of the chemical properties of the frontier
bond. The generalized hybrid orbital (GHO) method for QM/MM calculations uses
hybrid orbitals as basis functions on the frontier atom of the MM fragment. This
method removes the need for extensive specific parameterization, which is necessary
with the LSCF method. A key aspect of the GHO method is that the parameters
for the boundary atom are transferable. Garcia-Viloca and Gao have developed the
GHO approach to combine the semi-empirical PM3 method with the CHARMM
MM force field. 119 These workers have developed parameters—consistent with
the PM3 method—for a carbon boundary atom. They found the combined GHO-
PM3/CHARMM model to perform well on molecular structures and proton affinities
for a number of organic molecules. More recently, the GHO approach has been
developed at the ab initio, 120 self-consistent-charge density functional tight-binding
(SCC-DFTB),121 and density functional122 QM levels.

Alternatively, to satisfy the valence of the frontier atom in the QM system, the
approach of adding a (QM) ‘dummy junction atom’ or ‘link atom’ can be used.123

Usually, the link atom is a hydrogen atom,102 but other atom types have also been
used. The link atom approach introduces additional, artificial, degrees of freedom
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associated with the link atom. Also, clearly a C–H bond is not chemically exactly
equivalent to a C–C covalent bond. However, the simplicity of the link atom
method has led to its widespread use in QM/MM modelling. The results of QM/MM
calculations can be highly dependent on the positioning of the link atom, and can
also depend on which MM atoms are excluded from the classical electrostatic field
that interacts with the QM region. However, Reuter et al. found the LSCF and
link atom approaches to give similar results for a variety of molecular properties
in semi-empirical QM/MM calculations. 124 It has been recommended that a link
atom should interact with all MM atoms except for those closest to the QM atom to
which the link atom is bonded. Given a reasonable choice of the boundary between
QM and MM regions (e.g. choosing the QM/MM boundary to lie across a carbon–
carbon single bond, distant from chemical changes and also from highly charged
MM atoms), the link atom method can give good results.

Another approach to treating the boundary between covalently bonded QM and
MM systems is the connection atom method,125,126 in which, rather than a link atom,
a monovalent pseudo-atom is used. This ‘connection atom’ is parameterized to give
the correct behaviour of the partitioned covalent bond, and has been implemented at
semi-empirical molecular orbital (AM1 and PM3)125 and density functional theory
126 levels of QM theory. It has been suggested that the connection atom approach
is more accurate than the standard link atom approach.125

Brooks et al. have developed a Gaussian delocalization method for molecular
mechanical charges in QM/MM calculations, 127 to include delocalization of electron
density that should be present for atoms in the MM region. This approach could
have the benefit that the MM host atom charge may not have to be excluded from
the QM calculation, as would be necessary when treating it simply as a point charge.
This group have also proposed a ‘double link atom’ method to overcome some of
the problems of electrostatic interactions that can arise with the single link atom
method.

Cui et al. have tested a number of different QM/MM partitioning methods
based on the link atom approach, for enzymic reactions, with the SCC-DFTB QM
method.128 These workers have also developed a new QM/MM partitioning method,
described as the divided frontier charge approach. In this method, the partial charge
associated with the MM atom bonded to the QM atom is evenly distributed to
the other MM atoms in the same molecular mechanical group. QM/MM-calculated
proton affinities and deprotonation energies can be highly sensitive to the particular
link atom scheme employed, which can lead to absolute errors of the order of
15–20 kcal mol−1 compared to pure QM calculations, though more sophisticated
link atom schemes perform better. Activation barriers and reaction energies for
proton transfer reactions (in the gas phase and in enzymes) were found to be
relatively insensitive to the choice of link atom scheme (e.g. to within a range
of 2–4 kcal mol−1) because of cancellation of errors. It is encouraging that the
effect of using different link atom schemes in QM/MM simulations was found
to be relatively small for chemical reactions in which the total charge does not
change.
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4. EXAMPLES OF RECENT MODELLING STUDIES OF ENZYMIC
REACTIONS

To illustrate the practical contribution that modelling can make to understanding
enzyme-catalysed reactions (and to demonstrate the capabilities of modelling
methods), a few recent applications are outlined below. This is an evolving field,
not yet capable of quantitative, exact predictions of reaction rates or the effects of
mutation. For this reason, it is vital to try to connect modelling with experimental
investigations of enzymes. This can help to validate predictions from modelling. For
example, it can be useful to compare activation barriers for a series of alternative
substrates with the activation energies derived from experimental rates. Demon-
stration of a correlation between calculated and experimental barriers can validate
mechanistic calculations as being truly predictive. 129

Enzyme structures from experiment are the usual starting point for modelling
enzymic reactions. Most important are protein structures from X-ray crystallog-
raphy, which has produced a large and ever-growing number of structures of
biological macromolecules. The RCSB Protein Data Bank (PDB) is the standard
source for three-dimensional structures of proteins and nucleic acids. 130 The
resolution of a crystallographic protein structure is one indication of its precision,
ranging from low resolution where perhaps just the overall shape of the protein may
be revealed, to higher resolution (e.g. below 2Å resolution) where most heavy atom
positions can be determined. However, even in high resolution structures, there
can be considerable uncertainty due to the dynamic nature of proteins, which can
give rise to conformational variability. The molecular model of a protein structure
from crystallography represents an average over all the molecules in the crystal
and over the time course of the experiment. This averaging is manifested in the
presence of alternative conformations for amino acid side-chains in many protein
crystal structures. Similarly, some parts of the structure (such as surface loops or
terminal regions of the protein) may have no well-defined conformation or position,
and so might not be resolved by crystallography. Such factors should be carefully
considered when building a molecular model for computational studies. Another
important factor is the selection of the correct protonation states for ionizable groups
in the protein.

4.1. Chorismate Mutase: Analysing Fundamental Principles of Enzyme
Catalysis

Recent investigations of the enzyme chorismate mutase show how modelling can
contribute to fundamental debates in enzymology, such as analysing the importance
of transition state stabilization in catalysis, and alternative proposals to explain
enzyme catalytic proficiency.

Chorismate mutase catalyses the Claisen rearrangement of chorismate to form
prephenate. It is an excellent system for analysing catalysis because the same reaction
occurs in solution with the same reaction mechanism: no covalent catalysis by the
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enzyme is involved. The activation free energy ��‡G = 15�4 kcal mol−1� �‡H =
12�7 kcal mol−1� found experimentally for chorismate mutase from Bacillus subtilis
enzyme is significantly lower than that for the uncatalysed reaction in aqueous
solution ��‡G = 24�5 kcal mol−1� �‡H = 20�7 kcal mol−1�. 131 This equates to a rate
acceleration of 106 by the enzyme ���‡G = 9�1 kcal mol−1�. QM/MM calculations
(at the approximate semi-empirical AM1/CHARMM or ab initio QM level) have
shown stabilization of the transition state by the enzyme.99,132–136 Similar studies
have also shown that the conformation of chorismate bound to the enzyme is signif-
icantly different from that in solution, and is similar to the transition state. 98,137–140

It has recently been controversially argued that transition state stabilization is not
involved in chorismate mutase catalysis: Bruice et al. have proposed that catalysis
is almost entirely due to the selection of a reactive conformation, described as a
near-attack conformation (NAC).141,142 This proposal has changed over time, but
has been forcefully promoted by these workers as a potentially generally signif-
icant effect in enzyme catalysis, creating considerable debate. The NAC proposal
is similar to the hypothesis that enzymes function by distorting (or straining) their
substrates into reactive conformations. Essentially, the proposal is that by binding
a particular conformation, from which the reaction has a small barrier, very little
additional stabilization of the transition state is needed. The reactive conformation
is very improbable in solution, but is favoured in the enzyme. Estimates of the
free energy cost of NAC formation (e.g. from MM molecular dynamics simula-
tions—with or without restraints on the substrate) led to the proposal that catalysis
in chorismate mutase is due entirely to its ability to maintain high populations
of NACs.

The exact free energy cost of forming a NAC—and the catalytic benefit associated
with forming such a conformation—will depend on the definition used. There is
no unique or general definition of a NAC: several different proposals have been
put forward. The lack of a general or rigorous definition makes this hypothesis
weak, subjective, and unsatisfactory. There is a danger of the definition of a
NAC being fitted to the catalytic effect it is designed to explain, making it a
circular definition. Bruice et al. have calculated NAC populations from unrestrained
molecular dynamics simulations (e.g. in solution and in the enzyme). Unfortunately,
high energy conformations are sampled too infrequently (even in multinanosecond
dynamics simulations), producing an unreliable, overestimated free energy cost
for their formation, and so an overestimation of the catalytic benefit of NAC
formation. Thermodynamic integration molecular dynamics simulations have also
been performed to try to estimate the free energy cost of NAC formation in different
environments, 143 but these used a different definition of a NAC. It is hard to judge
these simulations, as the published technical details are limited. There is also a
concern that the accuracy of the methods (particularly molecular mechanics) used
by Bruice et al. have not been fully tested for their treatment of conformational
energies and interactions.

It is nevertheless certainly useful and interesting to study the catalytic benefit of
forming a potentially more reactive conformation of the substrate. Many modelling
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studies, dating back to the first QM/MM study of the enzyme,132 have shown
the structure of chorismate bound to the enzyme to be significantly altered from
its conformation in solution or in the gas phase. The energetic cost of forcing
the conformation of chorismate (in solution) into the more restricted conformation
found in the enzyme has been calculated by free energy perturbation molecular
dynamics simulations as 3.8–4.6 kcal mol−1, or 5 kcal mol−1 by semi-empirical
QM/MM (AM1/CHARMM) or empirical valence bond methods, respectively. There
is good agreement137,98 between these results, obtained with different theoretical
methods. These findings indicate a catalytic contribution of the conformational
effect of only around 40–55 per cent of the total ��‡G between enzyme and
solvent.

These results suggest that catalysis is not purely due to conformational effects.
In agreement with earlier QM/MM findings for the enzyme-catalysed reaction,
they imply that in the enzyme, the transition state is significantly stabilized
relative to the bound substrate. These earlier studies generally employed relatively
low level QM/MM methods, however, leading to questioning of their accuracy.
The central issue of whether the transition state is stabilized relative to the
bound substrate has recently been examined with high-level QM/MM methods
(B3LYP/6-31G(d)/CHARMM).144 Sixteen different adiabatic reaction pathways
were calculated using a combination of the Jaguar145 and Tinker37 programs
for QM/MM calculations. 146 These pathways were taken from structures derived
from semi-empirical QM/MM (AM1/CHARMM and PM3/CHARMM) molecular
dynamics simulations of the transition state.

The substrate was chosen as the QM region, and treated at the hybrid density
functional B3LYP/6-31G(d) level of theory, which treats this reaction well. 134,99

Similar results are obtained when some active site amino acid side-chains
(e.g. Glu78 and Arg90) are also included in the QM region.147,148 Electrostatic
interactions dominate at the active site of chorismate mutase, making a QM/MM
treatment of the active site interactions appropriate and reliable. 136 The simulation
system was an approximately 25Å radius sphere of protein and solvent, treated
with the CHARMM force field. 44 The outer 5Å of the system was fixed, and all
other atoms were free to move. The reaction coordinate used was the difference
in length between the forming C–C and breaking C–O bonds, which has been
shown to be appropriate for modelling the reaction.99,134 Reaction pathways were
calculated by a series of geometry optimizations along the reaction coordinate,
with the reaction coordinate harmonically restrained. The average B3LYP/6-31G(d)
barrier over the sixteen pathways was 12�0 kcal mol−1 (with a standard deviation
of only 1�7 kcal mol−1), in excellent agreement with the experimental activation
enthalpy �12�7 kcal mol−1�. The variation in the calculated energy barriers between
the different pathways (ranging from 9 to 15 kcal mol−1) was due almost entirely
to differences in the structure of protein environment. The average length of the
breaking C–O bond at the transition state was 2.02Å, while the average length of
the forming C–C bond was 2.63Å.
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To analyse catalysis, ideally energy profiles in the enzyme and in solution should
be compared. The barrier to reaction in solution, relative to the enzyme-bound
conformation, has been found to be comparable to that in the gas phase. 99,136,137

Therefore, for chorismate mutase, the reaction in the gas phase can be used as
a meaningful and convenient comparison. The difference between the QM/MM
energy (i.e. the energy in the enzyme) and the gas-phase (QM-only) energy shows
the stabilization of the reacting system by its (MM) protein environment. This stabi-
lization is large and negative throughout the reaction, due to favourable Coulombic
interactions between the di-anionic substrate and several positively-charged amino
acid side-chains in the active site. Significantly, the stabilization energy was found
to vary systematically along the reaction coordinate. For all the calculated paths, the
transition state was stabilized significantly more than the reactant. The product was
found to be destabilized (relative to the reactant) in most cases. The transition state
stabilization energy was found to correlate very well with the calculated barrier
height. This shows that the barrier to reaction in the enzyme is determined by the
amount of transition state stabilization, not the conformation of the substrate. The
calculated average stabilization of the transition state was 4�2 kcal mol−1 (relative
to the reactant; that is, differential transition state stabilization). This stabilization
is primarily due to specific electrostatic interactions at the active site. 132,136,137

Through the use of high-level QM/MM calculations, and by studying multiple
reaction pathways, this work provides a good estimate of transition state stabi-
lization by chorismate mutase. 144 The average transition state stabilization44

�4�2 kcal mol−1� and the previously calculated cost of forming the bound confor-
mation in the enzyme, compared to solution137,98 �3�8–5 kcal mol−1� add together
to give a value very close to the catalytic rate acceleration by chorismate mutase
as derived from experiment ���‡G = 9�1 kcal mol−1�. This suggests that confor-
mational effects and transition state stabilization (relative to the bound substrate)
contribute similar amounts to catalysis in this crucial model enzyme. The same
interactions are responsible for binding the substrate in the reactive conformation,
and for transition state stabilization. Chorismate mutase is therefore a good example
of an enzyme in which transition state stabilization is central to catalysis.

4.2. Cytochrome P450: Mechanism and Structure–Reactivity
Relationships

Cytochrome P450 enzymes are important in pharmaceutical research and devel-
opment, because of their roles in drug metabolism.129 They are a ubiquitous class
of haem enzymes, which act as monooxygenases in a wide variety of biological
reactions.

Structure–reactivity relationships could help in predicting biotransformations of
pharmaceuticals and other xenobiotics, and so help drug development. 3

The catalytically active form of the enzyme for oxidation is believed to be a haem
oxo-iron(IV) porphyrin radical cation, called Compound I. The key step in substrate
oxidation involves hydrogen atom abstraction or C=C bond addition by the oxygen
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atom of the Compound I intermediate. Among the many reactions catalysed by
P450 enzymes are the hydroxylation of alkanes and aromatic compounds, and the
epoxidation of alkenes. Many of these reactions are potentially useful in synthetic
and other practical applications. Shaik et al. have investigated the mechanism
of alkane hydroxylation by cytochrome P450, using density functional theory-
based quantum chemical and QM/MM modelling methods.149–152 For example, the
potential energy surface for the so-called ‘rebound’ mechanism (with methane as a
substrate) was calculated for two spin states, the high spin (HS) quartet state and
low spin (LS) doublet state. In this rebound mechanism, Compound I first abstracts
a hydrogen atom from the alkane, followed by recombination of the hydroxo-
radical on the iron with the alkyl radical, generating the ferric-alcohol complex.
Calculations were carried out on a model of Compound I, with SH− used to represent
its cysteinate �SCys−� ligand. Although it itself is probably not a P450 substrate,
methane was used as a model alkane substrate. The B3LYP hybrid density functional
theory method was used, as it has been found to accurately predict energetics and
structures for many transition metal complexes, and particularly for bioinorganic
systems such as P450 Compound I. Shaik and co-workers have also studied P450
reaction mechanisms of ethane,153 such as epoxidation by Compound I. 154,155 The
results showed the possibility of intermediates with significantly different lifetimes,
and different electronic configurations.

Quantum chemical calculations on small models can help in developing structure–
reactivity relationships, as recent research on aromatic hydroxylation by cytochrome
P450 has shown. In drug metabolism, hydroxylation of C–H bonds is a particularly
important class of reaction.156 This type of reaction can activate pro-drugs, or affect
the bioavailability of drugs. An important goal in pharmaceutical research is the
development of structure–activity relationships to predict conversions of drugs in
the body. Such relationships should allow the reliable prediction of the metabolism
and toxicology (ADME/TOX) properties of drugs. Previous work showed that
structure–activity relationships based only on substrate structures and properties
are of limited use. More detailed models are required, which take into account the
reaction mechanism and specificity of different cytochrome P450 isozymes.

An example of a development in this direction comes from modelling
investigations of the hydroxylation of simple aromatic compounds by P450
Compound I. 157,158 The model used contained the porphyrin macrocycle ring
(without side-chains), with the cysteinate iron ligand represented by a methyl
mercaptide group �CH3S−�. The calculations identified two different possible orien-
tations of the substrate approach for the addition of Compound I to benzene: ‘side
on’ and ‘face on’ (the second with a lower barrier). This had not previously been
observed. Both orientations may be involved in the reactions of different drugs in
different P450s. Analysis of spin and charge distributions showed that the transition
state for aromatic hydroxylation has mixed radical and cationic character. The
effects of substituents on the barrier for addition were also studied. This work
produced a new structure–reactivity relationship for substituted aromatics, which can
be used to predict barriers to aromatic hydroxylation for simple substituted aromatic
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compounds. This applied a two-parameter approach, combining simple empirical
radical and cationic electronic descriptors, based on the calculated properties of the
transition state.

The reactive properties of Compound I may be affected by the different protein
environments in different cytochrome P450 enzymes. Different P450 isozymes
exhibit very different hydroxylation preferences and substrate specificity. These
differences could potentially be caused by orientation or binding effects, 159 and
can also be affected by the intrinsic chemical reactivity of different positions in
the substrates. Genetic polymorphism may also have a significant effect, which can
affect drug metabolism.160 It has also been suggested that the electronic properties
of Compound I may be altered in specific and important ways by the protein
environment, and that this could be a determining factor in the reactivity and
specificity of cytochrome P450 enzymes. To investigate the effects of the protein
on the electronic properties of Compound I, QM/MM methods can be used. The
potential of QM/MM methods here has been highlighted by recent studies of the
bacterial P450cam enzyme, which have led to considerable debate about the nature
of factors behind the catalytic activity of the enzyme.161,162

The first QM/MM study of human cytochrome P450 enzymes (including
modelling of complexes with the drugs diclofenac and ibuprofen) has recently been
published.163 Compound I has three unpaired electrons: two on the Fe–O centre,
and one shared between the proximal cysteinyl sulfur atom and the porphyrin
ring. The electronic and geometric structure of Compound I was studied with
B3LYP/CHARMM QM/MM calculations. Three human P450s that are important
in drug metabolism (P450 2C9, 2B4, and 3B4) were studied. The results showed
that Compound I is remarkably similar in all the different P450 enzymes. The third
unpaired electron was found mostly on the porphyrin ring. This result was found
with little sensitivity to the density functional, the basis set, or the size of the QM
region used in the QM/MM calculations. Substrate complexes were also studied,
and it was found that the presence of drug molecules also has essentially no effect
on this result. Some variability in the calculated spin density on the cysteinyl sulfur
(from 30 to 47 per cent) was found, mostly due to details of the set up of the system;
for example, the choice of protein starting structure in QM/MM minimization.163

These conformational effects were found to be larger than the calculated differ-
ences between human P450s. These results indicate that the electronic properties of
Compound I in the different human P450s are not distinguishable, which implies
that observed differences in substrate selectivity are not caused by differences in
their electronic properties.

4.3. Other Recent Modelling Studies of Enzyme-Catalysed Reactions

To show the breadth and type of current modelling investigations of enzymic
reactions, some interesting and representative studies are briefly mentioned here.
For example, the mechanism of antibiotic breakdown by a �-lactamase enzyme
has recently been investigated. �-lactamase enzymes are the most widespread
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cause of bacterial resistance against �-lactam antibiotics. They are therefore a
serious and growing danger to the effectiveness of antibacterial chemotherapy,
and pose a major threat to human health. The reaction mechanism of a Class A
�-lactamase (with benzylpenicillin) has been investigated by QM/MM modelling.
Glu166 was identified as the base in both acylation and deacylation reactions in the
mechanism of breakdown of �-lactam antibiotics (such as penicillin) in the TEM1
�-lactamase enzyme, by QM/MM (AM1/CHARMM) modelling with high level
(B3LYP hybrid density functional) QM energy corrections. 164–166 This QM/MM
approach has also been used to investigate the reaction mechanism of the enzyme
fatty acid amide hydrolase, 167 which is central to endocannabinoid metabolism, and
a promising target in the treatment of disorders of the central and peripheral nervous
systems.

QM/MM modelling using variational transition state theory with the small
curvature approximation for tunnelling corrections has been used to investigate
the proton transfer step in the reaction of methylamine to formaldehyde, catalysed
by methylamine dehydrogenase. These variational transition state theory/small
curvature tunnelling methods (VTST/SCT) allow kinetic isotope effects (KIEs)
to be calculated for reactions in enzyme.91 Alhambra et al. 168 have calculated
kinetic isotope effects by these VTST/SCT techniques in QM/MM studies of
methylamine dehydrogenase, using the PM3 method (with specific reaction param-
eters) combined with the CHARMM22 MM force field. 44 The classical activation
free energy �20�3 kcal mol−1� was reduced to 17�1 kcal mol−1 when the quantum
mechanical vibrational energy was included. Including quantum tunnelling contribu-
tions produced an effective (phenomological) activation energy of 14�6 kcal mol−1,
which agrees well with the experimental value of 14�2 kcal mol−1. The calcu-
lated hydrogen/deuterium primary KIE of 18.3 for the per-deuterated substrate
also agrees well with the experimental result (17.2). The VTST/SCT method
allows the separation of different contributions (e.g. of tunnelling). QM/MM
methods (PM3 with specific reaction parameters, combined with the AMBER
MM force field) and variational transition state theory combined with multi-
dimensional tunnelling in the small curvature approximation corrections have also
been applied separately to analyse proton transfer for two substrates (methy-
lamine and ethanolamine) in methylamine dehydrogenase. 169 The calculated kinetic
isotope effects covered a wide range, but were reasonably close to the experimental
values. Two different structural configurations were found for the ethanolamine
substrate, giving rise to quite different kinetic behaviours, with different amounts of
tunnelling.

Bjelic and Åqvist have investigated the substrate binding mode and reaction
mechanism of a malaria protease with a novel active site, which is a target for
anti-malarial drug design, using a validated homology model. 170 The only amino
acid residue found to be directly involved in the enzyme-catalysed reaction was an
aspartate side-chain, with some stabilization by a histidine residue. The calculated
reaction rate (for a hexapeptide substrate derived from human haemoglobin) agreed
well with experimental kinetic data.
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Other interesting recent studies include the application of density functional
theory electronic structure methods to model the reaction mechanisms
of class III ribonucleotide reductase, 171 naphthalene dioxygenase, 172 and
4-hydroxyphenylpyruvate dioxygenase. 173 Semi-empirical QM/MM methods (at
the PM3/CHARMM level) have been applied to model 4-chlorobenzoyl-CoA
dehalogenase; in particular, the formation of the Meisenheimer intermediate. 174

The isomerization of proline in cylcophilin (and mutants) has been studied using
SCC-DFTB/CHARMM QM/MM methods.175 QM/MM methods have also been
used to investigate the contribution of the protein backbone in the mechanism
in 4-oxalocrotonate tautomerase. 176 Kinetic isotope effects have been calculated
with QM/MM methods for the enzymes chorismate mutase177 and catechol
O-methyltransferase, 178 among others. For macrophomate synthase, the Diels-Alder
and the Michael-Aldol reaction mechanisms have been compared by QM/MM
Monte Carlo free energy perturbation simulations. 179 Density functional theory
calculations and QM/MM molecular dynamics simulations have been used to
investigate a metallo �-lactamase.180 QM/MM modelling demonstrated substrate
autocatalysis in uracil DNA-glysosylase. 181 The free energy profile in chorismate
mutase has been calculated from multiple steered molecular dynamics simulations
with a density functional QM/MM technique.182 The inhibition mechanisms of
neutrophil elastase by peptidyl alpha-ketoheterocyclic inhibitors have been studied
with QM/MM methods, highlighting the potential of QM/MM calculations in
structure-based drug design.183 Ab initio techniques have been used to investigate
the catalytic site of galactose oxidase and a designed biomimetic catalyst. 184 The
nature of the proton bottleneck in redox-coupled proton transfer in cytochrome c
oxidase has been investigated.185

5. CONCLUSIONS

Computer modelling and simulation are powerful and effective tools to inves-
tigate enzyme reaction mechanisms, specificity, and catalysis. A thriving field of
computational enzymology has recently emerged, and continues to grow. Enzymes
are complex and challenging systems to model, making care and detailed testing
essential. Applied with care, modelling techniques can provide uniquely detailed,
molecular-level analysis into the fundamental processes of enzyme catalysis, and
practical insight into important biochemical and biological problems. The impor-
tance and impact of modelling and simulation methods in this area will undoubtedly
continue to increase.
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CHAPTER 6

COMPUTATIONAL DETERMINATION
OF THE RELATIVE FREE ENERGY
OF BINDING – APPLICATION TO ALANINE
SCANNING MUTAGENESIS
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Abstract: Protein-protein recognition and complex formation are key issues in understanding
cellular functions. Therefore, having in mind that it is of extreme importance to detect
the functional sites in proteins interfaces, the present review focuses on computational
approaches used to calculate the binding free energy contributions of each of the interface
residues. Usually these methods do not allow the calculation of the contribution of each
residue for binding in the wild type complex, but instead the difference in binding free
energy between the wild type and a given residue. Although the first would be more
meaningful from a phenomenological point of view, the second is the only one that
is possible to measure experimentally. A number of quantitative models with different
levels of rigor and speed are available for determination of the relative binding energy
upon alanine mutation of residues in protein-protein interfaces. These algorithms can be
divided essentially in two types: (a) empirical functions or simple physical methods and
(b) fully atomistic methods

Computer simulations complement experimental analysis, and add molecular insight
to the macroscopic properties, by allowing the decomposing of the binding free energy
into contributions of the various energetic factors. The capacity of predicting protein-
protein associations is essential in computational chemistry because it establishes the
connecting bridge between structure and function of biomolecular systems, and it allows
the characterization of the energetics of molecular complexes

Keywords: binding free energy; computational mutagenesis; empirical functions; fully atomistic
methods; protein-protein association; MM-PBSA
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1. INTRODUCTION

Proteins tendency to bind to one another and to different ligands, forming specific
stable complexes, is fundamental to all biological processes because protein-protein
interactions networks are the basis of most cellular functions. 1– 4 Hence, to under-
stand and to target protein-protein interactions is an important challenge because
it allows the design of new protein-protein interactions and the comprehensive
knowledge of the physical basis of affinity, it permits to engineer new functions
and adjust cellular behavior in a predictive manner, and it enables the under-
standing of molecular recognition.5– 16 Molecular recognition has many practical
applications, which include the design of sensors17 or separation techniques18,19,
and the rational design of new therapeutic agents. 1 Most known drugs bind specifi-
cally to a disease-causing bio-molecule and inhibit its function.20– 22 Therefore, the
prediction and design of ligands that can reversibly bind to pharmaceutical targets
is the key of structure-based drug design. Drug discovery is increasingly becoming
more systematic and rational23, and the ability to predict the binding affinity of
a candidate molecule without having to synthesize it will save a lot of time and
resources. 24– 26

The recent increase of information from crystallographic structures, alanine-
scanning mutagenesis of protein-protein interfacial residues, and structural and
thermodynamic studies27– 30 have enabled the understanding of the structure and
chemistry involved in binding reactions. 31,32 It has been discovered that a larger
value of the binding energy in a given complex is related only to several amino acids
at the protein-protein interface: the hot spots. 33– 41 These energetic determinants are
compact, centralized regions of residues crucial for protein association.42,43 Thus,
hot spots41,44,45 have been defined as those sites where alanine mutations cause
a significant increase in the binding free energy of at least 4.0 kcal/mol46, even
though lower values are used for statistical analyses. The warm-spots are those with
binding free energy differences ranging from 2.0 to 4.0 kcal/mol, and the null-spots
are the residues with binding free energy differences lower than 2.0 kcal/mol. In
Figure 6-1 it is represented a complex formed between an immunoglobulin and
a hen egg lysozyme highlighting the computational mutated residues with a vdW
representation.

As the experimental determination of hot spots is time consuming and costly,
an effort has been made in achieving accurate, predictive computational method-
ologies for alanine scanning mutagenesis, capable of reproducing the experimental
mutagenesis values. Therefore, it is important to accurately calculate the binding
free energies of known three-dimensional structures and the effect of mutations in
the corresponding affinities. 15 Binding free energy determination by computational
alanine scanning mutagenesis methods allows a rational design of complexes of
high affinity and specificity, 47 as well as of small molecules that can mimic the
large interface that is typical of protein-protein complexes. 36

Consequently, the capacity of predicting protein-protein associations is essential
in computational chemistry. It is a very useful link between structure and function
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Figure 6-1. Complex formed between an immunoglobulin and a hen egg lysozyme highlighting the
mutated residues with a vdW representation. The null-spots are represented in yellow (relative binding
energy < 2.0 kcal/mol), the warm-spots in orange (relative binding energy between 2.0 and 4.0 kcal/mol),
and the hot spots in red (residues with a relative binding energy higher than 4.0 kcal/mol)

of biomolecular systems, and it allows the characterization of the energetics of
molecular complexes. 37,48– 63

2. COMPUTATIONAL CALCULATION OF THE RELATIVE
BINDING ENERGY

The theoretical prediction of free binding energy differences, and the understanding
of the physical foundations of affinity and specificity of complex interaction, prior
to experimental design are crucial in computational biochemistry. 48,64 To apply
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a quantitative model of the binding affinity determination of a broad variety of
protein-protein interfaces complements experimental analysis, and adds molecular
insight to the macroscopic properties measured therein. 24,26,65– 68

In hot spot determination, it is sufficient to calculate a relative binding free energy
(the difference in binding free energy between different ligands that bind to the same
protein), and therefore the expensive calculation of the absolute binding free energy
can be avoided.69– 71 Absolute binding free energies are more difficult to obtain
because they contain significant entropic contributions, which are not easy nor
simple to calculate. 25,66,72 These entropic contributions are usually cancelled when
calculating relative free energies, as are a large number of inaccuracies resulting
from the theoretical molecular models, hamiltonians, and calculation protocols,
conferring to the relative free energies a much greater accuracy than to the absolute
free energies.

The difference in binding free energies between the wild type and the alanine
mutated complex is defined as:

��Gbinding = �Gbinding−mutant −�Gbinding−wildtype (6-1)

with the binding free energy described as:

�Gbinding−molecule = Gcomplex − �Greceptor +Gligand� (6-2)

A huge number of methods with different levels of rigor and speed are accessible
to measure the relative binding energy, and therefore to identify the hot spots.
These algorithms of varied complexity, which have been employed to address
the binding energy between biological molecules, can be divided essentially in
two types. First, empirical functions or simple physical methods that use exper-
imentally calibrated knowledge-based simplified models to evaluate the binding
free energy. Second, versatile/universal fully atomistic methods that estimate the
free energy of association or changes in the binding free energies, as a result of
mutating the residues of the interacting molecules based only in the respective
hamiltonians. 25

All different types of methods have some degree of limitations and problems.
An equilibrium must be achieved between the use of simple algorithms that allow
fast calculations and the inclusion, conservation, and consideration of the important
atomic detail of biomolecules. 73 Consequently, when deciding on the computational
approach for predicting the binding free energies it is important to foresee the
computational time required, without forgetting that sometimes it is affordable and
advantageous to carry out more accurate time-consuming calculations because an
atomic-detail description of biomolecules is often important in elucidating their
structures and functions. 74

The more rapid methods for estimation of binding free energies are the empirical
or knowledge-based (statistical) scoring approaches, which are based on very simple
energy functions75– 77 or on the frequency of occurrence of different atom-atom
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contact pairs in complexes of known structure. 78– 83 These empirical methods in
conjunction with simple physical models65,84 are fast methodological approaches
that have become increasingly useful for rapid protein-protein interface determinants
analysis. However, in highly simplified approximations, the simplicity of the energy
function along with the lack of conformational sampling and explicit water treatment
makes these approaches very fast, but usually at the cost of accuracy by neglecting
important components of the binding free energy.74,85,86

Methods that are more sophisticated like full atomistic simulations, rely on the
adequate realistic sampling of the conformational space of the complex and the free
molecules, which requires accurate force fields and simulation protocols. 25,87– 90

These methods48 include both the rigorous free energy perturbation (FEP)91 and
thermodynamic integration (TI)92, and more approximate methods such as MM-
PBSA.69 �-dynamic93, chemical Monte Carlo/molecular mechanics87,94 or ligand
interaction scanning95 are also methodological approaches, which have been
proposed to identify the interfacial hot spots.

An important advantage of computer simulations over experiments is that they not
only provide quantitative estimates but also, and mainly, they enhance our molecular
understanding of the nature of complex formation in terms of the biophysical
features of the process. They open the possibility of decomposing the binding free
energy (�Gbinding� into contributions from the atoms of the residues that constitute
the binding interface, as well as into the various energetic factors25,96,97, such as
the electrostatic energy �Eelectrostatic, the van der Waals energy �Evdw, the free
energy of polar solvation �Gpolar solvation, and the free energy of nonpolar solvation
�Gnon−polar solvation.

There is another type of hot spot determination methods: structure-based quali-
tative methods. The PP_SITE method uses hydrogen bonds and hydrophobic charac-
teristics to describe interactions between proteins and to decompose the contribution
of atoms in hot spot residues. 4 Hu et al derived another qualitative method recently
based in the sequence and structure alignments proteins. Residues are characterized
as hot spots based in their conserved, polar characteristics. 98

The purpose of this review is not an exhaustive description of all the methods in
the literature to calculate relative binding differences, and therefore we are going
to present only those, which have been applied to computational mutagenesis,
especially alanine scanning mutagenesis.

3. EMPIRICAL APPROACHES AND SIMPLE PHYSICAL MODELS

The empirical approaches or knowledge based scoring functions72,74,76– 79,82– 84,99,100

for calculating binding free energies for a given protein-ligand complex, include
protein flexibility through conformational searches or sampling of rotamer libraries,
as well as through empirical solvation models. 100 The simple functions on which
they are based account for example for the hydrogen bonds, ionic interactions,
the lipophilic protein-ligand contact surface and the number of rotatable bonds in
the ligand.85 Solvent screening and polarization effects are either not included or
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approximated by a distance dependent dielectric constant making these algorithms
very fast. 47,100 The dataset for the calibration of the function consists of a small
group of proteins, and therefore these scoring functions use generally adjustable
parameters, which have been proven to be transferable to complexes other than
those used for the parametrization.101

3.1. Wallqvist Model

This model has been developed in 1994,102 from a methodological analysis of
38 crystal complexes, to calculate the statistical probability for the occurrence of
adjacent surface contacts between various atom types within a binding interface.
Consequently, this model is used to calculate the individual atomic components
of the interfacial interactions having as a basis an effective binding parameter,
specific to each atomic interaction, weighted by an atomic pairwise surface burial.
The strength of the atomic interactions is used to rank, by order of importance,
each binding component with respect to its contribution to the total binding
strength. Computational alanine mutations of these complexes are then used to
compare the calculated changes in binding free energy with those obtained after
the mutations take place.103 The alanine mutation is constructed by simply deleting
all the side-chain atoms, except the C�H3 methyl group of the mutated residue,
without readjusting the surrounding protein environment. The model accounts for
the change in binding free energy due to the direct effect of loosing interfacial
residue atom contacts in the wild-type structure, and the indirect effect of releasing
crystallographically ordered water molecules associated with the mutated residues,
which are treated as ligands that stabilize the interaction of the bound complex.
103 The total binding free energy is calculated as a sum of the binding energy
due to interactions between each member of the complex �GA�B and the binding
energy due to interactions between the crystallographic water molecules and the
complex �GAB�water:

�Gcalculated = �GA�B +�GAB�water (6-3)

The free energy is defined as a sum over all atom types i and j of molecules A and
B, being �ij an effective binding parameter and Aij the mutual surface jointly buried
by the atom types i and j in the complex.� is a constant for the entropy-penalty for
the association of two molecules:

�Gpred =∑
i∈A

∑
i∈B

�ijAij +� (6-4)

This method was applied to the study of the interface of three complexes: barnase-
barstar104, D1.3-HEL105 and D1.3-E5.2.106 The method shows with some exceptions
a theoretical result within ±1	5 kcal/mol of the experimental ones. 103
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3.2. Molecular Statics (MS) Method

This computational method dissects the free energy of binding into two elements,
nonpolar and polar. It consists in using the continuum solvation model and solving
the Poisson-Boltzmann (PB) equation for the polar factor107,108 and calculating the
nonpolar contribution to the binding free energy with the surface area method.
A limited rotamer search is done in order to derive the structures of alanine mutant
proteins bound with substrate from the static X-ray crystallographic structures.
When steric overlaps occur, caused by the structural perturbation, they are relieved
by using the Ponder and Richards109 side-chain rotamer library before energy
evaluation.47 It contrasts with other algorithms where the crystal structure is treated
in a dynamic manner. 100,110,111

The free energy is calculated as a sum of the polar and the nonpolar parts:

Gmolecule = Gpolar solvation +Gnonpolar solvation (6-5)

This methodology was applied to calculate the relative binding free energy of 63
pairs of nine different mutant proteins with seven substituted R-malate substances of
Escherichia Coli isocitrate dehydrogenase. The average difference for the calculated
and the observed relative binding difference was 0.5 kcal/mol. 47

3.3. Partitioning Approach

This method avoids the convergence and accuracy problems of molecular dynamics
or Monte Carlo simulations of systems containing explicit solvent molecules, by
evaluating the electrostatic free energy of just one solute conformation surrounded
by a dielectric continuum, and by adding the surface term and an estimate of the
loss of the configurational entropy upon binding.77

The binding energy function is partitioned into three terms: the hydrophobic
or cavity term �GH, the electrostatic term �Gel and the entropic term �Gs
. The
hydrophobic term, which is generally the major driving force in biomolecular
complexes, reflects the variation of water/non-water interface area. The electrostatic
contribution that is very important for specificity is composed by the coulombic
interactions and desolvation of partial charges transferred from an aqueous medium
to a protein core environment. This term is calculated by solving the Poisson-
Boltzmann (PE)-equation with an internal dielectric constant value of 8. The
entropic term results from the decrease in the conformational freedom of functional
groups buried upon complexation.

An additional constant term C accounts for the change of entropy of the system
due to the decrease of free molecules concentration (critic factor) and the loss of
rotational/translational degrees of freedom. Conformational strain and dynamics of
the process are incorporated in the C parameter and can be adjusted from one set
of complexes to another. 77 The free energy is defined as:

�G = �GH +�Gel +�Gs +C (6-6)
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This method predicts, within ±2	5 kcal/mol the binding energy of small molecule-
protein, peptide-protein and protein-protein complexes. 77

3.4. Kortemme- Simple Physical Model

This model is based on an all-rotamer description of the side-chains. The energy
function is dominated by the Lennard-Jones potential to describe atomic packing
interactions, by an implicit solvation model25, an orientation-dependent hydrogen-
bonding potential derived from high-resolution protein structures112, by statistical
terms approximating the backbone-dependent amino acid-type and rotamer proba-
bilities, and by an estimate of unfolded reference state energies:

�G = WattrELJattr+WrepELJrep+WHB�sc-bb�EHB�sc-bb�+WHB�sc-sc�EHB�sc-sc�

+WsolGsol +W��E���aa�+
20∑

aa=1

naaEref
aa (6-7)

ELJattr is the attractive part of a Lennard-Jones potential; ELJrep is a linear distance-
dependent repulsive term; EHB�s-bb� is the orientation-dependent side chain-backbone
hydrogen bond potential; EHB�sc-sc� is the orientation-dependent side chain-side chain
hydrogen bond potential; Gsol is the free energy of solvation calculated with the
implicit solvation model, W is the relative weight of the different energy terms;
E��aa� is the amino acid type-dependent backbone torsion angle propensity; and
Eref

aa is the amino acid type-dependent reference energy (naa is the number of amino
acids of a certain type).

Although this alanine scanning mutagenesis method has been applied to 19
complexes with a relative high success rate (69% hot spot correct detection), it is
not a fully atomistic method and has some limitations. Some of the most important
consist in the fact that, as the terms in the energy function are pairwise additive
multiple mutations are always assumed to be additive which is not always the
case. 113,114 Therefore, alanine shaving cannot be done, and cooperativity cannot
be measured. It is also assumed that there are no conformational changes in the
mutant upon binding, and cofactors, metal ions, hydrogen-bonding water molecules
bridging side-chains in the protein interface, or other nonpeptide ligands or binding
partners (such as nucleic acids) are not taken into account. 65,84

4. LINEAR INTERACTION ENERGY (LIE)

LIE is a semi empirical method first proposed by Åqvist, 115– 118 which reduces the
computational time involved in the binding free energy calculations by considering
only the physical relevant states, instead of spending time on sampling intermediate
states as Free energy perturbation (FEP) or Thermodynamic integration (TI) do. It
is based on a linear response approximation in which the binding free energy is the
combination of the weighted electrostatic and van der Waals interactions between
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the ligand and the receptor. It requires just two simulations, one of the solvated
ligand-protein system and another of the ligand alone in solution.

Molecular dynamics or Monte Carlo simulations are used to generate the
ensembles: one with the ligand free in solution and the other with the ligand bound
to the macromolecule. The average differences between electrostatic interaction and
vdW interaction energies of the ligand with other molecules are then calculated, in
agreement with equation (6-8), using both trajectories115:

�G = � < �Eelec > +� < �Evdw > (6-8)

� and � are semi empirical parameters: � is equal to 0.5 from linear response theory,
adjusted for the presence of OH groups, and � varies from 0.15 to 1.0 depending
on the hydrophobicity of the ligand binding site. 69 < �Eelec > and < �Evdw > are
the average differences between the electrostatic interactions and the van der Waals
interactions in ligand bound and free trajectories. Several values have been proposed
for the empirical parameter �. It has been found out that the more hydrophobic
groups are buried after binding, the more favourable is the binding and the larger
the value of �. 118 This can be justified by the fact that both the solute-solvent van
der Waals energies and the hydrophobic solvation free energies depend on the same
variables (such as the accessible surface area), and that average van der Waals
energies scale almost linearly with solute size. 115

LIE calculations have been performed in various systems using different
programs, force fields and computational procedures, and the resulting optimiza-
tions can vary considerably. 117– 126 Although different protocols are needed for
different systems, a significant part of the large variety of parameter values obtained
is dependent on the computational procedure used.117 One of the critical technical
issues in this type of calculations seems to be the treatment of electrostatic inter-
actions, at least for charged ligands. The implementation of boundary conditions,
cutoffs, sampling time and system neutrality is thus of considerable importance, as
well as ensuring compatibility of the simulations of the bound and free states with
respect to electrostatic solvation energies. 116 An interesting extension of the LIE
method that employs the surface generalized Born model of Still et al. (1990)127

for the solvent has also been reported.128,129

5. MM-PBSA

Another methodological approach, which has become more attractive in the last
few years for estimating binding free energies of protein-protein complexes, is
the MM-PBSA method (Molecular Mechanics/Poisson-Boltzmann Surface Area).
This method is a fully atomistic approach that combines molecular mechanics and
continuum solvent, and has several appealing features as the possibility of being
applied to a variety of systems not suitable for FEP such as very large protein-protein
complexes. 69,129– 137

In this section, we shall focus our attention on some important points of this
methodological approach to calculate relative binding free energies. It is important
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to have a more comprehensive knowledge about computational simulations, and
therefore we first review the force-field methods existent for all type of complexes
involving proteins, acid nucleic, carbohydrates and lipids, as well as the solvation
models, before giving an overview of the MM-PBSA methodology.

5.1. Force Fields for Bimolecular Simulations

Molecular dynamics (MD) simulations provide a detailed description of complex
systems in a wide range of time and spatial scales. 138 Simulations involve a statistical
uncertainty component as the result of the finite length of the simulation.139– 143 MD
methods generate a series of time-correlated points in phase space by propagating
a suitable starting set of coordinates and velocities according to Newton’s second
equation. This kind of computational simulations are useful in studies of time
evolution of a variety of systems: biological molecules, polymers, or catalytic
materials, and in a variety of states: crystal, aqueous solutions, or in the gas phase.

Molecular Mechanics (MM) force field-based methods represent a major tool
for the theoretical understanding of biomolecular systems.144,145 A force field
is a mathematical expression that describes the dependence of the energy of
a molecule on the coordinates of the atoms in the molecule. It is based in
the observation that different molecules tend to be composed of units that are
structurally similar. A force field is used in structure determination, conforma-
tional energies, rotational and pyramidal inversion barriers, vibrational frequencies,
Monte Carlo and molecular dynamics. Examples of force fields are: Molecular
Mechanic Force Field for Small Molecules (MM2/3/4)146; Chemistry at Harvard
Macromolecular Mechanics (CHARMM)147,148; Assisted Model Building with
Energy Refinement (AMBER)149– 151; Optimized Parameters for Liquid Simulation
(OPLS)152; Consistent Force Field (CFF)153; Valence Consistent Force Field154;
Merck Molecular Force Field 94 (MMFF94);155– 157 Universal Force Field
(UFF)158; Groningen Molecular simulation Program Package (GROMOS);159,160

CVFF, the force field developed at BIOSYM (now ACCELRYS)161; the force field
described by Daggett et al. within Levitt’s simulation program ENCAD.162 Such
force fields have been developed for many types of molecules163– 171 but we will
focus on those applied regularly for biomolecular studies.

The potential energy function applied in most force fields is an additive function
of pairs of atoms such as:
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(6-9)

Equation (9) is a collection of simple functions, which represent a minimal set
of forces that can describe molecular structures. Bonds, angles, and out-of-plane
distortions (improper dihedral angles) are treated harmonically and dihedral or
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torsional rotations are described by a sinusoidal term. In equation (9), the first
four terms represent the intramolecular parameters. 172 l is the bond length, � is the
valence angle, � is the dihedral or torsion angle, � is the improper angle, rij is the
distance between atoms i and j. Kb and l0 are the bond force constant and reference
distance respectively; K� and �0 are the valence angle force constant and reference
angle respectively; K�
 n
  are the dihedral force constant, multiplicity and phase
angle respectively; and K� and �0 are the improper force constant and reference
improper respectively. The last two sets of parameters are the nonbonded parameters
between atoms i and j, with q the partial atomic charges, �ij the Lennard-Jones well-
depth, �ij depending on the atom pair involved and 21/6�ij the minimum interaction
radius used to treat the vdW interaction. Parameterization plays a crucial role in
reproducing the experimental data173 leading to subtle differences between the
different existent force fields. 24,25,174,175 Although not commonly used, equation (9)
can have extra terms, namely the cross terms that describe any coupling between
already existing ones.

Besides the amino acid force fields mentioned above, a number of force fields
have been especially developed for carbohydrates, nucleic acids and lipids. They
follow the same fundamental philosophy used in protein simulations. The nature
of nucleic acids requires a more accurate treatment of the balance between the
conformational energy and the interactions with the solvent. 129,172 Some of the most
important force fields developed for nucleic acids are: parm94149 and parm98/99176

of the AMBER package and CHARMM27177 of the CHARMM package. Other
force fields are also available such as the one developed by Langley178,
GROMOS,179,180 CVFF161 and MMFF.155– 157 When treating nucleic acids it is
important to use methods that smooth the truncation of the long-range electro-
static interactions, either Ewald-like methods (PME181 or PPPM

182
� or simpler

methods like switching/shifting functions. 183 Lipids represent a major challenge,
and therefore current lipid force fields include both all-atom and united extended-
atom models. 184,185 There are course-grain lipid models designed for simulations
of extended lipid bilayers. 186– 187 In the area of carbohydrates, CHARMM,188,189

AMBER,190– 191 and OPLS192 have developed parameters for computational
simulations.

Transferability, using the same set of parameters to model a series of related
molecules, is an important feature of a force field. Concerning the specialized
biomolecular force fields, their transferability varies. For example, AMBER is
more transferable than CHARMM especially with recent efforts on more automated
methods of parameter assignment. 129,193 Essentially the quality of a force field
depends on how appropriate is the mathematical form of the energy expression and
how accurate are the parameters.

5.2. Solvation

Electrostatics and solvation play important roles in the structure and dynamics of
biomolecules, and accurate descriptions of the effects of solvation are indispensable
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for computer simulations of protein-protein complexes. 194– 199 Solvation can be
described as the process of transferring one molecule from a fixed position in an
ideal gas phase to a fixed position in the fluid phase, at constant temperature and
pressure. The effect of a solvent may be divided in “short-range” effects, “mid-
range” effects and “long-range” effects. The “short-range” effects are repulsive
interactions, arising from Pauli’s exclusion principle, 1/r12 dependent, and usually
assumed to be proportional to the volume of the cavity. The “mid-range” effects,
dispersive interactions also called van der Waals contributions, are 1/r6 dependent
and assumed to be proportional to the contact surface area. The “macroscopic” or
long-range electrostatics” effects, involving screening of charges, are 1/r dependent
and responsible for the generation of a dielectric constant different from 1.200

The solvation free energy is the consequence of the transference of a molecule
from vacuum to water and may be written as:

�Gsolvation = �Gcavity +�Gdispersion +�Gelectrostatic = �Gnon-polar +�Gelectrostatic

(6-10)

�Gdispersion is the energy of the van der Waals interactions between solvent and
solute. It is usually favourable for solvation (negative), partially compensating
for the entropic cost. Since the van der Waals interactions decrease quickly with
distance �1/r6�, the first solvation shell contributes mostly to the �Gdispersion, and it
is roughly proportional to the solvent accessible surface area S. �Gcavity is a term
which includes the entropy penalty for reorganizing the solvent molecules around
a solute and the work done against solvent pressure to create a cavity in the solvent
to immerse a solute. The creation of the cavity costs energy, e. g. the loss of
solvent-solvent van der Waals interactions, producing a positive �Gcavity value. The
reorganizational entropy should be correlated with the number of water molecules
in the first solvation shell, because the solvent molecules more affected by a solute
are those in the first solvation shell, and therefore this term is proportional to the
solvent accessible surface area of the solute. Thus, the �Gnon-polar is the free energy
of solvating a molecule from which all charges have been removed (partial charges
of every atom are set to zero), and is equal to the sum of the dispersion and the
cavity energies. �Gelectrostatic is the free energy of first removing all charges in the
vacuum, and then adding them back in the presence of the solvent environment. 201

Electrostatic interactions are long range and critically dependent on the boundary
shape between a solute and solvent.

There are various methods for treating solvation, ranging from a detailed
description at the molecular level to reaction field models where the solvent is
modelled as a continuum method.125

The explicit water models most currently used are TIP3P, TIP4P202, TIP5P203,
SPC and SPC/E.204 The parameters in all models are empirically adjusted so that
they reproduce the enthalpy of vaporization and the density of water. 129 TIP3P
is probably the most commonly used model. However, when selecting a water
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model to use for a particular study the most important is that it is compatible
with the biomolecular force field being used. This approach appears to give
reasonable dynamic and thermodynamic properties with the presently available
force fields. Even though explicit solvent representations offer a high degree of
microscopic detail, they are the most computationally demanding of the solvation
methods.205– 207 To include a large number of solvent molecules explicitly increases
the number of atoms present in the simulation, and places severe limits in the type
of problems that can be studied. However, in explicit solvent simulations, as long
as sufficient conformational sampling is performed, many different aspects that
contribute to relative binding free energies can be included automatically. These
aspects involve changes in the rotational, translational, conformational and vibra-
tional entropy of the partners; entropy changes associated with solvent ordering
around hydrophobic or charged groups; solute conformational strain; changes in
electrostatic and van der Waals interactions within and between the partners and
the solvent; and counterions reorganization.96

However, to overcome the limitations of explicit solvent simulations especially
the elevated computationally cost and to allow the calculation of the �Gsolvation,
a high number of implicit solvation models for proteins have been developed that
combine an empirical force field for the molecular solute interactions in vacuum
with a solvation correction. Implicit solvent methods such as Poisson-Boltzmann
(PB)15,60,73,107,108,194,208– 211 and Generalized Born model (GB)208,212– 214 offer signif-
icant computational savings by implicitly accounting for solvation effects via a
simple dielectric model. 215 The GB model has been widely used and is incorporated
in several molecular mechanics programs. The programs216,217 most extensively
used that solve the Poisson-Boltzmann equation218,219 for a protein-solvent system
are Delphi220, Grasp221 and UHBD.222 The Poisson-Boltzmann equation is given
by the expression:

���
(�r)�

(�r)� = −4��
(�r) (6-11)

Where ��r� describes the electrostatic potential in a medium with a charge density
���r� and a dielectric scalar field ���r�. The Poisson–Boltzmann equation is a second-
order elliptic partial differential equation that can be solved analytically for regularly
shaped solutes and numerically for most irregularly shaped slots in different ways.
For example, in the Delphi program, it is used the Finite Difference Method in which
the solute with its associated charges is mapped on to a grid and the electrostatic
potential due to the presence of a dielectric continuum solvent is determined in
each grid point. In this method, the protein is modelled as a dielectric continuum
of low polarizability embedded in a dielectric medium of high polarizability. 223 It
is assumed that the solvent is a homogeneous medium characterized by a single
dielectric constant with a value usually near 80, which is taken to be equal to the
bulk value for pure water. Separated by an abrupt interface it meets the solute that
is represented as a dielectric body whose shape is defined by atomic coordinates
and radii, and with an internal dielectric constant usually between 1 and 20. The
protein dielectric constant, which accounts for responses to an electric field that are
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not treated explicitly, is an adjustable parameter. 224 It is not a universal constant
but simply a parameter that depends on the model and the relevant region in the
protein. 225

Implicit solvation models are an emergent field, which is widely applied in many
computational simulations with a reasonable time cost. 226– 235

5.3. The MM-PBSA approach fundamental theory

The MM-PBSA method is based on partitioning the free energy into a sum of
enthalpic and entropic contributions. 48,236 It describes the free energy of the complex
and respective monomers as a sum of the internal energy (bond, angle and dihedral),
the electrostatic and the van der Waals interactions, the free energy of polar
solvation, the free energy of nonpolar solvation and the entropic contribution for
the molecule free energy:

Gmolecule = Einternal +Eelectrostatic +Evdw +Gpolar solvation +Gnonpolar solvation −TS

(6-12)

A fundamental question with the MM-PBSA approach is how to best determine the
contribution from the entropy change237,238 upon binding. The entropy contribution
of ligands to a common protein receptor is often assumed to cancel when the
ligands are of similar size and when the interest is the relative binding free energy.
However, if it is necessary to obtain the absolute binding free energy, the solute
entropic contribution must be determined in a consistent fashion to yield meaningful
results. There are several approaches to estimate the solute entropy, including
the normal-mode analysis239, the quasi-harmonic analysis240– 242 and the quasi-
Gaussian approach.243

One of the most important applications of this method concerns computational
fluorine or alanine-scanning mutagenesis. 129– 131,135,244 As it was already pointed
out, mutagenesis studies allow the determination of hot spots having a major impact
in structure-based drug design. This method is based in a post-processing treatment
of the complex by using its structure, and calculating the respective energies for
the complex and all interacting monomers. To generate the structure of the mutant
complex a simple truncation of the mutated side chain is made, replacing C� by a
hydrogen atom, and setting the C�-H bond direction to that of the former C�-C�.
The complexation free energy can be calculated using the thermodynamic cycle in
Scheme 6-1, in which �Ggas is the interaction free energy between the ligand and
the receptor in the gas phase and �Glig

solv
 �Grec
solv and �Gcpx

solv are the solvation free
energies of the ligand, the receptor and the complex respectively. The first three
terms of equation 12 are calculated with no cutoff. The electrostatic solvation free
energy is that of first removing all charges in vacuum, and then adding them back
in the presence of the solvent environment. 92,201

It is calculated by solving the Poisson-Boltzmann equation with the software
Delphi v.4 or other equivalent software. 107,108,200,245,246 Normally, it is obtained by
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lig
solv− ΔG rec

solv− ΔG cpx
solv+ ΔG

Gbind complexaqreceptoraqligandaq +

Ggas
complexgasligandgas  + receptorgas ⎯⎯ →⎯

⎯⎯ →⎯

Scheme 6-1. Thermodynamic cycle used to calculate the complexation free energy

taking the difference between suitable states, in reaction field energies. This means
that it has got to be solved twice, once in vacuum and a second time for the desired
solution environment:

�Gelectrostatic = 1
2

∑
qi�

80
i −t

i� (6-13)

However, there is in the DelPhi package245, an alternative way to calculate the
electrostatic solvation free energy based on the concept of induced charges, which
is obtained with a simple Coulomb calculation between the induced charges and
the real charges as if they were in vacuum. The first method of calculation uses two
runs, with the grid positions for both real and induced charges. The second method
uses the actual position for real charges and the optimized position for induced
charges, and utilizes the surface of the molecule where no fixed charges are present,
to calculate the potential without requiring a second finite-difference run.

The nonpolar contribution to solvation free energy, due to van der Waals inter-
actions between the solute and the solvent and cavity formation, is modelled as
a term that is dependent in the solvent accessible surface area of the molecule.
It is estimated using an empirical relation: �Enonpolar = o	A + b, in which A is the
solvent-accessible surface area and is calculated with programs based on an idea
primarily developed by Mike Connolly. 247 o and b are empirical constants with
values 0	00542 kcal Å−2 mol−1 and 0	92 kcal mol−1 respectively. The cavity term
equals the work to create the cavity against the solvent pressure and the entropy
penalty associated with the reorganization of solvent molecules around the solute.
Therefore, the linear dependence of A can be explained by the fact that the solvent
molecules more affected by this reorganization are in the first solvation shell,
and this number is proportional to the accessible surface area of the solute. The
solute-solvent van der Waals interaction energy falls off rapidly with distance and
is consequently dependent upon the number of solvation molecules present in the
first shell.

At this point it is necessary to emphasize that the success rate of this method is
dependent on the protocol used. As it is resumed in Scheme 6-2, many different
approaches have been tried.71 They vary from a static to a dynamic analysis of the
complexation process. 71,134,248
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Simulation
Type 

Dynamics Minimization

Vacuum 
Explicit
Solvent  

Implicit
Solvent  

Implicit
Solvent  

Explicit
Solvent  

Cap + Reaction field Cap Box

Scheme 6-2. Resume of the Methodological Approach for Computational Alanine Scanning Mutagenesis

The simulation protocol can vary also from the use of implicit or explicit solvation
models. The MM-PBSA method by Massova/Kollman130,135 is a full atomistic
method that, although not accurate enough in the original implementation, unlocked
the possibility for the development of a newly improved methodology. In Scheme 2
we present a resume of our own computational alanine scanning study.70,71 Initially
we have tried different solvent representations (explicit or implicit), and different
internal dielectric constants for proteins (� = 1–15). Subsequently, we have tried
protocols with a different number of dynamics simulations trajectories. Finally, we
tried a less expensive method, a minimization approach. After careful analysis of the
results we concluded that what gives a higher success rate are MD simulations using
the Generalized Born Solvation model. A set of different internal dielectric constants
used to calculate the first 3 terms of equation (12) as well as the free solvation
energy is used, depending on the type of amino acid that is mutated. Therefore,
for the charged amino acids (aspartic acid, glutamic acid, lysine, arginine) and
histidine a constant of 4 should be used, for the remaining polar residues (aspargine,
glutamine, cysteine, tyrosine, serine and threonine) not ionized at physiological
pH the internal dielectric constant should be 3, and for the non-polar amino acids
(valine, leucine, isoleucine, phenylalanine, methionine and tryptophan) the internal
dielectric constant should be 2. The different internal dielectric constants mimic the
different degrees of relaxation of the interface when different types of amino acids
are mutated for alanine.70,71

Wang et al. developed a Virtual mutagenesis (VM) method in 2000 which
evaluates the relative free energy upon amino acid mutagenesis. It consists in taking
one snapshot that has the closest binding free energy to the average binding free
energy value obtained from the MD trajectory, and making mutations by a fast
screening procedure. For each mutation, a systematic conformation search for a
total of 100 conformations is performed. Only those conformations with no steric
clash with other atoms are further investigated. Each surviving conformation is
minimized with a distance dependent dielectric constant while all other residues
in the molecule are kept fixed. The binding free energy is then calculated using
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MM-PBSA. The final binding free energy for each mutation is the average value
for all rotamers. 133

A procedure, conceptually similar to the MM/PBSA70,71,113,114,129– 131,249– 252

approach, was developed. A simpler energy function87,253,254 was used in conjunction
with Monte Carlo simulations255– 257 to sample the conformational space and
adequately describe the multitude of the low-energy states available to the system.
The resulting conformational states are evaluated with a detailed free energy model,
which includes the molecular mechanics AMBER force field258 and the solvation
energy term based on the continuum generalized born model and the solvent acces-
sible surface area (GB/SA) solvation model. 259– 265 To represent alternate protein
conformations it was applied a simulation approach to model ligand binding with
the ensembles of multiple protein conformations. This method can account for
protein flexibility by considering a finite number of protein states that have signif-
icant differences in both side-chain and main-chain conformations. Although the
two methods give good qualitative results, the MM-PBSA approach can be used
more accurately for a quantitative analysis. 4

MM-PBSA, wherein only the initial and final states of the system are evaluated,
is computationally less expensive than free energy perturbation methods, making it
suitable for a greater variety of systems and problems, and representing a promising
direction for evaluating binding affinities. 67,129

6. FREE ENERGY PERTURBATION (FEP)
AND THERMODYNAMIC INTEGRATION (TI)

Free energy perturbation (FEP) and thermodynamic integration (TI) methods266– 273

have been successfully applied to predict the binding strength of proteic
complexes. 91,266 These rigorous methods yield accurate free energy differences
relying on equilibrium sampling of the entire transformation path, from an initial
to a final state. 204 They are implemented numerically and utilize a thermody-
namical cycle, and the fact that the free energy is a state function. Thus, sufficient
statistical sampling must be carried out which turns them computationally very
intensive and limits their use in screening effects of a large number of struc-
tural perturbations. 266,272,274– 281 These methods follow the thermodynamic cycle in
Scheme 6-3:

C1L1 + P ⎯⎯ →⎯ΔG

L1→L2 L1→L2Δ ΔG

C2L2 + P
2

⎯⎯ →⎯ΔG

1
b

psolv

b

Scheme 6-3. Thermodynamic cycle used to calculate the relative free energies between two ligands that
bind to the same protein
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In agreement with Scheme 3 the free energy of binding is defined by equation (14)
as a difference between the binding free energy for ligand1 �G1

b and ligand2 �G2
b,

with the �Gsolv and �Gp the non-physical transmutation free energies from ligand1
to ligand2 in free and bound states, respectively:

��G = �G1
b −�G2

b = �GL1→L2
solv −�GL1→L2

p (6-14)

FEP calculations use the formulation present in equation (15):

�G = −RT
N−1∑
i=1

ln
〈
exp�−H��i+1�−H��i�

RT
�

〉
�i

(6-15)

�G is the free energy difference between two states L1 and L2. The transformations
are made by using a coupling parameter � such that � = 0 corresponds to one
ligand and � = 1 to the other. H(�i) represents the Hamiltonian of system �i and
<>�i indicates an ensemble average. After deciding the simulation protocol (length
of trajectories, equilibration, number of �-points and their spacing) the difference
between TI and FEP resides in the formula chosen to evaluate the relative free
energy.48 Therefore, within TI, the average of derivatives of the hamiltonian at each
�
 H���, are calculated and then numerical integration is used over � to calculate
the free energy difference between two states. The TI method follows equation (16):

�G =
1∫

0

〈
�H���

��

〉
d� (6-16)

Molecular dynamics free energy simulations (MDFE)282,283 use the FEP and TI
methodologies. The MDFE results provide the opportunity to rank the impor-
tance of different amino acids to complex formation and to decompose the energy
in their different types of terms of differential binding.282 Molecular dynamics
simulations together with Poisson-Boltzmann free energy calculations (PBFE)284,285

represent a less expensive alternative to MDFE, suitable for examining multiple
active site mutations. 130 They are useful to complement MDFE results if they are
available. 286,287 MDFE, an alchemical transformation of the ligand or protein is
present, and in contrast, in PBFE a chemical binding reaction is studied. Good
agreement was found (1 kcal/mol) between MDFE and PBFE when an internal
dielectric constant of four was used.282

The increasing number of applications of free energy calculations has shown that
the use of these methods is not as simple as expected. One of its severe limitations is
the sampling of the conformational space,288 which must be long and in the correct
region of space. Thus, large efforts for improving this methodology have been
made, especially in improving the treatment of long-range electrostatic interactions
and molecular polarization.48,129 However, combined with other modelling tools,
free energy calculation methods can be used in a broader range of research, such as
to evaluate stability of folding structures, to determine hot spots in protein-protein
interfaces and to design new therapeutic drugs. 67,129
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7. PROFEC AND OWFEG

PROFEC (pictorial representation of free energy changes)289 is a methodological
approach that provides a rapid estimate of docking free energy changes for modified
ligands, based on a grid around the ligand determined by FEP analysis of a single
MD trajectory of the complex, according to the traditional FEP equation:

�Gins�i
 j
 k� = −�−1 ln < exp�−��v�i
 j
 k�� >0 (6-17)

in which �v�i
 j
 k� is the van der Waals interaction energy between the particle and
the surrounding atoms. The electrostatic contribution can be examined by calcu-
lating the derivative of the binding free energy with respect to charge at each grid
point, under the assumption that a particle has already been inserted. Two MD
simulations, one of the protein-ligand complex and one of the ligand in solution
are performed, and the free energies of all grid points are then displayed as contour
surfaces around the protein. This PROFEC method could quantitatively suggest
relatively more favourable regions for molecular change, and was shown to be
promising.289 Typically, PROFEC should be used in combination with one of the
more detailed approaches such as traditional FEP, LIE or MM-PBSA to compu-
tationally validate the changes suggested prior to experimental design. However,
PROFEC has limitations such as its inability to evaluate free energies when multiple
sites are modified or when modifications induce large conformational changes. 48

The one-window free energy grid (OWFEG)129,290 methodology also utilizes a
single-window �� = 0� trajectory to create a grid from FEP to added probe atoms,
but has introduced two modifications in the PROFEC approach. First, each grid
point undergoes translation and rotation along with the atom of the ligand, taking
into account the possible flexibility in the ligand by allowing the grid points to drift
as if they were connected to the ligand. Second, three probes with neutral, positive,
and negative charges were used instead of only a neutral probe to examine the
desirability of introducing charged groups along the grid, providing suggestions as
to what type of charges should be placed at that grid point. 48

8. � - DYNAMICS AND CHEMICAL MONTE
CARLO/MOLECULAR DYNAMICS (CMC/MD)

The most time-consuming and rigorous methods are based on molecular force
fields and involve slow gradual transformations between the states of interest using
either molecular dynamics (MD) or Monte Carlo (MC) simulations for generating
ensemble averages. 291

Molecular dynamics (MD) and Monte Carlo (MC) methods have provided
dynamic and atomic insights to understand complex biological systems. Thus,
many techniques such as the �-dynamics and the chemical Monte Carlo/Molecular
Dynamics (CMC/MD) method have been developed to improve their efficiencies. 129

Inspired by the work of Tidor (1993)292,293, Kong and Brooks (1996)93 have
proposed a new approach to multiple state free energy calculations. It is a variant
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of free energy simulations called �-dynamics, that simulates a group of several
molecules and directly yields estimates of their relative binding affinity in only a
single run of simulation.93,276,277,294– 296 This method uses MD to propagate both
the atomic coordinates and the chemical space (coupling parameter). It is, however,
possible to use MC in order to sample the coupling parameter stochastically
combined with MD for propagating the atomic coordinates.

The methodology is based on the idea that multiple ligands will compete for a
common receptor based on their relative free energies, and that this can be explored
using multiple copy simultaneous search approaches297, providing a route to assess
several free energies. Equation (18) in which the coupling parameter � is treated
as a dynamic variable, is used in this method:

V����� = Venv +
L∑

i=1

�2
i �Vi −Fi� (6-18)

where L is the total number of ligands, Venv is the interaction involving the
surrounding atoms, Vi is the interaction involving any of the atoms in ligand i
 �i

is the coupling parameter and Fi is a reference energy. In traditional free energy
calculations a coupling parameter �, provides the link between the initial and the
final systems. In most free energy simulations, � varies from 0 to 1. However, the
�-dynamics technique considers � to be another particle in the simulation.

The chemical Monte Carlo/Molecular Dynamics (CMC/MD) methodology95,279,280

was developed by Pitera and Kollman in order to rank binding affinities for
several ligands in a single MD simulation, and is conceptually similar to the �-
dynamics. In a CMC/MD calculation, there are two parts of the simulated system:
the surroundings and the Monte Carlo region. The MD is used to sample confor-
mations of each ligand, and the MC is used to sample chemical space of all
ligands.292,298 The Metropolis algorithm299– 301 (generates a random walk of points
distributed according to the Boltzmann probability distribution) is used to determine
whether the substitution is accepted. At the end of the simulation, free energy
differences between ligands are given by the ratio of the populations of each ligand.95

Both �-dynamics and the CMC/MD have been successfully used to estimate
relative binding free energies of similar compounds129,280. However, it is difficult
to control the actual spatial coordinates for different ligands since in practice
they cannot be allowed to drift away from each other. Restraining the various
ligands to each other294,295 can overcome this limitation, but impose other limitations
concerning the amount of conformational space that can be explored.48

9. CONCLUSION

Most protein-protein binding energies are related only to a group of a few amino
acids at intermolecular protein interfaces: the hot spots. The characterization of the
energetics of molecular complexes, especially the detection of these hot spots is
essential to structure-based drug design.
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The capacity of predicting protein-protein hot spots, and the characterization and
understanding of the physical foundations of affinity and specificity of the complex
interaction, prior to the experimental design, is crucial in computational biochem-
istry. To apply a quantitative model for the determination of the relative binding
free energy upon mutation of residues in protein-protein interfaces complements
experimental analysis, and adds molecular insight to the macroscopic properties
measured therein. An important advantage of computer simulations over experi-
ments is the possibility of decomposing the binding free energy into contributions
of the various energetic factors.

A huge amount of methods with different levels of rigor and speed are accessible
to measure the relative binding free energy upon computational mutagenesis. These
algorithms can be divided essentially in two types: (a) empirical functions or simple
physical methods and (b) fully atomistic methods. Empirical methods in conjunction
with simple physical models are fast methodological approaches but usually at
the cost of accuracy and versatility by neglecting important components of the
binding free energy. Methods that are more sophisticated such as full atomistic
simulations rely on the adequate realistic sampling of the conformational space
of the complex and the free molecules, which requires accurate force fields and
simulation protocols. We have highlighted the new possibilities of the improved
MM-PBSA approach.70,71 This improved all atom method can nowadays be applied
to an alanine scanning mutagenesis study of a complete protein-protein interface
presenting a high success rate. Being a fully atomistic method it also opens the
possibility of a predictive behaviour (essential in computational biochemistry).
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SUBSTRATE-ENZYME INTERACTIONS FROM MODELING
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Abstract: Isotope effects provide a powerful tool for learning structures of transition states,
species that are not amenable for direct observation. In the case of enzymatic processes,
however, their application for the purpose of transition state structure elucidation is often
obscured by reaction complexity. However, experimental measurements of isotope effects,
enhanced by theoretical QM/MM modeling of the chemical step of enzymatic catalysis,
allows study of the changes that occur upon conversion of substrates to transition states.
Information obtained about the nature of specific interactions within the active site of an
enzyme may be used for practical purposes. In this communication we will summarize
studies of haloacid dehalogenases, ornithine decarboxylase, and methylmalonyl-CoA
mutase to exemplify these studies. Studies of transition state structure will also be
presented for purine nucleoside phosphorylases (PNP). Experimental measurements of
kinetic IEs for this enzyme together with theoretical analysis of their values led to rational
synthesis of new inhibitors of this enzyme. The application of transition state theory to
PNP has led to the most potent and specific inhibitors known for this important enzyme

Keywords: QM/MM calculations, isotope effects, rational drug design, PNP, purine nucleoside
phosphorylase, DADMe, Immucillin, nucleosidase, transition state analogue

1. INTRODUCTION

The amazing rate enhancement observed in enzymatic catalysis results from stabi-
lization of the transition states and/or destabilization of the substrates. These effects
are achieved by interactions of the reactants with the protein residues. Depending
on the particular reaction some interactions may play a dominant role, or many
different types, such as electrostatics, hydrophobic interactions, geometric distortion,
or hydrogen bonds, may concurrently contribute to catalysis. Understanding these
interactions is the key factor in exploiting enzymatic reactions for the purpose

341

W. A. Sokalski (ed.), Molecular Materials with Specific Interactions, 341–363.
© 2007 Springer.
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of medicine, bioremediation, industrial applications, and other uses. For stable
molecules a plethora of physicochemical methods is available to extract infor-
mation for atomic interactions. For short-lived intermediates and in particular for
transition states the arsenal of chemical tools is much more limited. Two recently
developed approaches used separately or together are most promising. One of these
is molecular modeling in which catalytic mechanism is approached theoretically.
The other is the use of isotope effects; especially kinetic isotope effects (KIEs)
because their magnitudes can be directly related to properties of transition states.
In this communication we present aspects of using these two tools. We first show
how molecular modeling and isotope effects can be used in learning details of
hydrogen bonds within the active sites of enzymes. Then we illustrate successful
applications of these methods to rational synthesis of biologically active inhibitors.

Regardless of whether hydrogen bonds play a dominant role in an enzymatic
reaction, they are always present in enzymatic systems. In extreme cases the
presence or even direction of a single hydrogen bond may be responsible for a
100-million fold rate enhancement. For example, in penicillin-binding enzymes
that are responsible for the bacterial cell growth the antibiotic binds covalently to
the enzyme. Hydrolysis of this acyl-enzyme complex (deacylation) is retarded in
these enzymes with the consequence of cell death. Active sites of �-lactamases,
on the other hand, bind antibiotics in a similar way but facilitate hydrolysis to
destroy antibiotics and lead to antibiotic resistance. B3LYP/6-31G(d)/OPLS-AA
studies of the deacylation steps in both types of enzymes1 revealed mechanistic
differences in the ability of �-lactamases to preserve a hydrogen bond to an active
site tyrosine (Tyr150) upon acylation, as opposite to penicillin-binding enzymes.
Similarly, energies calculated at the MP2/6-31G(d) theory level on AM1/CHARMM
optimized structures of transition state of chorismate mutase catalyzed isomerization
shown2 that rotation of a hydroxyl hydrogen from Cys75 to Glu78 may contribute
as much as 9 kcal/mol to the stabilization of the transition state.

Both examples also illustrate the state-of-the-art methodology used in molecular
modeling of enzymatic reactions. Due to the size of enzymes quantum-chemical
theory levels cannot be currently applied to whole systems. As the remedy for this
situation the system is usually divided into at least two zones. The smaller one
includes reactants and catalytically important fragments of the enzyme and is treated
at the quantum level. The remaining part, which usually consists of the remaining
part of the enzyme and water molecules, is treated at the molecular mechanics
level. This so called QM/MM approach, suffers from many conceptual pitfalls, 3– 6

but still has proved to be highly successful in studying mechanisms of enzymatic
reactions.

2. BINDING CAN BE REFLECTED IN ISOTOPE EFFECTS

One of the first measures of how strongly hydrogen bonds can be reflected in isotope
effects was the experimental determination of the oxygen isotope effect on binding
of an inhibitor, oxamate, to lactate dehydrogenase. 7 The inverse isotope effect
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Figure 7-1. Model of the NAD-oxamate-LDH ternary complex

of 0.984 for both carboxylic oxygens indicated that these atoms are much more
strongly hydrogen bonded in the enzyme than they are in aqueous solution. These
experimental findings have been rationalized by semiempirical AM1 calculations. 8

The isotope effect has been matched theoretically using three active site residues,
the inhibitor and truncated NAD+ model shown in Figure 7-1 and ascribed to strong,
bifurcated hydrogen bonds from the guanidinium moiety of Arg106 to oxamate,
shown in the center of the figure.

3. ISOTOPE EFFECTS AND HYDROGEN BONDING

Recently, we have modeled9 intrinsic carbon kinetic isotope effects on the
ornithine decarboxylase-catalyzed decarboxylations. Decarboxylations occur from
the pyridoxal 5′-phosphate (PLP) - substrate complexes. These reactions provide a
good model case since a number of 13C kinetic isotope effects for the wild-type
enzyme and its mutants, as well as for physiological and slow substrates, have been
reported.10 Using AM1/CHARMM/MD calculations on nearly 18000-atom models
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we have shown that different hydrogen bonding for the physiological substrate
and the native enzyme compared to systems containing either slow substrate or
mutated enzyme leads to different intrinsic isotope effects. In particular, intrinsic
13C kinetic isotope effects of 1.041, 1.059, and 1.058 were calculated for wild-
type enzyme and ornithine, wild-type enzyme and lysine (slow substrate), and
Glu274Ala mutated enzyme and ornithine, respectively. The difference between the
first value and the remaining two is very large and strongly influences interpretation
of the observed isotope effects. All three transition states occupy similar positions
of the reaction path and are characterized by similar activation barriers. The main
difference between them lies in the different hydrogen bonding to the departing
carbon dioxide. These are collected in Table 7-1. In case of slow substrate and
mutated enzyme only one hydrogen bond has been found that originates from a
water molecule or from the hydroxyl group of PLP. In case of the complex in
wild-type enzyme involving physiological substrate, two such hydrogen bonds have
been found (see Figure 7-2).

Hydrogen bonding networks may also be responsible for the difference in chlorine
kinetic isotope effects on the DL-2-haloacid dehalogenase reaction. This enzyme
catalyzes hydrolysis of both R- and S- stereoisomers of 2-chloropropionic acid.
The experimental chlorine kinetic isotope effects differ by 20% indicating that
reaction complexity masks the intrinsic isotope effect to different extent for the
two stereoisomers or that the intrinsic isotope effects are different for these two
molecules. SM5.4A/AM1 calculations that included three putative residues of the
active site of the enzyme and substrates indicated that the latter explanation is
plausible. The presence of a hydrogen donating group in contact with the carboxyl
group of the R-isomer allows for hydrogen bonding contact to the departing chloride
in the transition state, as shown in Figure 7-3, and lowers the chlorine kinetic
isotope effect.

Observation of a variable number of hydrogen bonds to the active atoms for
two substrates of the same enzyme and for a wild-type and mutated enzyme
described above is new and striking. However, acceleration of enzymatic reactions
by increased numbers and/or strengths of hydrogen bonds at the transition states
have been documented previously. 11 In particular, using AM1/CHARMM calcula-
tions Gao and coworkers12 showed increased hydrogen bonding at the transition
state for the reaction catalyzed by a protein tyrosine phosphatase. Also transient

Table 7-1. Hydrogen bonds (in Å) to the departing carbon dioxide in
PLP-substrate complexes

enzyme wild-type wild-type Glu247Ala
substrate ornithine lysine ornithine

H2O952 2.90(2.69)a - -
H2O88 2.81(3.11) 3.05(2.85) -
PLP - - 2.69(2.64)

a values in parenthesis correspond to transition states
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Figure 7-2. Hydrogen bonds to carboxylic oxygen atoms of ornithine

formation of hydrogen bonds to a transition state or highly reactive intermediates has
been observed in molecular dynamics and AM1/CHARMM calculations. Thiel and
coworkers suggested13 that a hydrogen bond between the amide oxygen of Pro293
and the transferring OH forms temporarily near the transition state. This hydrogen
bond seems to stabilize the transition state and shepherd the reaction. Similarly,
recent studies on a class C �-lactamase14 using Amber and HF/6-31G(d,p) theory
levels showed the steering effect of hydrogen bonds. Increased strength of hydrogen
bonds between a water molecule and Tyr150 in the acylation transition state and
between the substrate, cofactor, and Ser64 in the deacylation transition state has
been found. Both events are associated with a temporary weakening of hydrogen
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Figure 7-3. Orientations of 2-chloropropionate stereoisomers in a model of the DL-2-haloacid dehalo-
genase active stite

bonds from water to the substrate and from the substrate to Ala318, respectively.
This latter hydrogen bond reaches its maximum strength for a short-lived interme-
diate between the two transition states.

Molecular modeling provides possibility of studying interactions within the active
site even when corresponding intermediates are too short-lived to be detected
experimentally. We have examined the hydrogen bonding network in the active
site of methylmalonyl-CoA mutase (MCM). This enzyme catalyzes conversion of
methylmalonyl-CoA to succinyl-CoA via radical intermediates that are initiated
by carbon – cobalt bond homolysis of the B12 cofactor. Details of the substrate
binding pattern are not amenable to experimental scrutiny since the process initiates
homolysis and subsequent chemical conversion of the substrate. Computationally,
however, it was possible to optimize the ternary complex and characterize hydrogen
bonds for this structure, as well as for the transient intermediate, the transition state,
and radical products of the homolysis step. We will describe these challenging
calculations in more detail.

The active site of MCM is described by the model presented in Figure 7-4. The model
was based on the 4REQ15 crystal structure deposited in the Protein Data Bank and
corresponds to the closed and reactive conformation of the enzyme with the reactant
bound to the active site. The model (Figure 7-4) includes all amino acids (1372 atoms)
within 15 Å from the cobalt atom of AdoCbl. Hydrogen atoms, not included in the
4REQ crystal structure, were added using GaussView program.16 The N- and C-
termini were capped with NHMe and C(O)Me moieties respectively, where protein
chains were truncated. The quantum part includes the corrin ring without sidearm
chains, ribose and imidazole as the upper and lower ligands respectively, giving 71
atoms. The remaining part of the cofactor, reactant, and the active site residues were
included in the MM part of the model. The reactant (methylmalonyl-CoA, MCA)
was truncated at the 15 Å boundary of the model. The ‘link-atoms’ formalism17

was used to saturate the shells of QM-atoms covalently bonded to MM-atoms.
Geometry optimizations were carried out using Morokuma’s ONIOM approach

as implemented in Gaussian03.18 QM-atoms (Figure 7-4 as balls) were treated
using Turbomole’s19,20 spin unrestricted procedure with BP86 functional21 and the
def-SV(P) basis set. 22 For the DFT energy and gradients the resolution of the
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Figure 7-4. Model of MCM, balls indicate QM part and sticks indicate the MM part. Hydrogen atoms
and water molecules are not shown

identity (RI) method23– 25 was employed. The MM-atoms were treated using the
Amber force field. 26 Missing parameters for vitamin B12 were taken from literature,
27 while for the truncated substrate were generated on the basis of B3LYP/6-31G(d)
optimization.28– 31

The resulting wild-type model was also explored by a mutation Tyr89Phe.
The mutant was fully optimized at the same theory level. On wild-type enzyme,
relaxed potential energy scan (PES) calculations along the cobalt – carbon bond
were carried out with steps 0.15 Å. We observed that the PES reached a maximum
followed by a drastic drop indicating a discontinuity in the energy profile. We
performed transition state searching, starting from the points on both sides of the
discontinuity. The transition state (TS) for the homolysis step was characterized
by only one normal mode with an imaginary frequency. This mode corresponds to
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cobalt – carbon bond breaking. This assignment was confirmed by IRC calcula-
tions which located stationary points. It revealed that the product (P) is the radical
pair resulting from homolysis. The other stationary point of the IRC path was an
intermediate (I) that differs from the wild-type in dAdo conformation.

Mancia and Evans15 suggested that binding of the substrate to MCM causes
conformational changes during which the most significant movement is associated
with Tyr89. According to investigations on the Tyr89Phe mutant, 32 the loss of
interactions involving the hydroxyl group of Tyr89 and substrate molecule increased
the rearrangement barrier between substrate- and product-derived radicals. Vlasie
and Banerjee33 studied the role of Tyr89 in acceleration of cobalt – carbon bond
homolysis by creating two mutants Tyr89Ala and Tyr89Phe. They observed that
both mutants have significant influence on homolysis and subsequent substrate
radical generation. Moreover, Tyr89Phe mutation caused the lost of catalytic activity
of MCM and Tyr89 was found to be the major factor accelerating cobalt – carbon
homolysis rate.

McDonald and Thornton34 studied hydrogen bond criteria in proteins and
proposed empirical rules of hydrogen bond identification: D−A < 3�9 Å� H −A <
2�5 Å� D−H −A > 90�0�� AA −A −D > 90�0�� AA −A −H > 90�0�. Based on
those rules, we identified atoms which may participate in stabilization of the active
site of MCM by forming hydrogen bonds with reactant (MCA) and dAdo molecules
in the four structures described above: wild-type, TS, P and Tyr89Phe. Distances
hydrogen – acceptor are collected in Table 7-2 for all models and Figure 7-5
illustrates the hydrogen bonds.

MCA is held in place by Arg207, His244 and Tyr89. The planar guanidinium
group of Arg207 participates in hydrogen bonds with the carboxyl group of MCA.
One of the two NH2 groups and the NH group donates two hydrogens in the
‘wild-type’ model. The most significant changes in hydrogen bond network were
observed in Tyr89Phe. MCA looses one bond with Arg207 and all bonds with
His244. His244 is a hydrogen donor for carboxyl and carbonyl groups of MCA in
a ‘wild-type’ model. Arg207 forms a new hydrogen bond with the side arm amide

Table 7-2. Distances between hydrogen – acceptor (H–A) in Å

wild-type TS P Tyr89Phe

Arg207 –NH MCA�COO−� 2.10 - - -
Arg207 –NH2 MCA�COO−� 1.81 1.88 2.07 1.95
His244 MCA�COO−� 2.15 1.69 1.69 -
His244 MCA(=O) 2.00 - - -
Tyr89 MCA�COO−� 1.76 1.84 1.70 mutated
Tyr89 H2O170 1.76 1.80 1.79 mutated
Phe117 amid H2O170 - - 2.29 -
Arg207 –NH2 amid-cor - 2.40 2.10 2.15
Tyr243 –OH Thr331 =O amid 1.70 1.68 1.68 1.69
Tyr243 –OH H2O576 2.09 - - 1.98
dAdo –OH H2O576 - 1.89 1.87 -
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Figure 7-5. Hydrogen bonds identified in the active site of MCM models

group of the corrin ring. The loss of one hydrogen bond by MCA as a consequence
of Tyr89Phe mutation causes its distortion and orientation changes (see Figure 7-6).
Tyr243 participates in a weak hydrogen bond with the amide oxygen of Thr331
and with crystallographic water H2O576 in the ‘wild-type’ and Tyr89Phe mutant.

Starting with the ‘wild-type’ enzyme we observed significant changes in the
hydrogen bond network in the active site only between the starting model and inter-
mediate I. Since there were no significant differences in hydrogen bonds between
structures of intermediate I and the transition state TS, only the TS is shown in
Table 7-2. The substrate molecule loses two H-bonds, one with Arg207 and one
with His244. As the second Arg207 bond weakens, the bond with the corrin amide
arm strengthens. This bond does not exist in the ‘wild-type’ model but is formed as
a weak bond in intermediate I and the TS, and is the strongest in the product P. Also
the bond between MCA�COO−� and His244 becomes stronger. His244 creates the
strongest hydrogen bond with carboxyl group of MCA. We did not observe any
significant changes in bonding of Tyr89 with carboxyl group of MCA, but it slowly
loses the H-bond with crystallographic water H2O170 in the favor of a weak bond
with the Phe117 amide, which is present only in product P. The reactant molecule
is strongly held in place by a hydrogen bond network in opposition to dAdo, which
is bonded only with one crystallographic water H2O576. It is worth noting, that
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Figure 7-6. Overlay of the active site residues in ‘wild-type’ MCM (coloured in green), TS model (red)
and Tyr89Phe (blue)

creation of the dAdo - H2O576 hydrogen bond occurs simultaneously with disap-
pearance of the Tyr243 - H2O576 bond. Tyr243 creates a strong hydrogen bond
with the Thr331 amide, which is stable during the full reaction.

Computational QM/MM studies presented thus far provide better understanding
of enzymatic catalysis and description of interactions within the active sites.
Comparison of experimentally determined isotope effects with corresponding values
predicted theoretically serves to indicate that theoretical methods yield meaningful
results. In the remaining part of this contribution we will show how information
about properties of the transitions state gathered collectively from molecular
modeling and measurements of kinetic isotope effects can be effectively used in
devising new compounds with therapeutic applications.

4. PURINE NUCLEOSIDE PHOSPHORYLASE – MULTIPLE KIEs
STUDY AND TS ANALOGUES DESIGN

The purine nucleoside phosphorylases (PNPs) are N-ribosyltransferases (Figure 7-7)
where transition state analogue design on the basis of kinetic isotope effects
analysis has had success. The inhibition of phosphorylation catalyzed by human
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PNP suppression of T-cell division and is considered to be crucial for T-cell
derived cancers, autoimmune disorders or graft versus host disease treatment. 35– 37

Plasmodium falciparum �P� f�� PNP has also been considered as a target for
antibiotic design, especially where malaria drug resistance is increasing. The main
source of purine for this purine auxotroph is hypoxanthine formed from inosine
phosphorolysis catalyzed by PNP. Thus, parasites are sensitive to PNP inhibition.
It was shown that blocking of PNP activity causes parasite death in erythrocyte
cultures. 38– 40 However it is unknown if the inhibition of the parasite isozyme alone
is sufficient for therapy or if inhibition of the human host PNP is also required for
parasite death. Specific inhibitors could help to answer this question, so analysis
of transition state properties and design of specific analogues for those enzymes is
important.

The transition state of bovine PNP was solved previously by multiple kinetic
isotope effect analysis revealing partial bond order to the leaving group and very
low bond order to the phosphate oxygen nucleophile. 41– 45 Despite of the substantial
sequence similarity (86 %) between human and bovine PNP their transition states
look different as concluded from kinetic isotope effect analysis (Figure 7-8). The
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P. falciparum PNP also proceeds through a TS different than bovine however
similar to human isozyme. The TS properties and their interactions in the active
site obtained from KIEs analysis provide useful information for inhibitor design.

4.1. What do KIEs Tell us about the TS Properties and its Interactions
with Enzymes?

4.1.1. Primary carbon KIE – insight into the strict reaction center

The most important and highly informative KIE for transition state structure deter-
mination in nucleophilic substitution is the primary 14C KIE at the electrophilic
center. It is expected to be unity for fully dissociated SN1 transition states but to be
in the range of 1.02 to 1.04 for borderline SN1 reactions or highly expanded SN2
mechanisms and to approach a maximum of 1.13 for symmetric concerted nucle-
ophilic transition states. 41 The measured 1′-14C kinetic isotope effects for human
and P�f� PNP isozymes is near unity (1.002 and 0.996) consistent with a 1′-14C
equilibrium isotope effect for formation of an isolated ribocation. Thus, the TS
has weak interactions of C1′ with the leaving and attacking groups46 at distances
greater than 3.0 Å, a distance corresponding to insignificant bond order.

This is a hint for TS analogue design suggesting that the leaving group mimic,
should be separated from anomeric carbon by approximately 3.0 Å. The long
distance of the C1′ carbon to the leaving group, as well as to the attacking nucle-
ophile was confirmed by the 1′-14C kinetic isotope effect calculation at B1LYP/6-
31G(d) theory. Residual N9-C1′ bond order of 0.095 and nucleophile O-C1′ bond
order of 0.040 at the TS gave a large 1′-14C KIE value of 1.11 and 1.10 for either
unprotonated or protonated N7 nitrogen at the transition state (Figure 7-9). Thus,
the measured 1′-14C KIE of unity matches the calculated equilibrium isotope effect
(EIE) of 1.0024 between free inosine and free oxacarbenium ion formed via a SN1
mechanism, modeled at B1LYP/6-31G(d) theory.

4.1.2. Hydrogen KIE as a more sensitive probe for TS structure

Although primary carbon isotope effects tell us much about the nature of the
electrophilic reaction center, the hydrogen isotope effects are more informative
with regard to direct interactions with atoms of the active site. The 1′-3H KIE
depends on carbon hybridization, as well as being sensitive to noncovalent and
remote van der Waals interactions. Large �-secondary hydrogen KIEs for human
(1.184) as well as for P. falciparum PNPs (1.116) are in a similar range as other
N-ribosyltransferases including bovine PNP (Figure 7-8) and are consistent with
dissociative mechanisms where sp3 to sp2 rehybridization of C1′ gives increased
freedom to the out-of-plane bending mode, causing vibrational “looseness” around
H1′. 47 In contrast, small �-secondary hydrogen KIE indicates SN2 transition
states48 as recently obtained for thymidine phoshorylase catalyzed arsenolysis of
thymidine.49

The �-secondary 1′-3H KIE has the most striking difference of 7% between
human and P� f� PNP isotope effects. We have concluded that the vibrational
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Figure 7-9. Oxacarbenium ion transition state, Immucillin-H and DADMe-Immucillin-H are shown.
The nomenclature - “DADMe” is (4′-Deaza-1′-Aza-2′-Deoxy-1′,N-9-Methylene)-Immucillin-H. On the
right, the molecular electrostatic potential surfaces (MEP) for the oxacarbenium/hypoxanthine pair at the
transition state, Immucillin-H and DADMe-Immucillin-H are shown. MEP were calculated at HF/STO-
3G theory level for optimized geometry at B1LYP/6-31G(d) theory level and visualized by Molekel 4.0
at electron density of 0.008 electron/bohr

environment at the transition state of P� f� PNP is stiffer (lower KIE) than for human
PNP. It is difficult to determine what causes such a difference. However, it was
proposed to originate from H1′ hydrogen bond interactions with peptide carbonyl
oxygen of Ser91 in P� f� PNP (distance 3.33 Å) or Ala116 in human PNP (distance
4.02 Å), localized near the C1′ carbon of the transition state analogue crystallized
in the catalytic site. 50 The unpolarized 1′-hydrogen of inosine is a poor candidate
for hydrogen bond formation, however the strongly polarized 1′-C-H bond in the
oxacarbenium ion transition state is a better proton donor for the carbonyl oxygen.
This interaction could suppress the �-secondary 1′-3H KIE through a stiffened
vibrational environment. Computational modeling with a single carbonyl oxygen
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fixed at 3.3 Å from the H1′ hydrogen was unable to reproduce such an influence
on 1′-3H KIE value. However, that distance is taken from the stable transition state
analogue complex rather than an actual transition state.

4.1.3. The nitrogen KIE of the leaving group – can it predict protonation
state required for tight binding?

The isotope effect of polar nitrogen atoms is a good probe for conjugated bond
order patterns influenced by hydrogen bonding and protonation state in the active
site even if protonation is remote. The appropriate hydrogen bond network is crucial
to achieve tight binding of a TS inhibitor. Although the contribution of a single
hydrogen bond may be only around 2–4 kcal/mol, the effect of hydrogen bond
formation appears to be a cooperative process and loss of one of them may disrupt
the whole hydrogen bond network resulting in large increases in the dissociation
constant. 51

The 9-15N leaving group kinetic isotope effects (1.019) of P� f� PNP in
comparison to human isozyme suggests a more vibrationally constrained P� f� PNP
transition state around the purine. The 9-15N KIE of 1.029 obtained for human PNP
is in good agreement with the theoretical equilibrium isotope effect for hypoxan-
thine formation (1.025) computed at the B1LYP/6-31G(d) level of theory. Thus the
interaction between leaving hypoxanthine and electrophilic C1′ carbon is negligible,
as is also confirmed by the unity 1′-14C KIE. Low 9-15N KIE to the leaving group
shows bond order preservation to the nitrogen and it can be accomplished either by
bond order to the electrophilic C1′ carbon or via bond reconjugation in a dissociative
SN1 mechanism where N7 nitrogen protonation causes double bond formation to
the N9 nitrogen. The small value of 9-15N KIE for P� f� PNP and bovine PNP is
attributed to the leaving group effect and leaving group activation. Proton transfer to
the N7 nitrogen contributes to low KIE via conserved net bond order to N9. Neutral
purine is a better leaving group than its ionized form. Restraints imposed on the
leaving hypoxanthine by interactions with the active site together with protonation
of N7 facilitate oxacarbenium ion stabilization at the transition state. 52 This is an
important piece of information for transition state analogue design. If the leaving
group is activated on the way to reach the TS, a proper mimic of the leaving group
interaction may have greater influence on binding. Disruption of stabilizing interac-
tions with the ribose ring in the active site should have a small destabilizing effect
for hypoxanthine analogues than where binding relies upon ribose interactions. In
fact, the 5′-methylthio modification in 5′-methylthio-Immucillin-H does not disable
binding of this TS analogue to the P� f� isozyme although it prevents tight binding
to human PNP.50 Protonation of the N7 nitrogen before oxacarbenium transition
state formation has been experimentally established for P. falciparum PNP by
solvent deuterium isotope effects, where values of 1.6 and 1.3 were obtained for
2.5 mM and 50.0 mM arsenate, respectively. 46 Significantly higher values in the
range of 3–6 would be expected where the proton is in transfer during transition state
formation.53 The higher values obtained for human PNP (1.8 and 2.5 for 2.5 mM
and 50.0 mM arsenate, respectively) however, are still enough small to confirm full
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protonation at N7. The N7 nitrogen protonation state is crucial for tight binding
of TS analogues. Protonation at N7 is an unequivocal requirement necessary for
proper hydrogen bond network formation and low dissociation constants. 51

4.1.4. Unusual remote KIEs – interpretation more obscured

While primary kinetic isotope effects, especially those originating from heavy atoms
are little affected by conformational changes and substrate binding to the enzyme,
the interpretation of secondary hydrogen isotope effects may not be so clear. It
is difficult to unequivocally interpret the 5′-3H IE values of around 6% for P� f�,
human PNPs and many other N-ribosyltransferases. 54 Such a large value has been
attributed to a contribution from 5′-hydroxyl in oxacarbenium ion stabilization at
the stage of TS formation. The lone pair of the 5′-hydroxyl has been proposed to
overlap with 4′-oxygen to polarize its electronic distribution and move electrons
toward the electrophilic center. 55 This interaction causes the carbon-hydrogen bonds
of the 5′-methylene to distort at the transition state and is reflected by the KIE
value. This interpretation has been widely accepted for stepwise SN1 mechanisms
where the 5′-hydroxyl lone pair is involved in cationic center stabilization. However,
interactions in the active site of thymidine phosphorylase require a totally different
explanation for the large remote isotope effect of 1.061. Thymidine phosphorylase
catalyzes inosine arsenolysis via an SN2 mechanism based on the kinetic isotope
effect analysis. 56 The large intrinsic remote secondary 5′-3H IE originates from
binding rather than from approaching the TS.57,58 Thus to properly interpret TS
structure from KIEs we also need to take into account the binding contribution to
extract intrinsic values.

4.1.5. From KIEs to enzymatic transition state analogues design

Enzymatic transition state theory proposes that the enzyme binds the transition
state tighter than substrate in the Michaelis complex by the factor equivalent to the
enzymatic rate enhancement. 59– 61 In the case of chemically stable transition state
analogues, the corresponding energy is captured for binding instead of catalysis and
TS analogue affinity corresponds to the free enthalpy of activation for the reaction
proceeding through the transition state. Enzyme inhibitors representing transition
state analogues are among the most tight binding inhibitors known,62,63 and drug
design based on TS structure is desirable. 64,65 However it should be emphasized
that approaching an “ideal” mimic of the TS by stable analogues is physically
impossible since atom distances in the TS are not in equilibrium, and thus not
reproducible by substitution with covalent bonds. Although TS analogue binding is
weaker than the theoretical limit for real transition states, they are potent enough
to cause physiological effects in extremely small doses. 66

Enzymatic transition state theory permits classification of enzymes for potential
inhibition susceptibility. The simple rule suggests that the higher the catalytic rate
enhancement, the tighter the binding the transition state analogue should be. Hence,
slow enzymes demonstrating a small kcat/kchem is expected to bind weakly to TS
analogues.
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The basic rule of TS mimic design is to reproduce electrostatic and hydrogen bond
interactions of the TS by stable molecules with geometry and electrostatic properties
most compatible to the transition state. The similarity between TS structure and
the analogue is by comparison of molecular electrostatic potential (MEP) surfaces
for the TS and potential TS analogue candidates. 67– 69 Although computational
methods are being improved, the simple Bader’s relationship between bond order
nij and stretching force constants Fij = F1 ·nij between i and j atoms (F1 denotes the
single bond force constant) are the elementary basis of TS structure modeling.54

4.1.6. The PNP case – most successful in inhibitors design

The PNP case demonstrates “pioneer” studies for translation of the knowledge of
TS structure into potential pharmaceutical design and provides rationale for TS
analogue modeling for other enzymes.70,71 The first generation PNP TS analogue is
Immucillin-H which was designed as a TS analogue on the basis of bovine PNP KIEs
analysis (Figure 7-10). The C1′-N9 distance of 1.5 Å in Immucillin-H approximately
mimics that of 1.77 Å determined for the bovine PNP early TS with a 0.32 Pauling
bond order to the leaving group, while the interaction with the arsenate nucleophile is
negligible with a O-C1′ distance of 3.01 Å, corresponding to 0.02 bond order. 41 The
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Immucillin-H binding has two phases with initial loose binding of the neutral form of
the inhibitor followed by protonation at the N4′ nitrogen.72 A slow conformational
changes is proposed to accompany protonation and formation of the tightly bound
ternary complex �EI∗� characterized by an equilibrium dissociation constant �Ki

∗�
of 23 pM.51 The two-phase binding mechanism described as “slow-onset” takes
place only in the case of high affinity inhibitors. 73

4.1.7. DADMe – simple but logic modification leading to great improvement

Our analysis of KIEs for the human and P. falciparum PNP kinetic isotope effects
points to fully developed carbocation at the transition state, e.g. an oxacarbenium
ion (Figure 7-9). Therefore, the leaving group mimic was positioned far from
the iminoribitol ring in the TS analogue. These modifications resulted in the
recently synthesized DADMe derivatives74 of Immucillin-H. The DADMe acronym
is explained in Figure 7-9. This structural motif is based on incorporation of a
methylene bridge between C1′ and N9 and changing the iminoribitol nitrogen
position from 4′ as in Immucillin to the 1′-position and removing the 2′-hydroxyl
for chemical stability. This structure mimics the more dissociative character of the
transition state by extension of the linear distance between C1′-N9 from 1.5 Å to
2.5 Å. The DADMe modification also provides a favorable charge localization to
place the cation at the 1′-position. The pKa of 1′-pyrrolidine nitrogen in DADMe
system is 8.575 and provides the cationic nitrogen to ion pair with phosphate in
the active site of phosphorylases. The N4′ nitrogen of Immucillin-H has a pKa

of 6.972 and is cationic in the active site, however the C1′-C9 distance is only
1.5 Å, not optimal for a fully-dissociated nucleoside at the transition state. The MEP
analysis demonstrates the similarity of the analogues with positive charge at 1′ to
the transition state (Figure 7-9). 46 A crucial feature for tight binding of Immucillins
as well as their DADMe analogues is the protonation state of N7 in the purine
leaving group. Replacement of the N9 nitrogen with carbon in 9-deazahypoxanthine
increases the pKa of N7 to more than 10.72

The strong interaction between the cationic iminoribitol rings of the TS analogue
with phosphate in the active site was established by IR/Raman studies. 76 Although
there is negligible nucleophilic participation by phosphate at the transition state, 46

an ion pair is formed between phosphate and the ribosyl cation both in the transition
state and the transition state analogues.

4.1.8. Specific P� f� PNP inhibitor – only one but found

Similar transition state structures from similar intrinsic kinetic isotope effects do
not necessarily predict the same binding energy for transition state analogues.
For example, human PNP has a kcat of 31.0 s−1 while Plasmodium falciparum
PNP has a kcat of 1.7 s−1 50 so the TS binding potency of P� f� PNP is intrin-
sicly lower. This explains the difference in Immucillin dissociation constants. With
one exception, all of the TS analogues for PNP bind preferentially to the human
isozyme. 5′-Methylthio-Immucilin-H prefers P. falciparum enzyme by a factor of
112 (Figure 7-11). 77 This specificity originates from spatial hindrance around the
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Ki = 2.6 + 0.1 pM;– Ki* = 47 + 3 fM–
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Figure 7-11. 5′-p-Cl-phenylthio-DADMe-Immucillin-A is a femtomolar transition state analogue
for E.coli 5′-methylthioadenosine/S-adenosylhomocysteine nucleosidase (MTAN). Initial �Ki� and
equilibrium �Ki

∗� dissociation constant are shown

5′-carbon, discriminating against the human PNP active site. However, it can be also
proposed that breaking the favorable iminoribitol interactions due to replacement
of the 5′-hydroxyl group causes a decrease of affinity. Human PNP has a stiffer
vibrational environment around leaving group with a larger contribution to inhibitor
anchoring as discussed above for the N9 nitrogen KIE values.

4.1.9. Enzyme substrate interaction from isotope effects - farther
achievements, perspectives and clinical translation

KIEs analysis and its practical application to the design of TS analogues were
recently applied to other enzymes belonging to the N-ribosyltransferase family.
Besides human PNP78 and M. tuberculosis PNP64 inhibitors in the picomolar
dissociation constant range have been revealed for human 5′-methylthioadenosine
phosphorylase (MTAP), an enzyme from the polyamine pathway considered as a
target in proliferative diseases. 79,80

The example of 5′-methylthioadenosine/S-adenosylhomocysteine nucleosidase
from E. coli (MTAN) deserves special attention.71 The analysis of kinetic isotope
effects for this enzyme81 points to fully dissociated oxacarbenium ion transition
state with little involvement of the leaving group and attacking nucleophile water
in a DN

∗AN �SN1� mechanism. Thus the transition state is similar to those
for human and P. falciparum PNPs.46 Recently synthesized 5′-p-Cl-phenylthio-
DADMe-Immucillin-A exhibits a femtomolar equilibrium dissociation constant
of 47 fM, thus MTAN transition state analogues are among the tightest binding
inhibitors ever known (Figure 7-11). MTAN hydrolyzes its substrates to form
adenine and 5-methylthioribose (MTR) or S-ribosylhomocysteine (SRH), hence
it is involved either in the polyamine pathway or in quorum sensing in Gram-
negative bacteria. 70,71 MTAN inhibitors are thus potential candidates to disrupt
crucial bacterial biochemical pathways.
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It is important to emphasize that the insight into transition state – enzyme active
site interactions by KIEs analysis and modeling has a real translation into medicine,
especially in case of the PNPs. DADMe-Immucillin-H (BCX-4208) has recently
entered into clinical trials for psoriasis. 82 Immucillin-H under the name of Fodosine,
is presently in phase II clinical trials for patients with T-lymphocyte derived
proliferative diseases. 36 Although the DADMe motif in 5′-methylthio-DADMe-
Immucillin-H did not improve 5′-methylthio-Immucillin-H binding properties
against Plasmodium falciparum PNP (Figure 7-10), 5′-methylthio-Immucillin-H
remains as the only inhibitor with specificity for Plasmodium falciparum PNP
relative to human PNP. Research on the application of those compounds to malaria
is ongoing.77
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FROM INHIBITORS OF LAP TO INHIBITORS OF PAL
Lessons from Molecular Modeling and Experiment Interface
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Abstract: Computer-aided techniques of rational design of enzyme inhibitors were reviewed. In
silico lead generation and optimization protocols were outlined and several methods of
inhibitor potency estimation by both empirical scoring functions as well as ab initio based
calculations were described. Two representative examples of successful computer-aided
analysis and design of novel, highly potent inhibitors of leucine aminopeptidase and
glutamine synthetase were demonstrated. In addition fully nonempirical and systematic
analysis of the physical nature of enzyme active site interactions has been performed
for series of leucine aminopeptidase (LAP) and phenylalanine ammonia lyase (PAL)
inhibitors. Results derived from ab initio calculations indicate that inhibitory activity
is controlled by interactions with limited number of active site residues. Examination
of entire hierarchy of theoretical models indicates that the inhibitory activity could be
well represented by electrostatic interactions, leading to so called “electrostatic key-lock”
principle

Keywords: Drug design, molecular modeling, agrochemicals, enzyme inhibitors, ab initio, inter-
molecular interactions, leucine aminopeptidase, glutamine synthetase, phenylalanine
ammonia lyase

1. INTRODUCTION

Evidence of the use of medicines and drugs can be found as far back in time
as the first Egyptian dynasty, 3100 B.C. For most of the time drugs had been
used, discovering them was a trial-and-error process, which relied mostly on a
wide variety of plants as sources of active substances. If such an approach to drug
discovery continued, few diseases would be curable today. It is well illustrated by
the fact that natural products make up only a small percentage of drugs in the current
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market. Moreover, when a natural product is found to be active, it is frequently
chemically modified in order to improve its properties.

It was not until the 1960s that some understanding began to develop about
the quantitative relationship between chemical structure and biological activity.
A fundamental assumption for rational drug design is that drug activity is obtained
through the molecular binding of one molecule (the ligand) to the specific portion of
another, usually larger, molecule (the receptor, commonly a protein). In their active
conformations, the molecules exhibit geometric and chemical complementarity,
both of which are essential for a successful drug action. By binding to the target
macromolecules, drugs may modulate signal pathways (e.g. by altering a sensitivity
to hormonal action) or alter metabolism (e.g. by interfering with the catalytic activity
of an enzyme). Most commonly, this is achieved by binding in the specific cavity
of the protein (receptor or active site) and thus preventing an access of the natural
effector(s).

A typical research cycle from defining the target disease to drug marketing
usually requires 10 years, at a cost which may range from 0.3 to 3 billion dollars.
This represents an expenditure, which could be as low as one hundred thousand
or as high as of one million dollars per day. Therefore, any technology that can
shorten this process, make it more efficient, or increase the efficacy and novelty
of the resultant drug is worth to be introduced in this cycle. Computer-aided drug
design offers such a possibility.

Knowledge of biomolecular structures, which is increasing at an explosive rate,
enables to apply computer-aided methods for de novo drug design (so called in silico
drug design). Computer-aided drug design is a comprehensive subject based on the
knowledge of chemistry, biology and computer science. With the help of computer
and the structural information about drugs and their macromolecular targets, this
methodology can guide and assist the design of new therapeutic agents by means of
molecular modeling, theoretical calculation and prediction methods. In a course of
nearly 30 years’ development, computer-aided drug design has shown its potential
advantages and plays a more and more important role in current pharmaceutical
industry. However, modeling of a molecular structure is a complex task, in particular
because most molecules are flexible and have an ability to adopt a number of
different conformations that are of similar energy. Additionally, modeling of the
binding process is also difficult as the characteristics of the receptor, the ligand,
and the solvent have to be taken into account simultaneously. This is why being
so close to realizing the pharmaceutical industry’s dream to be able to design new
drugs from the beginning, no single drug has been designed solely by computer
techniques so far. On the other hand, the contribution of these methods to drug
discovery is no longer a matter of dispute.

Some chemists believe that “organic solvents and computers don’t mix”.
Likewise, medicinal and synthetic organic chemists working in drug discovery
generally tend to toil at the bench, leaving the virtual work of computer-aided
drug design to the theoreticians and synthesis of new molecules alongside with
physiological studies to experimentalists. This could be partly due to the fact that
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most of the theoretical drug design techniques have an empirical character, limiting
chances to systematically obtain a deeper insight into the factors determining drug
activity at a molecular level. However, due to the recent progress in the theory of
intermolecular interactions it is now possible to analyze drug activity from the first
principles of quantum mechanics and to determine the key interactions crucial for
inhibitory activity. In this chapter we present an experience gained by binding the
gap between these two groups of researchers, which in turn enabled to built the
system, in which design, synthesis of new molecules and testing their physiological
activity is done in an “on-line” mode.

2. COMPUTER AIDED INHIBITOR DESIGN

Proteins might be regarded as modular structures assembled from a limited number
of individual building blocks. Although the estimate of a number of proteins in
humans range between 100 000 and 450 000 there is a common agreement that
they fold into a limited number of structures. At present, around 600 fold types
are recognized by classification of structurally characterized proteins available in
protein data banks. In many examples it has been shown that protein families can
have similar folds even though they at first seem to have completely different
sequences. On the other hand, empirical observations confirm that related sequences
have similar folds and enzymes catalyzing a similar reaction utilize similarly built
active sites.

The basic principle of enzyme catalysis, formulated by Linus Pauling in 1946,
is the selective stabilization of the transition state by strong preferential binding of
the latter by an enzyme.1,2 Therefore, stable compounds that resemble transition
state of a reaction act as very effective inhibitors of the enzyme that catalyze the
reaction. Thus, the three-dimensional structure of an active site is crucial for an
understanding of the function of a given protein and certainly helps to design its
new and effective inhibitors. Even more helpful is the knowledge of the structure
of enzyme bound with a slowly reacting substrate or with a potent inhibitor.

Computational tools have become increasingly important in the drug discovery
and design processes. 3,4 Computational chemistry methods are used routinely to
study drug-receptor complexes in atomic detail 5 and to calculate properties of
small molecule drug candidates. 6 Tools from information science and statistics are
increasingly essential in organization and management of the huge chemical and
biological activity databases. At the lowest level the computer models replace crude
mechanical models visualizing complex structures, which much more accurately
reflect molecular reality and are additionally capable of demonstrating motion and
solvent effects. Beyond this, theoretical calculations permit to estimate binding
free energies and to determine the modes of inhibitor binding to target proteins,
using empirical force fields mimicking the electrostatic forces, hydrogen bonds and
hydrophobic interactions of inhibitor fragments buried in enzyme surface areas. In
the cases when a protein structure is not available, quantitative structure-activity
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relationships (QSARs), relating a molecule’s biological activity to its structure and
some more or less arbitrarily selected properties, are successfully used.

The process of discovery of a new clinical candidate for a novel drug consists of
several steps, which have to be iteratively repeated in order to obtain the structure
of high potency with drug-like properties. The first and crucial for the whole project
step is a choice of the proper molecular target of the drug — an enzyme or a
molecular receptor. Then lead generation process and its subsequent optimization
results in some candidates for clinical trials.

2.1. Lead Generation

Once the target is selected, a lead compound has to be found. Lead compound has to
exhibit several features, which make design process easier. It should be a material
with a considerable activity and relatively simple, synthetically accessible structure,
where several potential modifications are possible. The most simple situation is
when a promising lead compound is already known. It could be found by in vitro
screening of a vast library of compounds using simple enzymatic test. On the other
hand, in silico screening could be also used.7 This computer-aided approach has
several advantages. It significantly reduces costs and time of the process as the
real compounds are required only for an experimental testing of candidates selected
from the whole library of structures. However, due to the fact that process of
inhibitor binding to the enzyme is rather complicated and not easily described by
computational methods, in silico screening often generates false (not active) lead
candidates or omits highly potent structures.

Process of computer-aided lead generation consists of several stages (Figure 8-1)
and only a successful completing of each of them can result in a satisfactory
lead compound. In order to perform computational screening, the structure of the
receptor (most often protein) or its model has to be known. Three-dimensional
structures of macromolecules can be obtained by few experimental methods: X-ray
diffraction,8 neutron diffraction or NMR.9,10 Moreover, homology modeling based
on the structures of similar proteins can be performed.11 The second important
step is library generation. It has to contain a large number of three-dimensional
structures of compounds, which are already available or can be easily synthesized.
This library of potential ligands has to be optimally positioned — docked into the
active site of a receptor. In all recent algorithms the structure of a ligand is flexible,
while the structure of a receptor – practically rigid. Theoretically, an application of
flexible receptor model would lead to better results, but practical hit rate is lower
due to the use of fast and thus relatively simple docking methods. Typical approach
is rather the use of the structure of receptor taken from known ligand-receptor
complex. There are several program packages12 performing docking: DOCK,13

GOLD,14,15 FlexX,16 Glide, 17–19 LUDI,20 AutoDock.21 In the next step ligand-
receptor complexes should be evaluated in order to estimate the ligand affinity and
thus obtain an ordered list of potential inhibitors.
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Figure 8-1. Computer-aided lead generation process

Scoring functions are used for computation of ligand affinity to the receptor based
on the structure of the ligand-receptor complex.22 Obtained values should give
the possibility of prediction of experimental activity of the compound. However,
although several attempts have been made to obtain the fast and accurate scoring
function, the scoring problem still does not seem to be fully resolved. Three general
approaches can be found in the literature: empirical scoring functions, force-field-
based and knowledge-based ones.

Empirical scoring function is a weighted sum of relatively simple functions
describing different interactions: hydrogen bonds, ionic interactions, hydrophobic
interactions and binding entropy. All parameters are calibrated using a large set
of ligand-receptor structures with experimentally measured binding affinities. The
examples of empirical scoring functions are Böhm’s LUDI scoring function,23

ChemScore, 24 GOLD,14,25 AutoDock,21 and X-SCORE.26

Force-field-based scoring functions use arbitrary empirical estimates of inter-
action energies obtained by molecular mechanics energy functions. This simple
approximation, which takes into account only enthalpic contribution often correlates
well with the experiment. Solvent effects are described by atom-based solvation
parameters, which are computed for the surface of both ligand and receptor which
is buried upon complexation. DOCK-chemical27 and CHARMm scoring functions
represent this class.
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Another approach — knowledge-based scoring function uses a set of atom pairs
potentials which describes favorable/non-favorable interactions of the atom from
ligand and the atom from receptor. The functions describing these potentials are
derived from interatomic distances distributions constructed using known ligand-
receptor structures by the application of ‘inverse’ Boltzmann law. Examples of
knowledge-based scoring functions are DrugScore28 and PMF.29

Unfortunately, no scoring function is able to predict experimental results with a
satisfactory quality, thus an approach combining results from several functions –
consensus scoring – was developed.30 It was shown that application of this method,
particularly when employed along with statistical analysis, reduces considerably a
number of false positives. 31,32

Hit list of structures generated in silico is composed in such a manner that the
compounds are listed in order of decreasing potential activities. The last step before
chemical synthesis relies on the selection of the structures, which are simple enough
to be synthesized readily in organic laboratories. Compounds of complex structures
(e.g. those containing numerous chiral centers, or those possessing many functional
groups located in a close proximity) are removed from the list or left for the next
step of research. The rest of them are considered as potential “lead substances” and
are being synthesized and evaluated for a target physiologic activity.

2.2. Lead Optimization

Structure-based inhibitor design relies on the known inhibitor-receptor 3D structure.
This could be obtained either by previously mentioned experimental methods or
by docking the lead into the active site of the free receptor. On the basis of this
structure, the lead compound is modified in a way that adds groups to enhance
binding to the receptor.

There are several computer programs performing de novo generation of ligands. 33

Although this method does not require a lead compound, practically, in order to
obtain highly potent inhibitor, it is desirable to know some lead structures. The
algorithm of a ligand discovery is different in each program, however, some general
scheme can be found (Figure 8-2).

In the first step (Figure 8-2, process A) the active site — search region is defined
and should be represented in the computer memory in a way which makes the
search faster and easier. The common method is a construction of the interaction
sites, namely the set of virtual N-H, C=O or C moieties which would interact
favorably with the receptor.

In the second step, the lead is modified. This could be performed in some
variants. The lead compound can be enlarged by individual atoms or by molecular
fragments. Both approaches have several advantages and disadvantages. 34 Building
up a new molecule atom by atom can produce any possible structure, and thus a
complete space of possible molecules is searched but, unfortunately, most of the
obtained structures are not easily accessible by means of chemical synthesis. On
the other hand, fragment based approach generates mainly structures which are
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Figure 8-2. Schematic representation of design process

synthetically available but several interesting ligands could be omitted. Atom based
approach was implemented in programs: LEGEND,35 GROWMOL,36 GenStar, 37

MCDNLG,38 SPROUT,39 CONCEPTS.40 As more advantageous, most of the
available programs are fragment-based ones: Grow,41 NEWLEAD,42 GroupBuild, 43

BUILDER,44 HOOK,45 CONCERTS,46 SMoG,47,48 and LUDI.49,50

There are two strategies applied in fragment-based design. First, molecular
fragments are positioned independently in the search region in order to produce the
best possible interactions (Figure 8-2, process B). Then program is trying to find
linkers between these fragments and gathers the molecule (Figure 8-2, process C).
The advantage of this approach is the possibility of positioning of groups without
any restraints, thus, in a correct place, where it could interact most favorably. In
most cases, the obtained structures are rigid ones, which is an additional benefit.
Unfortunately, the linker generation is not an easy task and production of reasonable
structures often fails. The second general strategy is building up the molecule step-
by-step, by sequential addition of new fragments (Figure 8-2, processes D and
E). The most important advantage of this approach is generation of synthetically
feasible molecules, as some elements of chemical knowledge can be build into
the growing procedure. 51 For example, interesting results were obtained by using
amino acids fragments, that generated peptide-like structures. This method tends to
produce undesired flexible structures. Additionally, some problems can be found
when two possible interaction sites are located in some distance and none of the
fragments have an incorporated spacer which could bridge this gap.43

Finally, generated ligand-receptor structures are ranked using scoring function
and obtained hit-list undergoes further processing in the same way as during the
lead generation (see Chapter 2.1).
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2.3. The Physical Nature of Ligand Binding

Given the fundamental importance of molecular recognition resulting from the
strength and specificity of ligand binding, the process of complex association has
remained an active area of theoretical research. Since the experimental measure-
ments provide Gibbs free energy of binding, quantification of interactions requires
both the enthalpic and entropic contributions to be calculated. On the other hand,
when similar set of ligands is considered, they are assumed to exhibit comparable
characteristics in terms of desolvation, protein (ligand) reorganization energy and
the conformational entropy loss. In fact, we do not regard these effects as negligible,
only that they are relatively constant across the series. Thus, computationally-
demanding study of association free enthalpy may be replaced by the more
affordable analysis of a binding energy that constitutes the most characteristic
contribution to the observed binding affinity.

There are two general approaches to the evaluation of binding energy. Probably
the most intuitive one is to subtract the energies of isolated monomers from the
total energy of a complex (the supermolecular method). The apparent advantage
of presented approach is its independence on the choice of a particular energy
calculation method or a size of model (especially when considering the extent of the
intermolecular distances that are still handled properly). However, all the system
configurations need to be treated in the same way and this rule is not followed if
different basis sets are applied for each of the reacting molecules – which results in
so called Basis Set Superposition Error (BSSE). The common way to overcome this
problem is to calculate monomers energies in the basis set of a dimer (counterpoise
correction of Boys and Bernardi, 52 CP).

In revealing the nature of interactions in a non-empirical manner, the accurate
contributions of particular components to a binding energy are most important,
whereas the total energy itself obtained within supermolecular method is insuffi-
cient. The interaction energy partitioning is enabled with an use of perturbational
approach, where the intermolecular interaction is introduced as a perturbation into
the A + B supermolecule Hamiltonian and subsequent corrections to the initial
energy of an isolated molecules unperturbed state can be attributed a particular
physical meaning. Accordingly, the first-order energy being the expectation value
of a perturbation operator for an unperturbed wavefunction gives directly electro-
static energy and hence describes Coulomb’s interaction of the two unperturbed
(fixed) charge distributions. Likewise, the second order correction consists of two
terms, namely induction and dispersion originating from mutually induced charge
distribution fluctuations.

The key assumption in a foregoing approach is the polarization approximation
neglecting the possible intermolecular electron exchange. This simplification is
reasonable in case of long intermolecular distances only. However, for shorter
distances the exchange repulsion cannot be ignored: neither interaction energy term
in polarization perturbation theory accounts for this effect. To consider electron
exchange, the wavefunction for a combined system should be antisymmetrized
product of the two molecules wavefunctions, that is its sign should revert when two
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electrons are exchanged. Symmetry-Adapted Perturbation Theories (SAPT) have
been developed to handle this issue and deal with intermediate and short range
of intermolecular distances. Herein, the corrections of each order consist of more
terms than in a precedent treatment: the above-listed interaction energy components
are supplemented by corresponding exchange repulsion terms. Making allowance
for an additional exchange term prevents the non-physical effect of infinite inter-
action energy lowering when the two neutral molecules approach each other. SAPT
methods enable probably the most accurate yet very expensive interaction energy
calculations, their application is therefore limited by a size of investigated systems.

While no unique way of energy partitioning exists and a multitude of formulations
can be encountered, the variation-perturbation scheme53 utilized in our research
constitutes a reasonable compromise between accuracy and computational cost. The
SCF interaction energy, determined as in a supermolecule method and calculated
in a dimer basis set to correct BSSE, constitutes a starting point of energy parti-
tioning. After subtracting the first-order Heitler-London term, E�1�, representing an
interaction of monomers with frozen electronic density distributions, the remaining
delocalization component expresses an effect of interaction on the electronic distri-
bution relaxation of the monomer and comprises higher-order SAPT corrections
including induction:

ESCF = E�1� +E
�R�
DEL

According to SAPT formulation of the first-order interaction energy, the Heitler-
London term consists of electrostatic and exchange contributions (the former
obtained from the perturbation theory formula):

E�1� = E
�1�
EL +E

�1�
EX

SCF entirely excludes dispersion and an accurate description of all types of weak
interactions (i.e., determination of the correlation term) requires the correlated ab
initio methods to be used.

In summary, the MP2 interaction energy decomposition reveals the
following terms:

EMP2 = E
�1�
EL +E

�1�
EX +E

�R�
DEL +E

�R�
CORR

As one can easily note, a well-defined hierarchy of successive interaction energy
approximations, varying from the most expensive MP2 method to the various
electrostatic energy representation (the more simplified the theory, the less compu-
tationally demanding calculation), demonstrates the utility of this decomposition
scheme (Figure 8-3):

E
�1�
EL < E�1� < ESCF < EMP2
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Figure 8-3. Variational-perturbational scheme of interaction energy decomposition. The circles denote
the consecutive levels of theory while the arrows designate the corresponding correction terms

It performs exceptionally well when derivation and testing of simplified yet
reasonable models by a subsequent elimination of less important and more time-
consuming contributions is required. Moreover, owing to the full counterpoise
correction in each of the interaction energy component (all of them are evaluated
consistently in a dimer basis set) the basis set dependency has been significantly
reduced. Finally, additional advantage of a presented treatment comes from the
implementation of a direct SCF technique, so that the storage of integrals during
calculations can be avoided and the efficient study of relatively large models is
possible. Currently molecular systems containing up to circa 100 atoms could be
investigated, opening the possibility to analyze the physical nature of inhibitor
interactions in enzyme active sites.

Variational-perturbational energy decomposition scheme was successfully
employed in a number of diverse phenomena investigations including the influence
of mutations within enzyme active site54, the contribution of particular active site
residues to catalytic effects55 and the connection between inhibitory activity and
the interaction energy56–58. The latter will be presented in what follows.

3. LEUCINE AMINOPEPTIDASE INHIBITORS

Leucine aminopeptidase (LAP, E.C.3.4.11.1) is one of the first discovered and
the most widely studied aminopeptidase with respect to sequence, structure and
mechanism of action.59–63 LAP is a zinc containing exopeptidase that catalyzes the
removal of amino acids from the N-terminus of peptides or proteins. Similar to other
aminopeptidases, this enzyme is of significant biological and medical importance
because of its key role in protein modification, activation, and degradation as well as
in the metabolism of biologically active peptides and activity regulation of hormonal
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and non-hormonal peptides. 64 Altered activity of human leucine aminopeptidase
has been associated with several pathological disorders, such as cancer65,66 eye lens
aging and cataracts, 67–69 myeloid leukemia and blood cell counts. 70 This enzyme
may also be important in the processing of antigenic peptides and in the determi-
nation of the immunodominance of various peptides. 71 Moreover, LAP seems to
play an important role in the early stages of HIV infection, and thus serum activity
of this enzyme may be useful as a surrogate marker for HIV infection and as a
response to chemotherapy.72

Leucine aminopeptidase is an enzyme for which the most systematic and
detailed computational studies regarding enzyme-inhibitor interactions have been
performed.54,56–73,74 This results both from the availability of the crystal structure
of LAP with bound inhibitors, including phosphonic acid analogue of leucine -
LeuP (structure encoded as 1lcp in PDB, Figure 8-4), and from the existence of
binding data for many LAP inhibitors. Such a set of experimental results enabled
to evaluate the effectiveness of theoretical methods: both empirical and quantum
chemical in designing and activity prediction of LAP inhibitors.

The Böhm method implemented in the computer program LUDI20,23,75 was applied
to design new LAP inhibitors, predict their binding affinities and analyze the
interactions with the enzyme.73 A very important feature of the LUDI program
was the successful reproduction of the most active known aminophosphonic LAP
inhibitors, including LeuP (1), therefore validating the method applied. In addition,
numerous potential inhibitors of leucine aminopeptidase with higher theoretical
activity than those known from the literature were designed in this way (Figure 8-5). 73

New designed LAP inhibitors represented aminophosphonic acids obtained by the
replacement of the isobutyl moiety of LeuP with the fragments from Ludi_link
library.

The designed ligands have a shape and charge distribution complementary to
the S1 pocket of LAP, which engages the side chains of Met270, Ala451, Thr359,
Gly362 and Met454 near the active site, and some polar groups relatively far away
from the active center. Consequently, the majority of newly designed LAP inhibitors

Figure 8-4. The binding mode of phosphonic acid analogue of leucine (LeuP) by LAP (1lcp in PDB);
the interactions with two zinc ions and hydrogen bonds are indicated as dashed lines
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Figure 8-5. Examples of LAP inhibitors, LeuP analogues, designed using LUDI approach

contained long hydrophobic chain and terminal polar group (Figure 8-5), which
might be involved in hydrogen bonds with Asp365 or Ala451. Based on LUDI’s
empirical scoring function the designed ligands were expected to be more potent
enzyme inhibitors than other known aminophosphonates. Selected compounds were
synthesized and tested for their inhibition of LAP. Out of them, compounds 2
(phosphonic analogue of tyrosine) and 3 (phosphonic analogue of homotyrosine)
were found to be the most potent, with Ki = 330 nM and 120 nM for RS mixtures of
2 and 3, respectively. 76 Therefore, 3 indeed represents the most potent aminophos-
phonic inhibitor of LAP discovered thus far, with Ki at least two times better
comparing to the best till now L-LeuP �Ki = 230 nM�. Due to strong substrate speci-
ficity of LAP toward L isomers of such analogues, L enantiomer of 3 is expected
to be up to twice more potent than the racemic mixture of this compound. These
results clearly confirm that LUDI represents a powerful approach to the design of
new potent protein inhibitors.

The experimentally measured activities of known LAP inhibitors, which structure
were reproduced during LUDI searches, were used to verify the usefulness of
LUDI scoring function for binding affinity prediction. LUDI_Score calculated
for these compounds was correlated with their binding affinities (Figure 8-6),
resulting in a very good correlation (correlation coefficient, R = 0�93). The resulting
approach, which includes the specific effects for LAP-inhibitor interactions, can be
further applied to predict binding affinities of new LAP inhibitors. In addition, the
Ki values derived from Score_all were calculated for these compounds (1, 5–12
in Figure 8-6). This resulted in a very good agreement between experimental
and theoretical binding affinities (1, LeuP: Ki�calc = 0�21�M� Ki�exp = 0�23�M; 5,
PheP: Ki�calc = 0�07�M� Ki�exp = 0�42�M; 6: Ki�calc = 0�41�M� Ki�exp = 0�47�M;
7: Ki�calc = 0�31�M� Ki�exp = 1�0�M; 8: (ValP): Ki�calc = 0�34�M� Ki�exp = 1�2�M;
9: Ki�calc = 0�50�M� Ki�exp = 3�6�M). Larger differences between the predicted
and measured inhibition constants were obtained for weak LAP inhibitors (10–12,
Ki� exp > 100�M), which structures were not found by the LUDI program.73

Another example of a very successful application of LUDI for designing new LAP
inhibitors was discovery of phosphinate dipeptide analogues, representing a new class
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Figure 8-6. a) LUDI_Score as a function of experimentally measured activity of LAP inhibitors �R =
0�93�. Numbers of particular points correspond to inhibitors designation introduced in the right panel;
b) structures of LAP inhibitors included in correlation

of very potent inhibitors of the enzyme.74 The replacement of the hydroxyl group
in LeuP (1) by new structural fragments from LUDI_link library interacting with
the S1′ pocket of LAP led to identification of these compounds (13–17, Table 8-1).
They appeared to be the most active LAP inhibitors among the compounds containing
phosphorus atom in the structure, with the binding affinities in nanomolar range.
Simultaneous modification at the P1 position of such analogues, specifically the
replacement of Leu by homophenylalanine (hPheP) side chain which fits better to
the hydrophobic S1 pocket of LAP, resulted in an additional enhancement of the
activity �Ki = 66 nM and 67 nM for 16 and 17; values correspond to the mixture of
four isomers). The increased activities of 16 and 17 comparing to LeuP arise most
likely from the additional hydrogen bond between carboxyl group of these ligands
and Gly362 and also from the additional hydrophobic interactions with the S1′ pocket
of LAP. Based on LAP substrate specificity the binding affinities of the appropriate
diastereoisomers of the phosphinate dipeptide analogues discussed here are expected
to be even higher. This new class of tight-binding, competitive inhibitors of leucine
aminopeptidase may be considered as new lead compounds and offer the possibility of
further modifications at P1 and P1′ positions, which should result in more active and
selective compounds. Furthermore, the binding affinities for these compounds calcu-
lated using LUDI empirical scoring function remain in excellent agreement with the
experimental values (Table 8-1), again confirming the usefulness of this approach in
the drug design process.

Summing up, all these results confirm that LUDI is a very powerful tool for
designing protein inhibitors, predicting their affinity and determining the nature
of the interactions in the ligand-receptor system. However, some of the systems,
particularly with dominant electrostatic interactions, may require a more precise
description of the molecular charge distribution and engagement of more accurate
methods might improve binding affinity estimates.

More rigorous, non-empirical approach has been successfully applied to analyze
the interactions of LAP active site with another class of LAP inhibitors (1, 18–25,
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Table 8-1. Structures of LAP inhibitors, phosphinate dipeptide analogues, designed using
LUDI. Experimental and predicted activities are presented for each compounds. a Value
corresponding to the mixture of two diastereomers (1:1). b Binding affinity for the mixture
of four diastereomers. c Value corresponding to the racemic mixture. d Predicted binding
affinity for one isomer which preferentially interacts with the protein

LAP inhibitor Ki� exp [nM] Ki� LUDI [nM]
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Figure 8-7) using the variation-perturbation decomposition of the interaction
energy.53 This approach provided the opportunity to study the physical nature of
LAP-inhibitor interactions and to derive and validate simplified models of inhibitory
activity by stepwise neglecting the LAP active site residues and stabilization energy
components of minor importance.54–58 These studies allowed, for the first time,
the detailed and accurate analysis of interactions between inhibitors and active site
residues of the metaloenzyme. All inhibitors included in the analysis contained
the same hydrophobic side chain interacting with the S1 pocket of LAP and they
differed in the fragment interacting with the enzyme active site. LAP active site
(Figure 8-4) was modeled by the enzyme residues and zinc ions, which interact with
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Figure 8-7. A. Binding energy (�EMP2, circles, and �EEL, squares) as a function of inhibitory activity
for the model comprising LAP active site residues. Numbers of particular points correspond to inhibitors
designation introduced in right panel. B. Structures of LAP inhibitors included into binding energy
calculations presented in left panel

the phosphonic group (or corresponding groups in other ligands) and the amine (or
hydroxyl) group of the inhibitors: Zn2+488� Zn2+489� Lys+262 (represented by
NH+

4 �� Asp−273 (represented by HCOO−� and Leu360 (represented by HCHO).
Total interaction energies constituted the sum of stabilization energy obtained in
a pairwise manner. The total interaction energy calculated at the second-order
Moller-Plesset level of theory was partitioned according to the variation-perturbation
scheme53 discussed in the Section 2.3.

The stabilization energies obtained at various theory levels correlated very well
with the experimentally determined inhibition constants �−lgKi� for nine LAP
inhibitors taken into consideration.56,57 The best correlation was observed for
EMP2 �R = 0�95�, while for ESCF and EEL

�1� the results were only slightly worse
�R = 0�94 and 0.92, respectively) (Figure 8-7). The equation resulting from the
correlation of the interaction energy calculated at the MP2 level (Figure 8-7) was
applied for activity prediction of the studied inhibitors.

The theoretical activities obtained in this way were compared with experimentally
measured ones, resulting in a very good agreement for most of the inhibitors
(Table 8-2). The agreement of calculated activities with experimental data for
leucinal, LeuB and LeuOH is at least one order of magnitude better comparing
to the results obtained by applying empirical scoring functions. Slightly bigger
differences in the experimental and predicted activities for leucinal and IAP suggest
that other effects (entropy or solvation effects) besides the interactions with the
enzyme might influence the binding affinities of these two compounds. Furthermore,
similar approach applied for PheP (phosphonic analogue of phanylalanine) and its
analogues with modified phosphonic group resulted in an equally good correlation
of the interaction energies calculated at various levels with their binding affinities
toward LAP.54,56

Interestingly, simplified models of inhibitory activity by stepwise neglecting
the LAP active site residues demonstrated that out of five active site residues
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Table 8-2. Measured and calculated activities of LAP inhibitors. a values
for L enantiomers

LAP inhibitor Ki�exp Ki�E�MP2�
a

��M� ��M�

Leucinal 0.06 (L) 0.006
LeuB 0.13 (DL) 0.54
LeuPOH 28.5 (DL) 27.5
IAP 700 72
LeuP 0.23 (L) 0.70
LeuP–H 87 (DL) 245
LeuP−OCH3 320 (DL) 109
LeuP−CH3 425 (DL) 1288
LeuP−CH2Cl 10000 (DL) 26303

only Zn2+488 and Lys+262 were recognized as essential for relative stabilization
energy.56,58 It is remarkable that, among the five mostly charged LAP residues,
each of the two is sufficient to determine the relative binding affinity for LeuP
analogues (compounds 1, 22–25, for EMP2 R = 0�95 both for the interactions with
Zn2+488 and Lys+262; Figure 8-8).

The above presented studies revealed that these two LAP active site residues are
responsible for the observed differences in the activity of the considered inhibitors,
although the interactions with Zn2+489 are the strongest.

Figure 8-8. Correlation of inhibitory activities with �EMP2 interaction energies calculated for Zn488
(circles; R = 0�95) and Lys262 (squares; R = 0�95). Numbers of particular points correspond to inhibitors
designation introduced in Figure 8-7
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Summing up, we presented one of the first successful attempts of the application
of nonempirical interaction energy calculations for binding affinity prediction of
enzyme inhibitors bound in a similar manner by the enzyme. We confirm that
the higher level of theory is applied for description of intermolecular interactions
the better degree of correlation with experiment is observed. The application of
variational-perturbational decomposition of the interaction energy allows to analyze
the physical nature of the inhibitor binding forces with the enzyme active site and
identify the receptor residues that are crucial for specificity. As a consequence,
models of binding affinity prediction can be constructed at the ab initio level,
providing an approach which can be utilized in the drug design process for binding
affinity predictions of newly developed ligands.

4. GLUTAMINE SYNTHETASE INHIBITORS

Glutamine synthetase (GS, EC 6.3.1.2) is an enzyme which catalyzes the formation
of glutamine (27) from glutamate (26) and ammonium ion in a presence of ATP
(Scheme 8-1). 77

O
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O
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NH2
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HO

GS / ATP
NH4 ++

26 27

      

Scheme 8-1. Reaction catalyzed by glutamine synthetase

Due to an essential role of glutamine in nitrogen metabolism, GS is of high
importance for living cell, and its regulation is crucial for the organism.78 This
stimulates an interest in novel inhibitors of GS, which could be both practically
applicable and useful for experimental analysis of biochemical role of the enzyme.
The most widely studied biological activity of GS inhibitors is the herbicidal one.79

The most potent inhibitor of GS — phosphinothricin (28) is the active component
of commercially available total herbicide. 80 Irreversible inhibition of plant GS
produces severe elevation of ammonia concentration which, in turn, causes plant
death. 81–85 Moreover, disruption of nitrogen metabolism is the origin of photo-
synthesis and photorespiration breakdown.86 The second highly important possible
application of GS inhibitors is as anti-tuberculosis drugs. 87,88 It was shown that
L-methionine sulfoximine (29) — a potent GS inactivator causes death of Mycobac-
terium tuberculosis, the pathogen giving rise to this disease. It blocks biosynthesis
of polyglutamate/glutamine cell wall structure. Interestingly, this phenomenon is
observed only in the case of pathogenic bacteria, thus this class of compounds could
be considered as very promising and selective drug candidates.

Bacterial glutamine synthetase is a huge enzyme which consists of 12 subunits
forming two hexameric rings positioned face-to-face. 89,90 There are 12 active



382 Berlicki et al.

P

O

OH

NH2

O

HO
CH3

S

O

NH

NH2

O

HO
CH3

28 29

sites present in this dodecamer, each one placed between two subunits. On
a basis of several crystal structures of glutamine synthetase with substrate,
products, and inhibitors a mechanism of enzymatic reaction was postulated
(Scheme 8-2). 91

First, glutamate (26) and ATP are bound to protein and phosphorylation of
glutamate proceeds. Resulting �-glutamyl phosphate (30) is a reactive intermediate,
which is able to undergo a nucleophilic substitution by ammonia via tetrahedral
transition state and thus glutamine (27) is formed.

Similarly to biosynthetic reaction, some of highly active inhibitors also can be
phosphorylated by ATP in the active site of the enzyme (Scheme 8-3). 92 In the case
of phosphinothricin (28) and methionine sulfoximine (29), the formed phosphates
are actual inhibitors of GS and are irreversibly bound to the protein. 93

Most probably, phosphorylated forms of these inhibitors are transition state
analogues, in which methyl group represents –NH3

+ substituent. Crystal structures
of both MetSox-GS91 and PPT-GS94 complexes were measured and solved,
however, due to the isoelectronic structure of oxygen atom and methyl group at
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Scheme 8-2. Mechanism of reaction catalyzed by GS
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Scheme 8-3. Mechanism of GS inhibition by phosphinothricin (29)
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Figure 8-9. Possible conformations of PPT in GS active site

least two different inhibitor conformations in the active site can be postulated
(Figure 8-9). In conformation A phosphinothricin is a transition state analogue,
where oxygen atoms attached to phosphorus atom interact with Arg359 and metal
ion while methyl group is placed in an ammonium ion biding site. In conformation
B methyl group is placed near Arg359 and one of the oxygen atoms forms a
hydrogen bond with Glu327.

Scoring of both conformations resulted in conclusion that the first one (A) is
correct. Higher than that of conformation B affinity of the inhibitor results from
additional strong interaction with Arg359 — similar to that found in glutamate-GS
complex.95 In order to support that conclusion several other known inhibitors of
GS were docked into the active site of the enzyme and scored with eight different
functions. In all cases good correlation was found, which confirmed the correctness
of the obtained structures and particularly the correctness of the conformation A of
PPT in GS active site.

As the majority of potent GS inhibitors are phosphorylated upon enzymatic
process, these forms of inhibitors were docked as well. It was found out that
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correlation between experiment and scores obtained for these complexes were better
then in case of nonphosphorylated inhibitors (mean R2 value 0.72 versus 0.64).

Finally, a structural and electronic features required for highly potent GS inhibitor
were determined. Comparison of electrostatic potential on a molecular surface of
enzymatic reaction transition state and phosphorylated forms of phosphinothricin
and methionine sulfoximine revealed high similarity, while less potent inhibitors
showed some differences. On the basis of these results, it was concluded that these
inhibitors are typical transition state analogues. Moreover, charge distribution near
tetrahedral atom of inhibitor (phosphorus or sulfur) should consist of two negatively
charged centers and additional positively charged or neutral one.

In the next step, phosphinothricin was chosen as a lead compound for designing
novel inhibitors. 96 This structure has some advantages as a lead. It is the compound
of a high potency combined with a relatively simple structure, which could be
easily modified in several ways. Moreover, crystal structure of PPT-GS complex
was solved,94 and thus it could be used as a template for rational, computer-aided
design of novel inhibitors.

Using LUDI program20,49,50 in Link_Mode several substituents of
phosphinothricin methyl group were designed. Among the structures proposed
by the program, four compounds (32–35) combining molecular economy with
potentially high affinity, were chosen. This set of inhibitors was synthesized in
enantiomerically pure form and tested against E. coli glutamine synthetase. As
predicted by LUDI, the highest potency was found for compound 32 �Ki = 0�59�M�,
where methyl group was replaced with methylamino moiety. Modeled structure
of 32-glutamine synthetase complex (Figure 8-10) showed that additional amino
group interacts favorably with negatively charged moieties forming an ammonium
ion binding site. Unfortunately, affinities of novel compounds were not consid-
erably higher than that of lead compound, which resulted most probably from
steric reasons as the space available in the active site is highly restricted. On
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the other hand, compound 32 ranks as one of the best inhibitors of glutamine
synthetase found so far and this confirms usefulness of applied computational
methodology.

5. L-PHENYLALANINE AMMONIA LYASE INHIBITORS

Phenylalanine ammonia-lyase (PAL, E.C. 4.3.1.5) is a key enzyme of plant and fungi
phenylpropanoid metabolism. It catalyzes a nonoxidative, stereospecific elimination
of ammonia from L-phenylalanine to give trans-cinnamic acid, therefore providing
plants with a mechanism for the diversion of large amounts of carbon from aromatic
amino acid metabolism into the biosynthesis of products based on phenylpropane
skeleton. The products of phenylpropanoid metabolism provide a highly efficient
UV screening (flavonoids and small phenolic compounds), control of water loss
and structural rigidity (lignins) as well as defense against pathogens (nearly all
classes of phenylpropanoid compounds), all traits that are essential for the success
of land plants. 97,98 PAL, being the connection between natural product biosynthesis
and primary metabolism, gains an interest as a possible control site of desirable
compound accumulation. Moreover, phenylalanine ammonia-lyase is a potential
target for herbicides and, surprisingly, its application in a treatment of genetic
disease phenylketonuria was recently suggested.99

Presently, some information is available on the structure of the active site of PAL
and its mechanism of action. This knowledge was advanced with an aim of studies on
PAL mutants obtained by site-directed mutagenesis, 100–102 comparison of its structure
with the recently determined three-dimensional structure of histidine ammonia-lyase
103,104 as well as the detailed analysis of structure-activity relationship found for its
inhibitors. 105–108 Despite a recent knowledge of PAL three-dimensional structure,
109,110 the detailed mechanism of this particular enzyme action remains unresolved.

Taking an advantage of the existence of kinetic measurements data for several
inhibitors of PAL from potato, 111,112 ab initio investigation of the physical nature
of enzyme-inhibitor interactions and the existence of correlation between particular
energy components and inhibitors activity was conducted.58 Similarly to the above
presented LAP study,54–58 the validity of successive approximations was tested to
qualify a permissible level of simplification and – first of all – to reveal which
constituents of interaction energy contribute the most to the specific inhibitors
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binding within an enzyme active site. In contrast to the LAP active site, no metal
ion is present in the PAL binding pocket while the inhibitors considered in both
LAP and PAL case are essentially similar.

Since the tertiary structure of PAL from potato is unavailable, it was modelled
on the basis of homology to Pseudomonas putida histidine ammonia-lyase,
HAL58,103 (by the time this research was being conducted, none experimental PAL
structure existed). Remarkably, our model of PAL active site is in agreement with
recently revealed X-ray structure of PAL from Rhodospiridium toruloides. 110 Six
highly conserved active site residues in the vicinity of a variable part of inhibitors
were selected to represent an enzyme environment (Figure 8-11). In particular, two
asparagine (Asn187A� Asn311A; superscripts indicate the corresponding monomer
of PAL homotetramer) and glutamine �Gln275B� residues were represented by an
acetamide molecule, arginine �Arg+281B� was modelled by a methylguanidinium
cation, whereas tyrosine residues �Tyr35A� Tyr278B� were truncated at C	 atoms
and mimicked by p-cresol. All the inhibitors considered herein are the phosphonic
analogues of phenylalanine (with the exception of compound 1, that is phenylalanine
with an 
-amino group replaced by an aminooxy moiety – see Figure 8-12). In
Figure 8-11 given is the model of PAL active site with the docked inhibitor 2 molecule.

The computational protocol utilized here is similar to the one employed in case
of LAP.54–58 The total binding energy was taken from a pairwise analysis of the
interactions between the PAL active site residues and particular inhibitor molecules
(model A). With the goal of deriving some justified approximations in mind, the
decrese of correlation with experimental data was monitored that resulted in a

Figure 8-11. PAL active site model (residues shown in black) and the mode of PheP_R, 2 inhibitor
binding. The closest atomic contacts with PAL residues are marked as dashed lines



From Inhibitors of LAP to Inhibitors of PAL 387

Figure 8-12. The structures of PAL inhibitors in the order of decreasing inhibitory activity

selection of the four active site residues serving as a limited size model of binding
pocket, namely Tyr35, Asn187, Tyr278, and Arg281 (model B).

To verify the quality of our models as well as their usefulness in binding
affinity prediction, we took advantage of the availability of experimental inhibition
constants, Ki.

111,112 The remarkable correlation with experiment (i.e., with the value
of −logKi� was revealed for subsequent interaction energy components including
the first-order electrostatic term (Table 8-3 and Figure 8-13). This finding justifies
our assumption regarding insignificant contribution of entropic and solvation effects
to the free enthalpy of binding. Noticeably, the higher the level of theory applied
to the description of interactions, the more pronounced the relationship of resulting
binding energies with experimental data. 111,112 The most complete interaction energy
representation at MP2 level is very closely reflected in both models by its SCF
counterpart, indicating a minor influence of correlation effects.

The corresponding correlation coefficients (Table 8-3) indicate negligible
change at MP2 and SCF levels when passing from model A to B. Although the
analogous values for E�1� and E�1�

EL are affected, neglecting delocalization and
exchange terms still produces reasonable agreement. Overall, model B provides a
sufficiently accurate description of the experimentally observed characteristics of
PAL inhibitors binding.
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Table 8-3. Correlation coefficients of the relationship between experimental inhibitory
activity 111,112 �−logKi� and the interaction energies at various levels of theory. In case of
LAP, model A corresponds to the whole LAP active site model given in Figure 8-4, while
models B and C denote the single residue’s models: Zn488 and Lys262, respectively

Method PAL active site model LAP active site model

Model A Model B Model A Model B Model C

EMP2 0.99 0.99 0.97 0.95 0.95
ESCF 0.99 0.98 0.95 0.92 0.95
E�1� 0.92 0.69 0.94 0.91 0.93
E�1�

EL 0.88 0.78 0.93 0.91 0.86

The above conclusions are further confirmed by an excellent accuracy of the
predicted inhibition constants based on the equations derived from correlation
analysis of MP2 interaction energy (Table 8-4).

As noted above, our analysis suggests that a satisfactorily precise description of
this particular set of PAL inhibitors binding is provided by the PAL active site model
encompassing four out of the initial number of six amino acid residues, especially

Figure 8-13. Interaction energy at consecutive levels of theory as a function of inhibitory activity.
111,112 Numbers of particular points correspond to the inhibitors designation introduced in Figure 8-12.
Correlation coefficients, R, correspond to the consecutive regression curves
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Table 8-4. Comparison of the experimental 111,112 and predicted inhibition constants

PAL
inhibitor

Ki�exp

��M�

Ki�E�MP2� ��M�

Model A Model B
�EMP2 = −5�82 · �− log Ki�−48�98 �EMP2 = −4�00 · �− log Ki�−50�90

1, PheONH3_S 0.0014 0.0014 0.0014
2, PheP_R 1.5 1.1 2.4
3, PheP_S 11.6 8.4 4.6
4, PhePH_R 35 95 42
5, PhePCH3a_S 450 390 290
6, PhePCH3_R 850 1230 870

when the SCF (or higher) level of theory is employed. Another important question
might arise, namely which PAL active site residues are crucial for the observed
specificity of binding? Surprisingly, despite Arg281 exhibiting the strongest binding
with inhibitors, Tyr278 interactions are more representative for the observed differ-
ences in consecutive ligands stabilization (Table 8-5). This conclusion applies not
only to interaction energy at SCF and MP2 theory levels, but even more significant
loss of correlation is found for electrostatic term. On the other hand, elimination of
Arg281 does not alter the latter. Noticeably, omitting the two residues assumed to
be of a minor importance while constructing model B (i.e., Gln275 and Asn311)
does not imply the loss of correlation.

Since phenylalanine ammonia-lyase constitutes the second example of an appli-
cation of non-empirical interaction energy decomposition to the inhibitors binding,
it is interesting to compare the above results for PAL with our previous LAP study.
54–58 In both cases, phosphonic analogues of phenylalanine (for LAP and PAL) as
well as leucine (for LAP) were considered. However, active site composition is
significantly different in that LAP is a metalloenzyme containing the two zinc ions
interacting with inhibitors and mostly charged the remaining active site constituents
(except of Leu360; see Figure 8-4), while amino acid residues forming PAL binding
pocket (Figure 8-11) are relatively neutral (except of positively charged Arg281).

Table 8-5. Correlation coefficients obtained in the
absence of individual active site constituents – particular
PAL residues are ranked according to the decreasing
contribution to stabilization energy

Residue E�1�
EL E�1� ESCF EMP2

Tyr278 0�61 0�94 0�84 0�81
Arg281 0�87 0�73 0�86 0�86
Asn187 0�44 0�92 0�93 0�96
Tyr35 0�84 0�94 0�95 0�96
Asn311 0�84 0�81 0�97 0�98
Gln275 0�81 0�82 0�99 0�99



390 Berlicki et al.

In Table 8-3 given is the comparison of the PAL and LAP correlation coefficients.
It is remarkable, that the general trends in LAP inhibitors binding can be predicted
based on an analysis of the interaction between the latter and the single LAP
active site component : either Zn488 ion or Lys262 residue. Analogous predictions
for PAL require at least four residues to be taken into account. Furthermore, the
electrostatic term gives sufficiently accurate results in case of LAP, while exchange-
repulsion effects are also necessary for reasonable reproduction of experimentally
observed binding affinities of PAL inhibitors. Seemingly, metalloenzyme inhibitors’
binding is governed by interactions with one of a few charged residues, whereas in
enzymes with a generally neutral binding site it is the coincident interaction with
several residues that controls the inhibitory activity (Figure 8-14). In addition to
the electrostatics effects, steric complementarity also has to be considered in the
latter case.

As emphasized above, what is probably more important than the analysis of physical
nature of interactions itself is the first principles-based derivation of approximate
yet reasonable models for binding affinity prediction. The use of empirical scoring
functions only, although often successful, does not necessarily prove the validity of
a computational model, that is the agreement with experiment might result from,
for example, an accidental cancellation of errors. On the other hand, nonempirical
approach can also lead to simple models relating the binding energy to quantities that
may be rapidly evaluated (e.g. electrostatic potential in some selected positions). In
such a case, however, the limit of accuracy has already been established by the highest
level of theory and the following systematic neglect of the least significant contri-
butions is well founded. To address this idea we focused on the model comprising
electrostatic potential generated by inhibitors’ molecules and atomic point charges
of binding site residues. Strikingly, significant correlation was found described by

Figure 8-14. PAL and LAP active site constituents essential for the inhibitors binding. The minimal
size binding site models are composed of the labelled residues
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correlation coefficients of 0.96 and 0.95 for Mulliken and potential-derived CHELP113

charges. By consecutive elimination of components contributing the least to total
electrostatic energy, six PAL active site atoms were selected to mimic the electrostatic
properties of the entire PAL binding site (see the equation in Figure 8-15).

Correlation coefficients evaluated for an interaction between these six atoms
point charges and molecular electrostatic potential of particular inhibitors were only
slightly lowered – 0.83 and 0.91 for Mulliken and CHELP charges. Finally, atomic
point charges were arbitrarily assigned for the above presented set of six atoms.
In particular, charges of +0�4 and −1�0 described hydrogen and nitrogen atoms,
respectively (total charge of a system, +1, reflects the summary charge of a full
model). Electrostatic energy arising from these six atomic point charges interaction
with inhibitors’ electrostatic potential (Figure 8-15) was in remarkable agreement
with experimental inhibitory activity �R = 0�88�. Such an analysis demonstrates
a stepwise generation of simplified models, upon which knowledge of the factors
neglected plays as an important role as the final results themselves.

Figure 8-15. Electrostatic binding energy (evaluated according to the equation inserted in the top part
of plot) as a function of inhibitory activity. 111,112 V denotes molecular electrostatic potential generated
by inhibitors’ molecules in the position of any PAL atom given as a subscript; R is the correlation
coefficient corresponding to the linear regression curve. Points enumeration corresponds to the inhibitors
designation introduced in Figure 8-12
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6. CONCLUSIONS

Application of modern computer-aided design techniques enhances significantly
the process of discovery of novel, highly active enzyme inhibitors. The analysis
of known inhibitor-enzyme complexes allowed to find important intermolecular
interactions and to define steric and electronic features of a potent inhibitor. Subse-
quent ligand design with the use of LUDI program resulted in novel inhibitors
of leucine aminopeptidase and glutamine synthetase. Their enhanced potency was
achieved by incorporation in the chosen lead compounds structure of the additional
groups interacting favorably with the active cleft. This resulted in the most potent
low-molecular weight inhibitors of both enzymes.

Lead generation and optimization constitute effective empirical drug design
techniques, which could be further refined by more precise representation of specific
molecular charge distribution derived from quantum chemical wavefunctions. Drug-
receptor interactions could be systematically analyzed within variation-perturbation
partitioning of stabilization energy leading to the entire hierarchy of gradually more
approximate theoretical models of inhibitory activity. Correlation of the observed
inhibition constants for LAP and PAL leads to the minimal model consisting of
one (LAP) or four (PAL) residues. Apparently, in the case of the neutral active
site (PAL), interactions with more residues are essential, in contrast to charged
metalloenzyme active center (LAP). The simplest theoretical model introduced by
Naray-Szabo114 has been derived here systematically from ab initio results. It may
be represented by inhibitor molecular electrostatic potentials at the shortest contacts
with the most essential active cleft residues, constituting an alternative to arbitrary
QSAR (Quantitative Structure-Activity Relationships).
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CHAPTER 9

THEORETICAL STUDIES OF THE TRANSITION STATES
ALONG THE REACTION COORDINATES OF [NIFE]
HYDROGENASE

HIROSHI NAKANO, PAWEŁ SZAREK, KENTARO DOI,
AKITOMO TACHIBANA
Department of Micro Engineering, Kyoto University, Kyoto 606–8501, Japan

Abstract: [NiFe] hydrogenase has recently received attention as an enzyme for catalyzing hydrogen
production. We review the theoretical investigations of the catalysis mechanism. The
hydrogen production reaction occurs at the active site of the hydrogenase and the active
site has several paramagnetic and several EPR-silent states, the structures of which are
still controversial. Moreover, different catalysis mechanisms have been proposed. We
review the proposed mechanisms focusing on the reaction paths

Keywords: [NiFe] hydrogenase, hydrogen, fuel cell, Desulfovibrio gigas, Desulfovibrio vulgaris
Miyazaki F, density functional theory

1. INTRODUCTION

With the growing need to develop alternative energy resources, hydrogen has
attracted attention as a candidate fuel and the manufacturing and application
technologies of low-cost hydrogen have been developed for the commercialization
of fuel cells. Hydrogenases are considered to be a useful material in this appli-
cation.1–9 Hydrogenases are enzymes that catalyze under anaerobic conditions by
the reaction

2H+ +2e−→
←H2� (9-1)

The hydrogenases, [NiFe] hydrogenase, [NiFeSe] hydrogenase and [Fe] hydro-
genase, have been studied. [NiFe] hydrogenase has Ni and Fe atoms at its active
site, which play a central role in the catalytic reaction. It is found in anaerobic

399

W. A. Sokalski (ed.), Molecular Materials with Specific Interactions, 399–432.
© 2007 Springer.



400 Nakano et al.

bacteria, such as Desulfovibrio gigas (Dg) and Desulfovibrio vulgaris Miyazaki
F (DvMF). The structure of [NiFe] hydrogenase from Dg has been investigated by
several groups10–14 and that from DvMF by Higuchi et al. 15–17 Groups18–20 have
investigated [NiFe] hydrogenase from other bacteria by X-ray crystallography and
EPR spectroscopy. [NiFeSe] hydrogenase (with a selencysteine in the place of a
cysteine residue at the active site) from Desulfomicrobium baculatum 21 and [Fe]
hydrogenase (with a �Fe4S4� cluster and a [2Fe] cluster at the active site, very
similar to the active site of [NiFe] hydrogenase) from Clostridium pasteurianum 22

and Desulfovibrio desulfuricans 23 have also been crystallized and investigated by
X-ray crystallography.

We have focused our study on [NiFe] hydrogenase from Dg and DvMF.
Figure 9-1 shows the entire structure of [NiFe] hydrogenase from Dg. The active site
is shown in the magnified part of Figure 9-1 and its structure is shown in Figure 9-2.
These figures show the three diatomic ligands L1, L2, and L3 coordinated to the Fe
atom and a bridging atom X between the Ni and Fe atoms. The ligand X in Dg is
assigned to �-O and in DvMF to �-S.11–17 The diatomic ligands L1, L2 and L3 are
also different between Dg and DvMF; two of the ligands have been identified as CN
and one as CO for Dg,11–14,24–26 while it has been proposed that L1 can be identified
as SO, CO, or CN and L2 and L3 as CN or CO for DvMF.15–17 The bacteria
Allochromatium vinosum has a similar active center and same ligand pattern as Dg.27

The SO ligand in DvMF is considered an important factor in characterizing the
properties of DvMF as it causes a peculiar function of the enzyme.

Studies of synthetic active sites of [NiFe] hydrogenase and [Fe] hydrogenase
have been conducted28–35 and breakthroughs are expected for the mass production
of hydrogen molecules. For this purpose, a more basic study of real hydrogenases

Figure 9-1. Structure of the [NiFe] hydrogenase of Desulfovibrio gigas, showing an enlargement of its
active site
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in bacteria is required. In addition, theoretical studies have been conducted
investigating the catalytic mechanism inside these large proteins by density
functional study (DFT), semi empirical study, quantum mechanics / molecular
mechanics (QM/MM) study and other techniques. Unfortunately, only a small part
of the entire protein can be computed by DFT since current computers are not
powerful enough. Hence, a model system to be calculated by DFT must be identified.
Typically the active site of [NiFe] hydrogenase is used as the model system.

For [NiFe] hydrogenase, many mechanisms of the catalytic reaction have been
suggested.36,37 One of these schemes is shown in Figure 9-3.37,38 The oxidized
system (Ni-A and Ni-B) is reduced under an atmosphere of H2 and switches to a
reduced system. This scheme has four paramagnetic states: Ni-A, Ni-B, Ni-C and
Ni-L and three EPR-silent states: Ni-SU, Ni-SI and Ni-R. Volbeda et al. have found
that Ni-SI has the two different states, denoted by Ni-SII and Ni-SIII.

10,11 The Ni-A

Ni-R

Ni-SI

Ni-A

Ni-CONi-LNi-C

Ni-SU

Ni-B

Reduction

+H+,+ e–

+H+,+ e–

+H+,+ e–

+H+,+ e–

hν +CO

Figure 9-3. Reduction scheme showing the relation of each state 37,38



402 Nakano et al.

and Ni-B states have been obtained under aerobic conditions. The oxidized system
is considered to be catalytically inactive and the reduced system is considered to be
active. Ni-A can be activated slowly while Ni-B can be activated rapidly and these
forms are called the unready and ready forms, respectively. 39,40 [NiFe] hydrogenase
in the reduced system catalyzes the H2 production process effectively. Ni-C has a
central role in the catalyzation and is changed into Ni-L under illumination at low
temperature �< 100 K�. Competing with H2 production, CO inhibits the activation
process to give a Ni-CO state. 41–45 Researchers are divided in their views of the
structures of the EPR-silent states, such as Ni-SU, Ni-SI and Ni-R.36,37 Volbeda et al.
propose that there are two different states in NI-SI10–12 and that these EPR-silent
states are one part of the catalytic cycle. Lately, DvMF in the oxidized system has
been activated by H2S elimination under an atmosphere of H2.15,16 We have found
that the reverse cycle of the activation process can be a H2 production process itself.
That is, [NiFe] hydrogenase has two H2 production processes: one is the normal
process in the reduced system as mentioned above and the other is the reverse
reaction of the initial stage of H2S elimination in the oxidized system. This novel
mechanism will be discussed in detail in Section 2.2.

Several groups have investigated the catalytic system of [NiFe] hydrogenase and
their findings are not yet consistent. Some light has been shed on this complicated
puzzle by excellent review articles focusing on experimental investigations, 34,46–50

synthetic studies of hydrogenase34,46 and theoretical studies. 37,51,52 In this paper
we review the published studies, comparing the characteristics of the proposed
catalytic mechanisms, focusing especially on the transition states. Identification of
the transition state and the activation energy barrier is critical to determining which
reaction coordinate plays a crucial role. However, none of the reviews have focused
on transition states in relation to the catalytic reaction coordinates.

2. THEORETICAL INVESTIGATIONS OF [NIFE] HYDROGENASE

2.1. Active Site of Dg

Dg has been investigated by several groups and the structure of the active site
determined by experimental investigations is consistent among these groups. In
this section we review the mechanisms proposed by these groups. In Section 2.1.1
we summarize the computational details of each of the studies. In Section 2.1.2
we review the optimized structure of each state, the paramagnetic states, Ni-A,
Ni-B, Ni-C, and Ni-L, as shown in Figure 9-4, and the EPR-silent states, Ni-SU,
Ni-SI and Ni-R, as shown in Figure 9-5. In the Section 2.1.3 we show each group’s
reaction mechanism.

2.1.1. Computational details

We detail here the functional and basis set of each groups’ density functional
calculations.
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(i) Pavlov et al. 53–55 performed B3LYP56,57 energy calculations with the large
6-311 + G-�2d� 2p� basis set. They used the LANL2DZ58–60 set in the
B3LYP56,57 geometry optimizations in Gaussian94.61

(ii) Hall et al. 62–64 optimized the geometries with the B3LYP56,57 functional and
the double-	 basis set. They used the modified version of the Hay and Wadt
effective core potentials (ECPs)65 in Gaussian98.61

(iii) Gioia et al. 66,67 optimized the geometries with the BLYP56,68 functional
and the double-	 basis set (D95)69 on the first-row atoms and Los Alamos
ECPs58–60 on the S, Fe and Ni atoms in Gaussian94.61

(iv) We optimized the geometries with the B3LYP56,57 functional. We used the
LanL2DZ basis set56–60 with the Huzinaga polarization function70 for Fe, Ni
and S and with the Dunning69 function for the other atoms. In the QM/MM
study,71–75 we used the same functional and basis set for the QM region and
used the UFF method for the MM region. We used the ONIOM method76–79

in Gaussian03.61

(v) Stein et al. in ref. 80 used the BLYP56,68 functional and the DZVP basis set
in DGauss4.0. 81

(vi) Stein et al. in ref. 82 optimized the geometries with the BP8668,83–85 functional
and the non-relativistic Slater-type DZP basis set and used a g- and hyperfine-
tensor study with the relativistic Slater-type DZP basis set and TZP basis set.
In refs. 38, 52, 82, and 86 Stein et al. used the Amsterdam Density Functional
package (ADF).87,88

(vii) Stein et al. in refs. 38 and 86 optimized the geometries with the BP8668,83–85

functional and the double-	 Slater-type basis set and examined a g- and
hyperfine-tensor study by the zero-order regular approximation (ZORA)89–92

implemented in ADF87,88 with the same basis set as in ref. 80.
(viii) Amara et al. 93 performed QM/MM71–75 calculations. They used the

B3LYP56,57 functional with the double-	 basis set for the QM region. They
used the Hay and Wadt ECPs for the non-metal atoms58–60 and the Dunning
ECPs for the Ni and Fe atoms.69 For the MM region, they used the potential
energy due to covalent interactions accounting for the bonds, bond angles,
proper and improper dihedral angles, and the potential energy due to the
nonbonding interactions (Coulomb and Lennard-Jones). This calculation was
performed using the quantum mechanical CADPAC program.94

2.1.2. The structure of each state

Several groups have proposed structures of each state from theoretical analysis
based on experimental studies. There is good agreement for the structures of the
paramagnetic states Ni-A, Ni-B, Ni-C and Ni-L, while the proposed structures of
the EPR-silent states do not agree. In contrast to the other groups, Pavlov et al.
and Hall et al. have proposed that H2 attacks the Fe atom in the first step of the
mechanism. Hence we show their paramagnetic states in Figure 9-4(a) and their
EPR-silent states in Figure 9-5(a). The paramagnetic and EPR-silent states of the
other groups are shown in Figure 9-4(b) and Figure 9-5(b), respectively.
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Figure 9-4(a). Structure of the paramagnetic states, such as Ni-A, Ni-B and Ni-C of Pavlov et al. and
Hall et al. from the theoretical investigations

Ni-A is more stable than Ni-B, and Ni-A is reduced slowly into the activated
state Ni-SU. Ni-A has been considered to have O2− as the bridging ligand X. Hall
et al. 51,62–64 compared the optimized structure of each candidate for the structure
of Ni-A and determined that X is OH−, as shown in Figure 9-4(a). Ni-B is reduced
faster than Ni-A and is activated into Ni-SI. With theoretical and experimental data
for Ni-B, Gioia et al. proposed that there is no bridging ligand X in the structure
of Ni-B.66,67 However, Stein et al. concluded that the ligand X for Ni-B is OH− by
comparing the experimental structure by X-ray crystallography with the optimized
structure of DFT.52,80,82 They also calculated the structural and spectroscopic data
of the Ni-B state by the relativistic DFT study with the ZORA and compared
them with the experimental data of the hyperfine- and g-tensors, 38,86 and thus
confirmed that X is OH−. Other groups have also investigated Ni-A and Ni-B with
ZORA.95,96

The paramagnetic Ni-C state is a part of the catalytic cycle and has the redox state
Ni(III)Fe(II). Hall et al. proposed that the ligand X in Ni-C is an H atom and one of
the cysteine residues is protonated, based on a comparison between their DFT study
and experimental data. 51,62–64 Other groups have come to the same conclusion.51,52,55

Recently, however, Stein et al. have stated a slightly different opinion. Based
on g- and hyperfine-tensor experimental data and their relativistic DFT calcu-
lations, Stein et al. conclude that Ni-C has no protonated cysteine residue.38
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In addition, Pavlov and Siegbahn et al. propose that one of the bridging cysteine
ligands is liberated from the Ni atom, accompanying a H atom.53–55 Ni-L has
not been examined much because it is not important to the catalytic cycle.
Stein et al. consider that Ni-L has a vacancy at X and has no protonated
ligand.38,52,80,82,86

We next review the EPR-silent states Ni-SU, Ni-SI, and Ni-R. The proposed
structures of these states by each group are shown in Figure 9-5. The determi-
nation of the structures of EPR-silent complexes is harder than for those of the
paramagnetic complexes and hence the structures are still controversial. Ni-SU is
produced by the reduction of Ni-A. Ni-SI is produced by the reduction of Ni-B
or Ni-SU. As mentioned above, Ni-B is reduced and transformed into Ni-SI faster
than Ni-A into Ni-SI. Ni-SU and Ni-SI have the same redox state Ni(II)Fe(II),
resulting in their EPR-silent properties. Stein has investigated the structure of Ni-SI
and proposed that the Fe atom of Ni-SI is coordinated by H2O.38,52,80,82,86 Gioia
et al. and Hall et al. propose that there is no atom at the position of the ligand X in
Ni-SI. 51,62–64,66,67 Hall et al. suggest structures for two Ni-SI states, based on the
experimental data by Volbeda et al., 10,11 called Ni-SIa and Ni-SIb. They state
that Ni-SIa is transformed into NI-SIb by protonation at the S atom of a cysteine
residue.51 Amara et al. suggest a rather unique structure by QM/MM study93 and
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called the two Ni-SI states Ni-SI1 and Ni-SI2, again based on Volbeda et al. 10,11

They suggest that NI-SI1 and Ni-SI2 have a H atom as the bridge ligand X. The
structure of NI-SI2 with a H atom added is in surprisingly good agreement with the
experimental structure. 93

Ni-R is also an EPR-silent state and has the redox state Ni(II)Fe(II). Hall et al.
have shown that Ni-R has H2 bound to the Fe atom by DFT calculations and
considering the electronic states. 51,62–64 Gioia et al. and Stein et al. propose similar
structures. 66,67 Both groups state that the bridging ligand X is a H atom and Ni-R
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has another coordinated H atom. Gioia et al. propose that the H atom coordinates
to one of the cysteine residues bound to the Ni atom and Stein proposes that it
coordinates to the Ni atom directly.

We have to admit subtlety for the local spin state of Ni. Hall et al. suggest
that Ni-SIa and Ni-R are high-spin Ni(II) states based on L-edge XAS data98
and on this assumption they optimized the structures, giving a distorted tetrahedral
coordination of the Ni atom. They found that high-spin structures were in better
agreement with the experimental structure than the low-spin structures, confirming
their prediction that Ni-SIa and Ni-R are high-spin complexes. However, other
groups consider Ni-SIa and Ni-R to be low-spin Ni(II) complexes. 37,98 The low-
spin states have square planar coordination. Further theoretical studies are clearly
required on this point. Stein et al. and Gioia et al. have recently investigated the
Ni-S4 complexes as a model of the [NiFe] hydrogenase active site together to lead
the conclusion that the Ni-SIa and Ni-R is spin-crossover state and the density
functional BP86 is the most suited functional to describe the structural features and
Ni-SI and Ni-R are spin crossover states. 99 They suggested that high-spin states
with B3LYP have too stable energy, compared with the calculations with BP86 or
B3LYP∗. 100–102

Recently we calculated the energy of Ni-SIa by QM/MM calculations. We
considered the active site as a QM region, the atoms within 7.0 Å of the active
site as an MM-free region and the other atoms within 13.0 Å of the active site as
an MM-fixed region, as shown in Figure 9-6. Atoms in the MM-free region can
move during the optimization process, while atoms in the MM-fixed region cannot
move. The total energy of the low-spin state was 1.5 kcal/mol less than that of the
high-spin state. The QM region of the low-spin state was 10.2 kcal/lmol less stable
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Figure 9-6. Scheme of the QM, MM-free, and MM-fixed regions

than the high-spin state, while the energy of the MM region was 11.7 kcal/mol more
stable than the high-spin state. Based on this calculation, we conclude that Ni-SI
is a low-spin complex. This difference of 1.5 kcal/mol is small and hence we did
not attempt to make a more accurate calculation. A similar calculation for Ni-R is
currently underway.

2.1.3. Catalytic mechanism of hydrogen production

Several groups have proposed catalytic cycles, 38,42,53,54,62,66,67,80 each characterized
by the atom that coordinates to the Ni atom, Fe atom or cysteine residues and
each cycling through the paramagnetic state Ni-C and the EPR-silent states Ni-SIa
and Ni-R. The first of these proposed cycles, by Pavlov et al., simulated the
catalytic mechanism with a relatively small model of the active site. Figure 9-7(a)53

shows the mechanism of Pavlov et al. The transition states are also calculated
and the activation energy is found to be 7.9 cal/mol, as shown in Figure 9-8(a).
53 The mechanism is unique compared with the results of the other groups in
that the bond between the bridging cysteine residue and Ni atom is cut and the
bimetallic CN ligand of the Fe atom moves toward the vacant position between the
Fe and Ni atoms. Pavlov et al. later slightly modified the mechanism, as shown in
Figure 9-7(b). 54 Again the transition states are calculated and the activation energy
is found to be 3.1 kcal/mol, as shown in Figure 9-8(b). 54 Including the solvent
effect, the energy is 6.4 kcal/mol. As in the unmodified mechanism,53 the bond
between the bridging cysteine residue and Ni atom is cut. However, it has been
commented that this result is achieved because the model is too small. Amara et al.
claim that the small size of the model allows the bridging cysteine ligands to move
too much;93 the ligands are bonded to amino acid chains and cannot move freely.

The proposed catalytic mechanism of Hall et al. is shown in Figure 9-9.51,62–64

They calculated the transition states using the same model as Pavlov et al. The
activation energy is 14.2 kcal/mol when the model of the active site has a neutral
charge and is 12.4 kcal/mol when the model has a minus charge, as shown in
Figure 9-10.63

The proposed mechanism of Dole et al. is shown in Figure 9-1142 and has been
confirmed by Gioia et al. 66,67 They calculated the optimized structure by DFT and
performed frontier orbital analysis. From their analysis, they proposed that H2 reacts
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with the Ni atom to give two seperate H atoms. Recently we have simulated this
mechanism and have found the transition state in the low-spin state. The energy
diagram and the structure of the calculation model are shown in Figure 9-12. The
Mulliken atomic charge densities of the Fe, Ni, three S atoms and two H atoms
are shown in Table 9-1. The three S atoms and two H atoms are identified by
suffixes in Figure 9-11. The Mulliken atomic charge is known to be unreliable for
the transition metals and hence we pay careful attention to it. At the first step, H2
is bonded to the Ni atom or S3 atom. Next, H1 is trapped between the Fe and Ni
atoms, which is indicated by the Mulliken atomic charge of H1 and H2.

Finally, the charge is absorbed by the Fe atom. The electron density on the S1
atom also increases between the transition state and Ni-R, which is consistent with
the findings of Gioia et al., 67 and hence it has an active role in the H2 cleavage. The
activation energy is 29.3 kcal/mol, while the reverse reaction, that is, the hydrogen
production, requires only 10.4 kcal/mol.
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The suggested catalytic mechanism of Stein et al. is shown in Figure 9-13.38,52,86

This mechanism is more complicated than the others. In this reaction, the solvent
H2O has an important role in the heterolytic cleavage of H2. One of the H atoms
of H2 is attracted to the O atom of H2O, forming an H3O+ ion. This results in the
bridging ligand X being a H atom. These considerations are based on relativistic
DFT research with ZORA and the experimental g- and hyperfine-tensors. 38,86

Amara et al. suggested a rather unique mechanism, as shown in Figure 9-14.
NI-SI2 of this mechanism has a �-H−, based on a QM/MM study. The structure of
NI-SI2 with �-H− is in good agreement with the experimental structure. 93

To conclude, several controversial mechanisms have been proposed based on
theoretical investigations. To characterize a mechanism it is necessary to calculate
the reaction path including the transition states. The transition states and activation
energies will then specify the catalytic mechanism.
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2.2. Active Site of DvMF

Unlike Dg, the structure of the active site of DvMF is still controversial. Higuchi
et al. have investigated the structure by X-ray crystallography15–17 and Tüker
et al. have performed semi-empirical calculations. 103,104 Stein et al. investigated
the structure of [NiFe] hydrogenase from DvMF by DFT calculations and g- and
hyperfine-tensor calculations as well as for Dg.38,80 The active site of DvMF is
shown in Figure 9-2. It has been proposed that the L1 ligand is SO, CO or CN and the
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L2 and L3 ligands are CN or CO, but the exact nature of the ligands has not been
determined. The widely accepted ligand pattern is SO for L1, CN for L2 and CO
for L3. We have made a theoretical investigation of the pattern: CO for L1, CN for
L2 and CO for L3. We assumed that there exists a mechanism holding the bridge
ligand X during the catalytic reaction. Amara et al. 93 suggested a fixed bridge ligand
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Table 9-1. Mulliken atomic charge densities in all states in Figure 9-10. The positions of the three S
atoms and two H atoms are shown in Figure 9-9, distinguished by the suffixes

Fe Ni S1 S2 S3 H1 H2

Ni-SI +H2 −0.44 −0.01 −0.05 −0.28 −0.28 −0.07 0.09
TS −0.86 0.02 0.02 −0.31 −0.18 0.00 0.27
Ni-R −0.89 0.04 −0.19 −0.09 −0.31 0.14 0.19

of a H atom during the reaction. We considered a bridge ligand S atom fixed during
the catalytic cycle, as shown in Figure 9-15, because it is experimentally found to be
the most probable bridge ligand in DvMF.15,16 We introduce our preliminary results
in this section. Other patterns are being studied, incorporating possible ligands of
bridging and nonbridging characters with various redox and spin states under the
influence of the environment.

2.2.1. The optimized structure of the DvMF model

We have devised a DvMF model by substituting a methyl group for cysteine (Cys) in
the structural formula shown in Figure 9-15, where S1 is the bridging atom between
the Fe atom and Ni atom, S2 is one of the bridging S atomsof the cysteine amino
acids and S3 is one of the S atoms of the cysteine amino acids coordinated to the
Ni atom only. We then optimized the structure. The optimized atomic distances and
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angles of the DvMF model in the low-spin and high-spin oxidized states (1a and
1b, where the suffixes a and b denote the low-spin state and the high-spin state,
respectively) are tabulated in Table 9-2.

Model 1b is less stable by 19.46 kcal/mol than 1a, but 1b closely resembles the
structure derived from X-ray crystallography;15,16 the optimized structural param-
eters of 1b agree with the X-ray structural parameters, except for the Ni-Fe distance.
On the other hand, the distance between the Ni atom and S2 atom of 1a is 3.25 Å
while the distance measured in the X-ray structure is 2.37 Å. The Ni-Fe distances
of both calculated spin states do not agree with the X-ray measured distance; the
Ni-Fe distance of the X-ray structure is 2.55 Å while that of 1a is 3.41 Å and that

Table 9-2. Atomic distances and angles in 1a and 1b

distance (Å) 1a 1b exp.15�16

Ni-Fe 3.409 2.919 2.55
Ni-S1 2.288 2.263 2.16
Ni-S2 3.252 2.432 2.37
Fe-S1 2.418 2.284 2.22
Fe-S2 2.363 2.387 2.37

angle (deg) 1a 1b exp.15�16

S1-Ni-S2 41.0 88.0 91.1
S1-Fe-S2 53.1 88.6 89.7
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of 1b is 2.92 Å. The differences are too large to be regarded as uncertainties in the
calculation. The same differences were reported by Stein et al. 80 The differences
are due to deviations of the bond angles of S1-Ni-S2 and Si-Fe-S2. In fact, there
is not much interaction between the Fe and Ni atoms. Therefore, the differences
hardly affect the reaction mechanism.
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2.2.2. Transition states of the activation process in the oxidized system

We examined the reaction mechanism of the activation process in the oxidized
system and performed a more detailed investigated of DvMF17 (which has a S
atom at the bridging ligand of the active site). We defined the following mechanism
(shown in Eq. (9-2)) based on the work of Higuchi et al. 15–17 As already mentioned,
an oxidized system of DvMF can be activated by H2S elimination under an
atmosphere of H2. The origin of the S atom in H2S is not yet known, however,
Higuchi et al. have assumed that it is a bridging S atom.15,16 In the initial stage of
H2S elimination, DvMF model 1, which is called the Ni-A state in general, makes a
complex with H2 (complex 2). Then, the intermediary 3, with one of the hydrogen
atoms abstracted by the S1 atom, is obtained through the transition states TS
as follows:

1a(d)+H2 → 2a(d) → �TSa��d� → 3a(d);

1b(q)+ H2 → 2b(q) → �TSb��q� → 3b(q)� (9-2)

where d and q in the parentheses denote doublet and quartet states respectively.
Each low-spin state is more stable than the corresponding high-spin state. The
activation energy in the low-spin states is 34.33 kcal/mol. That of the high-spin states
is 21.39 kcal/mol. Therefore, the activation process such as the H2S elimination
is not easy to take place to some extent in the low-spin state, but the reaction
become easier to happen after the low-spin state is excited and transferred to the
high-spin state.

It is important to also consider the reverse cycle of the reaction shown in Eq. (9-2).
This reverse cycle can generate H2 with a very low activation energy. We describe
this reverse cycle in detail, presenting the structures, electron states and energy
diagrams of the complexes and transition states in the reaction of Eq. (9-2) in the
next section, Section 2.2.3.

2.2.3. H2 production in the oxidized system

Here, we consider the reaction cycle of the H2 production process in the oxidized
system based on the reverse reaction of that given in Eq. (9-2), as shown
in Figure 9-15,

1a(d)+2H → 4a�4a′�(s)+H

→ 3a(d) → �TSa��d� → 2a�d� → 1a(d)+H2


1b(q)+2H → 4b�4b′��t�+H

→ 3b(q) → �TSb��q� → 2b�q� → 1b(q)+H2� (9-3)

where s and t in the parentheses respectively denote singlet and triplet states. In
the reaction of Eq. (9-3), protons and electrons are added to the system from
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outside the hydrogenase or from ferredoxins along the transport chain of the amino
acids. This has been discussed by Pavlov et al. 53–55 The optimized species in
the low- and high-spin states are shown in Figure 9-16(a) and (b), respectively.
The DvMF models 1a and 1b can capture H radicals easily. After one H radical
is adsorbed on S1(4a and 4b), S3(4a′, 4b′) or Ni(4b′′) atoms, the complex 2
is formed by capturing another H radical through the complex 3 and TS by
the counterclockwise cycle in Figure 9-15. Energy diagrams for the reaction of
Eq. (9-3) are shown in Figure 9-17. The reaction can generate H2 with a very low
activation energy; the activation energy is 6.74 kcal/mol for the reverse cycle in
the high-spin states �3b → TSb → 2b� and is 16.94 kcal/mol in the low-spin states
�3a → TSa → 2a�.

For all models, the configuration of the ligands coordinated to the Ni atom
is tetrahedral in the high-spin state and square planar in the low-spin state. The
Mulliken atomic spin densities and charges of each state are shown in Table 9-3. In
the high-spin state, the S1, S3 and Ni atoms have 0.5–0.8 spin densities, while the
S1 and Ni atoms in 1a have hardly any spin. In addition, each of the S1, S3 and Ni
atoms in 4b, 4b′, and 4b′′ have 0.4–0.9 spin densities except the atoms abstracting
the first H radical. The second H radical is captured easily on atoms with large spin
densit.

Figure 9-16(a). Optimized species in the low spin state
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Figure 9-16(b). Optimized species in the high spin state

2.2.4. String model of the catalytic mechanism

In [NiFe] hydrogenase, catalyzation does not necessarily occur in the neutral state of
the active site. Therefore we have to consider electron transfer during catalyzation.
Hence, we calculated the energy of the anion and dianion complexes in the catalytic
reaction, where the structures of each state are assumed to be optimized structures
and transition states of the neutral state. This is the starting point in the analysis
of the string model. 105–107

The energy diagram is shown in Figure 9-18. From this diagram, we can see
that the reaction occurs easily in the anion and dianion states. In the anion state,
especially, the activation energy of the low-spin state is lower than the high-spin
state and the complex 3a− is the most stable of the other complexes. In the dianion
states the energy of TSb2− is lower than that of 3b2−, which indicates that the
catalytic mechanism proceeds with no potential barrier if 3b and 3b− get two or
one electron respectively. The charge distributions and spin densities are given in
Table 9-4.

Therefore, we suggest two catalytic mechanisms of the reduced system of DvMF:

3a− → �TSa−� → 2a−� (9-4)

3b− +e−−→ 3b2− −→ �TSb2−�
−e−−→ 2b−� (9-5)
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These mechanisms need to be optimized for each electric state and the activation
energies need to be calculated. The mechanisms proceed more readily than the
mechanism of Eq. (9-3) in the neutral state.

2.2.5. Other patterns of ligands at Fe atom

We have investigated other patterns of ligands, such as L1=CN, L2=CO, L3=CN.
This is identical to the active site of Dg with an S atom as the bridge ligand X.
Figure 9-19 shows the energy diagram. The low-spin state of this model has a
similar catalytic mechanism and energy diagram; the high-spin state is currently
under investigation. We are also currently calculating other ligand patterns, such as
the most probable pattern, L1=SO, L2=CN, L3=CO.
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Table 9-3. Mulliken atomic spin densities and charge densities in all complexes

spin densities Ni Fe S1 S2 S3 H1 H2

1a −0�04 0�01 0�01 0�00 0�49
1b 0�67 0�28 0�80 0�35 0�48
2a −0�04 0�01 0�01 0�00 0�49 0�00 0�00
2b 0�67 0�29 0�80 0�35 0�48 0�00 0�00
3a −0�03 0�00 0�04 0�00 0�48 0�00 0�00
3b 0�67 0�82 0�26 0�07 0�53 −0�08 −0�01
4a 0�00 0�00 0�00 0�00 0�00 0�00
4a′ 0�00 0�00 0�00 0�00 0�00 0�00
4b 0�75 −0�02 0�05 0�34 0�44 0�00
4b′ 0�93 0�28 0�80 0�29 0�04 0�00
4b′′ −0�11 0�04 0�85 0�21 0�49 0�01
TSa −0�05 −0�01 0�00 0�22 0�16 0�06 −0�04
TSb 0�61 0�45 0�86 0�06 0�43 −0�03 0�22

charge densities Ni Fe S1 S2 S3 H1 H2

1a 0�09 −0�57 −0�06 0�12 −0�03
1b 0�16 −0�88 0�00 0�05 −0�02
2a 0�07 −0�57 −0�06 0�12 −0�03 0�00 0�02
2b 0�14 −0�89 0�00 0�05 −0�02 0�03 −0�01
3a −0�33 −0�80 −0�10 0�01 0�04 0�23 0�20
3b −0�06 −0�95 −0�16 0�05 −0�03 0�18 0�22
4a 0�20 −0�79 −0�34 0�01 0�07 0�19
4a′ 0�08 −0�54 −0�11 0�12 −0�08 0�25
4b 0�15 −0�81 −0�17 0�03 −0�03 0�20
4b′ 0�18 −0�86 −0�06 0�06 −0�10 0�22
4b′′ −0�34 −0�80 0�08 0�04 0�05 0�24
TSa 0�08 −0�65 −0�13 0�05 −0�03 0�04 0�08
TSb −0�02 −0�81 −0�08 0�05 0�01 0�11 0�01

2.2.6. Quantum energy density

The electronic interaction in the H2 production process in Section 2.2.3 can be
expressed in terms of the quantum energy densities108–113 based on the regional
DFT.108–114 The electronic kinetic energy density nT ��r� is defined as

nT ��r� = 1
2

∑
i

�i

[{
− �

2

2m
�∗

i ��r�

}
i��r�+∗

i ��r�

{
− �

2

2m
�i��r�

}]

(9-6)

where m is the mass of an electron, i��r� is the natural orbital and �i is the
occupation number of i��r�. 108–111 nT ��r� is important to the discussion on bond
formation because the sign of nT ��r� has a physical meaning with respect to
electronic interaction; in the region nT ��r� > 0 (electronic drop region, RD) electrons
can move freely in a classical fashion, whereas electrons cannot enter the region



422 Nakano et al.

30.46

8.06

14.67

–3.99
–4.84– 4.76

–47.95

–50.63

34.48

41.28

19.81

–16.40

0.15

–4.06

0.00

1a+H2

1b+H2

3b
TSa

TSa2–

TSb

3a

3a2–

3b–

3a–

3b2–

–30.49

–39.78

– 48.70

– 57.45

2b

2b2–

2a

2a2–

2a–

2b–

19.71

TSb–

TSa–

TSb2–

Figure 9-18. String model of the catalytic mechanism in the oxidized system of DvMF. The unit of
energy is Kcal/mol. The energies in this diagram do not include the zero-point energy

nT ��r� < 0 (electronic atmosphere region, RA) in a classical sense. 108–111 The total
electronic force density �FS��r� is given by

�FS��r� = ��S��r�+ �XS��r�� (9-7)

where ��S��r� and �XS��r� denote the electronic tension density and electronic external
force density, respectively. 108–111 ��S��r� has a quantum mechanical origin and is
given by ��S��r� = (

�Sk��r�
)
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Figure 9-19. Energy diagram of the catalytic cycle for L1=CN, L2=CO, and L3=CN. The mechanism
is the same as that in Figure 9-12 and the diagram shows only about low spin states. The unit of energy
is kcal/mol

for k = 1, 2, 3. In the stationary state, ��S��r� balances �E��r�, the electric field acting
on an electron.108–111 The detail of each bond can be expressed in terms of the

stress tensor density, which is given by a 3×3 matrix
↔
�

S

��r� = ��Skl��r�� with

�Skl��r� = �
2

4m

∑
i

�i

{
∗

i ��r�
�2i��r�

�xkxl
− �∗

i ��r�

�xk

�i��r�

�xl

+�2∗
i ��r�

�xk�xl
i��r�− �∗

i

�xl

�i��r�

�xk

}
� (9-9)

for k� l = 1� 2� 3� nT ��r�� ��S��r�, the largest eigenvalues of
↔
�

S

��r� and their
eigenvectors in the formation and cleavage of chemical bonds in the TS can be
calculated using the MR DFT program,115 as shown in Figure 9-19.

As shown in Figure 9-20(a), in the low-spin state, the RD due to the Ni atom is
not directly connected to the RD due to H atoms in TSa. This means that electrons
cannot transfer classically between the Ni atom and H atoms. The area between
S3 and the H atoms is filled with continuous RD, but the compressive stress, for

which the largest eigenvalue of
↔
�

S

��r� is negative, 112,113 is distributed widely in the
S3-H area, as shown in Figure 9-20(b), that is, the chemical-bond interaction in the
S3-H area has been lost in TSa. On the other hand, in the high-spin state, not only
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Figure 9-20. Maps of the quantum energy densities:(a) nT ��r� (background shading), ��S��r� (arrows),

(b) The largest eigenvalues of
↔
�

S

��r� (background shading) and their eigenvectors (short lines) in TSa;
The cross section of TSa is displayed above (a) and (b), with the centers of the Ni atom and two
H atoms are included. (c) nT ��r� (background shading), ��S��r� (arrows), (d) The largest eigenvalues of
↔
�

S

��r� (background shading) and their eigenvectors (short lines) in TSb. The cross section of TSb is
displayed above (c) and (d), with the centers of the Ni atom and two H atoms are included. The gray
areas in (a) and (c) denote RD regions and those in (b) and (d) denote the tensile stresses. The contours
in (b) and (d) denote the values of −0�01, 0.0, and 0.01

is classical electron transfer allowed between the Ni and H atoms in TSb in terms
of the continuous RD, as shown in Figure 9-20(c), but Figure 9-20(d), also shows

that the eigenvectors of the tensile stress, where the largest eigenvalue of
↔
�

S

��r�
is positive, 112,113 in the Ni-H area have a “spindle structure.”112,113 Such a spindle
structure is observed in typical covalent bonds,112,113 and therefore it is considered
that the character of the Ni-H covalent bond seen in 3b remains strong even in TSb
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Table 9-4. Mulliken atomic spin densities and charge densities in anion complexes
�2a−� 2b−� 3a−� 3b−� TSa−� TSb−� and dianion complexes �2a2−� 2b2−� 3a2−� 3b2−� TSa2−� TSb2−�

spin densities Ni Fe S1 S2 S3 H1 H2

2a− 0�00 0�00 0�00 0�00 0�00 0�00 0�00
2b− 0�66 −0�02 0�10 0�27 0�51 0�00 0�00
3a− 0�00 0�00 0�00 0�00 0�00 0�00 0�00
3b− 0�62 −0�01 0�11 0�00 0�62 0�00 −0�10
TSa− 0�00 0�00 0�00 0�00 0�00 0�00 0�00
TSb− 0�37 0�04 0�28 0�09 0�46 −0�07 0�30
2a2− 0�01 0�75 0�12 0�13 −0�01 0�00 0�00
2b2− 1�31 0�02 0�08 0�04 0�61 0�21 0�00
3a2− 0�60 −0�01 0�06 0�00 0�18 0�00 −0�11
3b2− 1�21 0�05 0�10 0�05 0�59 0�00 0�20
TSa2− 0�74 0�02 0�06 0�00 0�06 0�00 0�00
TSb2− 1�22 0�01 0�14 0�13 0�60 −0�02 0�17

charge densities Ni Fe S1 S2 S3 H1 H2

2a− −0�07 −0�64 −0�06 0�10 −0�18 −0�04 0�06
2b− 0�08 −0�91 −0�21 −0�02 −0�07 0�07 −0�05
3a− −0�31 −0�80 −0�18 −0�04 −0�12 0�18 0�21
3b− −0�29 −0�87 −0�20 −0�02 −0�08 0�17 0�21
TSa− 0�00 −0�71 −0�14 −0�01 −0�06 −0�01 0�07
TSb− −0�08 −0�84 −0�34 0�00 −0�04 0�09 0�02
2a2− −0�13 −0�66 −0�17 0�02 −0�22 −0�06 0�00
2b2− −0�19 −1�04 −0�33 −0�08 −0�10 0�01 0�17
3a2− −0�38 −0�87 −0�24 −0�06 −0�23 0�17 0�18
3b2− −0�41 −0�98 −0�22 −0�07 −0�11 0�14 0�06
TSa2− −0�14 −0�79 −0�19 −0�04 −0�12 −0�04 0�06
TSb2− −0�08 −0�91 −0�45 −0�07 −0�13 0�12 −0�05

and that the height of the energy barrier from 3b to TSb is greatly suppressed due
to the large covalent-bond-like interaction in TSb.

3. CONCLUSION

[NiFe] hydrogenase has received much attention as a material for use in hydrogen
production. However, the catalytic mechanism is still controversial and the struc-
tures of some states have not yet been determined. Therefore further experimental
and theoretical investigations are required. It is certain that the active site receives
or gives electrons to other parts of the hydrogenase and the environment. There is
also no consensus among research groups on a value of the activation energy of
hydrogen cleavage. Catalytic mechanisms for Dg have been proposed, shown in
Figures 9-7, 9-9, 9-11, 9-13 and 9-14, with activation energies of 3.1–29.3 kcal/mol.
[NiFe] hydrogenase of DvMF has catalytic mechanisms in both the oxidized state
and the reduced state. Further theoretical investigations are required because this
reaction might occur more readily by electron transfer under the well-ordered control
of the redox states.
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CHAPTER 10

BACTERIORHODOPSIN ENERGY LANDSCAPE: CURRENT
STATUS

V. RENUGOPALAKRISHNAN
Children’s Hospital, Harvard Medical School, Boston, MA 02115, USA

Abstract: The folding and stability of bacteriorhodopsin remains of great interest in view of
its technological importance. Single molecules of bacteriorhodopsin are unfolded by
attaching them to the tip of an AFM probe and then applying force < 50 pico Newtons can
be pulled one or more at a time. These experiments provide force profiles of individual
chains which exhibit dependence and independence on rest of the helices until all of
them are unfolded. Unlike differential scanning calorimetric studies which provide the
global thermodynamic profile of proteins, AFM dynamic force probe methods provide a
wealth of force profiles of the individual chains at a single molecule level which can then
be reconstituted to map the energy landscape of bacteriorhodopsin. Energy landscape of
bacteriorhodopsin from dynamic force probe method using atomic force spectroscopy is
reviewed in this chapter

Keywords: Atomic Force Microscopy (AFM), Dynamic Force Spectroscopy (DFS), Unfolding
Pathway, Bacteriorhodopsin, Protein Energy Landscape

INTRODUCTION

Theoretical analysis of protein conformations has since its beginning considered
isolated single protein molecule and attempted to compare the results so derived
with time averaged experimental studies which are restricted to the bulk phase.
Interestingly the theoretical methods have been extended to large aggregates of
protein molecules due to increased computational power in recent times whereas
experimental methods to study proteins have reached single molecule level due to
technological advances. In the early days while the theoretical studies of protein
molecules and their reasonable agreement with experimental studies of proteins in
the bulk phase have provided reaffirmation of the validity of theoretical methods,
yet a strict one-to-one comparison between them was a matter of contention.

Early attempts to calculate protein energy landscapes have been reported
in the literature1,2 Spectroscopic studies of proteins, especially using atomic
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force microscopy (AFM) and dynamic force spectroscopy (DFS) on individual
protein molecules began to surface since 20003–12. The resolution of AFM and
DFS have reached nanometer scale. Therefore AFM in the imaging mode and
DFS as a function of temperature have surged to the forefront as important
methods in nanotechnology. Zhang and Zhang13 have reviewed single molecule
mechanochemistry.

DFS using AFM has offered for the first time precise measurement of inter-
molecular forces arising from non-covalent interactions contributing to the stability
of proteins. The historical evolution from single molecules to collective aggre-
gates of molecules has several hurdles before we can meaningfully harvest the full
potential of these methods. In DFS, single molecule AFM is extended to measure
unfolding forces at different pulling speeds exerted on bR at different temperatures.
As a result DFS permits resolution of the width of potential barriers crossed and for
determining natural transition rates over these barriers, see Figure 10-1, Best et al. 14

Figure 10-2 shows the typical forces encountered as a function of the stretching
distances where applied force less than ∼20 pN trigger unfolding processes,
Clausen-Schaumann et al. 5

Ultimate goal of DFS studies is to create an energy landscape of the protein which
would serve as blue print for rational protein engineering studies. 15,16 Reconstituting

Figure 10-1. Two-state model for the interpreting mechanical unfolding experiments. The activation
energies for folding and unfolding are given by ��G‡−D and ��G‡−N respectively, and xu and xf are
respectively the distances along the reaction coordinate from the native state (N) and denatured state
(D) to the transition state (‡). The reaction coordinate is taken here to be the distance between N and C
termini, rNC

14
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Figure 10-2. Typical forces and length scales in single molecule spectroscopy 5

the large number of force profiles obtained by the exertion of pN force on the
individual chains or domains of a protein molecule to construct the energy landscape
of a protein, see a hypothetical energy landscape shown in Figure 10-3, Wise et al.
17 is experimentally and theoretically a daunting challenge.

Calculation of a complete energy landscape is a formidable challenge.18–22 A
hypothetical energy landscape of bR adapted from Wise et al. 17 is shown in
Figure 10-3.

Development of time-dependent DFS studies have to await further technological
challenges in AFM where the lag phase of a mechanical contraption like a tip of
AFM probe riding on a cantilever hovering over the rugged surface of a protein
anchored on a platform by its very nature is slow compared to time-scales involved
in the conformational dynamics from one peak to another in the energy landscape
of a protein. As we encountered similar problems in molecular dynamics (MD),
density functional studies (DFT), and 3D multi-nuclear NMR studies, analysis of
voluminous data is very tedious.

In this review, we will focus on the energy landscape of a light activated protein,
bacteriorhodopsin (bR), and the point mutations we have induced in bR to enhance
its thermal, photochemical, and proton-pumping characteristics.

An energy landscape of bR is a complex multi-dimensional potential energy
rugged in texture dotted with peaks and valleys. Partial snapshots of this are
obtained upon anchoring forces between 100 and 200 pico Newtons (pN) for
different helices which were observed to manifest different unfolding characteristics
revealing the individual identity of the seven helices. 23– 26 The energy landscape of
individual TM helices of bR was mapped by monitoring the pulling speed depen-
dence of the unfolding forces and applying Monte Carlo (MC) simulation.27,28
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Figure 10-3. A schematic energy landscape of a protein 17

Single helices formed independently stable units characterized by a single potential
barrier. Mechanical unfolding of the helices was triggered by 3.9–7.7 Å extension
with unfolding rates were of the order 10−3s−1. The unfolding pathway or
trajectory reflect distinct pulling speed-dependent unfolding routes in their energy
landscapes. It was also observed that the unfolding forces of the secondary
structure considerably decreased upon increasing the temperature from 8 to
52 �C. The probability of individual unfolding pathways of bR was significantly
influenced by temperature. At lower temperatures, the helices manifested significant
stability to individually establish potential barriers against unfolding forces whereas
they predominantly unfold collectively at elevated temperatures, highlighting co-
operativity of biological phenomena.
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1. UNFOLDING PATHWAY OF WILD TYPE BR

Each one of the helices in bR manifested certain intrinsic stability towards the overall
stability of the transmembrane (TM) helix. The helices A,B,C,D,E,F,G possess an
unique intrinsic potential barrier against unfolding or denaturation. The forces
exerted on individual helices vary with temperature and from the force profiles
of individual chains, the energy landscape of bR can be mapped. Enhancement of
thermal stability of bR16,17 by site-specific mutations has occupied the attention of
our laboratory for many years.

Oesterhelt et al. 23 have reported unfolding pathways of individual wild type
bR(w-bR) using AFM and DFS. A selection of typical unfolding profiles are shown
in Figure 10-4 A (reproduced with permission from Oesterhelt et al. 23)

Figure 10-4 shows the extension in nm as a function of exerted force in pN. Four
peaks located at 10, 30, 50, 70 nm is common to all the unfolding profiles. The
relative positions of the second and fourth spikes are similar in contrast to first and
third spikes which show variation. Figure 10-4 B shows superposition of 11 force
profiles into a composite spike revealing the position of the first spike varies
statistically whereas the third spike splits into two spikes. The increasing force at
the slope of the second spike thus reflects the stretching of the already unfolded 88
amino acid residues from F and G helices, F-G loop region, and overlapping residues
in the E-F loop. On increasing the force to 100 to 200 pN, the remaining membrane
anchor is destabilized, see Figure 10-4 C. We can describe the unfolding of the
remaining five helices which sequentially follow the F and G helices. Therefore
AFM and DFS studies of Oesterhelt et al. 23 of w-bR from purple membrane (PM)
patches from Halobacterium Salinarum (HS) reveal an individual identity for each
one of the 7 helices A through G in which F and G helices at the C-terminal
unfold first which then triggers a domino effect of unfolding of E and D helices
following which B and C helices unfold one after another like a pack of destabilized
cards.

2. HOW DOES PH INFLUENCE THE UNFOLDING PATHWAY OF
W-BR

For thel pH range from 4.2 to 10. the force profiles have similar overall gross
features. When we examine them carefully, it is possible to discern subtle differences
(Figures 10-6–10-9). Oesterhelt et al. 23 have previously assigned the main peaks to
different processes: the peaks below 20 nm include unfolding of helices G and F.
At 27, 45, and 65 nm, helices E and D, B and C, and A unfold, respectively. Whereas
these main peaks remain more or less unaltered for the pH range, side peaks vary
significantly. An unique advantage of single molecule experiments is we can access
each molecule at a time. This unique option allows the discrimination between
the molecules as individuals as well as between different pathways. Based on the
analysis of each unfolding trace the traces may be sorted and grouped according to
certain criteria. Muller et al. 24 have performed this task for only one pH value per
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Figure 10-4. Controlled extraction of an individual BR from native purple membrane. (A) Typical
high-resolution AFM topograph of the cytoplasmic surface of a wild-type purple membrane. (B) The
stylus and protein surface were separated at a velocity of 40 nm/s while the force spectrum was
recorded (512 or 4096 pixels). The interaction between tip and surface, which is expressed in the marked
discontinuous changes in the force, indicates a molecular bridge between tip and sample. This bridge
reaches far out to distances up to 75 nm, which corresponds to the length of one totally unfolded protein.
(C) After the adhesive force peaks were recorded, a topograph of the same surface was taken to show
structural changes. 23

block. All blocks were analyzed for pH 4.2 except for the data in Figures 10-6 and
10-11, which were recorded at pH 7.8 to be comparable with the M state data in
Figure 10-5 D.

3. UNFOLDING HELICES G AND F

The low extension part, below 30 nm, of all traces superimposed in Figure 10-5 B
was analyzed individually. Three different main groups became apparent that were
superimposed in Figure 10-6, a–c. The first group of traces exhibited only the 36-aa
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Figure 10-5. Unfolding BR at various conditions. To show common unfolding patterns among single-
molecule events, the force spectra were superposed. (A-C) BR unfolded at pH 10 �n = 31�, pH 7.8
�n = 32�, and pH 4.2 �n = 20�, respectively. �D� BR mutant D96N �n = 18� unfolded at pH 7.8. �E�

exhibited a SD of 12.9 pN �n = 20� (Ref. Müller et.al. 24)

peak (Figure 10-6 a). In a second group an additional peak at 48 aa occurred with
slightly higher probability (Figure 10-6 b). The peaks below 5 nm could not be ordered
in any systematic way and presumably arise from stretching of the C-terminus. Their
variation in position reflects the different attachment sites of the molecule at the
tip and thus the length variation of the freely fluctuating segment of the chain. The
schematic in Figure 10-6 depicts the model that corresponds to the measured positions
of the barriers. According to this model the sequence of the extraction/unfolding
process is as follows. First the free C-terminal chain is stretched and then helix G
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Figure 10-6. Unfolding pathways of transmembrane -helices G and F. �a� Unfolding helices G and F
in two steps. �b� Unfolding of helices G and F and their connecting loop in a three-step process. �c�

Helices G and F and loop GF unfold in a four-step process. �d� Schematic drawing of the unfolding
pathways of helices G and F and of loop FG. 24

unfolds. Then the force acts on the GF loop (peak at 36 aa), and in ∼ 65% of the traces
this loop is stretched and pulled through the membrane resulting in the peak at 48 aa
(Figure 10-6 b). Alternatively, the loop may be extracted together with helix F so that
this peak is skipped (Figure 10-6 a), and the force starts rising only when it acts directly
on helix E. The forces that are required to overcome both barriers are both ∼ 100 pN,
the first one slightly higher than the second.

4. UNFOLDING HELICES E AND D

The trace segments of Figure 10-6 c, showing interactions separated between
15 and 40 nm from the membrane surface, were analyzed accordingly. Janovjak
et al. 200225 found four distinctly different groups of traces that are depicted in
Figure 10-8. In the simplest case, which accounts for ∼ 22% of all traces, one
peak at 88 aa is seen (Figure 10-8 a). It was found that in ∼ 12% of the cases, an
intermittent peak at 94 aa, which reflected a barrier around aa 154 of BR (derived
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Figure 10-7. Unfolding pathways of transmembrane helices E and D. After unfolding helices F and
G, the polypeptide chain, bridging the AFM tip and purple membrane, exhibits a length of 88 aa (red
fit). All other helices remain embedded in the purple membrane. �a� The structural motif of helices
E and D, loop ED, and loop DC unfold in a single step uponexceeding an average pulling force of
167±20 pN �n = 20�. �b� Helices E and D unfold in a two-step process. First, helix E unfolds partly (at
169±22 pN), thereby lengthening the stretched polypeptide to 94 aa (blue fit). After this, the force pulls
the remaining part of helix E and, on the hydrophilic loop, connecting helices E and D located on the
opposite, extracellular surface. Upon exceeding an average pulling force of 169±21 pN, the remaining
part of helix E, the loop ED, helix D, and the cytoplasmic loop CD are unfolded simultaneously �n = 10�.
�c� Helices E and D unfold in an alternate two-step process. First, part of helix E and the loop ED
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from 248-94 aa; Figure 10-8 b) was observed. In 45% of the traces a peak was found
at 105 aa (Figure 10-8 c), which, based on the model (Figure 10-8 e), corresponds
to a state where helix E is completely unfolded, but helix D is still intact. Approxi-
mately 20% of the traces show all three peaks (Figure 10-8 d), which means that the
bR molecules measured here went through both intermittent states upon unfolding.
The peak heights were ∼ 160 pN for the first two barriers and significantly lower
for the third (90 pN). The most striking feature of this set is the potential barrier in
the proximity of aa 154 of bR.

5. UNFOLDING HELICES C AND B

In the length window between 35 and 55 nm Muller et al. 200224 found again four
different groups of traces (Figure 10-8). The majority of the traces exhibited no
extra peak between148 and 220 aa, indicating a simultaneous unfolding of helices
B and C. A minor fraction of the traces (9%) showed an additional peak at 158 aa
(Figure 10-8 b) and 35% a second peak at 175 aa (Figure 10-8 c). The first case
would fit to the extracellular BC loop still untouched, whereas in the second case
this loop is completely stretched. In both cases helix B is intact. In 10% of the traces
we find all three peaks (Figure 10-8 d), indicating that both intermittent states are
visited on the unfolding pathway. All peaks are ∼ 100 pN in height.

6. UNFOLDING HELIX A

In 65% of the traces the last peak (Figure 10-9) occurs at 65 nm, corresponding
to a stretched unfolded polypeptide of 220 aa in length (Figure 10-9 a). In these
traces the last helix is pulled out of the membrane in a single step at forces of
∼ 100 pN. In the other cases, a second peaks follows (Figure 10-9 b). This second
peak is smeared out considerably, and the rupture point varies. Drawn in blue is
the WLC fit for the fully stretched length of 232 aa from bR. Because this last peak
also occurs on multilamellar membrane stacks (see discussion below) it must reflect
the destabilization of the N-terminus, its possible interaction with the neighboring
proteins, and the pulling through the hydrophobic membrane.

�
Figure 10-7. connecting both helices unfold at 161 ± 14 pN, thereby lengthening the stretched
polypeptide to 105 aa (green fit). Upon exceeding an average pulling force of 86±23 pN, helix D and
loop CD are unfolded �n = 39�. �d� Helices E and D and loop ED unfold in a three-step process. First,
part of helix E unfolds at 152±22 pN, thereby lengthening the stretched polypeptide to 94 aa (blue fit).
Second, what remains from helix E and loop ED is pulled into the membrane at 135±30 pN, lengthening
the polypeptide strand to 105 aa (green fit). Third, helix D and loop CD unfold at a pulling force above
83±23 pN �n = 19�. �e� Schematic drawing of the unfolding pathways found. The total number of force
curves shown corresponds to 88
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Figure 10-8. Unfolding pathways of transmembrane helices C and B. After unfolding helices E and D,
the polypeptide chain, bridging the AFM tip and purple membrane, exhibits a length of 148 aa (red fit).
Helices C, B, and A remain embedded in the purple membrane. �a� Helices C and B unfold in a single
step upon exceeding an average pulling force of 99±16 pN �n = 40�. �b� Helices C and B unfold in a
two-step process. First, helix C unfolds at 109 ± 18 pN, thereby lengthening the stretched polypeptide
to 158 aa (blue fit). After this, the force pulls on the hydrophilic loop connecting helices C and B
located on the opposite, extracellular surface. Upon exceeding an average pulling force of 105±15 pN,
the extracellular loop BC, helix B, and the cytoplasmic loop AB are unfolded simultaneously �n = 8�.
�c� Helices C and B unfold in an alternate two-step process. First, helix C and the loop connecting
these helices unfold at 95 ± 20 pN, thereby lengthening the stretched polypeptide to 175 aa (green fit).
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7. STABILITY OF THE LOOPS

One remarkable finding of this study is the measured potential barrier associated
with the N-terminus and the extracellular loops connecting the transmembrane
�-helices. To exclude adhesion of the loops to the mica surface as a potential
explanation we performed the same experiments on the upper membrane of double-
layered purple membrane patches like the ones shown in Figure 10-10 and of
purple membrane adsorbed onto hydrophobic graphite (data not shown). In both
cases, we did not observe a change in the adhesion peak positions and distributions.
Because it would be highly unlikely that a hypothetic adhesive interaction of the
loops with mica is the same as with another purple membrane or with graphite, we
conclude from these experiments that the loops are stable structural elements. Thus,
a potential barrier comparable with the one that is associated with the unfolding of
the �-helices needs to be overcome to stretch the loops and to pull them through
the membrane. Interestingly, these forces required to overcome the barriers do not
depend in an obvious way on the length of the loop (i.e. 102 pN for loop GF,
4 aa; 135 pN for loop ED, 3 aa; and 109 pN for loop CB, 17 aa). This indicates
that the process is dominated by an activation barrier. Because these forces are
on the order of 100 pN, the width of these barriers must be far less than the
thickness of the membrane to be compatible with measured unfolding free energy
changes. This again speaks for a breakup of a structure. On the other hand, x-ray
and electron diffraction studies on crystallized bR shows these loops to exhibit
a well defined structural conformation. The B-factors and temperature factors of
the bR structures are similar for all extracellular loops and the transmembrane
�-helices, indicating that they exhibit equally high conformational stability.29–32

This finding was also confirmed by experiments determining the solution structure
of truncated bR loops, which showed conformations close to those observed on
intact bR.33

8. TEMPERATURE DEPENDENCE OF UNFOLDING PROFILES
OF W- BR

Janovjk et al.25 have investigated the effect of temperature on the unfolding pathway.
Figure 10-10 shows a selection of force-extension traces recorded on single

bR molecules. An interpretation of a typical trace exhibiting common features
observed among all curves is given at the top of Figure 10-10. After separating AFM
tip and purple membrane, the C-terminal polypeptide of bR is extended. Further

�
Figure 10-8. Upon exceeding an average pulling force of 80±17 pN, helix B and loop AB are unfolded
�n = 31�. �d� Helices C and B unfold in a three-step process. First, helix C unfolds at 108 ± 26 pN,
thereby lengthening the stretched polypeptide to 158 aa (blue fit). Second, loop BC is pulled into the
membrane at 116±33 pN (green fit). Third, helix B unfolds at pulling forces above 87±31 pN �n = 9�.
�e� Schematic drawing of the unfolding pathways found. The total number of force curves shown
corresponds to 88
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Figure 10-9. Unfolding pathways of the transmembrane helix A. After unfolding helices C and B, the
polypeptide chain, bridging the AFM tip and purple membrane, exhibits a length of 220 aa (red fit).
Only helix A remains embedded in the membrane. �a� Helix A and the N-terminal end are pulled
through the membrane within a single step at average pulling force of 87 ± 9 pN �n = 12�. �b� Helix
A unfolds at 99 ± 11 pN, and the N-terminal end anchors the polypeptide �n = 6�. The length of the
stretched polypeptide corresponds to 232 aa (blue fit). After this, the force pulls on the hydrophilic
N-terminus located on the opposite, extracellular surface. By exceeding a pulling force of 105±11 pN,
the polypeptide end is pulled through the membrane. �c� Schematic drawing of the unfolding pathways
found. The total number of force curves shown corresponds to 18
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Figure 10-10. Unfolding BR from native purple membrane at various temperatures. (A) Force curves
of individual BR molecules recorded at 25<@2;>C. To show common unfolding patterns among single-
molecule events, the force spectra recorded at different temperatures were superimposed. (B–F) BR
unfolded at 8<@2;>C (B), 25<@2;>C (C), 32<@2;>C (D), 42<@2;>C (E) and 52<@2;>C (F) in
300 mM KCl, 20 mM Tris-HCl with a pH of 7.8 being adjusted for each temperature

separating tip and membrane stretches the C-terminal end and the force builds up
in a gradual but non-linear fashion. At a certain force, the first transmembrane
helices G and F unfold. This increases the length of the molecular bridge between
tip and membrane, the cantilever relaxes and the force drops abruptly. By further
separation of the AFM tip and membrane surface, the polypeptide chain of the
unfolded structural elements extends. As soon as the polypeptide is stretched again,
the force rises. At a certain force, the next secondary element of bR unfolds. As
shown previously, the fitted contour length of the force-extension curve and the
secondary structure model of bR suggest that helices G and F, D and E, and B
and C unfold pairwise. 23 The remaining seventh helix, A, is then pulled from
the membrane in a single step. Beyond an extension of 70 nm no interaction is
measured.

To see to what extent these unfolding events of secondary structural elements
depend on the temperature, force extension curves were recorded at 8 �C
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(Figure 10-10 B), room temperature (25 �C; Figure 10-10 C), 32 �C (Figure 10-10
D), 42 �C (Figure 10-10 E), and 52 �C (Figure 10-10 F). Each graph shows a
multitude of force extension traces, each one recorded on one single bR (such as
shown in Figure 10-10 A). In these figures, 25 traces are superimposed. This kind
of graphic representation highlights common features through the accumulation
of the measured points and at the same time still represents the individualism of
traces. Independent of the temperature adjustment, each curve exhibited a richness
of detailed information on the mechanics of this molecule. It becomes clear that the
main peaks at 27, 45 and 65 nm remain at their position (Figure 10-10), but that the
rupture forces of these unfolding events decrease with increasing temperature. The
steepest decrease of the rupture forces was observed between 8 and 32 �C. Above
32 �C, the rupture force decreased only slightly, showing a fluctuation of a similar
range as the standard deviation of the mean value.

Similarly to the main peaks, the side peaks did not change their position
(contour length) upon variation of the temperature. To see whether the rupture force
(Figure 10-11) or the probability (Figure 10-12) of the side peaks change with
temperature, they were analyzed from each single force-extension curve.
Interestingly, the average rupture force of all side peaks decreased with increasing
temperature (Figure 10-12). However, the frequency of the side peaks decreased

Figure 10-11. Unfolding forces of secondary structural elements depend on temperature. (A) Rupture
forces of main peaks, which exhibited no side peaks
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Figure 10-12. Probability of unfolding pathways depends on temperature. The occurrence of main force
peaks exhibiting no side peaks (solid lines) increased with increasing temperature. The probability of
single structural elements, such as helices or loops, to unfold in a separate event decreases with increasing
temperature

with increasing temperature (Figure 10-12). Accordingly, the frequency of the main
peaks increased with the temperature. This indicates that the pairwise unfolding
of transmembrane -helices is favored with increasing temperature, while with
decreasing temperature, the unfolding probability of single secondary structure
elements, such as helices and loops, is enhanced.

Probability of unfolding pathways, shown in Figure 10-12, depends on temperature.
Theoccurrenceofmainforcepeaksexhibitingnosidepeaks (solid lines) increasedwith
increasing temperature. As a consequence, the probability of the main peaks exhibiting
side peaks (dashed lines) decreased significantly. Solid lines represent probabilities
for the pairwise unfolding of transmembrane -helices E and D (88 aa, red), C and
B (148 aa, blue) and of helix A (219 aa, green). The probability of their stepwise
unfolding is presented by the dotted lines. This indicates -helices of bR unfold preferen-
tially pairwise at elevated temperatures. The probability of single structural elements,
such as helices or loops, to unfold in a separate event decreases with increasing
temperature.

CONCLUSION

Energy landscape of bacteriorhodopsin from AFM studies has been reviewed in
this review. Recently we have embarked on a project to determine the unfolding
pathway of bR mutants where mutations in F and G helices were introduced by
site-directed mutagenesis,e.g. [E9Q/E194Q/E204Q] bR. This mutant was designed
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to attenuate proronation-deprotonation kinetics of w-bR. Site specific mutations
were introduced in F and G helices to enhance proton pumping activity of bR
which can be modulated by mutations of its Asp and Glu residues. Simultaneous
mutation of Glu9� Glu74� Glu194, and Glu204 profoundly alters the proton pumping
of bR. All the four Glu residues are in the extracellular region. Of these four Glu
residues, Glu74 is located in the beta sheet linking helices B and C and is not in
close proximity to the other Glu residues. Earlier attempts to mutate Asp residues,
especially Asp85 and Asp96 yielded considerable increase in the life time of M state.
Basic to all these is the fundamental role of protonation-deprotonation of bR is
influenced by Glu and Asp residues. The DFS studies on the triple mutant of bR
is in progress in collaboration with Prof. Daniel Mueller, BIOTEC, University of
Technology Dresden, Dresden, Germany.
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CHAPTER 11

DIMERIZATION AND OLIGOMERIZATION
OF RHODOPSIN AND OTHER G PROTEIN-COUPLED
RECEPTORS

SŁAWOMIR FILIPEK, ANNA MODZELEWSKA
AND KRYSTIANA A. KRZYŚKO
International Institute of Molecular and Cell Biology, 4 Ks. Trojdena St, 02–109 Warsaw, Poland

Abstract: Dimerization, and more generally oligomerization, of G protein-coupled receptors
(GPCRs) is experimentally proven and possibly all GPCRs act in oligomeric form. The
coupling with G protein, phosphorylation by kinase and binding to arrestin what starts
internalization process have also been shown to be influenced by the oligomeric state of
the receptors. Cooperative interactions within homo- and heterodimers of GPCRs may be
critical for the propagation of an external signal across the cell membrane, activation of
a G protein and passing the signal down to effector proteins

Keywords: Rhodopsin; GPCR; membrane proteins; dimerization; oligomerization; G protein; arrestin;
signal transduction

1. INTRODUCTION

G protein-coupled receptors (GPCRs) represent a very large superfamily of receptors
essential for signaling across cell membranes. 1,2 In human genome about 1000
genes encode GPCRs with half of them being an odor and taste receptors and the
other half are receptors of endogenous ligands and light. 3 Each GPCR responds
to a single or a few ligands by activating trimeric (consisting of �� � and �
subunits) G proteins. Then the G��� protein dissociates into G� and G�� and one of
them (depending on a specific pathway) modulates enzymes or membrane channels
leading to highly amplified signaling cascade. Such processes are responsible for
vision, taste, smell, neurotransmission and involve responses to small molecules
like opioids, hormones, peptides, but also proteins like proteases and chemokines.
For this broad range of ligands GPCRs are important targets for pharmacological
intervention and the large fraction of current drugs are directed toward them.4 Even
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though GPCRs are so ubiquitous still only a small fraction of their pharmacological
potential is being recognized.2

Recently it was shown that rhodopsin forms dimers in a shape of long double
rows,5,6 and that dimerization is also an important feature of other GPCRs and can
affects their function. The classical view is that receptors (including GPCRs) operate
as monomeric proteins. However, a growing amount of experimental pharma-
cological, biochemical and biophysical data suggests that these receptors form
functional homo- and heterodimers as well as higher oligomers. 7 Furthermore, their
oligomeric assemblies have important functional roles. 8,9 The concept of dimer-
ization is important not only from scientific point of view, but also technology like
pharmacological and new materials industries. The changes in ligand-binding and
signaling properties that accompany and influence homo- and hetero-dimerization
could give rise to new classes of pharmacologically active compounds. Oligomer-
ization changing properties of single protomers (monomeric units) by modulating
of ligand binding may be used for tuning of sensors for specific molecules or
their groups.

The current state of research is that GPCRs operate and exist as dimers. However,
even a couple of years ago the monomeric state of GPCR was commonly accepted
view and a few cases of dimerization were treated as an exception. Gradually, due
to growing evidence of experimental data the hypothesis of dimerization became a
dominant belief. There are even suggestions that GPCRs its whole life cycle in a cell
spend as dimers (both hetero- and homodimers), starting from formation of dimers
in endoplasmic reticulum with the help of dimer-probing cytosolic chaperons. 10

Such dimers could by transported by golgi apparatus to plasma membrane. Facing
the extracellular space the dimers may be dynamically regulated by ligand binding.
In case of heterodimerization different effects like positive or negative cooperation
of ligand binding as well as potentiating or attenuating of signaling via G protein
may take place. Also heterodimerization may promote internalization of the whole
dimer upon binding of agonist of one of the receptors.

The recent explosion of number of papers on GPCR dimerization is summarized
in several reviews.8,11,12 This chapter is devoted to briefly show importance of
oligomerization of GPCRs, current state of knowledge in this area and potential
applications.

2. G PROTEIN-COUPLED RECEPTORS

GPCRs constitute the largest family of cell surface proteins involved in signaling
across cell membranes. Mammalian GPCRs are commonly divided into three
subfamilies: A (the most populated – called rhodopsin like), B and C based
on the sequence. More recently, these receptors have been classified into five
distinct groups based on phylogenetic analyses of sequences from the human
genome. This classification system is called GRAFS, which is an acronym for
five different groups: Glutamate (former class C), Rhodopsin (former class A),
Adhesion, Frizzled/taste and Secretin (former class B). 13
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This classification was performed by sequence hidden Markov models to identify
and classify all GPCRs from 13 eukaryotic genomes. It was observed that the five
main families found in mammals were present before the divergence of nematodes
and that several other classes of GPCRs were not present within the vertebrate line.
The superfamily of GPCRs has a very dynamic gene repertoire, as evidenced by
the several expansions of various families of GPCRs that have been found. Further,
the number of GPCRs has gradually increased with increased complexity of the
organism.14

Searches in human, mouse and other genomic databases resulted in the
identification of more than 180 protein predictions belonging to the glutamate
family of GPCRs. This study also shows that the pheromone-receptor subgroup
has undergone independent expansions leaving the human genome without all
pheromone receptors. 15

2.1. Importance of GPCRs

GPCRs modulate a wide range of physiological processes and are implicated in
numerous diseases. Therefore they form the largest class of therapeutic targets.
G-protein coupled receptors represent the primary mechanism by which cells feel
external environment and different stimuli, and pass the information to the interior
of the cell. Abnormalities (usually by mutations but also by risk factors) of delicate
balance in signaling mechanism often go to diseases and disorders, e.g. hyper-
tension, hypertrophy, inflammatory diseases, cancer, fibrosis, diabetes, and diseases
of central nervous system like Alzheimer disease.

G-protein coupled receptors constitute the largest family of signal transduction
membrane proteins. They mediate responses of many bioactive molecules including
biogenic amines, amino acids, peptides, lipids, nucleotides and proteins. As a
result, GPCRs play a crucial role in many essential physiological processes like
neurotransmission, cellular metabolism, secretion, cell growth, immune defense and
differentiation.

Differences in structure-function and signal transduction of particular receptor
types represent major challenge to understand the role of GPCRs in cells and
pharmaceutical treatment. Elucidation of these differences and their mechanisms
will greatly advance receptor biology, pharmacology and therapeutics.

2.2. Rhodopsin as a Template

Despite the broad range of possible actions of GPCRs, they all share a common
seven �-helical transmembrane motif of the structure. The ligand binding site is
located either at the extracellular region or within the transmembrane �-helical
bundle, and the cytoplasmic loops are responsible for coupling to G proteins and
activate them (GPCRs act in an enzymatic way) whereas other proteins like arrestins
stop enzymatic action of these receptors.
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The most extensively studied GPCR is rhodopsin. Rhodopsin is the only GPCR
with resolved three dimensional structure at atomic detail. 16−18 The rhodopsin
structure may serve as a template for building other GPCRs, since the transmem-
brane segments of these receptors are highly homologous (especially for the class
rhodopsin-like receptors). 19 Other components of the signaling machinery have
conserved structures as well: the high-resolution structures of G proteins as well
as all arrestins show only small structural variance.20 Such observations suggest
that the mechanistic model of the G protein activation by GPCRs and the arrestin-
mediated desensitization and internalization processes must be conserved as well.

Beside of clear advantage of having the rhodopsin structure revealed, there
is the dark side of it. The structure was elucidated in its inactive, dark, form.
Various experiments suggest some rearrangements of transmembrane helix bundle
during activation process of GPCRs. Only an active conformation (so called the
Meta II state) represents the rhodopsin structure able to bind to other proteins.
This conformation is taken while binding the agonists, therefore, such structure is
needed for effective drug design. Experiments of electron cryomicroscopy from 2D
crystals revealed that density maps of Meta I state (the state that precede Meta II
and is reached in microseconds by rhodopsin) are very similar to inactive rhodopsin
structure. 21 New experiments are needed to shed some light on active rhodopsin in
Meta II structure (reached by rhodopsin in milliseconds).

2.2.1. Crystallographic structures

The recently published structure of rhodopsin pushed the resolution limit to 2.2 Å.
The new structure completely resolved the polypeptide chain and provided details
of ligand (retinal) binding site (PBD accession code 1U19). 17 Because the space
group �P41� was the same as in the former structures of rhodopsin, the previous
trace of the backbone was retained. The other data from Schertler’s group �1GZM�18

provided the data for a crystal belonging to another crystallographic group �P31�.
This structure, resolved to 2.65 Å, shows different orientation of the cytoplasmic
loop between transmembrane helices V and VI, whereas the C-terminal region is
not seen at all, contrary to the structure from P41 space group crystals. Both crystal
structures represent dimers of rhodopsin. Unfortunately, this is not a native dimer
since protomers are in upside-down position to each other. An interface is formed
by helix I in 1U19 and helix V in 1GZM. Such bottom-up arrangements are more
stable in the absence of membrane what highlights the great role of phospholipids
in forming the appropriate interface in the native rhodopsin dimer. The comparison
of the 1U19 and 1GZM dimeric structures is shown on Figure 11-1.

In the structure of rhodopsin one can differentiate several groups of amino acids
called microdomains. They were found to be conserved among nearly all GPCRs
because they are necessary for these receptors either to take the proper shape or to
function properly (to be activated by the ligand, or light in case of rhodopsin, but
not spontaneously). 22 The microdomains are shown on Figure 11-2 on the structure
of rhodopsin. Microdomain DRY (ERY in case of rhodopsin) located on helix III
and NPxxY, located on helix VII, are responsible for activation process of GPCRs.
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Figure 11-1. The comparison of crystal structures of bottom-up rhodopsin dimers. Transmembrane
helices are marked with roman numbers. Cytoplasmic helix 8 is parallel to the membrane. A. The
structure 1U19 (P41 cryst. group). B. The structure 1GZM (P31 cryst. group)

DRY links helices III and VI together and releases upon activation by agonist what
makes it possible to form an active site for G protein on cytoplasmic side of the
receptor. NPxxY glues helices VII and 8. Strongly conserved disulfide bridge links
extracellular loop between helices IV and V with helix III. It also prevents the
receptor against accidental activation. Proline on helix VI introduces a strong kink
into this helix what is required for activation of the receptor and taking the proper
shape. The ligand (retinal) is covalently bound to rhodopsin. In all other GPCRs its
endogenous ligands form nonbonded interactions only.

Figure 11-2. Microdomains of rhodopsin
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3. DIMERIZATION AND OLIGOMERIZATION

Oligomerization may generate the novel binding sites for agonists and antagonists or
alternate structural response to ligands. Both possibilities can be achieved together.
Cooperative effects may also contribute to binding ligands – binding a ligand by one
protomer may affect binding the same or another ligand by the second protomer.
Furthermore, each protomer may play a different role in oligomeric receptor, one
binding a ligand and other(s) binding and activating G protein.

How GPCRs operate is one of the most fundamental problems in the field of trans-
membrane signal transduction. A growing body of pharmacological, biochemical
and biophysical data strongly suggest that these receptors form functional homo-
and heterodimers as well as higher-order oligomers.

3.1. Experimental evidence

In the last years oligomerization of GPCRs became experimentally evident.
Biophysical methods based on luminescence and fluorescence energy transfer
confirmed the existence of dimeric and even higher-oligomeric structures. It is
suggested that dimerization plays a role in various aspects of receptor biogenesis and
function. In some cases receptors dimerize spontaneously and in others dimerization
is promoted by a ligand.

The issue of dimerization of type C (glutamate receptor class) is clearly set.
Type C GPCRs form dimers by covalent linkage of disulfide bond at their extra-
cellular N-terminal domains (e.g. metabotropic glutamate receptor) or by strong
non-covalent, intermolecular interactions (e.g. two �-aminobutyric acid, GABA,
receptor subtypes). But is dimerization state also required for their function?

3.1.1. Passing a signal

The first convincing evidence that the dimerization is necessary for signal trans-
duction came from research on GABA receptors (GbR). Only the coexpression of
receptor subtypes GbR1 and GbR2 on the cell surface made it possible to pass a
signal through the membrane and activate a specific G protein. Using a combination
of chimeric receptors of GbR1 and GbR2 a transactivation mechanism was proposed
in which GbR1 binds GABA and subsequently GbR2 activates suitable G protein. 9

It was confirmed experimentally on �1B-adrenoceptor and G11 that GPCRs are
able to bind G� and G�� independently and interactions with G�� contribute consid-
erably to the ability of agonists to activate alpha subunit of G protein. Studies on
leukotriene B4 BLT1 receptor and a G protein consisted of �i2� �1 and �2 subunits
also provided evidence for a pentameric complex involving two GPCRs and a
trimeric G protein. 23

Both protomers of metabotropic glutamate (mGlu) receptors are required to be
activated to obtain the highest binding to G protein. Extracellular part of mGlu
receptors forms so called Venus Flytrap domain (VFT). It is composed of two lobes
that stay open without agonist but is closing when agonist is bound to the cleft
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between lobes. It was reported that closure of one VFT per dimer was necessary to
activate that receptor, but the closure of both VFT domains was required for full
activation of G protein. 10

Bioluminescence (BRET) and fluorescence (FRET) resonance energy transfer
methods revealed the existence of adenosine �A2A� and dopamine �D2� heterodimers
in living cells. An interface between them involve helix H-V and/or H-VI and a
cytoplasmic loop between them from D2R and H-IV from A2AR.24 Significantly
larger size of G proteins relative to the cytoplasmic surface of GPCRs supports the
idea that the activating platform for G proteins is the dimeric (or oligomeric) form
of the receptor.

3.1.2. Drugs targeted at dimeric state

Opioid receptors belong to family A (rhodopsin like) GPCRs and exist as three
types �� 	 and 
. The recent experiments that opioid agonist selectively activates
heterodimers but not monomers or homodimers in vivo 25,26 are very important
because most of other data on dimerization of GPCRs come from in vitro exper-
iments. 6′-guanidinonaltrindole (6′-GNTI) is an analgesic and activates 	 − 

heterodimers only. Receptor synergy or a combination of 
 agonistic effect together
with 	 antagonism couldn’t explain experimental results. 	 − 
 heterodimers are
restricted specifically to spinal cord so using such drugs is tissue specific and
provides an approach to design analgesics with reduced side effects. This could lead
to new classes of selective pharmaceuticals directed to oligomeric state of GPCRs.

3.1.3. Atomic Force Microscopy (AFM) measurements

AFM measurements revealed the oligomeric structure of rhodopsin in native rod
cell disc membranes. 5,27 The functional unit is a dimer and the whole structure is a
mosaic of rhodopsin oligomers composed of long chains of dimers linked perpen-
dicular to the axis of a dimer. Based on distances between rhodopsin monomers
it was possible to build a model of rhodopsin oligomer. 6 This model, together
with crystal structures of G protein, allowed us to build the model of a complex
of transducin (rhodopsin G protein) and rhodopsin in oligomeric state. 28 Crystal-
lographic structure of rhodopsin shows that its cytoplasmic surface is too small
to bind big trimeric G protein and, what is more important, to accommodate all
crosslinking data.

Modeling may provide valuable information about interfaces of interacting proteins
and how oligomeric state of GPCRs affects binding of other proteins. This is especially
attractive taking into account that direct proof of the structure of complexes involving
membrane proteins is very difficult via crystallization or NMR measurements.

3.2. Modeling the Complexes of Oligomeric Rhodopsin

Rhodopsin being the only GPCR with resolved 3D structure is still used as a
template for structure building of other GPCRs. Currently, only the ground-state
structure of rhodopsin has been described. Hence, there is a great role of modeling in
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elucidating structural aspects of activating and passing the signal while incorporating
the oligomeric state of rhodopsin.

Several methods were used for predicting the interfaces between proteins. Many
of the computational methods used for modeling protein-protein complexes are
similar to those used to model protein-ligand complexes. Due to the size of the
computational task involved in docking of two large protein structures, an approx-
imation is often used to treat them as rigid bodies. For instance program FTDOCK
was used in searching for optimum interactions between two rigid proteins. 29

Addition of electrostatic component greatly improved ability for finding final
structures. Furthermore, side chain flexibility and the effect of solvation30 were
also implemented for this task. Protein-protein interface can also be modelled by
molecular surface fitting with surface flexibility implicitly addressed through liberal
intermolecular penetration.31 Fuzzy logic algorithm was also implemented in shape
complementarity problem of interacting proteins. 32,33

The above methods have been developed based on the observations of complexes
formed by globular and soluble proteins. Therefore it is not known whether the inter-
faces of the membrane proteins, especially GPCRs, have similar features. For the
small number of structural data of membrane proteins and especially protein-protein
complexes it is difficult to apply the same techniques or to use the same scoring
function. Among new methods evolutionary trace �ET�34 shows high sensitivity for
the prediction of the interfaces of protein complexes. Recently, this method was
used for GPCRs35 and it was reported that evolutionary trace residue cluster corre-
sponds to the dimer interface. Dean et al. 36 also used ET method for class A, B and
C GPCRs and identified clusters of trace residues. Nemoto and Toh37 improved ET
method by introduction of structural information. The procedure involved projection
of 3D coordinates on a 2D plane, identification of exposed and inner residues, and
identification of candidates for interface residues.

Recently, an extensive review describing computational approaches towards
structure-function analysis of GPCRs used so far came in.38 Among all aspects
of modeling of GPCRs authors demonstrate computational experiments on dimer-
ization/oligomerization processes and modeling GPCR - G protein interactions.

3.2.1. Modeling the oligomeric state

Based on the Atomic Force Microscope measurements of distances between
rhodopsins in the paracrystals as well as energetic considerations, we constructed
a model with helices IV and V forming an interface between rhodopsin molecules.
Oligomers in the model were built from separate dimers and linked together by
a long cytoplasmic loop between helices V and VI.6 We assumed that a dimer is
a repetitive motif in the oligomer (forming a double row of monomers), therefore
tetramers and higher structures are connected in an identical manner. Optimization
of the oligomer structure was performed maintaining frozen parts of C� atoms from
transmembrane helices.

We enhanced the model by addition of phospholipids and performed molecular
dynamics in periodic box. Three types of phospholipids were used with
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phosphatidylcholine headgroups on the intradiscal (extracellular for other GPCRs)
side and phosphatidylethanolamine and phosphatidylserine headgroups (three
times more phosphatidylethanolamine headgroups than phosphatidylserine) on the
cytoplasmic side to mimic native membranes of rod outer segments. All three types
of phospholipids contain the saturated stearoyl chain (18:0) in the sn1 position and
the polyunsaturated docosahexaenoyl chain (22:6n-3) in the sn2 position.

The whole system was soaked in water, counterions were added and molecular
dynamics was conducted in periodic box. The final model of rhodopsin oligomer is
shown on Figure 11-3. Phospholipids flow on the left and right side of the central
double row in channels two phospholipids wide. Thinner channels one phospholipid
wide, hidden below the extended cytoplasmic loops of TMH-V and TMH-VI, flow
perpendicularly to the wider channels.

3.2.2. The complex of rhodopsin and G protein

Having the model of rhodopsin oligomer it was possible to start building a much
bigger model involving trimeric G protein. It was known that transducin (rhodopsin
G protein) binds to activated rhodopsin with its C-terminal helix. Taken together
crosslinking data we have found that the long N-terminal helix of transducin
binds to a special groove on rhodopsin’s surface formed by the cytoplasmic loops
and C-terminus. It was not necessary for the second rhodopsin in a dimer to be

Figure 11-3. The model of rhodopsin oligomer. View from cytoplasmic side while cytoplasmic loops
of rhodopsin molecules were removed. A single dimer is marked by ellipse. Positions of phospholipids
are indicated by balls. PEDS – phospholipids with ethanolamine heads, PSDS – with serine heads
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activated. It anchors Gt� and facilitates binding to the activated rhodopsin. The
whole trimeric transducin is big enough to cover and bind two rhodopsin dimers
(Figure 11-4). The adjacent rhodopsin dimer, composed of inactive monomers,
gives an additional surface to stabilize the complex. After unbinding the transducin
beta-gamma subunit, the remaining alpha part can bind to the second molecule of
transducin and facilitate docking to an adjacent rhodopsin tetramer, giving rise to
positive cooperativity in binding of transducin. 28

Both alpha and gamma subunits of transducin are modified by addition of
hydrophobic chains and presence of them is required for binding to rhodopsin. 39

Phospholipid channels on both sides of rhodopsin double rows make it possible to
soak hydrophobic chains of transducin in the membrane even in maximally crowded
rhodopsin oligomer structure (Figure 11-3).

3.2.3. The complex of rhodopsin and arrestin

The second model of the complex involving oligomeric rhodopsin we created was
a complex of arrestin and rhodopsin dimer. Arrestin possesses two large concave
binding sites separated by 3.8 nm. The same distance was measured in AFM and
it is the distance between rhodopsin monomers forming oligomeric structures.
Furthermore, these two concave lobes of arrestin were found by crosslinking exper-
iments to bind rhodopsin. Therefore, we built a model of one arrestin molecule
bound to a rhodopsin dimer. Such a structure is shown in Figure 11-5. There is
not only complementarity of shapes of binding lobes arrestin and rhodopsin dimer.

Figure 11-4. The model of the complex of two rhodopsin dimers and trimeric transducin (rhodopsin
G protein)
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Figure 11-5. The model of arrestin and rhodopsin complex 1:2. A. One arrestin molecule bound to
rhodopsin dimer. B. Two arrestin molecules bound to two adjacent rhodopsin dimers. View from
cytoplasmic side

During formation of the complex the long range electrostatic forces pull the two
interacting parts together since there is a strict complementarity of electrostatic
potential of binding surfaces of both arrestin and a rhodopsin dimer. The loose flaps
of arrestin (negatively charged) fit themselves into rhodopsin cytoplasmic cavities.
C-terminal ends of rhodopsins are also flexible and they fill tightly into both lobes
of arrestin (Figure 11-5A). Both lobes of arrestin are built with many positively
charged residues what makes it feasible to bind to rhodopsin dimer even in case
when only one protomer is activated and phosphorylated. Numerous experiments
confirmed that both lobes are required for binding and deactivation of the receptor.
The model also shows positive cooperativity between arrestin molecules bound to
adjacent rhodopsin dimers in oligomeric double row (Figure 11-5B).

4. CONCLUSIONS AND CHALLENGES

In recent years pharmacological, biochemical and biophysical methods confirmed
the existence of dimeric and higher-oligomeric structures involving GPCRs so
oligomerization of G protein coupled receptors became experimentally evident.
Oligomeric state makes new possibilities in some unexpected areas. For instance
the binding of 6′-GNTI25, the ligand preferring heterodimers of opioid receptors
	−
, may also be possible after some greater oligomeric structure of 	 and 
 opioid
receptors is formed what generates new binding sites for specific drugs. Some
cross-linking experiments on GPCRs may be explained only after oligomerization
and not dimerization is assumed. Further studies are needed to reveal physiological
and pathological consequences of oligomerization in vivo. At the molecular level
unraveling the structural organization of GPCR oligomers and defining the rules
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that underlie selection process during homo- and hetero-oligomerization is the most
challenging task that could lead to specific drugs directed to this state of GPCRs.

Development of materials that involve GPCRs in close proximity to each other
requires recognizing of their properties in oligomeric state. The properties may
be totally different from those investigated from single receptors and demonstrate
unexpected complexity. Rhodopsin is still the only GPCR with three-dimensional
structure known. Therefore, modeling of oligomeric state of G protein-coupled
receptors relies on rhodopsin structure. Also interactions of rhodopsin within the
oligomer and with other proteins may be valuable for construction of analogous
complexes for other GPCRs.

Material science can also benefit from oligomeric state of proteins. New retinal
nano-ceramic materials with pillared hybrid micro-structures were fabricated for
potential applications in optical holographic data storage. It was observed that the
Schiff bases in retinal have substantial effect on optical properties of nano-ceramic
films as well as diffraction efficiency for holographic storage. This study indicates
feasibility of optimizing optical properties of nano-ceramic clay systems using
Schiff bases for a variety of photonic applications. 40

Bacteriorhodopsin (bR) is investigated for several years for its spectral properties
and potential usage in spectral devices. Recently the real time image processing
was demonstrated by recording and reconstructing the transient photoisomerizative
grating formed in the bR film using Fourier holography. Desired spatial frequencies
including both high and low band in the object beam are reconstructed by controlling
the reference beam intensity. This technique was used to process mammograms in
real-time for identification of microcalcifications buried in the soft tissue for early
detection of breast cancer. A feature of the technique is the ability to transient
display of selected spatial frequencies in the reconstructing process which enables
the radiologists to study the features of interest. 41

The usage of rhodopsin for technological purposes is far less advanced and new
research is needed to fully understand even basic processes that rhodopsin partic-
ipate in like excitation of chromophore. Recently, quantum mechanics/molecular
mechanics strategy was applied to the investigation of the excited state of the visual
pigment rhodopsin (Rh). As a consequence, the simulation of the absorption and
fluorescence of Rh and its retinal chromophore in solution allows for a nearly quanti-
tative analysis of the factors determining the properties of the protein environment.
Authors demonstrated that the Rh environment is more similar to the “gas phase”
than to the solution environment and that the so-called “opsin shift” originates
from the inability of the solvent to effectively “shield” the chromophore from its
counterion. The same strategy was used to investigate three transient structures
involved in the photo isomerization of Rh under the assumption that the protein
cavity does not change shape during the reaction. Most importantly, it was shown
that the mechanism of the approximate 30 kcal/mol photon energy storage observed
for Rh is not consistent with a model based exclusively on the change of the electro-
static interaction of the chromophore with the protein/counterion environment. 42
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The energy storage and the molecular rearrangements due to the primary photo-
chemical event in rhodopsin was also investigated in another study by using quantum
mechanics/molecular mechanics hybrid methods in conjunction with high-resolution
structural data of bovine visual rhodopsin. The analysis of the reactant and product
molecular structures revealed the energy storage mechanism as determined by the
detailed molecular rearrangements of the retinyl chromophore. These results are
particularly relevant to the development of the structure-function relations in proto-
typical G-protein-coupled receptors. 43

Copolymer-based membrane technology may enable the development of a
versatile class of nanoscale materials in which biomolecules, such as membrane
proteins, can be reconstituted. These active materials possess a broad applica-
bility in areas such as the enhancement of existing technologies or production of
current-generating films for power sources. For example, these active materials
can be integrated with fuel cell ion transport membranes in order to improve its
ability to retain leaking protons. Also, the demonstration of protein-driven current
production across these membranes represents a possible alternative power source
that is both highly efficient and light in weight. Large-area copolymer biomem-
branes functionalized by bacteriorhodopsin (bR) and cytochrome c oxidase (COX)
ion transport proteins was fabricated already. Among their many advantages over
conventional lipid-based membrane systems, block copolymers can mimic natural
cell biomembrane environments in a single chain, enabling large-area membrane
fabrication using methods such as Langmuir-Blodgett (LB) deposition. Following
the large-scale insertion of proteins into block copolymer LB films, authors have
demonstrated significant pH changes based upon light-actuated proton pumping.44
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Abstract: Molecular dynamics simulations have been used to systematically study hydrogen storage
in single walled carbon nanotubes of various diameters and chiralities using a recently
developed curvature-dependent force field. Several fundamental issues related to the
effects of nanotube size, chirality and the thickness of nanotube bundles have been
examined. A novel methodology for the analysis of effective average adsorption energy
and storage capacity was developed. Our simulation results suggest strong dependence
of H2 adsorption energies on the nanotube diameter but less dependence on the chirality.
Substantial lattice expansion upon H2 adsorption was found. The average adsorption
energy increases with the lowering of nanotube diameter (higher curvature) and decreases
with higher H2 loading. The calculated H2 vibrational power spectra and radial distri-
bution functions indicate a strong attractive interaction between H2 and nanotube walls.
The calculated diffusion coefficients are much higher than what has been reported
for H2 in microporous materials such as zeolites, indicating that diffusivity does not
present a problem for adsorption energy and effective capacity hydrogen storage in
carbon nanotubes. We show that adsorption energy and effective storage capacity can be
defined in a distance-dependent manner, providing a more comprehensive understanding
of adsorption behavior

Keywords: carbon nanotubes; hydrogen adsorption, molecular dynamics

1. INTRODUCTION

The sorption and storage of hydrogen by various new structural forms of carbon,
which are inherently light weight materials, has recently gained widespread attention
as possible enabling technology of a future hydrogen economy. The use of polymer
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electrolyte membrane (PEM) fuel cells for power generation and for onboard vehicle
applications depends on efficient hydrogen storage. It has been known for some
time that high-surface-area activated carbons and certain alkali-metal graphite inter-
calation compounds will reversibly adsorb considerable quantities of hydrogen,
but only at cryogenic temperatures, due to the low heat of adsorption of H2.
Therefore such systems do not offer practical or economic advantages over the use of
compressed or liquefied hydrogen. The discovery of single walled carbon nanotubes
(SWNT) has prompted the investigation of these materials for the separation and
adsorption of gases at ambient temperature and moderate pressures. SWNT are
composed of a single graphene sheet (one layer of graphite), rolled into a seamless
cylinder with a diameter that generally ranges from 0.7 to 2.0 nm. Unfortunately,
the reported storage capacity of SWNT varies widely depending on the quality of
the nanotubes and the pretreatment of the samples. 1–4 Of fundamental importance
is the reported heat of adsorption �∼ 4�5 kcal/mol� 1,2, which is substantially higher
than what has been found in graphitic carbon, such as graphite and activated carbons
(0.9–1.25 kcal/mol)5–9 and even graphite intercalation compounds (∼ 2�3 kcal/mol
for KC24). 10–13

The current consensus appears to be that the unusually high H2 adsorption energy
on SWNT is related to the curvature of the graphitic walls of the nanotubes, which
forces the carbon atoms to adopt a quasi-sp2/quasi-sp3 hybridization.14 Curved
carbon thus provides an attractive force to adsorb hybridization state intermediate
between sp2 and sp3. 14 The exterior of a curved carbon surface thus provides
an attractive force in the adsorbtion of molecular hydrogen. Nevertheless, many
fundamental issues related to the effects of curvature and chirality and how these
give rise to the strong H2 adsorption enthalpy in SWNT remain to be addressed in
detail in order to develop a comprehensive understanding of the overall adsorption
phenomenon. These issues include:
(1) The distribution of molecular hydrogen throughout a SWNT lattice as a

funtion of the nanotube diameter/chirality. The ratio of endohedral (within the
nanotube)/exohedral H2 population in the lattice is largely determined by the
energetics associated with adsorption in these sites. To answer this question,
careful examination of various H2 population distributions in the nanotube
bundle is required.

(2) The population of H2 that interacts effectively with SWNT a given H2 loading.
Does the diameter and chirality of the tubes affect this quantity? Is the year
2010 gravimetric capacity target of 6.5 wt. % H2 set by the U.S. Department of
Energy feasible?

(3) The range of SWNT diameters and/or a specific chiralities for which H2

adsorption is energetically most favorable.
In this chapter, we attempt to address these fundamental questions by performing
extensive molecular dynamics simulations. In previous publications, 15,16 we have
demonstrated using ab initio molecular dynamics based on local density functional
theory that H2 adsorption energies in a lattice of (9,9) armchair SWNT at a variety
of temperatures with 0.4 wt. % hydrogen loading are significantly higher than in
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graphite and graphite intercalation compounds. Despite the over-binding expected
from local density functional theory calculations, the calculated adsorption energies
were in a close proximity to a reported experimental values. 1,2 The simulations
showed that H2 adsorption in SWNT is a highly dynamic phenomenon with very
high H2 mobility in the lattice and substantial SWNT framework deformation at
moderate temperatures. Therefore any simulation method must include a way to
accurately simulate the deformation in the SWNT walls at a finite temperature.

The computational expense of ab initio calculations makes the method imprac-
tical for use in performing large-scale or long-time dynamics simulations, such as
those required to answer the questions above. Therefore, we developed a novel
empirical force field approach that can be used to describe molecular interactions in
a curved carbon environment18. The goal of this new model is to accurately describe
the interactions of H2 with SWNT in the range between two extreme diameters:
SWNT with an infinite radius (i.e. graphene, a single layer of graphite), and SWNT
with one of the smallest possible radii, the (2,2) armchair SWNT. In the case of
tubes with small radii, the carbon atoms acts as highly reactive radicals. A carbon
atom in a highly curved carbon surface readily adopts a pseudo-tetrahedral config-
uration, resulting in high electron density on the exterior surface of the SWNT.15,18

The graphene sheet, on the other hand demonstrates only weak van der Waals
interactions with H2. It is therefore anticipated that a nanotube with a radius in
between these extremes would respond to H2 uptake with a stronger interaction than
graphite but with a weaker force than the smallest SWNT, and that the intensity
of the interaction would vary with the radius of curvature of the nanotube. Using
this new potential, the effect of SWNT curvature are investigated to determine
if interstitial sites in the bundle are more energetically favorable adsorption sites
than the endohedral sites, and whether the weaker van der Waals interactions are
sufficient to populate the endohedral sites.

With this new potential, we perform classical molecular dynamics simulations in
order to address the fundamental issues of hydrogen storage in single walled carbon
nanotubes outlined at the beginning of this chapter. The nanotubes chosen in this
study include infinite bundles of three armchair (n,n), three zigzag (n,0), and one
chiral (m,n) structure, with a range of diameters in addition to several finite bundles
of SWNT. Heats of adsorption for H2 are calculated in each of these nanotubes at
ambient temperature with loadings ranging from 0.4 wt. % to 6.5 wt. % to gauge
the feasibility of hydrogen storage in these systems.

2. COMPUTATIONAL METHODS

The results of molecular dynamics simulations are critically dependent on the quality
of the force field. In principle, any potential that accurately describes SWNT should
have terms that reflect the curvature of the tube. However, curvature effects are
largely ignored in force fields published in the literature. 20–23 Some potentials, such
as those based on reactive bond-order formalism, correctly account for the local
curvature in describing the covalent bonding interactions. 24–26 But the adsorption



472 Cheng et al.

energy is most strongly affected by the non-bonding interaction terms. These have
been parametrized using graphite, completely ignoring the curvature effect.

In order to include curvature-dependence in both the covalent and non-bonding
interactions, we used the adaptive intermolecular reactive bond-order (AIREBO)
potential, 24 with modified van der Waals interactions. This potential uses the same
bonding interactions as Brenner’s REBO potential, 25,26 both of which correctly
account for local curvature dependence in the covalent bonding interactions.
Chemisorption is thus treated accurately, but there is no explicit or implicit curvature
dependence in the Lennard-Jones (L-J) parameters used to describe the non-
bonded van der Waals interactions (physisorption). Consequently, we modified the
Lennard-Jones parameters to make them explicitly dependent on the curvature of
the nanotube.

The van der Waals interaction was refit for H2 adsorption in SWNT by first fitting
the L-J parameters for H-H interactions to the recent high level ab initio results on
interactions between H2 molecules reported by Diep and Johnson,27 yielding the
center of mass separation of 3.4 Å, and the Lennard-Jones parameters �HH = 2�65 Å
and �HH = 17�4 K. The nonbonding interaction between carbons is not expected
to have a pronounced effect on the H2 adsorption energy and thus we retain the
standard AIREBO potential parameters of �CC = 3�40 Å and �CC = 33�0 K.

For the interaction potential between hydrogen and carbon, we introduce a new
procedure to derive the Lennard-Jones parameters from existing parameters that
are appropriate for carbon atoms with sp2 and sp3 hybridizations. These parameters
may come from existing force fields, and may have been obtained using either
experimental or ab initio results. The L-J parameters � and � are made explicitly
dependent on the radius of the nanotube, r, using the following equations:

��r� = f�r��sp2 + �1−f�r�	�sp3� (12-1)

��r� =
{

f�r��sp2 + �1−f�r�	�exo
sp3 exohedral

f�r��sp2 + �1−f�r�	�end
sp3 endohedral

(12-2)

where f�r� = (
1− r0

r

)

and r0 = 1�356 Å is the radius of a (2,2) nanotube, which

is assumed to demonstrate purely sp3 bonding. The non-bonding interactions in
a nanotube with a large radius will thus be similar to those in a graphite sheet
while these interactions can be substantially enhanced in small radius nanotubes,
since �sp3 > �sp2 . For this potential, we chose 
 to be 0.62 so that the van der
Waals surface of an endohedral H2 aligned along the axis of a nanotube touches
the van der Waals surface of the SWNT wall. This procedure can be used to derive
curvature-dependent L-J parameters from curvature-independent values of � and
�. The specific parameters used in this study, which are obtained from previous
ab initio calculations, 14 are shown in Table 12-1. Because the �C-H parameter is
essentially insensitive to the SWNT curvature, varying by only 2.0% from sp2 to sp3

carbon, we chose a single value of �C-H = 2�78 Å for both sp2 and sp3 carbon. The
strength of the interaction varies considerably, however, both with hybridization and
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Table 12-1. Lennard-Jones parameters for sp2 and sp3 carbons
used for nonbonding interactions (units: � in Å and � in meV)

�C−C �C−C �C−H (end) �C−H (exo)

sp2 2.410 3.40 2.24 2.24
sp3 2.340 3.57 4.00 11.0

direction of curvature, as illustrated by the variation of values of �C-H in Table 12-1.
The detailed fitting procedure can be found in Ref. 18.

3. H2 ADSORPTION IN AN INFINITE BUNDLE OF SWNT

The SWNT systems chosen in the present studies include 3 armchair nanotubes
and 3 zigzag nanotubes with diameters ranging from 4 Å to 12 Å, and 1 chiral
nanotube with a diameter of 8.28 Å. The nanotubes were carefully chosen to address
the fundamental issues of curvature and chirality and the effect of each on the
adsorption capacity. First, to understand the curvature effect on hydrogen uptake,
we selected nanotubes with diameters varying from about 4 Å to 12 Å. Next, to
investigate the effect of nanotube chirality, we intentionally chose the nanotubes of
different chiral architectures with similar diameters. Finally, to study the capacity
of a given nanotube, we included three different H2 loadings at 0.4 wt. %, 3.0 wt. %
and 6.5 wt. %, respectively, in our MD simulations.

In the simulations with the highest H2 loading of 6.5 wt. %, the lattice constants
of the periodic lattice were adjusted independently during the equilibration process
in order to reduce the diagonal components of the pressure tensor towards ambient
pressure. Substantial lattice expansion upon H2 uptake was observed, particularly
for the smaller diameter nanotubes. The volume of both exohedral and endohedral
sites decreases as the nanotube diameter becomes smaller, so more of the H2 must
be accommodated via lattice dilation. In no case was the system volume allowed to
surpass twice the unloaded volume, thus providing a limit on the lattice swelling.
Consequently, the 6.5 wt. % simulations were performed at higher than ambient
pressure, ranging from 7500 bar for the (3,3) tube with 4.1 Å diameter down to
∼ 1000 bar for the (15,0) tube with 11.8 Å diameter. These elevated pressures even
at near 100% lattice swelling suggest that hydrogen adsorption at the DOE target
of 6.5 wt. % presents difficulties.

3.1. H2 Distribution

In order to obtain accurate estimates of adsorption energies, it is important to
understand how H2 molecules are distributed in the lattice of each SWNT type.
Specifically, for a given nanotube type and H2 loading, we must first determine the
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ratio of H2 adsorption at the endohedral sites vs. the exohedral sites. In the simula-
tions of infinitely long (periodic) SWNT, migration of H2 between endohedral
and exohedral sites can not occur. We therefore performed a series of simula-
tions to determine the optimal H2 distribution across both the endohedral and
exohedral sites. It is reasonable to assume that the distribution is dictated by the
adsorption thermodynamics and that entropic effects arising from differences in
pore geometry and free pore volume are negligible. That is, the free energy can
be reasonably approximated by the internal energy. This approximation will be
most accurate when the free volume is similar in the endohedral and exohedral
pores, as will be the case for high loadings and for near-optimal hydrogen distri-
butions. Thus we assume that the ratio corresponding to the highest average heat
of adsorption represents the thermodynamically most favorable distribution. For
each nanotube type, we sampled the endohedral/exohedral ratio with distribu-
tions ranging from 100% endohedral to 100% exohedral, in steps of 10%, in
order to search for the optimal distribution of H2 in the SWNT bundles. The
calculated optimal H2 distributions and the adsorption energies are shown in
Table 12-2.

At 0.4 wt. % loading, H2 molecules are found to be exclusively adsorbed in the
interstitial space in all cases, due to the stronger interactions on the exterior of the
curved carbon surface. The recent experiments conducted by Shiraishi et al. 2 suggest
that the hydrogen that is adsorbed at ambient temperature under high hydrogen
pressure (9 MPa) and subsequently desorbed at near-ambient temperatures under
vacuum at 0.3 wt. % loading, is physisorbed in the exohedral sites. Our results are
consistent with their findings. As the H2 loading increases, the endohedral sites
in nanotubes with larger diameters begin to become populated. This is due to a
competition between the more energetically favorable adsorption at the exohedral
position and the higher repulsive interactions when the density of H2 becomes too

Table 12-2. The calculated optimal distribution of H2 and the average adsorption energy (kcal/mol)
per H2. The statistical uncertainty of the averaged adsorption energy is approximately ±0�5 kcal/mol

Nanotube (n,m) SWNT
diameter
(Å)

0.4 wt. % H2

loading
3.0 wt. % H2

loading
6.5 wt. % H2

loading

Endo/
exo
ratio

�Ead

(kcal/
mol)

Endo/
exo
ratio

�Ead

(kcal/ mol)
Endo/
exo
ratio

�Ead

(kcal/ mol)

(3,3) 4.068 0:100 5.7 0:100 4.9 0:100 3.7
(5,5) 6.780 0:100 5.1 20:80 2.4 30:70 1.7
(9,9) 12.204 0:100 3.8 40:60 1.4 50:50 1.1
(5,0) 3.914 0:100 5.3 0:100 5.1 0:100 2.8
(10,0) 7.828 0:100 4.8 20:80 2.1 30:70 0.9
(15,0) 11.743 0:100 3.3 30:70 1.1 50:50 0.6
(8,4) 8.285 0:100 4.3 20:80 1.9 30:70 0.6
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great in the interstitial sites. Consequently, the exohedral sites will be filled first
upon H2 uptake and subsequently the endohedral sites will be populated when the
interstitial space of the nanotube bundles becomes saturated with hydrogen. The
endohedral adsorption begins at lower loadings for nanotubes with smaller radii. It
is worth noting that the H2 adsorption in the two smallest diameter nanotubes, (3,3)
and (5,0), is exclusively exohedral because the exceedingly small tube diameters
result in large repulsive interactions between endohedral hydrogens and the tube
walls. The general trend of the H2 population distribution in the SWNT bundles
is that the population at the endohedral sites increases with H2 loading and the
nanotube radius with no apparent dependence on tube chirality.

3.2. Heat of Adsorption

The average heats of adsorption at room temperature, calculated for the optimal
exohedral/endohedral distribution, are shown in Table 12-2. These averages are
calculated using Equation (3), with no attempt to correct for any distance-dependent
variation in adsorption energy. These results indicate that the adsorption becomes
stronger as the diameter of the tube decreases. This is consistent with the observation
that the curvature of small nanotubes is greater and thus the carbon hybridization, as
determined by C-C-C bond angles, is more consistent with sp3, leading to a stronger
interaction with H2. This result is expected since the stronger H2 interaction with
smaller nanotubes are built into the force field. Shiraishi et al. recently reported
an experimentally measured heat of adsorption of 4.84 kcal/mol with a loading of
0.3 wt. % H2 in SWNT of ca. 1.4 nm diameter. 2 Our calculated heats of adsorption
energies for SWNT of similar diameter and H2 loading are in good agreement with
their experimental results. Furthermore, the calculated average heat of adsorption
decreases as the H2 loading increases. In particular, at the DOE gravimetric density
target of 6.5 wt. % H2, the heat of adsorption is lower by several kcal/mol, relative
to lower loadings. This trend is consistent with our previous ab initio MD studies. 15

Detailed analysis of the MD trajectories at 6.5 wt. % loading indicates that H2

molecules form a double layered structure at the endohedral sites in the larger
tubes, and that the exohedral sites have a high density of H2, with considerable
lattice dilation. As a consequence, the H2 molecules that reside at short distances
from the nanotube walls interact strongly with SWNT bundles and those with large
distances from the walls experience only a very small attraction from the nanotube
walls, reducing the average heat of adsorption. The large repulsive interactions in
these systems at higher than ambient pressure also contribute to the decreased heat
of adsorption. Adsorption energies are significant only for the smallest nanotubes,
with a diameter close to 4 Å at this loading.. These data clearly demonsrate that the
average heat of adsorption decreases when the H2 −H2 repulsion is strong (at high
pressure, i.e. high loading), when the H2-SWNT distance is large (at high loading
and large SWNT radius) and when the H2-SWNT interaction is weak (at large
SWNT radius).
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3.3. Radial Distribution Functions

Figure 12-1 displays the calculated radial distribution functions for H2 adsorbed
in a number of types of SWNT at 6.5 wt. % loading. The feature at
ca. 0.74 Å in Figure 12-1(a) corresponds to a H-H bond distance that is
somewhat broadened compared to gas-phase H2 at 300 K. H2 molecules inter-
acting favorably with the SWNT wall have their H—H bond elongated, while
shorter intramolecular distances are due to strong repulsions in the high-pressure
environment. Figure 12-1(b) represents the intermolecular distance between H2

molecules. The first peak occurs at H-H distances of between 2.7 Å and 3.0,
varying somewhat with different systems. This primarily reflects the variations
in H2 density for systems at different pressures.. The not-insignificant density of
intermolecular hydrogen contacts at distances shorter than �HH = 2�65 Å in each
of these systems indicates the presence of a substantial amount of intermolecular
repulsion, causing much of the reduction in H2 adsorption enthalpy at these high
loadings.

Figure 12-1. Radial distribution function for H-H separations. (a) Intramolecular distance. (b) Inter-
molecular distance
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Figure 12-2. Radial distribution function for C-H separations

Figure 12-2 shows the radial distribution function for C-H distances at 6.5 wt. %
loading. The sharp rise near 2 Å represents the distance of closest approach of
H2 molecules to the SWNT, demonstrating purely physisorption behavior with no
formation of covalent bonds. Once again, there is substantial density below �C-H =
2�78 Å, reflecting the high H2 density at this loading. The variation in distance of
closest approach is somewhat surprising, however, and does not directly track the
system pressure or tube radius. The H2 molecules remain the largest distance away
from the smaller (3,3) and (5,0) tubes, despite these being at the largest pressures,
and they approach most closely to the intermediate-radius tubes. The sharp features
in these radial distribution functions, and the decay below a value of 1 at long
distances, are a result of evaluating the pair correlation functions at distances longer
than half the shortest side of the unit cell.

3.4. H2 Vibrational Spectrum

Velocity autocorrelation functions were calculated from the MD trajectories.
A vibrational power spectrum was then generated by taking the Fourier transform
of these autocorrelation functions, in an attempt to further analyze the vibrational
dynamics of the adsorbed hydrogen. Figure 12-3 displays the calculated H2 vibra-
tional power spectrum for various SWNT bundles at 6.5 wt. % H2 loading. The
feature around 4250 cm−1 corresponds to the H-H stretching frequency, and is close
to the calculated gas-phase value for the H-H stretching frequency with the AIREBO
model. However, the H-H stretching frequencies of the hydrogen adsorbed in SWNT
are significantly broadened when compared with the gas phase frequencies, which
is another indication of the wide variation in H2 environments – both interacting
strongly with the SWNT and compressed by the high densities. The peak position
is largely unchanged in different SWNTs. Contrary to previous studies with similar
potentials at very low loading,26 we see no evidence of a systematic red-shift in the
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Figure 12-3. H2 vibrational power spectra

H2 vibrational frequency upon adsorption, which is likely due to the large loading of
H2 that gives rise to significant H2-H2 repulsion in addition to H2-SWNT attractive
interactions.

3.5. H2 Diffusion Coefficients in SWNT

Hydrogen adsorption is a highly dynamic phenomenon. The adsorption energies are
sufficiently weak that the hydrogen molecules are not statically bound, but exchange
adsorption sites and diffuse throughout the lattice. In an attempt to further describe
this behavior, we calculated the H2 diffusion coefficients at 6.5 wt. % loading in
the nanotube bundles from the MD trajectories. The diffusion coefficients were
evaluated from the limiting slope of the mean square displacement (MSD) curve
with time (excluding both the initial, transient ballistic motion as well as the statis-
tically noisy final region). The mean square displacement was calculated separately
in the longitudinal �z� direction and the lateral (x and y) directions, as either 1/2
or 1/4 the slope of the MSD curve, respectively. The results are summarized in
Table 12-3. The lateral diffusion coefficients are non-zero, because of the possi-
bility of migration between interstitial pores. Indeed, the lateral diffusion coefficient
is quite large, considering that it includes contributions from the endohedral H2

molecules that do not contribute to lateral diffusion. The longitudinal diffusion
coefficient is even larger, in all but one of the systems, although there appears to
be no correlation with nanotube radius, H2 density, or chirality. A large diffusion
coefficient is advantageous, as it assists in the loading and unloading of H2 during
the duty cycle of the material. Consequently, it is a strong selling point for SWNT as
H2 storage materials that the calculated H2 diffusion coefficients in SWNT appear
much larger than what those that are typically found in microporous materials such
as zeolites. 28–30 Nevertheless, the calculated diffusion coefficients are still much
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Table 12-3. The calculated H2 diffusion coefficients in SWNT bundles (unit: 10−5 cm2/s)

(3,3) (5,5) (9,9) (5,0) (10,0) (15,0) (8,4)

Diameter (Å) 4�07 6�78 12�20 3�91 7�83 11�74 8�29
Lateral 27�3 35�3 40�9 28�8 62�2 54�8 36�2
Longitudinal 29�2 100�1 31�5 65�5 92�4 61�7 57�5

smaller than those reported in a recent equilibrium molecular dynamics study by
Skoulidas et al., which were three to ten times larger. 31 Possible reasons for this
discrepancy are that the potential parameters used in the Skoulidas et al. simulations
were derived from interactions with planar graphite, and the nanotubes were kept
rigid during the entire simulation. Thermal fluctuation in the SWNT walls, already
observed to be important in previous ab initio molecular dynamics simulations, 15

will act to decrease the diffusion coefficient. In addition, while the interaction of H2

with planar graphitic surfaces is quite weak, and should thus lead to fast diffusion,
the stronger interactions with curved SWNT surfaces in the current curvature-
dependent force field will also act to reduce the diffusivity. Finally, the elevated
pressures in the current study will also decrease the diffusion coefficient.

4. H2 ADSORPTION IN FINITE SWNT BUNDLES

Experimentally, carbon nanotubes are produced as finite bundles or ropes. Although
infinite SWNT bundles can serve as a model for bundles consisting of a very large
number of tubes, smaller bundles present a substantial fraction of the accessible
adsorption volume on their exterior surface, rather than in interior sites. It is therefore
important to also investigate H2 adsorption behavior in finite SWNT bundles.
To simplify the calculations, we consider H2 adsorption in another extreme case:
a thin SWNT bundle made of seven close-packed (9,9) nanotubes. In this case, the
distances of H2 from the surface of the SWNT bundle can vary significantly,
depending on its loading and its interactions with the curved carbons. Although the
total adsorption energy is easily quantified, the normalized, per-particle adsorption
energies are more ambiguous if some of these particles are far away from the
surface and are not interacting with the substrate. Using the computational procedure
outlined in Sec. 2, we can quantitatively characterize the physisorption strength
and effective adsorption capacity as a function of adsorption distance. Given a
finite distance between H2 and SWNT, the average adsorption energy and effective
capacity adsorbed within that distance can be determined simultaneously.

Figure 12-4 displays the H2 density distribution obtained over the course of a
simulation for the 1.51 wt. % and 6.5 wt. % H2 loadings. These distributions were
obtained by determining the locations of the centers of mass of each H2 molecule at
every MD step. In both cases, the calculated MD trajectories show that H2 molecules
quickly diffuse around the exterior of the nanotube bundle. The adsorption process
is highly dynamic on the exterior walls of the bundle. While molecules at the
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Figure 12-4. Calculated distribution of H2 molecules in a (9,9) SWNT bundle at 1.51wt% and 6.5wt%
loading. Scale bar units: Å

endohedral sites are completely confined, the exohedral molecules are capable of
traveling far away from the nanotube bundle.The H2 density in the interstitial
channels and in close proximity to the outer walls of the SWNT bundle is greater
than at distances far away from the nanotube walls, reflecting the interactions
between the H2 and the SWNT bundle. There is a high density of H2 molecules
in the twofold groove sites between two nanotubes on the exterior of the bundle.
The tight adhesion energies holding the SWNT together in the bundle prevent
substantial dilation of the bundle and exchange between interstitial sites, or between
these sites and the exterior of the bundle. Consequently, the groove sites have the
highest density of H2. Although the time-averaged density distributions appear to
show cylindrically symmetric tubes, the dynamics simulations reveal considerable
nanotube deformation. All degrees of freedom were free to move in the simulations,
and were thermostatted at 300 K. A close analysis of he density distribution also
reveals that the endohedral adsorption is ordered, with evidence of layering.

Figure 12-5 shows the calculated H2 density, wt.%, the average adsorbate energy
for distant particles, and the adsorption energy and their variation with the adsorption
distance , calculated using the new approach described in Section 2. The highest H2

density is around 2.7 Å for both 1.51 wt. % and 6.5 wt. % loadings. At the higher
loading, there is an additional peak at around 5.4 Å, reflecting the layered struc-
tures apparent in endohedral adsorption. The highest average adsorption energies
are obtained for short distances of r ≤ 2�6 Å, at which the corresponding weight
percent of the adsorbed H2 is extremely small. Subsequently, the average H2

adsorption energy decays as more H2 molecules at larger distances are included in
the energy average. For 1.51 wt. % H2 loading, the average adsorption energy drops
to 1.5 kcal/mol by a distance of r = 3�3 Å, within which the amount of adsorbed H2 is
only 0.8 wt. %. The distance-dependent adsorption energy indicates that beyond that
distance there is little interaction between H2 molecules and the nanotube bundle;
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Figure 12-5. Distance dependence of the calculated H2 density, wt.%, distant-particle adsorbate energy
energy, and adsorption energy
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thus this represents the effective adsorption capacity for this nanotube bundle. For
6.5 wt. % loading, the highest adsorption energies (1.65 kcal/mol) are found for
< 0�3 wt. % H2 within 2.3 Å of the nanotube surface. The effective adsorption
energy decreases to 1.5 kcal/mol as H2 reaches to its highest density at 2.7 Å,
at which point the corresponding effective adsorption capacity of SWNT is only
1.6 wt. %. Figure 12-5 thus indicates that of the 6.5 wt. % of H2 at these loadings,
only approximately 5 wt. % interacts with SWNT with an average adsorption energy
of at least 1.0 kcal/mol. This 5 wt. % is adsorbed at distances of within ∼ 5�4 Å
from the surface and there is little attractive force from the SWNT beyond that.
Note that different choices for the analytic form of the distance dependence of the
energy in Eq. (5) result in only small changes to the numerical results.

5. CONCLUSIONS

Single walled carbon nanotubes have shown some promise to be a viable
adsorbent for hydrogen storage. However, many fundamentally important issues
have remained unanswered. In this chapter, we have attempted to address some
of these issues by performing a series of molecular dynamics simulations using
a recently developed curvature-dependent force field. Our main objective is to
explore several important aspects of H2 adsorption in SWNT with diameters ranging
from 4 Å to 12 Å. We have found that the H2 distribution in the various nanotube
lattices varies significantly with the nanotube diameter and H2 loading. For low H2

densities, H2 tends to adsorb in the exohedral sites. As the H2 loading increases,
the endohedral sites become more populated. The larger the nanotube diameter,
the higher the relative population in the endohedral sites. However, the population
at the endohedral sites never exceeds 50% of the total adsorbed H2 for tubes up
to 12 Å in diameter. The calculated heats of adsorption for H2 in larger diameter
nanotubes at low H2 loading are in good agreement with the reported experimental
data. The H2 adsorption energy increases as the nanotube diameter decreases. It
was found that substantial SWNT lattice dilation could occur upon H2 adsorption
near the DOE gravimetric target of 6.5 wt. %, and that high adsorbed H2 densities
increase repulsion among H2 molecules, giving rise to lower adsorption energies.
For H2 loading at 6.5 wt. %, the calculated radial distribution functions for H-H
distance indicate that the average H-H bond length are slightly broadened around
its gas-phase value, corresponding to a significant attractive interaction between
H2 and SWNT, while the bond compression can be attributed mostly to H2-H2

repulsions. This conclusion is also clearly supported by the calculated H2 vibra-
tional power spectra, which show a very broad feature around the gas-phase H2

stretching frequency. Given the fact that the practically acceptable heat of adsorption
is found only for very small carbon nanotubes at 6.5 wt% loading, we conclude
that it would be difficult to reach the DOE target with the SWNT with a diameter
larger than 6 Å. Finally, the calculated diffusion coefficients for H2 in SWNT are
much larger than those that have been reported in microporous materials such as
zeolites, and have been calculated with less limiting assumptions than in previous
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simulations, 26 showing that the transport properties of SWNT are superb, and make
them a promising H2 storage material. In all cases, the SWNT lattices undergo
substantial thermal deformation in the presence of adsorbed hydrogen.

We have developed a powerful methodology for performing detailed analysis on
the effective adsorption capacity and average adsorption energy for H2 adsorption in
SWNT. We show that both the average adsorption energy and effective adsorption
capacity are strongly dependent on the distance of H2 molecules from the SWNT
surface. The method enables simple but accurate determination of adsorption energy
as well as effective capacity simultaneously. The methodology is general and can
be applicable to many other physisorption systems.

In the present studies, all SWNT are treated with an infinite or a finite bundle
of homogeneous nanotubes. Shi and Johnson recently showed that packing defects
due to nanotube inhomogeneity that give rise to large interstitial channels in the
lattice can be important for gas adsorption.32 This effect is not discussed here.
In addition, there are a number of issues related to the simulation technique that
also need to be addressed in future studies. In Table 12-2, it is apparent that the
H2 adsorption energy of the armchair nanotubes appears to be slightly larger than
that of the zigzag nanotubes of similar diameter. Although there are potentially
differences in adsorption energy for tubes of different chirality, this specific result
is likely an artifact resulting from the force field used in our calculations. The
REBO25,26 and AIREBO24 force fields both fail to predict the correct relative
stability of aromatic molecule analogs of armchair and zigzag nanotubes. For
example, contrary to quantum-mechanical and experimental results, the AIREBO
force field predicts the energy of phenanthrene (armchair) relative to anthracene
(zigzag) to be about 1.9 kcal/mol at 298 K, while the experimental result, using
measured heats of formation, is −7�1 kcal/mol 33. Likewise, for SWNT of similar
size, the AIREBO force field predicts that the zigzag architecture is more stable
than the armchair. We have tested a number of other force fields available to us,
such as CVFF, COMPASS, CFF95, MMFF94, Sybyl, etc. and found that, without
exception, these force fields all predict incorrect relative stability of armchair and
zigzag aromatic structures. The fact that the zigzag nanotubes are in fact less stable
than the armchair structures, as correctly predicted by quantum mechanical calcula-
tions, implies that H2 adsorption should be stronger in the zigzag tubes than in the
armchair tubes. We thus expect that the relative H2 adsorption energies between
zigzag and armchair tubes are the reverse of those shown in Table 13.2. We plan to
refine the AIREBO force field in our future work to account for the strong chirality
effect.
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CHAPTER 13

THE REMARKABLE CAPACITIES OF (6,0) CARBON
AND CARBON/BORON/NITROGEN MODEL NANOTUBES
FOR TRANSMISSION OF ELECTRONIC EFFECTS

PETER POLITZER, JANE S. MURRAY, PAT LANE
AND MONICA C. CONCHA
Department of Chemistry, University of New Orleans, New Orleans, LA 70148, USA

Abstract: We have found that at least some (6,0) carbon and carbon/boron/nitrogen model nanotubes
possess a remarkable capability for transmitting electronic effects along their full lengths.
This can be triggered by even a rather minor asymmetric perturbation at one or both ends
of the system. We have analyzed these quite striking effects as they are manifested in the
computed electrostatic potentials and local ionization energies on the tube surfaces and,
in one instance, in a reorganization of the framework structure. These observations, and
some implications, are presented and discussed

Keywords: (6,0) carbon nanotubes, (6,0) C/B/N nanotubes, electrostatic potentials, local ionization
energies, charge delocalization

1. INTRODUCTION

Fullerene, C60, is a hollow sphere composed of five- and six-membered rings
of carbon atoms. Its discovery in 1985,1 and that of carbon nanotubes a few
years later, 2,3 can be viewed as epochal events in the evolution of nanomaterials
science. (In fairness, reference should be made to other closely-related work in the
1990–1992 period4–7 as well as earlier; the latter is summarized by Harris. 8) The
remarkable structural, mechanical and electronic properties of carbon nanotubes, and
their analogues involving other elements, have inspired a large number of proposed
applications, in a variety of areas: electromechanical tweezers9 and actuators, 10

conductor junctions, 11–13 quantum wires, 14 transistors, 15 capacitors, 16 optoelec-
tronic devices, 17,18 gas storage systems,19 pollutant traps, 20,21 catalysts, 22 chemical
and biosensors, 23–25 etc. For reviews, see Harris, 8 Saito et al, 26 Ajayan27 and
Politzer et al. 28
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In fullerene, each carbon hexagon is surrounded by alternating pentagons and
hexagons. Accordingly a three-fold symmetry axis links the centers of two hexagons
on opposite sides of the sphere. If fullerene were to be divided by cutting through
the center of this axis, and if the two resulting hemispheres were then connected
by a cylindrical network of carbon hexagons, the result would be a particular type
of carbon nanotube, the (9,0). This label signifies that there are nine six-membered
rings around the circumference of the tube, and that each one has two sides parallel
to the tube axis. If the caps at the ends of the tube were not restricted to being
these fullerene hemispheres but could assume other forms,8,29 then there could be
some other number n of hexagons around its circumference. For instance, a (7,0)
structure is shown in Figure 13-1(a). As long as each six-membered ring has two
sides parallel to the axis, the tube is in the �n� 0� category. The diameter would of
course be different for each n.

In general, many categories of nanotubes are possible, differing in the orientations
of the hexagons relative to the tube axis; some examples are in Figure 13-1. Each
category is designated by a label �n�m�, using a system that has been explained
elsewhere;8,26–28 n and m are always positive integers. The diameters can be found
with the formula

Diameter = �L
√

3/���n2 +m2 +nm�1/2 (13-1)

in which L is the length of a side of the six-membered rings. It should be noted
that only nanotubes in the �n� 0� category have any bonds parallel to the tube
axis.

While we have investigated, computationally, model nanotubes with a variety of
structures and chemical compositions, 28–32 our focus in this chapter will be upon
the type (6,0). Results will be reported for all-carbon, BxNx, and C/B/N systems.
Nanotubes can also contain other elements, e.g. aluminum or silicon,33,34 but the
BxNx combination is of particular interest because of being isoelectronic with
C2x, as well as the notable analogies between carbon and boron/nitrogen systems:
(a) Borazine, 1, is a planar molecule with some similarities to benzene,35 and (b)
solid boron nitride, BN, has two forms, one resembling graphite in structure and
the other diamond-like. 36,37 Various BxNx

38,39 and CxByNz
40,41 nanotubes have now

been prepared.
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Figure 13-1. Portions of lateral surfaces of carbon nanotubes: (a) (7,0); (b) (7,4); (c) (7,7)

The computed properties that will be discussed in this chapter are the electrostatic
potential VS�r� and the average local ionization energy ĪS�r�. We will begin by
reviewing some background for each.

2. PROCEDURES

2.1. Electrostatic Potential

The electrons and nuclei of any system produce an electrostatic potential V(r) in
the surrounding space. It is given rigorously by Eq. (2):

V�r� =∑
A

ZA

�RA − r� −
∫ ��r′�dr′

�r′ − r� (13-2)

ZA is the charge on nucleus A, which is located at RA, and ��r� is the system’s
electronic density function.
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V(r) is a physical observable, which can be obtained experimentally, by
diffraction methods,42–44 as well as computationally. Its sign in a given region,
positive or negative, depends upon whether the effect of the nuclei or the electrons
is dominant there.

We have computed V(r) on nanotube surfaces, both inner and outer, which we
define as the 0.001 electrons/bohr3 contours of the electronic density, as proposed
by Bader et al. 45 The resulting surface potentials are labeled VS�r�.

While the patterns of positive and negative regions are themselves of interest,
we wish to also characterize VS�r� quantitatively. We do this by calculating
certain statistically-defined properties. 46–50 Those that will be relevant to the present
discussion are the most positive and most negative values of VS�r�� VS�max and
VS�min, and its positive, negative and total variances, �2

+� �2
− and �2

tot:

�2
tot = �2

+ +�2
− = 1

r

r∑
i=1

[
V+

S �ri�−–V+
S

]2 + 1
s

s∑
j=1

[
V−

S �rj�−–V−
S

]2

(13-3)

In Eq. (3), –V+
S and –V−

S are the average positive and negative values of VS�r�:

–V+
S = 1

r

r∑
i=1

V+
S �ri� (13-4)

–V−
S = 1

s

s∑
j=1

V−
S �rj� (13-5)

The summations in Eqs. (3)–(5) are over the r points where VS�r� is positive and
the s where it is negative, on grids covering the inner and outer nanotube surfaces.

The variances �2
tot� �2

+ and �2
− are measures of the variabilities of VS�r� and its

positive and negative components. They are particularly influenced by the extrema
of VS�r�, the VS�max and VS�min, due to the terms in Eq. (3) being squared.

In an extended series of studies, we have shown that VS�r� and the quantities
that we use to characterize it provide an effective means for analyzing noncovalent
interactions and predicting quantitatively the values of properties that depend upon
them, such as boiling points and critical constants, heats of phase transitions,
solubilities and solvation energies, partition coefficients, diffusion constants, surface
tensions, viscosities, etc. This work has been reviewed on several occasions. 48–50

2.2. Average Local Ionization Energy

Some time ago, we introduced the concept of an “average local ionization energy”
Ī�r�, by which we mean the average energy required to remove an electron at the
point r in the space of a system.51 Note that we are focusing here upon a point in



The Remarkable Capacities 491

space, not a particular orbital. We defined Ī�r� originally within the framework of
Hartree-Fock theory:

Ī�r� =∑
i

�i�r� ��i�
��r�

(13-6)

In Eq. (6), �i�r� is the electronic density function of the ith occupied orbital of the
system, having energy �i. The Hartree-Fock formalism plus Koopmans’ theorem52

provide support for the common interpretation of the ��i� as the electrons’ ionization
energies; hence our introduction of Ī�r� as the average local ionization energy.
When computed on the surface of the system, as we normally do, it is denoted
by ĪS�r�.

The locations of the lowest values of ĪS�r�, the ĪS�min, are of particular interest
because these are the sites of the least tightly-held electrons, most reactive
toward electrophiles. We have demonstrated that ĪS�r� correctly predicts the
activating/deactivating and directing effects of benzene substituents51,53 and the
reactive sites on other organic molecules, 54 including the nucleotide bases, 55 as
well as proton affinities and pKa.56 It has been found that the ĪS�min obtained by
Kohn-Sham density functional theory are as effective for these purposes as are the
Hartree-Fock,53 even though they do not have the same theoretical support.

The significance of Ī�r� extends well beyond the prediction of reactivity toward
electrophiles. It correlates with the shell structures of atoms57 and their electroneg-
ativities, 58 indicates bond strain, 59 and is related to local temperature60 and local
polarizability. 61,62 For a recent review, see Politzer and Murray.63

2.3. Computational Approach

We will discuss VS�r� and ĪS�r� calculated for (6,0) all-carbon and C/B/N model
nanotubes. The computational level, Hartree-Fock (HF) STO-5G//STO-3G, was
dictated by the large sizes of the systems. It has been confirmed, however, that
minimum basis set STO-5G Hartree-Fock results for both V(r) 64,65 and ĪS�r� 65

are quite satisfactory on a relative basis, for seeing trends, which has been our
objective. The validity of the HF/STO-3G geometry optimizations can be seen
from the good agreement between our C-C and B-N bond lengths and relevant
experimental data. 28–31

When nanotubes are synthesized,8,26,27 they are typically closed (capped) at
both ends. For the (9,0) and the (5,5), the caps can be fullerene hemispheres; 6

in general, however, caps can have various structures, shapes and degrees of
curvature. 8 One requirement that they do have to satisfy is imposed by Euler’s
theorem,8,26,27 according to which the closure of any hexagonal framework can be
achieved only by the introduction of exactly twelve pentagons. Thus, each cap must
have six.

For various applications, it may be desired to remove the caps. Several
methods are available for doing this, including heating,66,67 cutting68 and chemical
treatment. 68
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In our computational analyses, we have considered both types of model nanotubes,
open and closed. For the former, we have followed the common practice of introducing
hydrogens at the ends, to satisfy the unfulfilled terminal valencies.

22,69–73

3. RESULTS AND DISCUSSION

3.1. General

In order to put into perspective the remarkable properties that we have found for
�n� 0� model carbon and C/B/N nanotubes, we will first summarize briefly what we
have observed in general, for various �n�m�. These results have been discussed in
detail elsewhere, 28–32 and illustrated with numerous color figures.

Our experience has been that the computed electrostatic potentials VS�r� on the
surfaces of all-carbon tubes are generally weakly positive and rather bland, with
little variability. VS�r� is usually less than 10 kcal/mole. Slightly negative regions
are most likely to be found on the outer surfaces of the caps. The total variance,
�2

tot, tends to be less than 20 �kcal/mole�2; this is typical of alkane and aromatic
hydrocarbons, but much less than most other organic molecules, for which �2

tot is
normally 100–300 �kcal/mole�2. 46,47

The carbon nanotubes do, however, demonstrate the interesting consequences
of curvature upon VS�r�, which are common to all of the systems that we have
studied, regardless of structure �n�m� or composition. As the curvature increases,
each point on the inner surface is brought into closer proximity with more nuclei.
Thus the inside surfaces are always somewhat more positive (or less negative) than
the outside ones. This effect naturally becomes more pronounced as the diameter
decreases, and at the caps of the closed tubes. On the other hand, if the tube is
unrolled into a flat sheet (graphene), VS�r� is the same on both sides. 74

In contrast, increasing curvature makes the outer surfaces more negative. At least
two (basically equivalent) explanations of this have been proposed.75,76 One is that
curvature diminishes the 2p� −2p� overlaps between the atoms, leading to greater
electronic localization. Alternately, it can be argued that curvature forces the atoms
to deviate from their preferred trigonal planar sp2 configurations and to assume
some degree of sp3 character, thereby introducing some strain and also electronic
localization in the fourth (unfulfilled) valency.

Curvature also affects the computed average local ionization energy ĪS�r�. 28,29,32

On the lateral outer surfaces of carbon tubes, for example, there are minima ĪS�min

above the carbons, primarily in the 13–14 ev range, which is considerably less than
the 14.8–14.9 ev found for graphene.74 This difference can be attributed to the same
factors that cause the outer surface VS�r� to be more negative, since this leads to
the electrons being less tightly held, more easily removed.

In summary, the most positive potentials (the VS�max) will be on nanotube inner
surfaces, especially inside caps, while the most negative (the VS�min) as well as the
lowest ionization energies (the ĪS�min) will be on the outsides, again more so on the
caps. All of these features are enhanced by increased curvature, e.g. narrower tubes.
A somewhat extreme example of this is in Figure 13-2, which shows a closed (6,0)
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Figure 13-2. Calculated HF/STO-5G//STO-3G electrostatic potential on the 0.001 electrons/bohr3

surface of (6,0) C104. Color ranges, in kcal/mole, are: yellow, between 0 and 15; green, between −10
and 0; blue, between −20 and −10; purple, more negative than −20. The structure of each cap is shown
at the bottom of this figure

carbon model nanotube with composition C104. Each cap comes to a point at the
center, and thus has relatively high curvature. This causes even the lateral sides
to be more positive than is normal for all-carbon tubes, with significant portions
having VS�r� > 10 kcal/mole.29 The highly curved ends are quite negative and attain
VS�min = −25 kcal/mole at the tips, with ĪS�min = 9	0 ev. (For comparison, the ĪS�min of
benzene at this computational level is 14.3 ev.) The inner surface is entirely positive,
with VS�max = 27 kcal/mole inside the ends. Overall, �2

tot = 62	2 �kcal/mole�2. These
effects are of course diminished for caps with lesser curvatures. 29

The more negative VS�r� and lower ĪS�r� associated with higher levels of
curvature, especially caps, suggest that such outer surfaces should show enhanced
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reactivity, both noncovalent and covalent, toward electrophiles. This has indeed been
found.27,76,77 Thus the ends of the tube in Figure 13-2 should be quite vulnerable to
electrophilic attack.

BxNx and C/B/N nanotubes have much stronger and more variable VS�r� than do
carbon ones. 28–32 The BxNx and the B/N portions of C/B/N have alternating positive
and negative regions above the borons and nitrogens, respectively. The VS�max and
VS�min tend to be in the 40 to 70 and −25 to −50 kcal/mole ranges, with �2

tot usually
greater than 200 �kcal/mole�2. ĪS�r� again has minima above the atoms, those for
borons and nitrogens being higher than those for carbons. For the nitrogens, this
simply reflects the higher ionization potential of the nitrogen atom; for the borons,
it is due to their positive electrostatic potentials, which make it more difficult to
remove an electron. As usual, inner surfaces become more positive and the outer
ones more negative, with lower ĪS�min, as curvature increases and at the caps.

3.2. Functionalized Open Carbon Model Nanotubes

As was mentioned earlier, our open tubes have hydrogens at the ends, simply as a
means of avoiding unfulfilled valencies. How are the surface electrostatic potentials
and local ionization energies affected by replacing one or more of these hydrogens
by functional groups, e.g. OH, NH2� NO2, etc.?

Within our experience, the answer is: very little, unless the tube is of type �n� 0�.
We have investigated (5,5) and (6,1) carbon systems with either an OH or an NH2

at one end,28,32 and found the effects upon both VS�r� and ĪS�r� to be localized in
the vicinity of the substituent. As expected, the oxygen or nitrogen is quite negative
(VS�min = −31 to −36 kcal/mole) and their hydrogens are positive (VS�max = 29
to 38 kcal/mole), but the remainder of the tube is little affected, retaining the
weak and bland VS�r� of the nonfunctionalized system. �2

tot is between 46 and
56 �kcal/mole�2.

When we proceed to (6,0) carbon tubes, however, the response to an OH or NH2 is
very different, and involves the entire structure; this can be seen in Figure 13-3(top).
VS�r� changes gradually along the full length of the tube, from strongly positive at
the end bearing the substituent to strongly negative at the other. 28,32 The HF/STO-
5G VS�max and VS�min are about 74 and −44 kcal/mole, and �2

tot is 419.1 and
548	7 �kcal/mole�2 for the OH and NH2 systems, respectively. (Figure 13-3 was
obtained at a higher computational level, HF/6-31G∗, than the other results being
reported, to verify that the qualitative patterns are the same.)

An even stronger gradation of VS�r� is produced by an NO2 group, but with
opposite polarity; 28,32 the NO2 end is negative, VS�min = −85 kcal/mole, with a
VS�max of 59 kcal/mole at the other. �2

tot = 933	3 �kcal/mole�2, one of the largest
values that we have ever obtained. More recently, we have observed analogous
VS�r� patterns with other substituents: F, CN and CH3. For F and CN, the substituted
end is negative; for CH3, it is the reverse.

The variation of ĪS�r� in these systems, Figure 13-3(bottom), is consistent with
that of VS�r�, although somewhat less dramatic. 28,32 There is an overall gradual
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Figure 13-3. Calculated HF/6-31G∗//STO-3G electrostatic potential (top) and average local ionization
energy (bottom) on 0.001 electrons/bohr3 surface of (6,0) C72H11NH2 model carbon nanotube. Color
ranges (top), in kcal/mole: red, greater than 15; yellow, between 0 and 15; green, between −10 and 0;
blue, between −20 and −10; purple, more negative than −20. Color ranges (bottom), in ev: red, greater
than 17; yellow, between 15 and 17; green, between 14.5 and 15; blue, between 13 and 14.5; purple,
less than 13

decrease in the magnitude of ĪS�r� in going from the positive to the negative end
of the tube.

What is the origin of these striking gradations in VS�r� and ĪS�r�, extending over
the entire lengths of substituted (6,0) carbon tubes? The fact that they do not occur
in (5,5) and (6,1) systems draws attention to a key structural difference between
these and the (6,0): the presence of a considerable number of C-C bonds parallel to
the tube axis, a feature only of �n� 0� tubes. These have maximum overlap of 2p�
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Table 13-1. Inductive ��I� and resonance ��R
��

substituent constantsa

Substituent �I �R
�

NH2 0	10 −0	48
OH 0	27 −0	44
CH3 −0	05 −0	10
F 0	51 −0	34
CN 0	52 0	14
NO2 0	64 0	19

a Reference 81.

atomic orbitals, unimpeded by curvature. We suggest that this structural feature of
(6,0) systems, in conjunction with the high polarizabilities of carbon nanotubes, 78–80

facilitates electronic charge delocalization along the tube.
In which direction will this delocalization occur? That depends upon the

substituent, as our results show. As can be seen from the inductive and resonance
substituent constants in Table 13-1, �I and �R

� respectively, 81 the dominant effect
of NH2 and OH groups is donation of electronic charge through resonance, as
depicted in 2 and 3. The donated charge is apparently delocalized toward the other
end of the tube, leaving the substituted end positive and producing an increasingly
negative potential in the direction away from it.

NH2 NH2

+
-

2

:

OH OH
+

-

3

:

The resonance interpretation shown in 2 and 3 is supported by the computed
HF/STO-3G bond lengths. The C-NH2 and C-OH distances in these (6,0) systems
are 1.350 and 1.361 A, respectively, both considerably shorter than is typical for the
corresponding HF/STO-3G single bond lengths, e.g. 1.491 A in �H3C�2CH −NH2

and 1.438 A in �H3C�2CH −OH. This indicates some double bond character in the
NH2 and OH links to the (6,0) tube, as predicted by 2 and 3. Also consistent with
2 is the fact that the C−NH2 portion of the (6,0) system is planar, whereas it is
pyramidal in the (6,1). 28

In contrast to NH2 and OH, Table 13-1 shows that F, CN and NO2 are primarily
inductive withdrawers of electronic charge. Thus, while they also cause a tube-long
delocalization, it is toward them, and their ends become the strongly negative ones.

The CH3 group is an interesting case; it is listed as both a resonance and inductive
donor, but a weak one. Nevertheless it also produces a full-length gradation in
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VS�r� and ĪS�r�, although not as pronounced as those due to NH2 and OH. As with
the latter two, the substituted end is the positive one. In all of these instances, it is
notable that a single functional group, whether a donor or withdrawer, is enough to
affect so drastically the entire tube surface.

3.3. Closed Model Nanotubes

The charge delocalization that thas been observed in open functionalized (6,0)
carbon tubes is manifested as well in closed C/B/N systems. We will consider first
a (6,0) tube having the composition C52B26N26. 29 Structurally it has two rows of
carbons parallel to the axis, then two rows of alternating borons and nitrogens,
followed by two more of carbons, etc. An interesting feature of the carbons, which
has already been encountered in other C2xBxNx tubes, 28,31 is that the C-C distances
fall into two groups: roughly half are relatively short, 1.35–1.38 A, suggesting
significant double bond character, while the others are 1.42–1.48 A. The short C-C
distances are a departure from all-carbon tubes, in which the computed C-C bond
lengths are 1.40–1.45 A.30,31

VS�r� for this C52B26N26 shows the usual positive and negative regions above the
borons and nitrogens. Above the carbons, however, is a zig-zag pattern of negative
potentials, reaching −10 kcal/mole.29 This is a marked contrast to the relatively
weak and bland VS�r� of all-carbon tubes (see, for example, Figure 13-2), and
presumably reflects the presence of the shorter “near-double-bonds.” (The C=C
bond in ethylene has an HF/STO-5G VS�min of −10	5 kcal/mole.)

In this C52B26N26 tube, the stoichiometry of one cap is C5B4N while the other is
C5BN4. Very interesting is what happens when the lone boron and nitrogen at the ends
are replaced by carbons, so that the caps are C6B4 and C6N4. There develops a tube-
long gradation in VS�r�, from strongly positive at the C6B4 end to strongly negative at
the C6N4.29 The result is very similar to what was described above for functionalized
open (6,0) carbon systems. �2

tot jumps from 205.7 to 319	2 �kcal/mole�2, while VS�max

and VS�min go from 64 and −31 to 87 and −36 kcal/mole. A change of just one atom
on each cap suffices to produce this dramatic effect!

Our second closed-tube example concerns the (6,0) C104 shown in Figure 13-2.
VS�r� has the general features associated with all-carbon tubes, although the lateral
sides and the inside are more positive and the outsides of the caps are more negative
(as mentioned earlier) due to the perturbation of the system by the pointed, highly-
curved caps; each of them has just a single atom at the tip. The C-C bond lengths
are normal for an all-carbon tube, mostly 1.43–1.45 A.

Figure 13-4 shows the unexpected consequences of replacing the two carbons at
the tips of the caps, one by a boron, the other by a nitrogen, to form a (6,0) tube
with stoichiometry C102BN. Six of the twelve rows of C-C bonds parallel to the
tube axis develop shortened lengths, 1.35–1.37 A, and above these are the usual
negative potentials associated with near-double-bond character. Thus there are three
zig-zag rows of negative VS�r� along the length of the tube. Furthermore, the large
negative regions over the caps in C104 (Figure 13-2) have been replaced by small
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Figure 13-4. Calculated HF/STO-5G//STO-3G electrostatic potential on the 0.001 electrons/bohr 3

surface of C102BN. Color ranges, in kcal/mole, are: red, greater than 10; yellow, between 0 and 10;
green, between −5 and 0; blue, between −10 and −5; purple, more negative than −10. At the tips can
be seen the small positive (red, at left) and negative (purple and blue, at right) regions over the boron
and the nitrogen, respectively

positive and negative ones over the boron and the nitrogen, respectively. Again, all
of this has been brought about by changing just two atoms!

These findings have possible implications for chemical reactivity; for example,
will the C=C near-double-bonds in C102BN undergo addition reactions? We have
carried out a preliminary HF/STO-3G test of this and found that HCl did indeed add
to C102BN, with 
E�0 K� = −49 kcal/mole. For HCl + ethylene, the HF/STO-3G

E�0 K� is −58 kcal/mole. While the computational level was very low, these
results are at least encouraging. They further suggest that addition processes may
also occur at the short C-C bonds that we have found in C2xBxNx systems.

3.4. Applications in Area of Nonlinear Optics

We have not failed to recognize that appropriately designed (6,0) carbon and C/B/N
nanotubes may display considerably enhanced nonlinear optical activity. This term
refers to the response of the dipole moment of a molecule (or the polarization of
bulk material) to the oscillating electric field of electromagnetic radiation.82–85 The
component of the dipole moment along an axis i in the presence of an electric field
� can be represented by a Taylor series:

�i��� = �i�0�+∑
j

ij�j+
1
2

∑
jk

�ijk�j�k+
1
6

∑
jkm

�ijkm�j�k�m+· · ·

(13-7)

In Eq. (7), the tensors ��� and � are labeled the polarizability and the first
and second hyperpolarizabilities of the molecule, respectively. In the analogous
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expression for bulk polarization, the corresponding quantities are the first-, second-
and third-order susceptibilities.

Nonlinear optical activity reflects the nonlinear response of �i��� to electromag-
netic radiation, which Eq. (7) shows to be governed by the first and second hyper-
polarizabilities, � and �. A high level of such activity can have important appli-
cations in a variety of electro-optical devices, 82,86,87 such as frequency converters,
modulators, switches, etc.

It is known that nonlinear optical activity is often associated with the
presence of electron-donating and – withdrawing groups linked by a conjugated
bridge,82,84,88 e.g. 4. 89

�N ≡ C�2C=CH −C ≡ C−C6H4 −N�CH3�2
4

A common example is para-nitroaniline, 5:

NNNO2H2N
..

NH2N
O

O+

The remarkable charge delocalization capacity that we have found for (6,0) carbon
tubes stimulated us to examine, in analogy to 5, the consequences of introducing an
NH2 group (donating) at one end of an open (6,0) and an NO2 (withdrawing) at the
other. 28,32 Not surprisingly, this led to stronger gradations in VS�r� and ĪS�r� than
any others that we have observed. VS�max and VS�min were 76 and −87 kcal/mole,
with �2

tot = 1036 �kcal/mole�2. In order to assess the possible nonlinear optical
activity, we used the local density functional SVWN/6-31G∗ procedure to estimate
the first hyperpolarizability, �, for both para-nitroaniline and the NH2/NO2-
substituted tube. The magnitude of � was nine times larger for the latter!

There have already been investigations of fullerene and nonfunctionalized
nanotubes for nonlinear optical activity. 85,90–94 Our present results are at least
suggestive that this may be particularly enhanced in appropriately function-
alized (6,0) systems.

4. SUMMARY AND FUTURE WORK

Open all-carbon (6,0) model nanotubes and, in at least one instance, a closed (6,0)
C/B/N system, have been found to have an unexpected capacity for charge delocal-
ization. This can be triggered by even a seemingly minor asymmetric perturbation
at one or both ends of the tube. We have pointed out implications for nonlinear
optical activity, among other possible applications.

Another aspect of the unusual nature of (6,0) systems is the structural reorga-
nization that accompanied the conversion of C104 to C102BN, producing chains
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of C=C near-double-bonds. This could be of considerable significance with
respect to chemical reactivity.

We believe that this strikingly facile tube-long transmission of electronic effects
is related to the significant number of C-C bonds that are parallel to the tube axis,
which is of course common to all in the (n,0) category. However there are many
questions to be answered. An obvious one is whether these features of the (6,0) tubes
are also present in other (n,0). A preliminary investigation of an OH-substituted
open carbon (8,0) tube did show the charge delocalization, but this will have to be
studied extensively for various (n,0) with different lengths and functional groups.
It is relevant to note, in this context, the enhanced electrical conduction reported
for (n,0) carbon nanotubes by Zipper et al. 95,96

Another point that we want to examine is the role of the alignment or nonalignment
of the C-H bonds at the ends of the open (6,0) carbon tubes that we functionalize.
If the C-H bonds at the two ends are colinear, then we say that they are aligned; if
not, then they are nonaligned. In the example in Figure 13-1(a), they are aligned,
and this has been the case for all those tubes for which the VS�r� and ĪS�r� have
been reported in this chapter. In view of the extreme sensitivity of (6,0) systems
to any asymmetric perturbation, we believe that the consequences of nonalignment
need to be investigated. This can be done by simply increasing or decreasing
the length of the tube by one ring of hexagons. All of these studies are in progress.
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CHAPTER 14

ELECTRONIC PROPERTIES AND FRAGMENTATION
DYNAMICS OF ORGANIC SPECIES DEPOSITED
ON SILICON SURFACES

JIAN-GE ZHOU AND FRANK HAGELBERG
Department of Physics, Atmospheric Sciences, and Geoscience, Jackson State University, USA

Abstract: This contribution summarizes recent progress in the computational treatment of organic
species deposited on silicon surfaces, with emphasis on the Si(100) surface. Representative
theoretical studies of various organic species in contact with Si surfaces are surveyed,
involving unsaturated hydrocarbons, amines, phosphines, and alcohols as adsorbates.
The connection of the presented computational results to spectroscopic measurement is
outlined in each individual case. The strengths and the limitations of a finite cluster model
for simulating the Si substrate are discussed. Further, a comprehensive investigation of
one specific system is presented, namely 1-propanol adsorbed on Si�001�-�2 × 1�. It is
shown by density functional theory within periodic boundary conditions that 1-propanol
in contact with Si�001�-�2 × 1� initially occupies a metastable physisorbed state which
turns into a stable chemisorbed ground state by dissociative hydrogen transfer. This
fragmentation effect is confirmed by ab initio molecular dynamics at room temperature.
The adsorbed organic layer induces further surface reconstruction. For the first time, the
band structure of the 1-propanole/Si(001) film is determined. The tendency of the energy
gap as a function of 1-propanole coverage indicates that the surface becomes increasingly
insulating as the areal density of the organic adsorbate is enhanced

Keywords: Silicon surface; CVD; Chemisorption; Proton transfer

1. INTRODUCTION

The interaction of organic molecules with semiconductor surfaces is a highly topical
subject of current experimental as well as computational research. This interest
is related to the observation that semiconductor surfaces provide templates for
highly localized reactions of organic species. 1 An equally strong motivation for
treating composites of periodic semiconductor substrates and organic molecules
is the prospect of controlled surface modification for various technological appli-
cations in the areas of nanolithography, surface coating, chemical sensing, or

505

W. A. Sokalski (ed.), Molecular Materials with Specific Interactions, 505–532.
© 2007 Springer.



506 Zhou and Hagelberg

molecular electronics. Thus, very recent developmental efforts aim at the design
of novel nanoelectronic elements from mixed organic-inorganic units. 2 Complex
molecular architectures are fabricated in the laboratory, involving alkene linker
chains anchoring in single crystal or porous silicon and employed to immobilize
DNA strands on the respective surfaces. Organic adsorbates attached to semicon-
ductors have also been studied extensively as precursors of thin films on surfaces.
Unsaturated hydrocarbons3,4 may be utilized to grow C layer coatings of Si
substrates and may be instrumental for chemical vapor deposition of diamond films
on Si surfaces. Further, reactions of organic species with semiconductor substrates
have been discussed in the context of the technologically essential process of surface
oxidation which is applied to create mask patterns of relevance for diffusion doping
of Si or for passivation of p-n junctions. 5,6

In order to optimize these procedures, an in-depth understanding of the interaction
between the surface and the organic species is of crucial importance. This has
been recognized by a plethora of computational investigations that, focusing mostly
on the Si(001) surface, analyze the interface between the extended substrate and
the molecular adsorbate by means of quantum chemistry. We attempt to give a
condensed summary of present and recent activities directed at the elucidation of
these systems. As far as the method of research is involved, one may distinguish
approaches that take into account the periodicity of the substrate4,5 from those
that approximate the semiconductor surface by a finite cluster model. 6,7 The latter
are necessarily constrained to the study of local effects, i.e. reactions at well-
defined attachment sites while the former may include non-local properties such
as the dependence of molecular adsorption or dissociation features on the level
of coverage. A natural classification of the computational efforts made in the
field of organic units attached to semiconductors is given with the type of the
considered adsorbate. We will concentrate on unsaturated hydrocarbons, amines,
phosphines, and alcohols. The first part of this survey will give an overview of
recent computational investigations on these systems. The following segment of
this survey, section 3, will present a case study and provide a detailed description
of results obtained for 1-propanole deposited on the Si�001�− �2×1� surface.

2. RECENT PROGRESS IN THE COMPUTATIONAL
TREATMENT OF ORGANIC SPECIES DEPOSITED
ON SILICON SURFACES

2.1. The Si Surface

Silicon forms a diamond lattice. As Si single crystals are cut, some of the sp3

bonds that stabilize the diamond structure are cleaved, resulting in the creation
of unsaturated, or dangling bonds at the surface. To reduce its surface energy,
the system tends to minimize the number of dangling bonds. In this process, new
bonds between adjacent Si atoms are formed, associated with geometric surface
reconstruction. The reactivity of specific Si surface sites strongly depends on their
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electronic environment and thus on the features of the reconstructed geometry
which varies greatly among different Si surface types. For a review on Si surface
chemistry see Waltenburg and Yates. 8

This survey will focus in particular on the Si(001) surface which has been used
as a template in the majority of experimental as well as theoretical investigations
on the interaction between organic species and Si. As a consequence of the fact that
each Si atom on the native Si(001) surface has two dangling bonds, the atoms of
this surface reorganize into Si dimer rows. The interaction between the two atoms
arranged in a Si dimer is commonly characterized as a strong � type bond coexisting
with a weak � type bond.1,7 The question whether the dimer is symmetric or
asymmetric, being tilted with respect to the Si(001) surface by a buckling angle, has
given rise to extensive controversy. Recent experimental9 and theoretical4 results
support the latter alternative. We point out that the computational description of
the buckling effect requires the use of a slab model, involving periodic boundary
conditions. Careful analysis of finite cluster models representing the Si(001) surface
has yielded the symmetric arrangement as most stable geometry. 10 According to
these investigations, the bonding operative in the Si dimer is more adequately
understood in terms of a singlet diradical structure than as combination of a � and
a � bond. Adopting the buckled geometry, in contrast, one obtains a distinct polar
admixture as the lower Si atom of the buckled pair assumes a partial positive, and
the higher a partial negative charge. In this way, a zwitterionic charge distribution
emerges. 6 The lower Si position has been identified as the preferred attachment
location of N and O constituents of organic species, which is plausible in view of
the net positive charge on this site. The upper Si atom has been shown to be the
target site of hydrogen transfer.

Other reconstruction schemes than the 2 × 1 pattern have been reported for the
Si(001) surface11, associated with opposite buckling direction of adjacent dimers
in a dimer row. More specifically, if the dimers of two neighboring rows buckle in
the same (opposite) direction, a 2×2 �4×2� ordering arises.

The Si(111) surface presents a substantially more complex problem than the
Si(001) alternative. 12 Two possible reconstruction types have been observed: A
�2 × 1� - pattern that emerges from cleavage without subsequent annealing, and a
�7 × 7� arrangement characteristic of the annealed surface. The former involves a
reorganization of the top layer into an upper and a lower dimer chain, resulting in a
periodic modulation of the surface. The �7×7� reconstruction of Si(111) is the most
complicated Si surface geometry. The very successful dimer – adatom – stacking
fault (DAS) model13 involves a unit cell consisting of 102 atoms. More specifically,
the unreconstructed Si(111) surface relaxes upon annealing into a three – layer
architecture, composed of a dimer layer followed by a rest atom layer upon which
twelve adatoms are distributed. The group of the adatoms is subdivided into corner
and center atoms, depending on the spatial relation to their rest atom neighbors.
The benefit of this intricate scheme is a reduction of the number of dangling bonds
from 49 to 19.
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As Si(111), the Si(110) reconstructed surface forms a very large unit cell, stabi-
lizing in a �16 × 2� pattern. A wide variety of further reconstruction patterns is
induced by atomic impurities adsorbed on the Si surface.

2.2. Unsaturated Hydrocarbons

The adsorption of hydrocarbon molecules on Si surfaces is an interesting topic of
study under various viewpoints. For example, a thin hydrocarbon film coating Si
may be applied as a low dielectric in microelectronics and may passivate the surface
if covalent bonds are formed between Si atoms and the adsorbate species. Further,
unsaturated hydrocarbons play an important role as precursor species for chemical
vapor deposition (CVD) of diamond – like films on the Si surface, and of silicon
carbide (SiC).

Hydrocarbons containing single C – C bonds have been shown to be non-reactive
in contact with the clean Si(001) surface. 14 Unsaturated hydrocarbons, however,
involving carbon – carbon double bonds, proved to chemisorb with high probability
to Si(001) surface sites, as was first demonstrated by Bozack et al. who reported
a sticking coefficient close to unity for propylene at 120 K, irrespective of the
initial surface coverage.8,15 From high resolution electron energy loss spectroscopy
(HREELS) it was concluded that both C2H2 and C2H4 adsorb molecularly on
Si(001)16,17, forming an ordered organic layer on the surface. With thermodynamic
arguments, Taylor et al. 18 proposed that C2H2 attaches to the surface by di-�
bonding, cleaving the Si dimer bond. An analogous interpretation has been given
for the experimental results related to the interaction of C2H4 with Si(001). 19,20

Further, HREELS studies, 20 where the Si�001�-�2 ×1� surface was saturated with
C2H4 and subsequently exposed to atomic hydrogen, demonstrated co-adsorption of
hydrogen atoms on dimers already occupied by C2H4 molecules. From this finding
it was inferred that the Si – Si dimer bond is broken upon ethylene adsorption. This
conclusion was based on the assumption that each Si atom has one dangling bond
to which an H atom attaches during the post-hydrogenation stage of the experiment.

This assessment was modified by theoretical results. Fisher et al. 21 used the Car –
Parrinello technique in combination with the local density approximation (LDA)
method to investigate the interaction between C2H2 as well as C2H4 adsorbates with
the Si(001) surface. In both cases, adsorption directly above the dimer proved to be
the most stable arrangement, resulting in a lengthened C – C bond distance for both
molecules. Correspondingly, the hybridization of C2H2 was found to change from
sp to sp2, and that of C2H4 from sp2 to sp3, with covalent bonds formed between
the C atoms and the Si atoms of the dimer. The dimer bond is seen to remain intact,
with only a small change of the Si – Si bond distance. This changes, however, as
atomic hydrogen is added. Upon geometric relaxation of the substrate – adsorbate
system the two Si dimer atoms are found to move apart from each other, and the
electron density between them nearly vanishes. At the same time, H atoms attach to
the Si atom sites. The experimentally observed bond cleavage therefore occurs as a
consequence of hydrogen addition rather than hydrocarbon adsorption. Very similar
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results are presented by Pan et al. 22 who studied interaction of Si�001�–�2×1� with
ethylene, including post – hydrogenation, in the framework of a cluster model.

In the language of cycloaddition chemistry, the adsorption of acetylene or
ethylene on by a Si�001� – �2×1� dimer may be classified as ‘suprafacial’ �2+2�

reaction where two � bonds are broken and two new � bonds are formed. Symmetry
considerations forbid such a reaction between two alkenes or two disilenes. The
‘mixed’ reaction between an alkene and a Si dimer, in contrast, has been shown to
be very facile. An even more stable product is expected to arise from the Si(001)
surface analogue of the Diels-Alder or �4 + 2� reaction, involving the formation
of a six-membered Si2C4 ring which is less strained and therefore more favored
than the Si2C2 that emerges from a �2 + 2� process. Hovis et al. 23 used a combi-
nation of STM and Fourier transform infrared (FTIR) spectroscopy to study 2,3 –
dimethyl – 1,3 butadiene as well as 1,3 cyclohexadiene on the Si�001� – �2 × 1�

surface. The �4 + 2� reaction was confirmed for 80% of the first and 55% of the
second adsorbate, for the �2+2� reaction, the corresponding fractions were reported
to be 20% and 35%, respectively. This finding gives experimental evidence for a
competition between the two reaction types. While the Diels-Alder cycloaddition
appears to be the preferred channel, the �2 + 2� alternative occurs as well, and
with considerable probability. Other experimental24 and computational3,25 results,
however, suggest a strong dominance of the �4 + 2� pathway. In particular, it has
been proposed3,25 that an initial �2 +2� configuration will undergo fast conversion
into the �4+2� structure.

In reaction to this controversial situation, Choi et al. have performed highly corre-
lated computations for 1,3 cyclohexadiene on Si�001�-�2 × 1�. 26 In this work, a
cluster model was employed in combination with the SIMOMM (Surface Integrated
Molecular Orbital/Molecular Mechanics)27 approach that allows to define a quantum
substructure and treat the remaining atoms classically. The largest unit used in26

comprised a C6Si10H24 quantum subsystem in a model of composition C6Si63H57.
For the quantum zone, the CASSCF(6,6) (complete active space SCF) method
was used for geometry optimization followed by a single point MCQDPT2 (multi-
configurational quasi-degenerate second-order perturbation theory) calculation at
the resulting geometry. As the main conclusion from this study, the �2+2� config-
uration involves only a small reaction barrier in the order of 4–8 [kcal/mol] which
makes the formation of the respective product likely while disadvantaging the �2+2�

pathway as compared with the �4+2� mechanism which proceeds without barrier.
Importantly, the authors showed that the isomerization from the �2+2� to the �4+2�

product is hindered by a considerable barrier in excess of 40 [kcal/mol], contra-
dicting the hypothesis of substantial conversion from the former to the latter species.
The separation between these two is incompatible with the view that the product
distribution is thermodynamically determined. Instead, this distribution reflects the
early stage of the reaction. These findings are consistent with the experiments of
Hovis et al. 23 as they provide strong arguments for the coexistence of �2 + 2� and
�4+2� reaction products on the Si�001�-�2×1� surface.
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We turn now to the special case of the benzene molecule. Numerous exper-
imental studies have been performed on benzene adsorbed to Si(001). In terms
of the attachment geometry, however, the measured data do not yield an entirely
unanimous picture. While the benzene molecule has been shown to adsorb consis-
tently on top of the Si(001) surface dimer rows, its spatial extension, being close
to the spacing between two neighboring dimers, allows for a number of structural
variations.

Figure 14-1 shows some geometries that have been suggested as maximally
stable. A regular (1, 4 cyclohexadiene-like) butterfly structure, as presented in
Fig. 14-1a, has been identified by thermal desorption and angle-resolved photo-
electron spectroscopy,28 scanning tunneling microscopy,29 vibrational infrared (IR)
spectroscopy and near-edge X-ray absorption fine-structure techniques, 30 and ab
initio calculations based on a cluster model. 28 In this configuration, benzene attaches
to one dimer of the Si(001) surface and saturates the dangling bonds of this dimer by
forming a di-�-bond. An alternative tilted (1, 3 cyclohexadiene-like) structure (see
Fig. 14-1b) was detected in further STM measurements. 31 Also, a model involving a
tetra-�-bond between benzene and two surface dimers, as displayed in Figure 14-1c,
was put forward on the basis of STM observation assisted by FTIR spectroscopy
and semiempirical cluster model calculation.32

In response to this inconclusive situation, Silvestrelli et al. have carried out
Density Functional Theory (DFT) studies simulating the extended Si(001) substrate
by use of the Car-Parinello approach33 in conjunction with the local spin density
approximation (LSDA). From total energy calculations for various optimized
attachment geometries, the tight bridge alternative (Figure 14-1c) has been singled
out as the most stable structure. This configuration, however, turned out to corre-
spond to a very narrow potential energy minmum of the combined system of the
benzene molecule and the Si(001) surface. While other adsorption geometries, such
as displayed in Figures 14-1a and b, have been shown to be metastable, a benzene
molecule impinging on the surface is likely to be trapped temporarily in one of
these states, preceding the eventual conversion into the structure of highest stability.
According to experiment as well as computation,32 di-bonded ‘standard butterfly’

Figure 14-1. Candidate structures for the preferred adsorption geometry of the benzene molecule on
the Si�001�-2 × 1 surface 4. Shown are the ‘Standard butterfly’(a), the tilted (b) and the ‘tight bridge’
(c) structures
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geometries are separated by sizeable energy barriers from the favored tetra-bonded
‘tight bridge’ configuration. This observation suggests long conversion times and
thus could explain why the energetically favored adsorption structure has not been
detected in the majority of the experiments on benzene attached to Si(001).

2.3. Amines

Computational research on the interaction of methyl-, dimethyl-, and trimethylamine
with Si surfaces has been performed in response to a variety of experimental studies
of these systems. These efforts acknowledge the relevance of Si surface nitridation
which gives rise to the formation of silicon nitride films that find applications as
insulating and passivating layers in integrated circuits. Thus, photoemission34,35

and FTIR1,36 as well as Auger electron (AE), thermal desorption, and low energy
electron diffraction (LEED) spectroscopy37 have been applied to investigate the
reactions of amines with Si(001) or Si(111). A common feature of these reactions
is that they proceed through the initial formation of a dative bond between the
N atom and the lower Si atom in the buckled surface dimer. Basic electronegativity
considerations suggest that Si should tend to donate an electron to N since on the
Pauling scale it ranks at 1.90 while the corresponding value for N is 3.04. The
positive effective charge of the lower Si(001) dimer atom, however, makes it a
preferred target for the nucleophilic attack of the nitrogen lone pair. Following this
primary step, a physisorbed configuration can stabilize, where the adsorbate remains
essentially intact, or further reaction with the host surface may ensue, yielding a
chemisorbed situation. Thus, FTIR results1,36 led to the conclusion that N-H bond
cleavage occurs for methyl- and dimethylamine, involving the loss of a H atom
to a Si atom site. The rupture of the bond between N and H rather than between
N and C has been ascribed to the increase of positive net charge on the N atom
as the dative-bonded complex is formed, weakening preferentially the N-H bond.
34,35 From photoemission studies, 34,35 the characteristic N-H bond breaking process
does not take place for trimethylamine which forms a stable dative-bonded adduct
on the Si(001) surface. This finding has been confirmed by means of AE, LEED
and thermal desorption spectroscopy.37

We add for completeness that similar observations have been reported for the
Si(111) surface34 where, to our knowledge, the experimental results have not been
interpreted by theory. According to core-level and valence-band photoelectron
spectroscopy data on the dissociative adsorption of ammonia on Si�111�–7 × 738,
the surface adatoms associate primarily with NH2, while the cleaved H radicals
connect to rest atoms. This finding has been correlated with the formal charge on
the rest atoms and the adatoms, amounting to −1 and about 0.5834, respectively.
Thus, a picture analogous to that proposed for the Si(001) surface emerges. The
N constituent of the adsorbate attaches to an electron-deficient component of the
Si substrate. For trimethylamine, a physisorbed configuration is identified as the
dominant adsorption mode for both, the Si(001) and the Si(111) surface. From X-ray
photoelectron spectroscopy (XPS)34, however, the areal density of trimethylamine
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molecules on Si(001) exceeds that on Si(111) at a temperature of 300 K approxi-
mately by a factor of 2. This result has been interpreted as manifestation of steric
effects; it might also be explained by the different reactivities of corner and center
adatoms of Si�111�-7×7, as established by STM measurement39.

Mui et al. 36 report a comparative experimental – theoretical study of amines on
both the Si�001�–�2 × 1� and the Ge�001�–�2 × 1� surface. Both substrates were
modeled by X9H12 �X = Si	 Ge� clusters, utilizing DFT at the BLYP/6-31G(d)
level of theory. For both, the Si and the Ge substrate, formation of a X-N dative
bond �X = Si	 Ge� is the initial step of the reaction between the considered amine
species and the semiconductor surface. However, while primary and secondary
amines display N-H dissociation when attached to Si�001�–�2 × 1�, no such trend
is observed for the Ge counterpart of this system. This deviating behavior may be
understood in terms of the energy barrier that separates the physisorption from the
chemisorption minimum, involving the cleavage of an H atom. For dimethylamine
adsorption, this quantity turned out to be about 50% higher for the Ge than for
the Si surface. The authors relate this characteristic difference between the two
substrates to the different proton affinities of Si and Ge.

2.4. Phosphines

A large body of experimental data exists on phosphine �PH3� in contact with Si
surfaces. The chief motivation for the interest in composites of Si and phosphine
is that the latter is used as a dopant source in the epitaxial growth of thin Si
films, involving chemical vapor deposition (CVD) or gas-source molecular beam
epitaxy (GSMBE). However, the use of phosphine as a dopant reduces the Si
growth rate, diminishing in turn the production efficiency of ultra large scale
integration (ULSI) circuits. Most experimental studies on the interaction between
phosphine and Si(001) have been carried out in response to this finding. A large
range of experimental techniques has been applied in this effort, including LEED,40

AES,40–42 secondary ion mass spectrometry (SIMS),40 XPS,43,44 thermal desorption
spectrometry (TDS),39,45 temperature programmed desorption,42,46,47 STM,41,44,48–50

HREELS,42 FTIR,51 and synchrotron core-level photoemission.49 Summarily, it is
observed that PH3 at room temperature attaches to the electrophilic site of the Si
dimer, in analogy to the respective observations made for amines. If the surface
coverage does not exceed 0.18 [ML], dissociation of the adsorbate into PH2 and
H is detected, where PH2 and H stabilize on different sites of the Si dimer. At
higher coverage level, the lower number of available dangling Si bonds causes
the fraction of dissociated PH3 molecules to decrease. This tendency, however, is
counteracted by temperature. At about 600 [K], PH3 is entirely converted to PH2,
and around 700 [K] to P. These transition temperatures evidently depend on the
coverage level which determines the number of possible attachment sites for the
dissociation products.

The interaction of PH3 with the Si�111�-�7 × 7� surface has been studied by
HREELS,52 demonstrating the onset of dissociative adsorption at about 80 [K].
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According to a combination of ultraviolet photoemission spectroscopy (UPS), LEED
and ion scattering spectroscopy (ISS), 53 the PH3 –exposed surface is covered by a P
atom layer if annealed to 900 [K]. This observation is also made if PH3 is adsorbed
on the surface at 900 [K].

The experimental findings were interpreted by computational theory in the
framework of cluster51,54 as well as slab44,55 models. Shan et al. 51 based their
respective calculations on a hydrogen terminated Si(001) fragment of composition
Si21H20. This model contained three surface dimers on the top of eight Si atoms in
the second and four and three Si atoms in the third and the fourth layer, respectively.
This system was treated by DFT using the hybrid B3LYP method56 in conjunction
with a 6–31 + G∗ basis set. The authors compare various possible PH3 adsorption
geometries, among them a bridge site where P bonds with both dimer atoms,
and arrive at the conclusion that the configuration of highest stability involves a
‘dangling bond adsorption site’ at one of the two dimer atoms. If this position is
populated, dimer tilting with respect to the Si(001) is obtained as a consequence of
a lowering of the occupied Si atom.

Miotto et al. 55 employed a super-cell geometry to describe the composite of the
periodic Si(001) substrate and the finite phosphine adsorbate. Electronic structure
calculations were carried out on the basis a modified version57 of the Car – Parrinello
scheme,33 where the generalized gradient approximation58 (GGA) was used in combi-
nation with pseudopotentials of the Troullier-Martins59 type. From this work, the
physisorbed state associated with the attachment of PH3 to one of the two Si dimer
atoms is metastable, and the decomposition into PH2 and H, located at the opposite
end of the dimer, corresponds to a minimum of lower energy. The activation barrier
separating these two structures is distinctly smaller than the thermal energy at the usual
growth temperature, implying that PH3 will decay spontaneously at room temper-
ature, and will be observable in its dissociated form. Similar results have been obtained
for NH3 as well as AsH3, where the thermal barrier towards chemisorption has been
found to be smallest for PH3 among the three adsorbates considered. The dissoci-
ation model gains additional support from the calculation of vibrational frequencies
which were found to be in very good agreement with values extracted from measured
vibrational spectra. In particular, Si – H stretching and bending modes have been
assigned to experimentally detected lines. As pointed out by Shan et al., 48 H desorbs
from the dimer loaded with PH2 and H at a substantially higher temperature than
from the clean Si(001) surface. This is invoked as partial explanation for the observed
reactivity degradation in Si(001) CVD processing when P dopants are incorporated.

For Si�111�-�7×7�, various possible physisorption and chemisorption geometries
have been discussed in the framework of a Si25H24PH3 cluster model. 54

2.5. Alcohols

Zhang et al. 6 performed measurements involving 1 – propanol �CH3CH2CH2OH�,
ethanol �CH3CH2OH� and methanol �CH3OH� adsorbed on the Si�100�-�2 × 1�
surface. In this experiment, LEED spectroscopy was combined with AES studies,
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further, a quadrupole mass spectrometer was utilized for residual gas and thermal
desorption analysis. As the primary result of these investigations, the considered
alcohol species undergo dissociative chemisorption on Si�100�-�2 × 1� at room
temperature. For instance, in the case of 1-propanol, propanal �CH3CH2CHOH�

has been identified as a major product of thermal desorption. This species, in all
likelihood, results from hydrogen elimination of surface – adsorbed 1-propanole.
These findings are in keeping with those obtained from earlier photoemission
and infrared spectroscopy experiments on the Si(001) adsorption of ethanol60 and
methanol61 where ethoxy and methoxy formation has been reported, respectively.

The response of computational theory to these and related observations has, for
the most part, been confined to cluster model computations. Thus, Lu et al. report
calculated results for CH3OH	 CH2O (aldehyde), and HCOOH (formic acid) on
Si(001)62, while Kato et al. 63 investigated CH3OH and CH3NH2 and Zhang et al. 6

refer to the three alcohol species examined in their experiment. All of these efforts
are based on the finite Si9H12 model of the Si�001� – �2 × 1� surface, and all
of them employ the hybrid B3LYP potential. We point out that the computations
described in reference62 involve the use of the ONIOM methodology64 which allows
to subdivide the system into different parts that are treated at different degrees of
quantum chemical rigor. Specifically, Lu et al. 62 carry out the optimization of the
substrate – adsorbate composite at the B3LYP level and follow up with a single-
point CCSD(T) calculation for selected components of the system as a whole,
namely the Si dimer in combination with the adsorbed molecule and the passivating
H atoms; the B3LYP approach is used for the remaining Si atoms.

In all cases, it was found that the considered alcohol molecule undergoes disso-
ciative adsorption on the Si dimer after having formed initially a dative bond with
the electrophilic dimer end. Ref.6 contains a systematic comparison between the two
major dissociation channels involving the –OH component. The two major disso-
ciative reactions consist in the loss of the H atom or that of the OH group. These
alternatives are characterized by the dative bond well, by an O–H (O–C) cleavage
transition state and a O–H (O–C) cleaved final state. For all adsorbates, the barrier
towards O–H dissociation was found to be separated from the energy of the dative
bond physisorption minimum by a small difference in the order of a few kcal/mol,
while the corresponding quantity for the O–C barrier resulted as 75–85 kcal/mol.
For the dissociated product, however, the roles are seen to be reversed, as the loss of
the OH group leads to a final chemisorbed state that is 60–80 kcal/mol more stable
than that emerging from the loss of the H atom. One concludes that the separation
of an H atom proceeds almost spontaneously and is thus kinetically favored, while
the detachment of OH yields a deeper energy well in the final state and is therefore
thermodynamically preferred. Section 3 of this survey will add more detail to this
overall picture for the special case of 1 – propanol adsorption.

Silvestrelli 5 reached a similar conclusion for Si�001� – �2 × 1� interaction with
ethanol in the framework of a periodic slab approach, where the Car – Parrinello
method was used, instead of a cluster model. Quantitatively, substantial differences
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between the results emerging from these two different methodologies are noticed.
In particular, the energy barrier for H dissociation is found to be higher by an order
of magnitude as the cluster treatment is replaced by the slab method.

We emphasize two natural limitations of the finite cluster model. It does not
allow to make a statement about the dependence of essential parameters such as
adsorption and transition energies on the level of surface coverage, and it does
not account adequately for charge delocalization or surface relaxation phenomena.
Further, it excludes by definition any information about the modification of the
surface band structure as a consequence of the organic molecule adsorption. The
following case study of 1-propanol on Si�001� – �2×1� is intended to clarify how
these elements can be consistently incorporated into the description of the Si surface
interaction with organic species.

3. CASE STUDY: ADSORPTION OF 1-PROPANOL
ON THE SI(001)-(2 × 1) SURFACE

3.1. Motivation and Methodology

To illustrate the above arguments that speak in favor of a periodic boundary condi-
tions approach to the theme of molecular adsorption on surfaces, a simulation of the
interaction between a finite molecular adsorbate and an extended Si(001) substrate
is presented in this segment of our survey. More specifically, the adsorption of
1-propanol on the Si�001�-�2 × 1� surface is studied by use of the VASP code,65

involving a slab geometry. This methodology affords a realistic model of the silicon
surface, its reconstruction, and the adsorption of the 1-propanol molecule as well
as its fragments. Our first principles approach leads naturally to the distinction
between up and down Si dimer atoms, thus producing the characteristic buckling
of the surface silicon dimer. The model allows for an appropriate description of
the Si(001) surface with and without the adsorption of the 1-propanol molecule as
the reconstruction of the Si surface before and after adsorption can be displayed
manifestly. A detailed analysis of the most prominent reactions undergone by 1 -
propanol on the Si(001) surface is presented below, including the reaction barriers
determining various pathways. Further, the surface band structure within the silicon
fundamental gap and the variation of the binding energies, the energy barriers and
the energy gap with the degree of coverage are outlined in the following. Four
levels of coverage (0.125 ML, 0.25ML, 0.5ML, and 1.0ML) are taken into account.
Finally, admission for finite temperature is made, as the characteristic reaction
mechanisms at T = 300 K are compared with those found at T = 0 K.

In all computations, DFT was applied on the level of the generalized gradient
approximation (GGA)66 in conjunction with the PAW potential 67,68. The wave
functions are expanded in a plane wave basis with an energy cutoff of 400 ev,
whereas the cutoff for the augmentation charges is 645 eV. The Brillouin zone
integrations are performed by use of the Monkhorst-Pack scheme69 with the origin
shifted to the 
 point. A 3 × 3 k point mesh is utilized for geometry optimization.
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The Si�001�-�2 × 1� surface is modeled adopting a supercell geometry with an
atomic slab of 5 Si layers where terminating hydrogen atoms passivate the Si atoms.
The supercell consists of a 4×4 ideal cell, comprising 80 Si atoms and 32 H atoms.
The Si atoms in the top four atomic layers are allowed to relax, while the Si atoms
in the bottom layer and the adjacent passivating H atoms are fixed to simulate
bulk-like termination70,71. The vacuum region is about 19 atomic layers, which
exceeds the length of the 1-propanol molecule and provides sufficient spacing for
the present MD simulation.

The energy barriers characterizing different reaction paths were calculated by
the “climbing” Nudged Elastic Band (NEB)72,73 method with six images, which
permits identifying minimum energy paths in complex chemical reactions. Ab initio
Molecular Dynamics simulations were performed by use of a Verlet algorithm to
integrate Newton’s equations of motion. The canonical ensemble was simulated
using the Nose’ algorithm74.

We further computed energetic and geometric parameters pertaining to the recon-
struction of the clean Si(001) surface. The 2 × 1 reconstructed silicon surface is
displayed in this Figure 14-2. This Figure depicts the three silicon top layers, and
Figure 14-2b illustrates the buckling angle, i.e. the angle between the dimer row and
the horizontal plane. The Si dimers are oriented along the x axis or (110) direction,
and the dimer rows are along the y axis or the �Ī10� direction.

For the 2×1 surface reconstruction with asymmetric Si dimers, the energy gain
is 1.6 ev per dimer. The internuclear distance between the two Si centers is 2.32 Å
and the distance between the up Si atom of one dimer to the down Si atom of
the next is 5.57 Å. The buckling angle amounts to 18�0�. These results agree with
existing experimental75 data and other calculations70.

3.2. The Physisorbed and Chemisorbed Configurations

In this section, the stable physisorbed configurations of the 1-propanol molecule on
the Si�001�-�2 ×1� surface are described for a coverage level of 0.125 ML, where
three non-dissociative structures are identified. Then seven possible dissociated
structures are considered which correspond to chemisorbed configurations. From

Figure 14-2. The 2×1 reconstructed Si(001) surface. The three silicon atom top layers are shown
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these seven cases of chemisorption, we select the two most stable ones. Further,
the modification of the clean Si�001�-�2 × 1� surface due to the physisorbed and
chemisorbed 1-propanol molecules are considered. In an effort to examine which
one among the chemisorbed structures is most likely to be observed experimentally,
we calculate the energy barriers relevant to the chemisorbed configurations. Three
physisorption sites were considered, as shown in Figure 14-3, where only a few
surface Si atoms are displayed.

Here we only focus on the adsorbed structures obtained by an exothermic process,
i.e. the composite of the surface and the adsorbed species is lower in energy than
the free 1-propanol molecule and the clean Si�001�-�2 × 1� surface in separation
from each other. Experimentally, it has been demonstrated that the 1-propanol
molecule and its fragments are oriented vertically with respect to the surface6. This
adsorption geometry is therefore adopted for our treatment of the physisorbed and
chemisorbed configurations.

The calculated results confirm that the 1-propanol molecule initially interacts with
the Si�001�-�2×1� surface via the formation of a dative bond between the oxygen
atom and the electrophilic down Si atom of the surface dimer. Specifically, the O–Si
bond may be characterized as a covalent connection arising from the lone pair of
the O atom. The 1-propanol molecule remains essentially intact (this motivates the
nomenclature I-1, I-2 and I-3 for the physisorbed configurations) at the physisorbed
sites, and the O-H bond assumes various orientations with respect to the Si surface.
The obtained structures are shown in Figure 14-3 which illustrates that the direction
of the O-H bond can be parallel (I-1), antiparallel (I-2) or perpendicular (I-3) to the
Si dimer. However, the energies of the three configurations are very close to each
other, i.e., the rotation of the 1-propanol molecule around the Si-O bond is quite
facile.

The binding energy reported in Zhang et al., 6 namely 0.39 eV is considerably
smaller than the respective value of 0.72 eV found in this work. This discrepancy

Figure 14-3. Three stable physisorbed configurations of the 1-propanol molecule on the Si(001) surface,
where the red, white (smallest), orange and yellow (largest) spheres represent the oxygen, hydrogen,
carbon and silicon atoms, respectively
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might be attributed to the difference between the single dimer model and the periodic
approach followed in the present approach.

For the clean Si�001�-�2×1� surface, the buckling angle with the horizontal plane
is 18�0�. As a consequence of 1-propanol physisorption, the buckling angles for I-1,
I-2 and I-3 become 8�7�	 11�0� and 10�8�, respectively. For the adjacent Si dimer,
the corresponding buckling angles are 17�9�	 17�8�, and 17�0�, respectively. As
the latter values are close to the angle found for the pure Si(001) surface, 18�0�,
the interaction between the 1-propanol molecule and the adjacent Si dimer is quite
weak. We have verified that the physisorption in the cases I-1, I-2 or I-3 is a
barrierless reaction, which starts from a 1-propanol molecule far from the surface.
Once this is physisorbed and attached to the surface through dative bonding, the
1-propanol can proceed to react with the surface via a number of pathways, which
break one or more molecular bonds to form dissociated configurations of increased
stability. The seven principal dissociated structures arising from H atom loss or
O-C bond cleavage are shown in Figure 14-4. For the sake of clarity, we have
included only ten Si atoms in this illustration.

The F-1 structure is obtained by breaking the O-H bond and detaching the H atom
which attaches subsequently to the up Si atom of the same dimer to form a new
H-Si bond. This configuration has the second largest binding energy among the
chemisorbed structures compared here, namely 2.59 eV. The remaining alkoxy
fragment is bonded to a Si surface dimer atom, while the separated H atom forms

Figure 14-4. The fragmented chemisorption structures of 1-propanol on the Si (001) surface
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a bond with the other Si atom of the same dimer. The binding energy decreases as
the H atom is attached to a Si atom of an adjacent dimer.

The F-2 configuration is described by C1-O bond cleavage. The OH group
and the alkyl fragment are bonded to the same Si dimer. If these two fragments
are attached to adjacent dimers, the binding energy decreases. This configuration
is thermodynamically most stable, exhibiting the largest binding energy, namely
2.89 eV.

The F-3, F-4 and F-5 configurations are characterized by breaking the C1-H,
C2-H C3-H bonds, respectively, where the C1, (or C2, C3) atom is bonded to a Si
atom, and the detached H atom forms a new bond with the other Si atom of the
same dimer. From the respective binding energy one finds that these C-H cleavage
configurations are of lesser stability than both F-1 and F-2.

To examine whether the F-1 and F-2 structures undergo further bond rupture, the
configurations F-6 and F-7 were considered. F-6 is described by the cleavage of a
C-H bond in F-1, where the H atom is attached to the adjacent dimer. The energy
of F-6 is higher than that of F-1 by 0.9 eV. F-7 is obtained from F-2 by further
dissociating the O-H bond and attaching the corresponding H atom to the adjacent
dimer. This structure is energetically less favored than the original F-2 configuration.
From an energetic point of view, F-1 and F-2 are most stable, corresponding to
the tendency of 1-propanol to break the C-O bond or the O-H bond. Therefore, the
subsequent discussion will be limited to the configurations F-1 and F-2.

Recall that the buckling angle for the clean Si�001�-�2×1� reconstructed surface
is 18�0�, describing the asymmetric Si dimer, and adopts a modified value upon
1-propanol physisorption, as indicated above. For the chemisorbed configurations
F-1 and F-2, however, the buckling angle tends to vanish. In a single dimer model,
the accurate description of the Si dimer buckling effect and thus its variation with
the adsorption mode is impossible.

3.3. Energy Barriers

To assess which chemisorbed structures are most likely to be observed experimen-
tally, the energy barriers relevant to the chemisorbed configurations were calculated.
Table 14-1 shows the energy barriers for the respective reactions.

For the physisorbed structures I-1, I-2 and I-3, the reaction proceeds without
barrier. For the cases of chemisorption, we have calculated the energy barriers for
the processes that lead from I-1 to F-1, I-2 to F-2 and F-1 to F-6, respectively.
The energy barriers have been calculated by the climbing “Nudged Elastic Band”
method72,73 where six equidistant images have been used.

For the transformation to the F-1 configuration, I-1 is the most favorable initial
structure since its O-H bond is already oriented parallel to the Si dimer row. This
reaction is a proton transfer process from oxygen to the electron-rich, nucleophilic
up silicon atom of the dimer. The I-1 to F-1 reaction is characterized by an energy
barrier of 0.05 eV. The binding energy of I-1 is 0.75 ev which implies that the
barrier for the whole process, i.e. adsorption into the I-1 structure followed by
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Table 14-1. The energy barriers Eb, and transition state
energy levels ETS with respect to the energy of the
1-propanol molecule and the Si(001). surface in
separation from each other

Reaction Eb�eV� ETS�eV�

1-propanol + Si(100) → I-1 0 −
I-1 → F-1 (O-H rupture) 0�05 −0�70
I-2 → F-2 (C-O rupture) 1�34 0�62
F-1 → F-6 2�9 0�31

transition to the F-1 structure, is below the initial energy, namely that of the free
1-propanol molecule and a clean Si(001) surface. Since the binding energy of F-1
is 2.59 eV, the I-1 → F-1 process is exothermic.

From the physisorption case I-2 to configuration F-2, involving the breaking of
a C-O bond, the energy barrier is 1.34 eV. The binding energy of I-2 is 0.72 eV.
Therefore, the transition state energy is higher than the reference energy of the free
1-propanol molecule and the clean Si(001) surface. The binding energy of F-2 is
2.89 ev, making the I-2 → F-2 process exothermic too. Thus the O-C bond cleavage
is thermodynamically stable, but the O-H bond cleavage is kinetically favored. In
other words, the O-C cleaved final state has the highest binding energy, while the
O-H cleavage is hindered by a smaller energy barrier than the O-C bond cleavage.
This confirms, on the basis of a more adequate periodic model, the conclusion
reached by Zhang et. al. 6 in the framework of a finite cluster approach. The relative
energies along the O-C and O-H cleavage reaction paths are schematically illustrated
in Figure 14-5.

Zhang et.al. 6 suggested that the initial O-H bond cleavage might be followed by
a hydrogen elimination reaction to result in aldehydes and hydrogen. Table 14-1
shows that the energy barrier for the transition from the O-H cleavage configuration
F-1 to the configuration F-6 is relatively high. One concludes that the respective
reaction is not preferred. Similarly, the transition from F-2 to F-7 configuration is
not favored.

The undissociated structures I-1, I-2 and I-3 can be interpreted as metastable
precursors for the more stable F-1 configuration. These precursors do not have
sufficient binding energy at room temperature to compete as observable reaction
products, i.e. the cleavage of H is too fast for any of the physisorbed structures
to be detected. The Molecular Dynamics (MD) simulation outlined below gives
additional support to this interpretation.

3.4. Band Structure

A sketch of the eight relevant Si dimer units in the top Si layer is shown in
Figure 14-6 for unambiguous reference where the horizontal (vertical) corresponds
to the [110] (�Ī10�) directions, respectively. For 0.125 ML, the 1-propanol molecule
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Figure 14-5. The relative energy levels along the O-C and O-H cleavage reaction paths

Figure 14-6. The labels and positions of the eight dimers in the top Si layer, where the horizontal
direction is along �110� and the vertical one is along �1̄10�



522 Zhou and Hagelberg

or its fragments are adsorbed to the A2 dimer. The up Si atoms are located at the
left dimer ends, the down Si atoms at the right. However, as described above, after
the adsorption of the 1-propanol molecule to the down Si atom, the latter is raised,
i.e., the buckling angle decreases.

The surface band structures within the fundamental band gap of the silicon
surface for the configurations I-1, I-2, F-1 and F-2 for 0.125 ML, are depicted in
Figure 14-7. The k points 
 , J, K, J′ are four rectangle vertices of the quarter
of the surface Brillouin zone (see, e.g., Figure 14-3 in Ref. (Ramstad et al. 76)).
Figure 14-7 demonstrates that there are seven, nine, eight and eight surface bands
within the fundamental band gap of silicon for the I-1, I-2, F-1 and F-2 configuration,
respectively. The remaining valence (conduction) bands lie in the lower (higher)
shaded area. In the I-1 configuration, for the valence bands (occupied), the top one
is labeled I-1-O1, and the next lower one is I-1-O2, etc. For the conduction band
(unoccupied), the bottom one is referred to as I-1-U1, the higher ones are I-1-U2,
I-1-U3, I-1-U4, and the highest one is I-1-U5. The same nomenclature is used for
the surface bands of the other three configurations.

The two highest surface valence (O1 and O2) and the two lowest surface
conduction bands (U1 and U2) contain the information about the adsorption and
are thus sensitive to the structural features of the surface. This does not hold for the
remaining bands. The conduction bands U4 and U5, for instance, exhibit the same

Figure 14-7. Surface band structures for the configurations I-1, I-2, F-1 and F-2 at 0.125 ML. The shaded
areas represent the projected bulk band structure, while surface states are shown as solid lines
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atomic orbital composition for all four configurations, I-1, I-2, F-1 and F-2. It is
therefore sufficient to consider only the top two occupied valence bands (O1,O2)
and bottom two unoccupied conduction bands (U1,U2). From our analysis, the
band I-1-O1 contains the information about the 1-propanol adsorption. A1 and A3
contributions to the valence band I-1-O1 are found as electronic fingerprints of the
adjacent dimers, while the 1-propanol physisorption leaves their geometric structure
unaffected, as reflected by their buckling angles.

Generally, the occupied bands within the fundamental band gap of the silicon
are composed of the up Si atoms, and the unoccupied bands involve the down Si
atoms, which reflects the finding that the upper silicon atom of the buckled pair is
negatively charged (electron rich) and the lower silicon atom positively (electron
deficient). Here we note that within the fundamental band gap of silicon, there is no
conduction band for a Si-O bonding due to the adsorbate. In case of the acetonitrile
adsorption on the silicon surface77, in contrast, a conduction band with both Si and N
contributions is found within this gap, which indicates that the acetonitrile electronic
interaction with the silicon substrate might be stronger than that for 1-propanol.

3.5. Dependence on the Level of Coverage

Taking advantage of the slab approach, we discuss the dependence of the binding
energy of the four basic configurations (I-1, I-2, F-1, F-2) on the coverage of the
1-propanol molecules. First, we consider the basic configurations I-1, I-2, F-1 and
F-2 with the coverage levels 1.00 ML, 0.5 ML, 0.25 ML and 0.125 ML, which
corresponds to one 1-propanol molecule attached to one, two, four and eight dimers,
respectively. Table 14-2 shows the binding energies of the four configurations of
1-propanol on the Si(001)-(2×1) surface.

Table 14-2 shows that the binding energies per 1-propanol molecule for the
physisorbed configurations I-1 and I-2 decrease with increasing coverage. This
trend appears quite natural since increasing concentration of the adsorbed molecules
on the Si(001) surface results in enhanced interaction between the molecules
and hence weakens their bond with the substrate. The binding energy for the
chemisorbed structure F-1 decreases with increasing coverage too. This may be
related to the fact that the alkoxy fragment has similar transverse dimensions
as the 1-propanol molecule. However, the binding energy for the chemisorbed
configuration F-2 exhibits very little change with the variation of the coverage.

Table 14-2. Binding energies (eV) of the
adsorbate on Si(001) at four coverage levels

Coverage I-1 I-2 F-1 F-2

0.125 0�76 0�72 2�59 2�89
0.250 0�73 0�70 2�57 2�90
0.500 0�68 0�67 2�55 2�91
1.000 0�41 0�37 2�34 2�85
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Table 14-3. Energy barriers Eb and transition state energy levels ETS for the dissociation processes
I-1 → F-1 and I-2 → F-2 at four levels of surface coverage. The reference for the indicated energy
values is the energy of the separated subsystems

Coverage Eb�I-1 → F -1� ETS�I-1 → F -1� Eb�I-2 → F -2� ETS�I-2 → F -2�

0.125 0�05 −0�70 1�34 0�62
0.250 0�02 −0�72 1�34 0�63
0.500 0�02 −0�65 1�32 0�65
1.000 0�05 −0�36 1�21 0�84

This observation is ascribed to the enhanced interaction between the alkyl fragments
and OH groups on different dimers with increasing coverage, counteracting the
destabilization trend due to the enhanced alkyl density.

The dependence of the energy barriers on the 1-propanol coverage in the interval
[0.25 ML, 1.0 ML] is illustrated by Table 14-3, which contains the energy barriers
Eb and transition state energy levels ETS with respect to the energy of 1-propanol
and Si(001) in isolation from each other. Two processes correspond to O-H bond
and C-O bond scission.

From Eb values for the O-H and C-O bond rupture in Table 14-3, we find that
the energy barriers for the O-H bond scission are only slightly affected by the level
of coverage. However, the energy barriers for the C-O bond breaking Eb decrease
with the increasing coverage.

From Table 14-2, the bonding of the chemisorbed structure F-1 (O-H bond
scission) is weakened as the coverage increases, and Table 14-3 reveals that
the energy barrier with respect to the O-H bond rupture, Eb, increases from
0.5 to 1.00 ML coverage. Thus, the probability of O-H bond scission is somewhat
reduced at 1.00 ML. On the other hand, the binding energy for the C-O bond
cleavage changes very little as the coverage is varied, while the energy barrier with
respect to the rupture of the C-O bond Eb has its minimal value at 1.00 ML. This
suggests that at a high coverage level, a small amount of C-O cleavage might occur,
as supported by experimental observation61.

To examine the surface modification upon 1 – propanol adsorption as a function
of the coverage level, we analyze the dependence of the energy gap on the
coverage with 1 – propanol (or its fragments). Table 14-4 shows their values for
the physisorbed configurations I-1 and I-2, and the chemisorbed configurations
F-1 and F-2 with 0.125 ML, 0.25 ML, 0.5 ML and 1.0 ML.

The energy gap for the Si(001)-(2×1) surface is 0.46 eV, see Table 14-4, which
is in keeping with experiment (the corresponding experimental value is about
0.6 eV78). The local DFT and GGA procedures tend to underestimate the energy gap
of semiconductors by up to 25%79. Table 14-4 shows that the energy gaps increase
with the level of coverage, which reflects a growing degree of saturation of the
silicon dangling bond as induced by the 1-propanol molecules. As a consequence
of a higher number of oxygen atoms attached to the surface, and, by the same
token, of dative bonds (for the physisorbed configurations I-1 and I-2) or covalent
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Table 14-4. Energy gaps �E (eV) of the Si(001)-(2×1)
pure surface compared to those of the 1-propanol adsorption
structures I-1, I-2, F-1, and F-2 on Si(001) at four levels of
coverage

Coverage Si surface I-1 I-2 F-1 F-2

0.125 0�46 0�53 0�40 0�53 0�40
0.250 0�46 0�53 0�47 0�60 0�60
0.500 0�46 0�53 0�53 0�80 0�73
1.000 0�46 0�80 0�73 1�27 1�20

bonds (for the chemisorbed configurations F-1 and F-2) between oxygen atoms and
silicon atoms, the surface turns increasingly insulating, i.e., the energy gap widens.

3.6. Room Temperature Molecular Dynamics Calculations

The energy barrier computations have shown that the physisorbed 1-propanol
molecule reacts with the Si(001)-(2 × 1) surface by cleavage of the O-H bond.
Since the zero temperature transition state analysis may not be able to access all
of the relevant phase space volume, a finite temperature ab initio MD simulation
is performed to include additional possible reactions at T = 300K. The 2 × 1 cell
is adopted to carry out the MD simulation (the 2×2 cell was used as well, and the
results from both approaches were found to agree). In the finite temperature MD
calculations all atoms, including the passivating H atoms at the bottom of the slab,
are allowed to move. In this manner, a large temperature gradient can be avoided.
Lattice parameters are expanded according to the temperature under study using
the experimental thermal expansion coefficient in order to prevent the lattice from
experiencing internal thermal strain71.The starting configuration is the physisorbed
one, I-1 (see Figure 14-3), the O-H and O-C bond lengths are 1.01 Å and 1.48 Å,
respectively. The I-1 physisorbed structure is heated to 300K (room temperature) in
9000 MD steps (9.0 ps, i.e. each step takes 1 fs), followed by another 3000 MD steps
at 300 K to evolve the system under conditions of thermal equilibrium. Monitoring
the free energy of the system as a function of the evolution time, we assess if the
system has reached its equilibrium. From this simulation, it turns out that the free
energy fluctuates very little after 10ps, which shows the system is at equilibrium.
Every recorded data point represents an average result over an interval of 300
MD steps. In this way, high frequency components due to thermal motion80 are
filtered out.

We consider the time variation of the O-C1 and Si-C1 bond lengths in the
MD calculation, which are represented in Figure 14-8. It is seen that the O-C1
bond is not ruptured in the process of the simulation. For times shorter than 6ps,
the distance between the C1 and the up Si atom fluctuates around 4.25 Å; between
T = 6ps and T = 7ps, it reduces by 1 Å, and after T = 7ps, it oscillates around 4.0 Å,
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Figure 14-8. Time variation of the Si-C1 distance and O-C1 bond length in the MD evolution. An
average over every 300MD steps has been taken to filter out high thermal frequency components

which shows that no bond between C1 and the up Si is formed. This behavior rules
out the chemisorbed configuration F-2 as an equilibrium structure.

On the other hand, the time variation of the O-H and Si-H bond lengths in the
MD simulation, as displayed in Figure 14-9, illustrates that before T = 6ps, the
O-H bond length is about 1.01 Å and the Si-H bond length oscillates around 2.25 Å.
In the period of 6ps ∼ 7ps, the O-H bond length elongates up to 3.75 Å, and the
Si-H bond length shortens to 1.48 Å. This marked change indicates a transition
from the metastable physisorbed phase I-1 to the stable chemisorbed phase F-1.
Qualifying the F-1 structure as stable makes sense only at room temperature, since
the chemisorbed phase F-2 is much more stable than F-1 at still higher temperature.
After 7ps, the O-H bond length oscillates with decreasing amplitude, and the
Si-H bond length reaches its equilibrium value of 1.48 Å. Figure 14-9 shows that
O-H bond scission occurs and the Si-H bond forms between T = 6ps and T = 7ps in
the process of heating. The equilibrium structure is the chemisorbed configuration
F-1, i.e. the O-H bond is broken (see Figure 14-4), which is consistent with the
energy barrier calculation at zero temperature.

Inspection of the MD simulation results shows that the O-H bond is broken, and
the H atom reattaches to the up Si atom of the same dimer (dimer A2) to form
a new H-Si bond. After 7ps, all atoms oscillate around their stable equilibrium
positions. Another method of performing the MD simulations consists in setting an
initial temperature T = 300 K without any heating and letting the system evolve
at this temperature. Following this avenue, we arrive at the same conclusions as
reported above.
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Figure 14-9. Time variation of the O-H and Si-H bond length, demonstrating O-H bond rupture and
Si-H bond formation. An average over every 300 MD steps has been taken to filter out high thermal
frequency components

4. SUMMARY

A wide range of organic adsobates on Si surfaces has been investigated by compu-
tational theory. This survey has focused on unsaturated hydrocarbons, amines,
phosphines, and alcohols. The recent discussion of these systems has centered on
several issues deemed as particularly relevant for materials science and its extension
into present-day nanotechnology as well as highly challenging from a computational
point of view. A common feature of amines, phosphines and alcohols as adsorbed
species on the Si(001) – (2 × 1) surface is the initial formation of a dative bond
with the electrophilic end of a Si dimer. Subsequently, the system may undergo
dissociative chemisorption involving the loss of a H atom which is preferentially
attached to the nucleophilic end of the same substrate dimer. The probability for
this process to occur varies sensitively with the nature of the attached species, the
temperature as well as the level of coverage. Detailed studies have been devoted
to unraveling the complex chemistry of unsaturated hydrocarbons on Si surfaces.
As one of the major results of these efforts, not only the analogue of the �4 + 2�
Diels-Alder reaction proceeds on the Si(001) – �2×1� surface, but also a prominent
�2 ×2� pathway is identified which, from a priori considerations, was expected to
be strongly suppressed.

The theoretical treatment of Si surfaces with organic adsorbates has proceeded
along two main avenues: approaches relying on a finite cluster model are to be
distinguished from those employing density functional theory in conjunction with
periodic boundary conditions. The principal virtue of the first methodology is that
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it may be readily combined with a broad variety of quantum chemical procedures.
Thus, the in-depth understanding of reactions involving unsaturated hydrocarbons
on the Si(001) – �2×1� surface was shown to require the use of highly correlated
methods. The periodic approach, however, succeeds in reproducing the buckling
pattern of the Si(001) – �2 × 1� reconstruction that has turned out to be of crucial
impact on the chemistry of organic species attached to this substrate. Further, the
finite cluster model is naturally confined to the description of local properties, while
band structure information on the Si/adsorbate interface can be obtained from a
periodic treatment. The latter also allows to study the effect of the coverage level
on essential parameters such as the adsorption energy of the organic species, or
surface relaxation due to the presence of the adsorbate.

The periodic scheme is adopted in our comprehensive case study on 1 – propanol
in contact with Si(001) – �2 × 1�. It was shown that the 1-propanol molecule
interacts with the Si surface through formation of a dative bond, preceding the
reaction of the physisorbed 1-propanol molecule with the surface by cleavage of
either the O-C or the O-H bond. The O-C bond cleavage is thermodynamically
stable, while that of O-H is kinetically preferred. Dative bonding between the
1 – propanol species and an Si dimer was characterized in terms of the band
structure of the substrate/adsorbate composite. As one of the main results emerging
from extensive studies on the coverage dependence of basic energetic properties, the
planar 1-propanol density on the Si(001) surface was found to represent a parameter
that allows altering the nature of the surface from semiconducting to insulating.
Further, recording the time variation of the O-H and Si-H bond lengths by means
of ab initio MD simulation demonstrated that the O-H bond length is spontaneously
ruptured at room temperature, and the dissociated H atom forms a Si-H bond. The
final equilibrium structure at room temperature is the chemisorbed configuration
that results from H atom loss to the nucleophilic end of the Si dimer.
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CHAPTER 15

RECENT ADVANCES IN FULLERENE DEPOSITION
ON SEMICONDUCTOR SURFACES
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Abstract: Development of novel chemistry on semiconductor surfaces is an area of increasing
research interests due to its technological importance. The possibility of depositing
fullerenes on semiconductor surfaces via the formation of stable chemical bonds provides
an opportunity to design and develop novel materials that meet the increasing stringent
technology challenge. In this chapter, we review recent advances in the theoretical
modeling of fullerene chemisorption on GaAs and Si surfaces. We show that strong
covalent chemical bonds can be formed upon deposition of fullerenes of various sizes on
these surfaces, forming well-ordered thin films. The chemical/physical properties of such
thin films can be tailored by using different sizes of fullerenes

Keywords: Fullerenes; Semiconductor surfaces; GaAs�001�-c�4 × 4�; Si�001�-�2 × 1�; Density of
States

1. INTRODUCTION

As the size of microchips evolves from 130nm to 90nm or smaller, the increasing
packing density between multilevel interconnects will lead to severe RC delay,
power consumption and wire cross talk, which are the major factors limiting device
performance. As a consequence, the design of novel semiconductor materials with
desired chemical and physical properties has stimulated intense experimental and
theoretical efforts.

1,2
For example, there have been ongoing activities to develop

materials with low dielectric constants �k� to replace the current silicon dioxide
�k = 4�0� wire insulator. A particularly active area of research in the past few
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years has aimed at developing a robust, well-controlled technology for deposition
of well-ordered functional thin films in a pre-determined fashion on surfaces of
semiconductor materials, such as silicon and gallium arsenide. The new deposition
precursors that go into the thin films include polyarylates,

3
fluorinated and/or

siliceous materials,
4,5

and other nanoporous materials.
6

For applications in the next
generation of semiconductors, these materials must possess an ultra-low k value to
meet more stringent requirements, such as good thermal stability (above 400 �C),
good mechanical strength, and high dielectric breakdown fields.

7
The design

and development of novel low-k materials that simultaneously satisfy the critical
demands on other physicochemical properties have presented a great challenge to
the materials community.

7,8

Many studies have shown that organic precursors containing �-bonds can be
deposited on semiconductor surfaces via a cycloaddition process. The organic films
so deposited can be very stable due to the formation of strong chemical bonds and
well-ordered structures. Recently, there have been several reports on depositing
fullerenes on semiconductor surfaces.

9–38
Fullerenes are made of pentagons and

hexagons of carbons containing alternative double bonds. In principle, they may
also undergo the cycloaddition reactions similar to the organic precursors. Never-
theless, the chemical process may be more complex since several �-bonds of
fullerenes may participate in the surface reactions simultaneously, depending on the
adsorption sites and the electron delocalization. Fullerene-based precursors may be
potentially useful to serve as low-k materials

39
or surface passivation agents upon

deposition on semiconductor surfaces due to their unique structural and electronic
characteristics. The main advantage of fullerenes lies in their high volumes with
ample space within the spheres, their low polarizability and excellent thermal
stability.

Most studies on deposition of fullerenes on semiconductor surfaces have focused
on silicon

9–28
and, to a much less extent, on GaAs.

29–38
Earlier experimental

work using HREELS (high-resolution electron energy loss spectroscopy) on C60

adsorption on Si�100�2 ×1 surface suggested that the molecular attachment to the
surface is via physisorption.

13,14
But it turned out in the subsequent experimental

studies using HREELS and PES (photoelectron energy spectrum) on Si�111�7×7
and Si�100�2 × 1 surfaces that the adsorption is in fact of chemisorption in
nature.

17
Indeed, recent STM (scanning tunneling microscopy) studies, which have

revealed the molecular orientation on the Si�111�-�2 × 1� surface and the detailed
bonding structure, have confirmed the strong interaction between fullerenes and
Si surfaces.

16,22
Charge transfer from Si atoms to C60 molecules was deemed to

occur in the deposition process. Several theoretical studies using the first-principles
methods have convincingly demonstrated that strong covalent bonding interactions,
rather than van der Waals attractions, between fullerenes and silicon surfaces
dominate the adsorption process.

11,17
Unfortunately, to date, detailed adsorption

structures and bond strength for fullerenes on GaAs surfaces have not been reported.
Very recently, we reported extensive theoretical studies based on first-principles
density functional theory on the adsorption of a small fullerene molecule, C28, on
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the c�4 × 4� reconstructed GaAs(001) surface.
38

It was found that the adsorption
is of chemisorption nature dictated by �2 + 2� cycloaddition reaction and/or by
simple electron lone-pairs mediated charge transfer reaction from the substrate to
the fullerene molecule. The results suggest that the monolayer formed by the C28

molecules on the surface is stable and naturally porous.
In this chapter, we summarize our recent theoretical studies on adsorption of

fullerenes of various sizes on GaAs and Si surfaces. The fullerenes selected in
our studies include Cn� n = 28, 32, 36, 40, 44, 48 and 60. The c�4 × 4� recon-
structed GaAs(001) surface and Si�001�-�2 × 1� surface were chosen to be the
substrates, both of which have been studied extensively in literature. Our emphasis
is on GaAs since it is not only less studied for fullerene adsorption than Si but
it is also one of the most important semiconductor materials and has been widely
utilized in a broad variety of electronic devices. Our primary objectives are to
gain insight into the deposition mechanisms of fullerenes of various sizes on
GaAs surfaces and to compare their relative adhesion strengths on the substrates.
Understanding their adsorption behavior on semiconductor surfaces should enable
us to select the appropriate sizes of molecules for deposition with desired
adhesion.

2. COMPUTATIONAL DETAILS

In the present study, we focus on adsorption of a range of fullerenes on the c�4×4�
reconstructed GaAs(001) surface. For adsorption on the Si�001�-�2 × 1� surface,
only C60 was considered. Both surfaces were modeled as slabs.

The super cell of the c�4 × 4� reconstructed GaAs(001) surface contains seven
layers of GaAs as shown in Figure 15-1(a). The bottom five layers alternate a gallium
layer and an arsenic layer, respectively, and the top two layers are constituted only
by As atoms. The bottom Ga layer is saturated with hydrogen atoms. The surface
cell parameters were taken from the crystal structure of GaAs and the distance
between adjacent slabs was chosen to be about 25 Å, large enough to prevent
effective interaction between slabs. The unit cell contains 24 Ga atoms, 30 As atoms
and 16 H atoms in addition to a fullerene molecule. The closest distance between
two nearest neighboring fullerene molecules is in a range between 4.5 Å and 6.0Å
and thus the lateral interaction is relatively small compared with the adsorption
energies.

The chosen super cell for the Si�001�-�2 × 1� surface contains six layers of Si,
each of which includes eight atoms as shown in Figure 15-1(b). The top surface
layer is reconstructed via dimerization to lower down the surface energy and the
bottom layer is saturated with hydrogen atoms. The cell parameters were taken
from the crystal structure of silicon and the distance between the slabs was chosen
to be about 26.0Å. Upon C60 adsorption, the supercell contains 48 Si atoms and
16 hydrogen atoms in addition to 60 C atoms.

All calculations were performed using ab initio density functional theory
under the generalized gradient approximation (GGA) with the Perdew-Wang
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(b)

Figure 15-1. (a) Top and side view of reconstructed GaAs�001�-c�4 × 4� surface; The white middle
size balls represent As atoms, the dark balls represent Ga atoms; the bottom micro white balls denote
the H atoms; and the top layer of As-As dimers are highlighted by larger white balls; (b) Top and side
view of reconstructed Si�001�-�2 × 1� surface. The dark balls represent the Si atoms and the top layer
Si dimers are highlighted with large white balls, the bottom micro white balls represent the H atoms

exchange-correlation functional.
40–43

The method was implemented in the Siesta
simulation code.

44–48
Troullier and J. L. Martins’ norm-conserving pseudopotentials

were used to describe the core electrons and the localized numerical atomic orbitals
of double-	 augmented with polarization functions as the basis set were employed
to describe the valence electrons.

49,50
An energy cutoff of 200 Ry was used to

determine a boundary for the wavefunctions of atomic orbitals, beyond which
the wavefunctions vanish,

51
with good convergence in the calculated adsorption

energies. The Brillouin zone integration was performed using a special k-point
approach implemented with the Monkhorst and Pack scheme with 2×2×1 k-points.
The present computational method has been widely utilized in a broad variety of
studies on surface phenomena and shown to be highly accurate in providing reliable
results on surface structures and energetics.

43,48
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Full structural relaxation for the top 5 layers of the c�4 × 4� reconstructed
GaAs(001) surface and the top 4 layers of the Si�001�-�2 × 1� surface together
with the adsorbate was performed using the conjugate gradient algorithm without
imposing symmetry constraints, while the bottom two layers as well as the hydrogen
atoms were kept fixed. The adsorption energy of the fullerene is calculated
using Eq. 1:


Eads = −�E�sub+ fullerene�−E�sub�−E�fullerene�� (15-1)

where E(sub + fullerene), E(sub) and E(fullerene) represent the total energies of
the surface with a fullerene molecule in the chosen unit cell, the surface itself and
the fullerene molecule, respectively. The fullerene energy was calculated by first
placing the molecule in a large cubic box with the cell parameters, 20Å ×20Å ×20Å
and then fully relaxing the atomic coordinates with the fixed box size using
2×2×2 k-points.

3. FULLERENE ADSORPTION ON THE C�4 × 4�
RECONSTRUCTED GAAS(001) SURFACE

We first performed energy minimization for the GaAs�001�-c�4 × 4� surface. The
optimized structure is shown in Figure 15-1(a). The calculated bond distance of
the As dimer in the top layer is 2.609Å for the mid-dimer and 2.636Å for the two
side dimers. The distance between the top two As layers is 1.23Å, reflecting the
quasi-stable nature of the dangling bonds of the As dimers. Figure 15-2(a) shows
the calculated density of states (DOS) of the GaAs(001) c�4 × 4� surface. The
calculated band gap is about −1�6eV, slightly larger than that of the bulk, which is

Figure 15-2. The calculated Density of States(DOS) of (a) GaAs�001�-c�4 × 4� surface and (b) gas
phase C28
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Figure 15-3. The fullerene molecules from C28 to C60

−1�42eV. Both the valence band and the conduction band are essentially dominated
by the contribution from the As atoms, especially the As dimers.

3.1. Structure and Energetics of Fullerenes

To gain insight into the adsorption mechanism of various sizes of fullerenes on the
GaAs surface structure shown in Figure 15-1(a), it is important to first understand
the structures of these molecules and their relative stability. The fullerenes involved
in the present study are C28� C32� C36� C40� C44� C48 and C60 (Figure 15-3). The
main geometric characteristics of the fully optimized fullerene molecules and the
calculated average binding energy per atom are shown in Table 15-1. The calculated
HOMO-LUMO gaps are shown in Figure 15-4, which are in good agreement
with the available experimental data.

55
It is noteworthy that for C60 the calculated

bond lengths compare remarkably well with the experimental values (single bond:
1.446 Å; double bond: 1.406 Å),

52–54
suggesting the present computational method

is capable of providing accurate results for the fullerene systems.
The adsorption behavior of a fullerene molecule should largely depend on its

inherent strains incurred from the curvature. The local stress of a fullerene due to
strains near the adsorption site will be relaxed upon bond formation with the substrate
as the hybridization of the carbon atoms involved in the bonding changes from sp2

to sp3. In general, a fullerene with higher local stress is expected to give a larger
adsorption energy. Geometrically, a fullerene with a lower symmetry, such as C36,
may adsorb on the substrate either vertically or horizontally. The former possesses a
larger curvature on the interaction side and is thus expected to be energetically more
favorable. On the other hand, a horizontal conformation allows the molecule to interact
with more binding sites on surfaces and thus may gain more overall adsorption energy.
Furthermore, a smaller fullerene has a larger curvature and a lower binding energy
(Table 15-1). In this case, we anticipate that the adsorption energy would be higher.

Table 15-1. The calculated structural parameters of various fullerene molecules

C28 C32 C36 C40 C44 C48 C60

Symmetry Td D3d D6h D2 D2 D2 Ih

Binding energy (eV) -6.765 -6.936 -6.994 -7.063 -7.128 -7.169 -7.330
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Figure 15-4. The calculated HOMO-LUMO gap of fullerene molecules from C28 to C60, comparing
with the experimental results

3.2. C28 Adsorption on the GaAs(001) c�4×4� Surface

There are numerous possible adsorption sites on the surface. We therefore choose the
smallest fullerene, C28, to examine energetically most favorable sites for adsorption.

The C28 adsorption on GaAs(001) c�4 × 4� surface may exhibit a variety of
geometric patterns. The structure and strength are determined by both the surface
adsorption sites and the orientation of the molecule. To facilitate the description
of the adsorption structure, we first denote the surface single-dimer site, double-
dimer site and the trench site with S, D and T and use �� �� � � to represent,
in the C28 molecule, a single pentagon, a hexagon, a shared double bond of the
adjacent pentagon and hexagon, and a shared double bond of the adjacent pentagons,
respectively. In the following, we will examine the C28 adsorption at the three
adsorption sites as outlined above.

3.2.1. Single-dimer site

C28 molecule was first oriented toward a top layer single As dimer with the
�� �� � � orientations, respectively, followed by energy minimization of the struc-
tures. In all cases, cycloaddition reactions take place and strong covalent bonds are
formed. Substantial molecular structural and lattice relaxations occur. The calculated
adsorption energies and charge transfer are shown in Table 15-2.

For S�, the structural optimization results in the fullerene molecule falling into
the double-dimer site. Four covalent bonds between C28 and two arsenic dimers of
the top layer are formed; three of the new bonds are with bond distances ranging
from 2.126Å to 2.147Å and the fourth one is relatively weak with a bondlength
of 2.884Å, reflecting the geometric incommensurability. The arsenic dimer bond
distances are subsequently elongated by 0.025Å upon C28 adsorption. Likewise,
the bond distances of the 4 carbon atoms participated in the surface reaction are
also increased slightly compared with their gas-phase values. Part of the fullerene
structure near the adsorption site becomes considerably deformed as the molecule
forms new bonds with the surface. The adsorption also makes a considerable
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Table 15-2. The calculated adsorption energies of C28 at different sites of
the surface with various orientations

Site Orientation Adsorption Energy(eV) Charge Transfer

Single S� 1�88 0�333
S� 1�63 0�34
S 1�33 0�361
S� 1�33 0�216

Double D� 2�16 0�296
D� 1�95 0�244

Trench T� 2�21 0�318
T� 3�02 0�359

impact on the top layer structure as the interlayer distance near the binding site
between the arsenic layers is changed from 1.23Å to 1.27 Å and the distance
between the second As layer and the top Ga layer is increased from 1.25Å to 1.29Å
(Figure 15-5(a), (b)).

The attachment of C28 at the surface is dictated by two the so-called �2+2�
cycloaddition reactions. The highly unsaturated As dimer is reacting with the
unoccupied �-orbitals of C28, forming a four-membered ring with two new �-bonds
between As and C atoms. The double-dimer site allows two As dimers and a diene
segment of the pentagon in C28 to participate the cycloaddition reactions simulta-
neously. However, one of the two cycloaddition reactions is incomplete due to the
structural incommemsurability. Mulliken population analysis indicates that charge
transfer from arsenic dimer to C28 by 0.333 electron. The reaction gives rise to
an adsorption energy of 1.88eV, suggesting that the adsorption structure is highly
stable at this site. Figure 15-5(c) displays the calculated density of states spectrum.
Compared with the DOS spectrum of the substrate (Figure 15-2(a)), the valence
band of the S� system is broadened slightly across the Fermi level. Much of the
contribution comes from the conduction band of C28, which consists of mostly

(a) (b) (c)

Figure 15-5. Optimized structures with (a) top view and (b) side view of C28 on GaAs�001�-c�4 × 4�

surface with S� configuration; and (c) the calculated density of states(DOS) of the absorbed system
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the anti-bonding �-orbitals. The DOS spectrum indicates that the overlap between
the valence band of the substrate, which is governed primarily by the unsaturated
orbitals of As dimers, and the conduction band of C28 gives rise to the strong
chemisorption, allowing C28 to accept electrons from the surface. The change in
the valence band and the conduction band is largely dictated by the As dimers and
C28 and little contribution comes from the rest of the GaAs layers.

For S�, the fullerene was placed on top of the middle As dimer with a hexagon
facing down with the anticipation that a �2 + 4� cycloaddition reaction might
occur. However, energy minimization results in a quite unexpected chemisorption
structure: the fullerene molecule inclines to lean to the trench site slightly; the two
adjacent pentagons are then reacting with the end atoms of the three As dimers by
forming three new covalent bonds, creating two adjacent 6-membered ring structures
(Figure 15-6(a), (b)) with a chair conformation. The distance of the C-As �-bond in
the middle is 1.988Å, while the bondlength of the other two on the sides is 2.208 Å.
The As dimer looses up with the bondlength increased lightly from 2.636Å to
2.656Å. The two side As dimers bonding with C28 tilt up toward the adsorbate and
the As dimer in the middle is pushed downward slightly. Considerable relaxation
between the top Ga layer and the second As layer upon C28 adsorption is observed
as the interlayer distance is increased from 1.24Å to 1.32Å. Structural deformation
of the fullerene is also noted here as the two pentagons form new chemical bonds
with the surface. The calculated adsorption energy is 1.63eV, indicating that C28 is
stable at this site.

The chemisorption is governed by the charge transfer from the electron lone
pairs of the As dimers to the empty �-bands of C28 with about 0.34 electron being
transferred. Indeed, the calculated DOS spectrum (Figure 15-6(c)) indicates that the
empty �-bands of C28 and the low lying states of the dimers make most of the
contributions to the conduction band near the Fermi level, supporting the partial
charge transfer mechanism. For comparison purpose, the calculated density of states
of gas phase C28 is shown in Figure 15-2(b). Detailed analysis suggests that feature
changes observed in the DOS spectrum are attributed mainly to the two top layers

Figure 15-6. Optimized structures with (a) top view and (b) side view of C28 on GaAs�001�-c�4 × 4�

surface with S� configuration; (c) the calculated Density of States(DOS) of the absorbed system
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of As atoms and C28 and the electronic structure of the inner layer atoms remains
essentially intact.

Next, we examine the S� configuration by aiming the double bond shared by a
pentagon and a neighboring hexagon in C28 at the single-dimer site. As expected, the
�2+2� cycloaddition reaction takes place to form a 4-membered ring structure with
the bond distances of the two new �-bonds being 2.137Å and 2.141Å, respectively
(Figure 15-7(a), (b)). However, this configuration is not stable as the standing new
ring structure does not adequately support the adsorbate. As a consequence, the
fullerene is twisted slightly to form an additional �-bond with the end atom of a
neighboring As dimer with a bondlength of 2.128Å. Compared with S� and S�,
this chemisorption structure is much less stable. The calculated adsorption energy
is only 1.33eV. Like the above two cases, charge transfer from the substrate to
the fullerene molecule by 0.361 electron provides the driving force for the surface
reaction. The calculated DOS spectrum (Figure 15-7(c)) indeed indicates that the
empty �-bands of C28 and the electron lone pairs of the As dimers dominates the
valence band, consistent with the charge transfer mechanism described in the above.

Finally, we lined up a double bond shared by two adjacent pentagons with the
As dimer in the middle and then performed the energy minimization �S��. A typical
�2+2� cycloaddition reaction takes place with two �-bonds between carbon atoms
and arsenic atoms formed in a 4-memberred ring structure. The optimized structure,
shown in Figure 15-8(a) and (b), is symmetric with two bond distances of 2.134Å
and 2.137Å, respectively. This structure is not expected to be very stable since
the standing 4-ring adsorption structure is very sloppy and can hardly support the
fullerene. This is confirmed by the smaller calculated adsorption energy, 1.33eV.
The calculated DOS spectrum displayed in Figure 15-8(c) can be interpreted in the
same fashion as in S�.

It is clear that at the single-dimer site, the most stable adsorption configuration
is S�. The chemisorption process takes advantage of two cycloaddition reactions to
support the adhesion of fullerene on the c�4×4� reconstructed GaAs(001) surface.
Nevertheless, due to the initial structural alignment prior to the energy minimization,

(c)(a) (b)

Figure 15-7. Optimized structures with (a). top view and (b). side view of C28 on GaAs�001�-c�4×4�

surface with S� configuration; (c) the calculated Density of States(DOS) of the absorbed system
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Figure 15-8. Optimized structures with (a). top view and (b). side view of C28 on GaAs(001)-c�4×4�

surface with S� configuration; (c) the calculated Density of States(DOS) of the absorbed system

these reactions result in only three strong covalent bonds. It is thus expected that
with careful alignment of initial configuration of C28 toward the As dimers, it is
possible to achieve higher adsorption energies at the double-dimer sites.

3.2.2. Double-dimer site

We examined two configurations of C28 at the double-dimer site: one with a
pentagon lining up with two As dimer bonds �D�� and another with a hexagon
facing the dimers �D��. The calculated adsorption energies of the two configurations
at this site are shown in Table 15-2.

For D�, the optimized chemisorption structure shown in Figure 15-9(a) and (b)
is somewhat similar to the one for S� (Figure 15-5(a), (b)) although the detailed
geometric arrangement differs. Like S�, two �2+2� cycloaddition reactions occur;
one is complete and another is not due to the incommensurability between the
pentagon and the two As dimers. As a consequence, only three genuine �-bonds
are formed with bond distances of 2.162Å, 2.184Å and 2.117Å, respectively.
The incomplete cycloaddition yields a weak bond with a bondlength of 3.134Å.

Figure 15-9. Optimized structures with (a) top view and (b) side view of C28 on GaAs(001)-c(4 × 4)
surface with D� configuration and (c) the calculated density of states(DOS) of the absorbed system
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However, unlike S�, the C=C bond of C28 participating the complete cycloaddition
is from the shared bond between two adjacent pentagons instead of being between
a pentagon and a hexagon as in the case for S�. Therefore, the geometry is less
strained. Indeed, the C-C bond is stretched more significantly upon C28 adsorption
than in the case of S� (from 1.452Å to 1.626Å in S� vs. from 1.448Å to 1.593Å in
D��. The calculated adsorption energy is 2.16eV, slightly higher than the one in S�.
The Mulliken population analysis gives a charge transfer of 0.296 electron from the
substrate to the fullerene. The lattice relaxation occurs mainly near the adsorption
site. The DOS spectrum shown in Figure 15-9(c) exhibits similar features as in the
case of S�.

Finally, we aligned C28 with two parallel C=C bonds of a hexagon well with
two As dimers �D��. Surprisingly, the perfectly well-aligned initial structure did not
lead to two �2 +2� cycloaddition reactions upon energy minimization. Instead, the
two end atoms of the C=C bonds interact directly with the nearby end atoms of the
adjacent As dimers to form two C-As �-bonds with the bond distances of 2.147Å
and 2.088Å, respectively. The adsorption yields a 6-membered ring structure with a
“boat” conformation. The adsorbate tilts slightly toward the trench site, as shown in
Figure 15-10(a) and (b). The calculated adsorption energy is 1.95eV, suggesting this
is a stable adsorption site. Once again, the chemisorption is governed by the charge
transfer (0.244 electron) from the As dimers to the empty �-bands of fullerene, as
is clearly shown in the calculated DOS spectrum (Figure 15-10(c)).

In general, chemisorption of C28 at the double-dimer site is energetically more
favorable. The fullerene molecule is well supported by the As dimers via formation
of C-As �-bonds.

3.2.3. Trench site

The trench site is the confined area of the surface surrounded by four 3-dimer unites
as shown in Figure 15-1. It is about 5.25Å wide and 16.8Å long. Unlike the As
atoms right underneath the dimers, each of the four As atoms inside the trench

Figure 15-10. Optimized structures with (a) top view and (b) side view of C28 on GaAs(001)-c(4 ×4)
surface with D� configuration and (c) the calculated Density of States(DOS) of the absorbed system
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area connects with a dimer atom and two Ga atoms in the next layer, leaving one
dangling bond. We thus expect that these atoms are also chemically active besides
the highly unsaturated dimer bonds.

We place C28 on the trench site with a pentagon �T�� and a hexagon �T�� oriented
toward the surface, respectively. Detailed examination of these structures indicates
that C28 forms strong covalent bonds with the c�4×4� reconstructed surface.

For C28 with the pentagon facing down �T��, four covalent bonds are formed
with the substrate. The calculated bond lengths range from 2.091Å to 2.201 Å. The
fullerene molecule interacts with the end atoms of three neighboring As dimers and
one atom of the second As layer (Figure 15-11(a) and (b)), forming new �-bonds.
Substantial structural relaxation takes place. First, C28 is now partially imbedded in
the trench site. Consequently, the surface As dimers are slightly reorganized; the
dimer closer to the adsorbate is “squeezed” slightly by C28 in the trench, making a
shorter bondlength of 2.542Å, while the bond distances of the other dimers become
elongated to 2.704Å since one of the end atoms are pulled over toward the fullerene.
Second, the chemisorption also results in considerable lattice relaxation as both
the second layer As atoms and the top layer Ga atoms shift their positions from
their original equilibrium locations; those close to the adsorbate are pulled up and
others adjust their positions accordingly, leading to slight misalignment of the top
few layers. Consequently, the calculated adsorption energy, which is 2.21eV, is
significantly enhanced. Mulliken population analysis suggests that 0.318 electron is
transferred from the substrate to the fullerene molecule. Figure 15-11(c) displays the
calculated the density of states. Compared with the DOS spectrum of the substrate,
the spectrum is broadened, reflecting the top layer structural change.

Finally, we examine the adsorption of C28 on the surface with a hexagon oriented
to the trench site �T��. The optimized structure is shown in Figure 15-12(a) and
(b). The atoms on the hexagon essentially reside at the same layer of the As
dimers. Three distinct �-bonds between C28 and the surface are formed with bond
distances of 2.071Å, 2.071Å and 2.201Å, respectively. Two bonds are created via

Figure 15-11. Optimized structures with (a) top view and (b) side view of C28 on GaAs(001)-c(4 ×4)
surface with T� configuration and (c) the calculated Density of States(DOS) of the absorbed system
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Figure 15-12. Optimized structures with (a) top view and (b) side view of C28 on GaAs(001)-c(4 ×4)
surface with T� configuration and (c) the calculated Density of States(DOS) of the absorbed system

interaction between C28 and two atoms in the second As layer; the third one is
between an atom in the hexagon of C28 and the end atom of the As dimer in the
middle of the three dimer unit. The dimer participated in the bond formation is
stretched significantly from 2.609Å to 2.792Å. This structural arrangement seems
to fit the trench site extremely well. All atoms on the hexagon are within 3.6Å away
from the nearby surface atoms to maximize the interactions. Compared with the
T� configuration, this structure appears to cause less structural rearrangement in the
lattice and is more stable. Indeed, the calculated adsorption energy, 3.02eV, yields
the highest strength at this site among all the adsorption sites we have investigated.
The stronger chemisorption arises from the higher charge transfer (0.359 electron)
from the surface to the C28. The dangling bonds of As atoms at the trench site
as well as the As dimer provide the major driving force for the adsorption. The
calculated DOS spectrum (Figure 15-12(c)) has a distinct feature around the Fermi
level contributed mostly by the As dimer �-orbitals and the empty �-orbitals of
C28.

3.3. Cn�n = 32� 36� 40� 44� 48� 60� Adsorption
on the GaAs(001)-c(4×4) Surface

For adsorption of fullerenes larger than C28, we will focus only on adsorption at
the trench site, which was shown to be energetically most favorable in the case of
C28. We selected several fullerene molecules to test the adsorption strength at other
surface sites. But, without exception, the trench site always gave the lowest energy
adsorption structures and thus we will discuss adsorption of fullerenes only at this
site. With the current range of the fullerenes, the T site is capable of providing one
As dimer in the middle of a 3-dimer unit on one side and two opposite ends of two
3-dimer units in the same row to interact with the fullerenes. In addition, the two
As atoms with dangling bonds in the second layer at this site also give a strong
anchoring force for the molecules.
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Figure 15-13. The labeling scheme of As functional atoms and bonding situation

To describe the adsorption structures, we first label the atoms of the As dimers as
AsS for the two side dimers, AsM for the dimer atoms in the middle and AsU for the
unsaturated As atoms in the second layer, as shown in Figure 15-13. The covalent
bonds formed between a fullerene and the two AsS atoms of both sides are denoted
by � and �, respectively, and the bond formed between a fullerene and the AsM atom
is labeled as �. Finally, the covalent bonds between a fullerene and the AsU atoms
are labeled as � and �, respectively. Here, �������� � represent not only bonds
but also the close contacts. The labeling scheme is shown in Figure 15-13. We
now concentrate on the adsorption of C32 through C60 only at the T site. The main
optimized structural parameters and bonding situation are shown in Table 15-3.

Among the fullerene molecules, C32 is rather special. It was shown to be much
more stable as an individual molecule than other small fullerene molecules.

55
In fact,

the time of flight mass spectrum of fullerene anions has shown a great abundance of
this species and its ultra-violet photoelectron spectrum exhibits an unusually large
HOMO-LUMO gap, 1.30eV.

55
Our calculated HOMO-LUMO gas is 1.40 eV, in

good agreement with the experimental result. The most stable adsorption config-
uration is that the molecule orients itself with two adjacent 5-membered rings
facing downward the T-site upon adsorption (Figure 15-14(a), (b)). It forms two
strong covalent bonds with two AsU atoms in the second layer with bond lengths
of 2.173Å��� and 2.103Å���, respectively. The bonding with the AsS atoms is
relatively weak with the bond distances of 3.084Å��� and 3.214Å���, respectively,
and the bondlength with the AsM atom is 2.880Å���. This result indicates that

Table 15-3. The selected bond/close contact parameters of the
optimized adsorption structures

Bond No. � � � � �

C32 3�214 2�173 2�103 3�084 2�880
C36 2�673 2�129 2�133 2�681 3�501
C40 2�842 2�108 2�106 2�587 3�547
C44 3�705 2�999 2�191 3�142 2�126
C48 2�996 2�945 2�178 2�393 3�107
C60 3�273 3�194 3�227 3�384 3�156



548 Zhou et al.

Figure 15-14. Optimized structure of C32 on GaAs(001)-c(4 × 4) surface. (a) Top view and (b) local
side view

C32 is anchored mainly by the unsaturated As atoms in the second layer and the
interaction between C32 and top layer dimers is relatively weak. As a consequence,
the dimers are elongated only slightly upon C32 adsorption (approximately 0.05Å)
and the substrate relaxation is also very little. The calculated adsorption energy is
2.348eV, suggesting that C32 can stick to the substrate quite strongly. Compared
with the adsorption energy of C28 on the same substrate, the adhesion force for C32

is much smaller, mainly due to the exceptional stability of the fullerene. Mulliken
population analysis indicates that the adsorption is facilitated by a charge transfer
mechanism from the substrate to C32 (0.226 electron). The partial charge transfer
results mostly from electron-sharing between C32 and the dangling bonds of the
second layer As atoms to form two covalent bonds.

C36 has a geometry of a highly symmetric spheroid. Its equator consists of six
fused 6-membered rings and each of its poles is composed of one 6-membered ring.
The equator and the poles are connected by twelve 5-membered rings. The height
of the spheroid is 5.31Å and its width is 4.34Å. Therefore, C36 can interact with the
substrate with one of the hexagons either vertically or horizontally. Our calculations
suggest that the horizontal adsorption configuration is in fact energetically more
favorable (Figure 15-15(a), (b)). This is chiefly because the horizontal configuration
allows more bonding sites to interact with the surface. One of the equator hexagons
is anchored at the T-site with the C atoms forming two covalent bonds with
the AsU atoms. The calculated bond distances are 2.129Å ��� and 2.133Å���,
respectively, suggesting that the bonding is rather strong. The adsorption results
in a slight compression of the anchoring As atoms of the second layer, pushing
them downward. In addition, there is one C atom on each of the poles forming a
relatively weaker bond with the AsS atom with the bond distances of 2.673Å���
and 2.681Å���, respectively. The relaxation of the side dimers is rather small. The
calculated adsorption energy is 2.652eV. The charge transfer from the substrate
to C36 of 0.118 electron is small, which results mainly from the formation of the
covalent bonds between C36 and the unsaturated As atoms in the second layer.
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Figure 15-15. Optimized structure of C36 on GaAs(001)-c(4 × 4) surface. (a) Top view and (b) local
side view

Unlike C36, C40 is much less symmetric. Of many optimized stable adsorption
configurations, the structure with one of the 6-membered rings, which has most
of the sharp corners, is most stable. At these sharp corners, the C atoms adopt a
quasi-sp3 electronic configuration and thus are more reactive than those flat carbons.
The optimized structure is shown in Figure 15-16. The bonding of C40 with the
substrate is similar to that of C36 but the bond distances differ slightly. The less
symmetric geometry of C40 results in significant twist of the 6-membered ring upon
adhesion at the T-site; the C atoms forming covalent bonds with the AsU atoms are
pulled out of the plane toward the second layer. A small bond relaxation occurs at
the side dimers participating the bonding with C40, resulting in a marginal stretch of
the dimer bond lengths by approximately 0.012Å. The calculated adsorption energy
is 2.423eV with a small charge transfer of 0.086 electron from the substrate to C40.

The structure of C44 is also of low symmetry. One of its 6-membered rings
with most acute C atoms forms covalent bonds with the substrate, as shown in
Figure 15-17. Unlike the other smaller fullerenes, there is only one C atom in C44

forming a covalent bond with the AsU atom with a bond length of 2.191Å. The C
atom is pulled out from the fullerene considerably. The structural distortion mainly
results from the ill-fit of C44 at the T-site due to the larger size of the molecule.
Another atom in C44 also forms a strong covalent bond with the AsM atom with
a bondlength of 2.126 Å. Significant deformation of the 6-membered ring partici-
pating the surface bonding occurs and the dimer formed by AsM atoms stretches
considerably by 0.121Å. Slight bond elongations for other dimers and a marginal
lattice relaxation take place upon the fullerene deposition. The calculated adsorption
energy is 1.800eV and the electron transfer from the substrate to C44 is 0.071.

Like C40 and C44, C48 is also of low symmetry with a similar adsorption configu-
ration (Figure 15-18). On one side of the fullerene, two C atoms form a C-AsU bond
and a C-AsS bond with bond distances of 2.178Å and 2.393Å, respectively. On
another side, it also forms additional two relatively weaker bonds with the substrate
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Figure 15-16. Optimized structure of C40 on GaAs(001)-c(4 × 4) surface. (a) Top view and (b) local
side view

with the bond distances of 2.945Å and 2.996Å. Consequently, the 6-membered
ring becomes severely distorted. Very little surface relaxation is observed. The
calculated adsorption energy is 1.548eV with a charge transfer of 0.11 from the
substrate to C48.

Finally, we calculated the adsorption structure of C60 on the surface. Because of
its large size and relatively flat sp2 configuration, its interaction with the substrate
is relatively weak with the calculated adsorption energy to be only 1.128 eV.
The calculated closest distances between C60 and the surface are 3.156Å, 3.194Å,
3.273 Å and 3.227Å, respectively, much longer than the other smaller fullerenes.
No appreciable bonding with the top layer dimers was found. Consequently, the
dimer structure remains nearly unchanged. We have systematically examined the

Figure 15-17. Optimized structure of C44 on GaAs(001)-c(4 × 4) surface. (a) Top view and (b) local
side view
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Figure 15-18. Optimized structures with (a). top view and (b). local side view of C48 on GaAs(001)-
c(4×4) surface

adsorption structures at other sites and found that none of the optimized structures is
energetically more favorable than the one described here. The optimized adsorption
structure at the T-site is shown in Figure 15-19.

3.4. Bonding Analyses

Our extensive search for stable adsorption structures for the above fullerenes
indicates that the surface trench site combined with the face-down 6-membered
ring of fullerenes with the most acute C atoms gives the energetically most stable
adsorption configurations. Covalent bonds can be formed between fullerenes and
the substrate. The unsaturated As atoms with a dangling bond in the second layer

Figure 15-19. Optimized structure of C60 on GaAs(001)-c(4 × 4) surface. (a) Top view and (b) local
side view
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play a key role in anchoring the fullerene molecules. As the size of fullerenes
increases, the distances of the covalent bonds increase and it becomes increasingly
difficult for the fullerenes to fit in the T-site, suggesting that the bonding in general
becomes weaker in the adsorption structures from C28 to C60. Indeed, the calculated
adsorption energy decreases monotonically, except for C32, as the size of fullerenes
increases, as shown in Figure 15-20. The unusually small adsorption energy for C32

is attributed to the exceptional stability of the molecule in the gas phase.
Two factors dictate the relative bonding strength of fullerenes on the substrate.

The first one is the local curvature of the hexagon in the fullerene participating
the bonding with the substrate. The carbon atoms adopt a quasi-sp2 hybridization
forced by curvature. A large curvature gives rise to a higher strain on the atoms;
formation of covalent bonds with the surface would relax the stress on the C atoms
as their orbital hybridization changes from sp2 to sp3. Therefore, the adsorption
energy of a fullerene in general increases with curvature. Qualitatively, the relative
adsorption strength of fullerenes can also be understood based on their relative gas
phase binding energies. It can be seen from Table 15-1 that the calculated average
binding energies of the fullerenes increase monotonically from C28 to C60 as their
curvatures decrease. An energetically stable structure tends to be less reactive.
Thus one would expect that the adsorption energy decreases as the average binding
energy increases. However, the binding energy of C32 can not explain the unusually
small adsorption energy. This is due to the fact that partial electron transfer from
the substrate to C32 is needed in order to form stable covalent bonds between C32

and the surface. With a large HOMO-LUMO gap of C32, partial electron attachment
to the fullerene is difficult, leading to relatively weaker bonding.

The second factor controlling the fullerene adhesion process is whether the
molecule can fit well in the narrow size of the T-site to be anchored by the unsat-
urated As atoms in the second layer. As the fullerene size increases, it becomes

Figure 15-20. The calculated fullerene adsorption energies
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increasingly difficult for the molecule to fit in this site. As a result, the distance
between a fullerene and the substrate increases with the molecular size, leading
to incrementally weaker bonding for large fullerenes. The major driving force for
anchoring fullerenes comes from the unsaturated As atoms in the second layer.
The As atoms with a dangling bond are in a meta-stable state and ready to form
�-bonds with carbon atoms upon fullerene deposition. This is the primary reason
why the surface trenches are the preferred sites for fullerenes adsorption. Bond
formation between a large fullerene and the substrate requires substantial struc-
tural deformations of the 6-membered ring, leading to a smaller adsorption energy.
The top layer As dimers also contribute to the adsorption but its interaction with
fullerenes is much weaker. Each atom of the dimers forms two �-bonds with
the second layer As atoms with a bond distance approximately 2.46 Å, while the
distance of the dimer bond itself is about 2.60Å. This implies that the two As
atoms of the dimer form only a single �-bond and there is no �-bonding between
them. Therefore, there is an electron lone pair on each of the dimer atoms. This
electronic structure does not facilitate formation of a covalent �-bond with a
fullerene. As a consequence, surface dimers interact with fullerenes rather weakly.
This is remarkably different from the deposition of fullerenes and small unsaturated
organic molecules on silicon surfaces, which has been shown extensively to be
capable of reacting strongly with the C-C �-bonds via a cycloaddition process with
the �-bonds of Si-Si dimers.

20,28,56–76

Figure 15-2(a) displays the calculated density of states for the c(4 × 4)
reconstructed GaAs(001) surface. The DOS spectra for the fullerenes and the
adsorption systems are shown in Figure 15-21(a) and (b), respectively. The DOS
spectrum of the substrate exhibits a typical semiconductor band gap of about 1.5 eV.
Detailed analysis on the spectrum projected to individual atoms suggests that As
atoms contribute mostly to both the conduction band and the valence band. The band
near the Fermi level comes from the surface states dominated by the As dimers and,
in particular, the As atoms with a dangling bond in the second layer. The detailed
features of the DOS spectra of fullerenes differ significantly. The band gaps range
approximately from 0.3 eV to slightly above 1.7 eV and these materials exhibit
considerable metallic or semiconductor characteristics. The dominant contribution
to the valence band and conduction band comes from the �-orbitals. The overlap of
these orbitals varies with curvature of the molecules. A large curvature forces the
�-electrons to localize around nuclei and thus gives rise to a poor overlap. Conse-
quently, these orbitals more likely participate the surface reaction. The conduction
band of fullerenes is to accept partial electron transfer from the surface. We also note
that the DOS spectrum of C32 displays a relatively large band gap, which explains
why it is somewhat resistant to the surface reaction. Figure 15-21(b) indicates strong
orbital mixing between fullerenes and the substrate and band features of the DOS
spectra near the Fermi level change considerably. In all cases, the energy bands of
fullerenes move slightly downward, reflecting the partial charge transfer from the
substrate to the fullerenes. The downshift results in a shoulder band at the Fermi
level, which is contributed by the C and As atoms involved in the bond formation.
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Figure 15-21. The calculated DOS spectra of (a) fullerenes and (b) adsorption systems from C32 to C60

As adsorption becomes weaker with molecular size, the band mixing becomes less
accordingly. The shoulder band gradually overlaps with the rest of the valence band
and the DOS spectrum of an adsorption system more resembles that of the substrate.

4. C60 ADSORPTION ON SI(001)-C(2 ×1) SURFACE

There have been many studies on fullerene adsorption on Si surfaces.
9–28

We
therefore concentrate only on C60 adsorption on Si(001) surface since there has
been considerable controversy on the reported adsorption structures and associated
adsorption energies on this surface. Essentially, as shown in Figure 15-1(b), there
are three surface adsorption sites on Si(001)-�2 ×1� available to interact with C60.
The first is the atop site supported by two adjacent Si dimers; the second one is right
above the Si dimer and the last one is the trench between two Si dimer rows. Godwin
and co-workers performed extensive calculations using local density approximation
(LDA) and showed that there are numerous adsorption configurations at each of
these sites.

28
But only four of them are energetically most favorable and thus

they represent the likely adsorption locations. Accordingly, we will deal only with
these sites. We show that in all cases strong chemisorption occurs and covalent
bonds between C60 and Si(001)-�2×1� surface are formed. The overbinding feature
observed in the previous LDA calculations by Godwin et al. can be largely corrected.

The four adsorption configurations with favorable energetics selected from the
extensive structural samplings are displayed in Figure 15-22. Godwin et al. showed
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Figure 15-22. The top-view and local side view of C60 on Si(001) c(2 × 1) surface. For clarity, only
the local bonding arrangements near the adsorption sites are shown here. (a) The C60 on top of the two
dimers of the same dimer row. (b) C60 on top of a dimer. (c) C60 at the trench between four dimers. (d)
C60 at the trench between two dimers

that turning C60 slightly around these configurations can also result in stable
adsorption structures but the adsorption energies would be higher.

The first configuration concerns that the C60 molecule resides on top of two
dimers in the same dimer row. As seen in Figure 15-22 (a), two �4+2� independent
cycloaddition reactions between two adjacent 6-memberred rings of fullerene and
two neighboring Si dimers take place, resulting in formation of two 4-memberred
rings between C60 and the surface with four new �-bonds with bond distances
of 2.032 Å, 2.065 Å, 2.074 Å, and 2.116 Å, respectively, as shown in Table 15-4.
Slight structural distortion of fullerene occurs upon adsorption. The C-C distance of
the atoms participating the bond formation is elongated considerably from 1.465 Å
to about 1.513 Å as their orbital hybridization changes from sp2 to sp3, giving
rise to local bonding rearrangement. Consequently, the fullerene undergoes a slight
expansion as the height of its cage increases from 7.16 Å to 7.38 Å and the area
adsorbed on the Si dimer row becomes rather flat due to the formation of strong
covalent bonds between C60 and the substrate. The C60 adsorption also gives rise
to a significant surface relaxation as the Si dimers interacting with the fullerene
change from tilting in the same direction to flipping down slightly parallel to the
surface. It is remarkable that the dimer bonds are loosen up only slightly upon the

Table 15-4. The calculated adsorption energies and Si-C bond
lengths for structures shown in Figure 15-22(a)–(d)

Site Binding energy (eV) Si-C bond lengths (Å)

a 2�69 2.032, 2.065, 2.074, 2.116
b 2�47 2.061, 2.039, 3.176, 2.365
c 3�45 2.046, 2.057, 2.317, 2.374
d 3�71 2.055, 2.070, 2.077, 2.081



556 Zhou et al.

formation of the C-Si bonds due to the geometric constraint imposed by C60. For
the buckled Si atoms participating the bonding, the high end comes down while the
low end goes up, leading to a rather flat single bonded structure. The buckled Si
dimers not participating the bonding remain tilt, although a certain extent relaxation
is observed; the second layer atoms move downward by approximately 0.005 Å; the
third layer moves upward by about 0.001 Å and the fourth layer moves downward
by 0.008 Å. Mulliken population analysis indicates partial charge transfer from the
substrate to C60 by 0.148 electron. The chemisorption gives rise to an adsorption
energy of 2.69 eV, as shown in Table 15-4, suggesting that the adsorption structure
is highly stable at this site. Figure 15-23(a) displays the calculated density of states
of the adsorption system at this site. It is clear that the charge transfer occurs from
the valence band of Si to the conduction band of C60, consistent with the calculated
Mulliken charge.

For the second adsorption configuration, C60 molecule was placed on top of a
dimer (Figure 15-22(b)). One �2+2� cycloaddition reaction takes place with strong
chemical bonding resulting in the formation of two genuine �-bonds with bond
distances of 2.061 Å and 2.039 Å, respectively. Remarkably, two additional weaker
�-bonds between C60 and the substrate are also formed from both sides of the
C = C bond, yielding the bond lengths of 2.176 Å, 2.365 Å, as shown in Table 15-4.
Again, we observe only slight structural distortion of fullerene upon adsorption.
For the �2 + 2� addition, the C-C bond distance is stretched significantly from
1.398 Å to about 1.540 Å. In addition, the fullerene undergoes a slight expansion
with the diameter of the cage increased by 0.20 Å. In parallel, substantial surface
relaxation occurs upon C60 adsorption with Si dimers flipping down slightly to
accommodate the C60 molecule. The Si-Si dimer bonds are elongated considerably
by 0.174 Å, 0.026 Å and 0.048 Å, respectively as C-Si bonds are formed, and
the dimers are pushed downward slightly by approximately 0.185 Å. The other
top layer atoms not participating the bonding with C60 move up slightly, and the
second layer atoms also move upward by approximately 0.12 Å; the third layer

Figure 15-23. The calculated density of states (DOS) of the absorption system



Recent Advances in Fullerene Deposition 557

moves downward by about 0.01 Å, the fourth layer moves downward by 0.002 Å.
The charge transfer from C60 to substrate calculated from Mulliken population
analysis is rather small, only 0.046 electron, perhaps resulting from the weaker
�2 + 2� cycloaddition reaction. The calculated adsorption energy is 2.47eV, as
shown in Table 15-3, suggesting that the adsorption structure is still very stable at
this site but weaker than the first configuration. The calculated density of states
spectrum is shown in Figure 15-23(b). Compared with the DOS spectrum for the
first configuration (Figure 15-23(a)), the features change significantly. However, the
nature of adsorbate-adsorbent interaction remains the same. The change is largely
due to the change of local structural rearrangements.

We next place the C60 molecule over the dimer trench centered between four
dimers, as seen in Figure 15-22(c). C60 is now partially imbedded in the trench site,
facilitating the interaction with more surface atoms. Four covalent bonds between
C60 and the substrate are formed; the fullerene molecule interacts with the end atoms
of four neighboring Si dimers. The calculated bond lengths are 2.046 Å, 2.057 Å,
2.317 Å and 2.374 Å, respectively, as shown in Table 15-4, reflecting a highly stable
bonding environment. Accordingly, the C-C bond distances increases significantly
by 0.11 Å, 0.06 Å, 0.05 Å, 0.05 Å, respectively, while the diameter of the cage
increases by 0.24 Å. Substantial surface relaxations upon C60 chemisorption take
place. The surface dimers involved in the chemical bonding flip flat, essentially
parallel to the surface, with the bond distance increased by 0.14 Å. The dimers
participating the chemisorption come downward considerably by approximately
0.49 Å while those not involved in the bonding move up slightly by about 0.46 Å.
Again, the second layer of the substrate is descended by about 0.06 Å upon the
chemisorption, and both the third and the fourth layers move downward by about
0.01 Å. The calculated charge transfer from C60 to the substrate is 0.148 electron.
The chemisorption gives rise to an adsorption energy of 3.45 eV, as shown in
Table1, suggesting that the adsorption structure is much more stable at this site than
the previous ones formed via �2 +2� cycloaddition reactions. The calculated DOS
spectrum is shown in Figure 15-23(c). While the basic features of the spectrum
remain similar to Figs. 15-23(a) and (b), we observe significant enhancement of
DOS around the Fermi level, indicating a considerable metallic character. The
change of the physical property is likely due to the strong interaction between C60

and the substrate.
Finally, we consider the configuration with the C60 molecule residing over the

dimer trench centered between two dimers, as seen in Figure 15-22(d). Here, C60

is also partially imbedded in the trench site. This structural arrangement appears
to be much more stable with four covalent bonds formed with the substrate. The
calculated bond lengths are 2.055 Å, 2.070 Å, 2.077 Å and 2.081 Å, respectively,
as shown in Table 15-4. Similar to the adsorption pattern in Figure 15-22(c),
the fullerene molecule interacts with the end atoms of the four neighboring Si
dimers. However, unlike the situation shown in Figure 15-22(c), the local bonding
environment allows the molecule to approach the Si dimers more closely, resulting
shorter C-Si bonds. All C-C bonds of the atoms involved in the chemisorption
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are relaxed considerably by 0.11 Å, 0.07 Å, 0.03 Å, 0.04 Å, respectively, and the
C60 molecule expands by roughly 0.26 Å in diameter. Furthermore, the Si surface
relaxation is substantial upon the chemisorption. The buckled dimers involved in the
bonding become rather flat and move downward with the bond distances increased
by about 0.12Å, while the other dimers remain tilt and are pushed down slightly.
The third layer and the fourth layer move downward by approximately 0.02 Å and
0.01 Å, respectively. Mulliken population analysis indicates a rather small charge
transfer from C60 to substrate by only 0.007 electron. The small charge transfer
is largely due to the covalent nature of the chemical bonding. The calculated
adsorption energy is 3.71 eV, as shown in Table 15-4, the largest among the four
adsorption sites considered in the present work. This result is consistent with what
was reported by Godwin et al. Similar to the case of Figure 15-23(c), the calculated
DOS spectrum shown in Figure 15-23(d) suggests that this adsorption system is of
metallic character with the same charge transfer mechanism.

5. SUMMARY

We have conducted an extensive computational studies using density functional
theory on the chemisorption of fullerenes with various sizes on the c(4×4) recon-
structed GaAs(001) surface and on the adsorption of C60 at the Si(001)-c(2 × 1)
surface. Adsorption at various adsorption sites coupled with several possible orien-
tations of the fullerene molecules was carefully examined. In all cases, we found that
the adhesion of fullerenes on the surface is strong and chemically stable covalent
bonds between the fullerene and the substrates are formed. The chemisorption
results in lattice relaxation and structural distortion of the fullerene molecule to
a certain extent, depending on the adsorption site and fullerene orientation. It
was found that the strongest chemisorption takes place at the trench site with a
hexagon of fullerenes facing down the surface and the weakest adsorption occurs
at the single-dimer site. These findings are consistent with the observations of the
low temperature experiments on the C60 on anisotropic surface,

14
Si(100)-�2 × 1�

surface,
16

and on the C60 and C84 on the Si(110)2×1 surface.
12

The dominant force for the chemisorption is the interaction between the empty
�-bands of fullerene, which acts as an electron acceptor, and the electron lone-
pairs of the �-orbitals of As, which behaves as an electron donor. The electron
lone-pairs reside not only on the As dimers but also on the As atoms confined in the
trench area. They allow the surface to undergo either �2+2� cycloaddition reaction
or simple charge transfer reactions with the incoming adsorbate with unsaturated
bonds. These reactions are competing with each other and the optimal adsorption
configuration is highly dependent on the geometric arrangement that gives rise to
the maximum bonding. Our results suggest that the �2 + 2� may not be the only
driving force for chemisorption of fullerenes on GaAs(001) surface, a feature that
is strikingly different from most of the small organic molecules with unsaturated
bonds on silicon surfaces, where the cycloaddition reaction dominates the surface
reaction. Instead, the dangling bonds at the trench site can mediate the chemisorption
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in conjunction with the unsaturated dimer bonds. For the present system, we found
this arrangement gives the highest adsorption energy. Finally, in all cases, no �4+2�
cycloaddition reaction was found to occur. The results presented in this paper
suggest that the adsorption of fullerenes on the c(4 × 4) reconstructed GaAs(001)
surface can be stable and the monolayer is highly porous.

In summary, we have carefully reexamined the chemisorption of
C60 on Si(001)-c(2×1) surface reported by Godwin et al. as the lowest adsorption
energy structures at various surface sites with density functional theory under the
generalized gradient approximation with more k-points. As a result, the adsorption
overbinding resulting from their LDA calculations is largely corrected and our
results should be more accurate. Similar to what was reported by Godwin et al., the
trench site was identified as the most stable site for C60 chemisorption. However,
the relative order of adsorption stability from our studies differs considerably from
their results. The configuration with the C60 molecule residing over the dimer trench
centered between two dimers was found to be much more stable than the one with
the C60 molecule placed over the dimer trench centered between four dimers which
was reported to be more stable by 0.88eV.

28
The relative stability of chemisorption

with C60 placed over the Si dimers was found to be the least stable sites.
We have attempted to address the chemisorption phenomena of fullerenes on Si

surfaces in a different perspective by associating the adsorption with �2+2� cycload-
dition reaction commonly seen in organic chemistry. We found that these reactions
provide a strong driving force for chemisorption and are primarily responsible for
the numerous stable chemisorption configurations at the surfaces. Nevertheless, the
cycloaddition reactions alone would not give rise to the most stable structures for
the fullerenes on Si surfaces. The highly reactive buckled Si dimers are capable of
interacting with the fullerene molecules with both the double bonds and the ends of
the double bonds. As a consequence, the trench sites of the Si surfaces are strongly
preferred for C60 chemisorption.
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Abstract: The problem with a contamination of soil and groundwater by organophosphorus
compounds is a widespread environmental concern with environmental deterioration.
However, the high cost of remediation becomes evident. Organophosphorus compounds
have several applications (agricultural, industrial, and military). Nevertheless, assess-
ments of the hazards from these applications quite often do not take into account
chemical processes. The management of contaminants requires considerable knowledge
and understanding of contaminant behavior. Unique properties of transition metals and
metal oxides such as having high adsorption and catalytic ability have resulted in
their applications as natural adsorbents and catalysts in the development of clean-up
technologies. An understanding of the physical characteristics of the adsorption sites of
selected parts of soil (metal oxides) and transition metals, the physical and chemical
characteristics of the contaminant, details of sorption of contaminants on soil, on soil
in water solution, and on transition metals, and its distribution within the system
is of practical interest. Quantum-chemical calculations provide more insight into the
aforementioned characteristics of organophosphorus compounds. This review summa-
rizes experimental studies and the computational techniques and applications which are
used to develop theoretical models that explain and predict how transition metals and
metal oxides can affect the adsorption and decomposition of selected organophosphorus
compounds. The results can contribute to a better knowledge of impact of such processes
in existing remedial technologies and in a development of new removal and decomposition
techniques

Keywords: organophosphorus compound; nerve agent; adsorption; decomposition; soil; metal
oxide; transition metal; cluster approach; surface reactivity; solvent; supermolecular
approximation; continuum model; reaction kinetics
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1. INTRODUCTION

1.1. Importance of Catalytic Decomposition of Organophosphorus
Compounds

The development of cost effective cleanup technologies for organophosphorus
compounds is a high priority for environmental restoration research. Understanding
the catalytic decomposition of organophosphorus compounds is of importance
for devising new methods for the protection of personnel exposed to chemical
warfare agents and other chemically similar industrial compounds.1 It is vital
to have a fundamental knowledge of the chemical-physical behaviors of these
organic molecules in soil, groundwater and industrially important materials. One
potentially valuable aspect of understanding this fundamental behavior and, we
believe, a valuable contribution into characterizing the fate of organophosphorus
compounds is the detailed study of their interactions with specific surfaces.
Therefore, the fundamental chemistry controlling these interactions should be under-
stood in order to develop the best strategy in the management of contaminated
soils. Heterogeneous reactions currently offer one of the most favorable techno-
logical routes to the removal of contaminants from air, groundwater and soil. Indeed
for example, the application of heterogeneous catalytic methods to automotive
emission control represents the most widespread exposure of the public to the
benefits of catalytic technology.2,3 Also, in the case of title compound it can lead
to better technologies for their catalytic decomposition since the degradation of
organophosphorus compounds is of great importance for health and environmental
safety. 1

Although organophosphorus compounds have agricultural, industrial, and military
applications, there is very limited knowledge of their interactions with catalytic
surfaces (transition metals and metal oxides). For example, despite the major
processes affecting the natural and engineered treatment of organophosphates
contaminants have appreciated qualitatively, many questions remain regarding
reaction mechanisms. Moreover, despite the existence of some experimental data
and the application of several strategies to analyze such finding the distri-
bution of contaminants in the pathways of soil, groundwater and other materials
is not clearly characterized yet. Comprehensive study can help to solve these
problems and so bring the innovation into the clean-up techniques of contami-
nants. Quantum-chemical analysis provides a wide array of powerful tools that have
been underutilized in deciphering the complex reactions affecting organophosphorus
compounds. Since the mid-1980s, computational chemistry has been one of the
fastest growing areas of chemistry. This is due to a vast increase in the number
of state-of-the-art computing platforms and due to efficient, high-performance
computing algorithms. Molecular modeling has become an inseparable part of
research activities devoted to gaining an understanding of the molecular basis of
chemical processes. The chemical community has already accepted high quality
theoretical data not as an addition to the experimental findings but as reliable,
independent sources of information concerning molecular structures, properties, and
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reactivity. It has become a common practice in every field of chemical research
including geochemistry and mineralogy to use computational methodologies.

This review provides information related to the methods which are currently
most suitable for the remediation of contaminated soils and water. The development
of a greater understanding of the physical and chemical processes involved in the
degradation of contaminants will facilitate the establishment of more cost-effective
and efficient remedial action plans that are protective of human health and the
environment.

1.2. Organophosphorus Compounds, Transition Metals and Metal Oxides

Organophosphates are the most frequently used insecticides worldwide. These
compounds cause 80% of the reported toxic exposures to insecticides.
Organophosphates produce a clinical syndrome that can be treated effectively only
if recognized early. Organophosphates were first discovered more than 150 years
ago; however, their widespread use began in Germany in the 1920s, when these
compounds were first synthesized as insecticides and chemical warfare agents.
Organophosphates form an initially reversible bond with the enzyme cholinesterase.
This enzyme is critical for controlling nerve signals in the body since it normally
relaxes the activity of acetylcholine (a common neurotransmitter found in the
nervous system). Acetylcholine is located at the “neuromuscular junction” where
it acts to control muscular contraction. A method of action of normal transmission
of acetylcholine is as follows. When a normally functioning nerve is stimulated it
releases the neurotransmitter acetylcholine from a terminal to a receptor on the other
side. Acetylcholine transmits the impulse to a muscle. When the impulse is sent, the
enzyme acetylcholine esterase immediately breaks down the acetylcholine in order
to allow the muscle to relax. The transmission upon the organophosphate poisoning
is such that these compounds disrupt the nervous system by inhibiting the acetyl-
choline esterase enzyme by forming a covalent bond with the site of the enzyme
where acetylcholine normally undergoes hydrolysis (breaks down). The result is
that acetylcholine builds up and continues to act so that any nerve impulses are
continually transmitted, and muscle contractions do not stop. The organophosphate
cholinesterase bond can degrade spontaneously re-activating the enzyme or can
undergo a process called aging. The process of aging results in irreversible enzyme
inactivation.

One class of phosphorus-containing organic chemicals (organophosphates)
that disrupt the mechanism of transferring messages to organs by nerves is
classified as nerve agents. 4,5 They are also known as nerve gases, though these
chemicals are liquid at room temperature. Nerve agents are readily adsorbed by
inhalation, ingestion, and dermal contact. Poisoning by a nerve agent leads to
contraction of pupils, profuse salivation, convulsions, involuntary urination and
defecation, and eventual death by asphyxiation as control is lost over respiratory
muscles. 6,7 The number and severity of symptoms which appear vary according to
the amount of the agent absorbed and rate of entry into the body. Also, the extent of
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damage to the victim varies depending on several factors like temperature, wind, air
pressure, concentration, type of chemical compound and method of delivery. The
effect of inhalational exposure to nerve agent vapor in turn depends on the vapor
concentration and the time of exposure.

There are two main classes of nerve agents. The members of the two classes
share similar properties. 8,9 The G-series is so-named because German scientists
first synthesized it. The first nerve agent ever synthesized was GA (Tabun)
in 1936. GB (Sarin) was discovered next in 1938, followed by GD (Soman)
in 1944 and finally the more obscure GF (Cyclosarin) in 1949. The V-series
is the second family of nerve agents, and also contains four members: VE,
VG, VM, and VX. Tabun or GA (Ethyl N,N-dimethylphosphoramidocyanidate,
C5H11N2O2P) is a colorless to brown liquid (depending on purity) and volatile
(evaporating readily at normal temperatures). Although odorless when pure, Tabun
is commonly described as having a faint fruity odor due to common manufacturing
impurities. GA is the easiest chemical agent to manufacture in mass quantities to
date. 10 Sarin (GB), isopropyl methylphosphonofluoridate �C4H10FO2P� is similar
in structure and biological activity to some commonly used insecticides. 8 Its
relatively high vapor pressure means that it evaporates quickly. Soman (GD),
3,3-dimethyl-2-butyl methylphosphonoflouridate �C7H16FO2P� is both more lethal
and more persistent than Sarin or Tabun, but less than Cyclosarin. The VX
nerve agent (O-Ethyl-S-[2(di-isopropylamino)ethyl] methylphosphonothioate) is the
most well-known of the V-series of nerve agents. 11 VX is odorless and tasteless.
VX is an oily liquid that is amber in color and very slow to evaporate. VX
is the least volatile of the nerve agents, which means that it is the slowest to
evaporate from a liquid into a vapor. 12 Therefore, VX is very persistent in the
environment.

Platinum (Pt) and palladium (Pd) with their extraordinary catalytic properties
are most commonly catalysts employed in industrial processes. Both Pt [Xe]
4f145d96s and Pd [Kr] 4d10 are late transition metals in group VIIIA in the
periodic table. Their properties are so unique that platinum may be considered
as one of the most versatile, all-purpose, heterogeneous metal catalysts. For
this catalytic property, platinum is used in catalytic converters, incorporated
in automobile exhaust systems, as well as tips of spark plugs. Both metals
can have some applications as catalysts for the decomposition of organophos-
phorus compounds.1,13,14 Platinum possesses remarkable resistance to chemical
attack, excellent high-temperature characteristics, and stable electrical properties.
All these properties have been exploited for industrial applications. 15 Palladium
is a soft silver-white metal that resembles platinum. It is the least dense and
has the lowest melting point of the platinum group metals. It is soft and
ductile when annealed and greatly increases its strength and hardness when it is
cold-worked.16

Metal oxides, well known for their industrial applications as adsorbents and
catalysts, have many potential decontamination applications such as protective
filtration systems for vehicles, aircraft, and buildings and the demilitarization
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of nerve agent munitions and stockpiles. 17,18 An efficient application of
metal oxides nanobelts for nerve agent detection has been demonstrated
(see for example references 19–23). Metal oxide sensors are commonly used to
monitor a variety of toxic and inflammable gases. The sensing mechanism is based
on electrical conductance change upon surface reduction-oxidation (redox) reactions
with gas species. 19 In recent years, magnesium oxide (MgO)- and calcium oxide
(CaO)-like materials have received increased attention as potential adsorbents for
the decomposition of chemical warfare agents. Enhancement to the reactivity of
nanosize oxides is anticipated due to the increased surface area, the greater amount
of highly reactive edge and corner “defect” sites, and unusual, stabilized lattice
planes. 17,18 The nanoparticles of MgO are unique. It was concluded that the nanopar-
ticles of MgO exhibit unusual surface morphologies and possess a more reactive
surface.17 It was found that nanocrystalline MgO, being 30% surface, can destroy
organophosphorus compounds. MgO in a nanoparticle form has been success-
fully used as a destructive adsorbent for nerve agents. 24 The term “destructive
adsorbent” is intended to describe its ability to efficiently adsorb and at the same
time, to chemically destroy incoming adsorbate. Calcium oxide also possesses
unique nanoparticle surface properties. X-ray diffraction results have shown the
expected cubic internal crystal structure of basis unit of calcium oxide. CaO is highly
ionic with a high melting point and large surface area and high surface reactivity.
Calcium oxide has some advantages many of which include that it is non-toxic,
is easy to handle and store, stable, cheap and exhibits very high capacities for
adsorption.25

2. COMPUTATIONAL METHODS AND MODELS

Knowledge of molecular structure, transformation mechanisms, and the spectrum
of potential intermediates/products of the contaminant is helpful for developing
of remediation processes. Understanding and comparing degradation pathways
of nerve agents on catalyst (metals and metal oxides) enables theoretical
predictions as to the most likely intermediate and final products, thereby
shortening the period of expense and experimentation. This review is devoted
to explore fundamental capabilities of computational chemistry (CC) techniques
including the ab initio methods as tools to characterize properties of nerve
agents interacting with such species. Moreover, the nature of the interactions
between an adsorbate can be well described by means of quantum-chemical
calculations. 26

The use of CC techniques has many advantages. Accurate CC techniques can
be utilized with or without experiments. Thus, compounds that are not even
available (including those not yet synthesized) or potentially too hazardous to
handle experimentally can be assessed. CC is flexible, environmentally clean and
relatively inexpensive. Therefore, the application of current and rapidly devel-
oping CC technology will provide environmental scientists/managers the means to
expedite risk assessment for the compounds of interest.
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2.1. Quantum-chemical Approximations for the Modeling of Surface
Reactivity27

Quantum-chemical ab initio calculations have become an alternative to experi-
ments for determining accurately structures, vibrational frequencies and electronic
properties as well as intermolecular forces and molecular reactivity. 28– 31 Two
specific approximations were developed to solve the problems of surface chemistry:
periodic approximation, where quantum-chemical method employs a periodic
structure of the calculated system and cluster approximation, where a model of
solid phase of finite size is created as a cutoff from the system of solid phase
(it produces unsaturated dangling bonds at the border of the cluster). Cluster
approximation has been widely used for studying interactions of molecules with
all types of solids and their surfaces. 32 This approach is powerful in calculating
the systems with deviations from the ideal periodic structure like doping and
defects.

2.1.1. Periodic treatment

The Vienna Ab Initio Simulation Package (VASP) program33,34 was developed to
carry out calculations to obtain the fluctuation trajectory of the selected models.
The VASP program uses a rather traditional self-consistency scheme to evaluate
the instantaneous electronic ground-state at each molecular dynamics (MD) step so
that the wavefunction can be converged to the Born-Oppenheimer surface at each
time-step.

A plane-wave basis set with a cut-off energy of 286.744 eV is used for the electron
wavefunction which is solved at each MD step by conjugate gradient minimization
of the total electronic energy. The Perdew-Wang gradient correction35 is added to
the exchange-correlation functional. For the core region, the optimized Vanderbilt
ultrasoft pseudopotentials36 supplied with the VASP package are used for the C,
N, O, Si, Al, Mg and H atoms.

The time-step of 0.5 fs is used to simulate the dynamic system to 4.0 ps. The
temperature of 300 K is used throughout the simulations. The MD simulations are
performed using the Nosé-Hoover thermostat for temperature control. The Hellmann-
Feynman forces acting on the atoms are calculated from the ground-state electronic
energies at each time step and are subsequently used in the integration of Newton’s
equation of motion.

2.1.2. Cluster approach

A physical approach to the electronic structure problems of solids contrasts sharply
with the notion that local interactions dominate the structure and properties of
molecular systems. Hence, it is very appealing to replace the infinite solid, which is
difficult to treat quantum-chemically, by finite sites of interest. Intuitively, cutouts
from the bulk or the surface are made and treated like molecules. This type of
method is called the cluster approach and the models made as cutouts of the periodic
structure are called cluster models. 26
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According to the cluster approach, one can consider a limited number of atoms
around the active sites and then can apply the quantum-chemical description to a
piece of the solid, referred to as a cluster. This is the easiest and chemically, the best
procedure when a local description of the adsorption or catalytic site dominates. To
make the cluster neutral, the broken bonds, resulting from an homolitic cut off the
chemical bonds in the crystal, are electrically balanced by monovalent atoms. The
first approach dealt with monovalent atoms, the parameters of which were specially
parameterized (so-called ‘pseudoatoms’), but finally the opinion that saturation by
hydrogen atoms is sufficient has been widely accepted.37 In the framework of
the cluster approach there has been an enormous number of investigations which
include the description of the different properties of the oxide surfaces. 38 The utility
of the cluster approach in describing zeolites32,39– 42 an extremely functional class
of aluminosilicate minerals exploited for their high capacity for cation exchange
has also been demonstrated.

The most important disadvantage of the cluster model is the relatively small size
of the considered system. Embedded and dipped cluster models are usually used to
overcome this problem. They are considered not only because the cluster models
need corrections for neglected interactions with their surrounding but also because
they are a promising alternative to the calculation of large cells (“supercells”). 32

The extension of the model and the inclusion of the interaction of the cluster
with the surroundings into the calculation is realized by different ways depending
on the kind of phase (ionic, covalent solids, or metals). 26 For example, in the
case of ionic crystal, the surrounding is represented by crystal field with the main
long-distance electrostatic part, or by discrete point, charges placed around the
cluster instead of rest of crystal. For clusters of molecular crystals, it is possible to
perform calculations of large cluster in assumption that all significant interactions
are included.

The performance of the cluster approach can be improved dramatically if it
is combined with the recently developed ONIOM methodology43 which is an
n-layered integrated molecular orbital and molecular mechanics approach. A three-
layered version of the ONIOM approximation allows a quantum–mechanical study
of systems which are normally considered with molecular mechanics methods to
be performed. The three-layered total energy expression for the ONIOM scheme is
defined as

E�ONIOM3� = E�High� Smodel�+E�Med� Imodel�+E�Low� Real�

−E�Med� Smodel�−E�Low� Imodel� (16-1)

where High, Med, and Low refer to the levels of approximation, respectively,
while Real, Imodel, and Smodel refer to the ‘real’ system, the ‘intermediate model
system,’ and the ‘small model’ system, respectively.

In other words the three-layered approach divides a system into active parts
treated at a very high level of ab initio molecular orbital theory, a semi-active part
that includes important electron contribution and could be treated at a relatively
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lower level of theory and a non-active part that is handled using the lowest ab
initio or even semiempirical approximation. Layer assignments are specified as part
of the molecule specification. It can combine any two quantum mechanical (QM)
and/or molecular mechanical (MM) computational methods.

2.1.3. Embedded techniques

Embedding techniques at various levels have been suggested to close the gap
between the cluster and the periodic treatment. A physical approach to the electronic
structure problems of solids and surfaces contrasts sharply with the intuition of
chemists that local interactions dominate the properties of surfaces and adsorption
complexes. Hence, it is very desirable to replace the infinite solid, which is very
difficult to treat quantum-chemically, by finite models of the sites of interest. In this
way it is easy to describe a local site as cluster having a relatively small number
of atoms which interact with a potentially infinite number of surrounding atoms
through, for example, the Madelung potential which is treated as perturbation.26,44

These lead to terms such as

F�� = F0
��+ < ��r��Vext���r� > (16-2)

where F��- matrix elements of Fockian and Vext is an external long-range potential.
Molecular and ionic crystals are the easiest systems to apply to these schemes.

The task becomes far more difficult in the case of covalent solids. However, this
technique has been recently updated for calculations of covalent solids both at the
semiempirical37 and at the ab initio levels. 38

2.1.4. Merits and limits of each approach

Among all of the approaches described above, none is completely satisfactory.
A list of their features is described below:
(a) although VASP is very efficient code, the computational burden rises steeply

when dealing with large cells; there is also a problem for this type of approxi-
mation to describe defects, edge, amorphism, etc. which are of great importance
to investigators of surface phenomena;

(b) the embedded technique is also very attractive but requires further development
especially for covalent solids for which only a few successful implementations
have been reported;

(c) although the cluster approximation is theoretically unsatisfactory, it is very
popular because it allows for the use of standard quantum-chemical techniques
up to a very high correlated level. The geometrical definition of the cluster is
simple, and the cut from the underlying solid usually takes into account the
features of the active site which one wishes to model; in particular, it allows
one to model such peculiarities as edge, vacancies, defects, etc. 26 The concept
of cluster and molecular models reduces the problem of electronic structure
and local geometry of the solid to the common problem of determining the
geometry and electronic structure of molecules, it reduces the problem of the
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bonding of molecules or atoms on the surface sites to the problems of molecular
reactivity and intermolecular interactions, and it reduces the problem of surface
reactions to the problem of potential surfaces for reactions between molecules.

2.2. Quantum-chemical Approximations for the Influence
of the Solvent45

Current efforts in quantum-chemical modeling of the influence of solvents may be
divided into two distinct approaches. The first, the supermolecular approximation,
involves the explicit consideration of solvent molecules in quantum-chemical calcu-
lations. Another possibility for simulating solvent influence is to replace the explicit
solvent molecules with a continuous medium having a bulk dielectric constant.
Models of this type are usually referred to as polarized continuum models (PCMs).

2.2.1. Supermolecular approximation

Accurate predictions of solute interactions with a limited number of solvent
molecules are possible using the supermolecular approximation. This is an approach
based on the consideration of the dissolved molecule together with the limited
number of solvent molecules as the unified system. The quantum-chemical calcu-
lations are performed on the complex of the solute molecule surrounded by as
many solvent molecules as possible. The main advantage of the supermolecular
approximation is the ability to take into account such specific effects of solvation
as hydrogen bonding between the selected sites of the solvated molecules and the
molecules of the solvent. In principle there are only two restrictions for the super-
molecular approximation. One of them is the internal limitations of the quantum-
chemical methods. The second restriction is the limitation of the current computer
technology. Because of such restrictions this approximation coupled with ab initio
molecular dynamics is possible only for small model systems.46– 50

2.2.2. Born-Kirkwood-Onsager continuum model

Probably the simplest quantum-mechanical operators that include interaction with
a continuum are the Born and Onsager reaction field models. In the case of neutral
solutes, the model could be express as

�H0 − 1
2

g� < � ���� >= E�� > (16-3)

where g = 2�	−1�/�2	+1� is the function of dielectric permittivity and 
3 and 

are the solute cavity radii.

This is a generalization of the Onsager reaction field model for a point dipole
inside a spherical cavity. For charged solutes, one should also include an ionic Born
term, derived by

− 1
2

g0 < � �1
r
�� > (16-4)
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where g0 = �1−1/	�
.
In spite of the Onsager-Born scheme being executed up to the MP2 level in the

Gaussian 94–98 packages, there are at least two disadvantages of the scheme. As
emphasized above, the Born-Onsager equation includes only the solute’s monopole
and dipole interaction with the continuum. Such a generalization of the model has
appeared in the Kirkwood equation by extending the multipole series to an arbitrary
high order. This approach allows for the calculation of the electrostatic part of the
free energy of solvation ��Gs

0�

�G0
s = −1

2

�∑
l=0

+l∑
m=−l

�∑
l′=0

l′∑
m=−l

Mm
l f mm′

ll′ Mm′
l′ (16-5)

where each component m of every multipole M of order l interacts with all of the
reaction field multipole moments induced by the solute multipoles e.g., the Mm′

l′
terms via coupling fmm′

ll′ , called the reaction field factor.

2.2.3. Generalized reaction field from surface charge densities

There is another family of continuum models51– 53 where the influence of the
reaction field is modeled by a set of polarized charges distributed on the surface of a
molecular cavity. Models of this type are usually referred to as polarized continuum
models (PCMs), and they have as their origin the solution of Poisson’s equation.

�2 = −4���r�

�
(16-6)

where � is a dielectric permittivity. Then, the electrostatic part of the free energy
of solvation ��Gs

0� is defined as

�G0
s =< � �H0 +� �� > −1

2

∫
s

�r���n�r�+�e�r��d2r−G0
g (16-7)

where Gg
0 is a free energy in the gas phase; �n and �e are the potentials created by

surface-distributed virtual charges, and the integral represents the cost of polarizing
the solvent

��r� = 1−�

4��

�

�n
���r�+��r��s− (16-8)

where ��r� is the electrostatic potential due to the solute charge distribution, and
��r� is a potential due to virtual charges ��r�.

2.2.4. Comparison of continuum models

Unfortunately, a detailed comparison of the continuum models is available only at
the semiempirical level. 54,55 Because the SMx models are specially parametrized to
describe free energy of hydration, it is not surprising that they are the best for repro-
ducing this value. A detailed discussion of the advantages and limitations of different
types of solvation models with regard to the various types of approximations and
different types of organic molecules can be found in references 53–55.
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2.3. Computational Approaches for Reaction Kinetics

Two computational approaches are currently available to estimate reaction kinetics
(rate constants or half-life time). One is a canonical variational transition state
theory (CVT) and the second is an instanton approach56,57 which can describe proton
transfer in large molecular systems.58,59 The instanton approach is a quasi-classical
method based on the least-action principle. The instanton path is the least-action
trajectory for a given temperature which implies that it is the dominant tunneling
trajectory at that temperature. Although the exact instanton path is very difficult
to calculate for a polyatomic molecule or complex, for rate constant predictions it
is sufficient to calculate the corresponding multidimensional instanton action. An
approximate expression for this action can be derived from the easily calculated
one-dimensional tunneling rate constant through the introduction of appropriate
couplings of the tunneling mode to other models, for example the transverse vibra-
tional mode.

CVT approach is particularly attractive due to the limited amount of potential energy
and Hessian information that is required to perform the calculations. Direct dynamics
with CVT thus offers an efficient and cost-effective methodology. Furthermore,
several theoretical reviews60,61 have indicated that CVT plus multidimensional
semi-classical tunneling approximations yield accurate rate constants not only for
gas-phase reactions but also for chemisorption and diffusion on metals. Computa-
tionally, it is expensive if these Hessians are to be calculated at an accurate level
of ab initio molecular orbital theory. Several approaches have been proposed to
reduce this computational demand. One approach is to estimate rate constants and
tunneling contributions by using Interpolated CVT when the available accurate ab
initio electronic structure information is very limited.62 Another way is to carry out
CVT calculations with multidimensional semi-classical tunneling approximations.

Both approaches include tunneling corrections and provide approximately the
same accuracy. However, the variational transition state theory is computationally
quite demanding, and at least 40 points on the path of the proton transfer should
be available. In contrast, the instanton approach uses only vibrational frequencies
calculated for local minima and transition states and corresponding values of energy.

3. APPLICATIONS OF TRANSITION METALS AND METAL
OXIDES AS CATALYSTS FOR ADSORPTION
AND DECOMPOSITION OF ORGANOPHOSPHORUS
COMPOUNDS

Within the last several years important basic experimental studies of interac-
tions between organophosphorus compounds and metal oxide surfaces have been
carried out. Metal oxides such as MgO, Al2O3, FeO, CaO, TiO2 
 − Fe2O3,
ZnO, and WO3 are currently under consideration as destructive adsorbents for
the decontamination of chemical warfare agents. 4,63 For example, several studies
have investigated adsorption of dimethyl methylphosphonate (DMMP) (a widely
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used model compound for the simulation of interactions of phosphate esters with
a surface) on the surface of these metal oxides. 64– 76 In most of these works the
authors have observed that, at first, DMMP is adsorbed molecularly, via hydrogen
bonding of the phosphoryl oxygen to a surface at an acid site, followed by stepwise
elimination of the methoxy groups which combine with surface hydrogen atoms
to yield methanol that evolves from the surface. The final product recorded for
the reactions with these oxides is a surface-bound methylphosphonate, with the
P-CH3 bond intact. On the basis of observations it was concluded that not only
surface defect sites are responsible for the decomposition of DMMP but also that
Mg2+ and O2− ions in the regular oxide surface also take part in the process. In
previous works77– 79 the authors, using solid-state MAS NMR technique, found
that Sarin (GB, isopropyl methylphosphonofluoridate �C4H10FO2P��, Soman (GD-
3,3-dimethyl-2-butyl methylphosphonoflouridate �C7H16FO2P�, VX and mustard
(HD – bis(2-chloroethyl)sulfide) hydrolyze on the surface of the very reactive
MgO, CaO and Al2O3 nanoparticles. GD forms both GD-acid and methylphos-
phonic acid (MPA). VX and GD hydrolyze to yield surface-bound complexes of
nontoxic ethyl methylphosphonate and pinacolyl methylphosphonate, respectively.
Sarin undergoes initial molecular adsorption on aluminum oxide at unsaturated Al
sites followed by slow hydrolysis at room temperature. 80

This review is mainly devoted to summarize the results of the theoretical studies
of organophosphates interacting with catalytic surfaces (transition metal and metal
oxide). Therefore, we need to mention that to the best of our knowledge, there were
published only a few theoretical works addressing this problem. Some theoretical
studies of the interactions of organophosphate compounds with clay minerals and
magnesium oxide were also published.

The adsorption of Sarin on the surfaces of magnesium oxide was investigated
at the B3LYP/6-31G(d) and MP2/6-31G(d) levels using the representative cluster
models. 81 The simplest MgO model contains four oxygen atoms and four
magnesium atoms with the chemical formula Mg4O4 prepared using the experi-
mental bulk structure of an MgO crystal (the Mg-O bond length is equal 2.1 Å, and
the O-Mg-O bond angles are set to be 90� and 180�). This small model mimics the
adsorption and decomposition on the irregular edges, corners, and defect sites. The
large (L) model of MgO mimics the adsorption on the regular part of nano-MgO
(the size of nanoparticles falls between 2 and 10 nm, or 100–10000 atoms). The L
model consists of 16 magnesium (or calcium) atoms and 16 oxygen atoms with
the chemical formula Mg16O16. This work was devoted to studying the interactions
of Sarin with hydrated and non-hydrated adsorption sites since the presence of
hydroxyl groups can have significant influence on the structure, interactions, and
thermodynamic parameters of adsorbed compounds (it was explicitly executed by
addition of one or two water molecules to the metal oxide surface).

An analysis of the topological characteristics of electron density was performed
for the studied Sarin-magnesium oxide complexes following Bader’s Atoms in
Molecules Theory (AIM).82 This analysis can be used to characterize hydrogen
bonding solely from the charge density. There have been formulated several effects
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occurring in the charge density. They include for example, the location of the
so-called (3, −1) bond critical points (BCPs, i.e., points where � is a minimum
along the bond path and a maximum in the other two directions) on the surface
of the total charge density, analysis of the electron density ��� and analysis of the
Laplacian of electron density ��2�� at the BCPs, which are indicative of hydrogen
bonding. These effects can be viewed as necessary criteria to conclude that hydrogen
bonding is present. 83,84 Based on these criteria one assumes that the C-H� � �O bond
is formed if the value of electron density at the BCP ��� ranges between 0.002 and
0�035 e/au3 and the value of the Laplacian of electron density �2��� is in the range
of 0�024–0�139 e/au5. 84

In addition to these characteristics also the adsorption energy between
organophosphorus compounds and the catalytic fragments was estimated in the
performed study. The adsorption energy of the organophosphate systems with MgO
was corrected by the basis set superposition error (BSSE). The adsorption energy
between the M molecule and a surface site S within the surface complex, M-S, is
obtained by calculating the three systems involved and by evaluating the difference
according to:

�E = E�M-S//M-S�−E�M//M�−E�S//S� (16-9)

The double slant denotes that all energies are evaluated at the respective equilibrium
geometries. 32 The energies obtained at the equilibrium geometry of the complex
for each subsystem, e.g. E(M{S}//M-S), are lower than the energies calculated at
the same geometry with the basis functions of the respective subsystems alone,
e.g. E(M//M-S). The difference is defined as the BSSE

E�M� = E�M//M-S�−E�M�S�//M-S� (16-10)

E�S� = E�S//M-S�−E�S�M�//M-S� (16-11)

The BSSE values E�M� and E�S� are used to define a counterpoise corrected (CPC)
adsorption energy

�Ec = �E + E�M�+ E�S� (16-12)

A number of locations and orientations of Sarin on the regular nanosurface and on
the small fragment of MgO were found. In this study it was revealed that Sarin is
physisorbed (the nanosurface and hydroxylated small fragment; this is undestructive
adsorption) or chemisorbed (destructive adsorption) on MgO (see Figure 16-1).
The physisorption of GB on the surface of MgO occurs due to the formation of
hydrogen bonds and ion-dipole and dipole-dipole interactions between adsorbed GB
and the surface. The chemisorption occurs due to the formation of covalent bonds
between the molecule and the surface. The adsorption results in the polarization
and the electron density redistribution of GB. The adsorption energy obtained
at the MP2/6-31G(d) level of theory for the most stable chemisorbed system is
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Figure 16-1. The optimized structure of Sarin (GB) adsorbed on the non-hydroxylated Mg4O4 fragment
obtained at the B3LYP/6-31G(d) level of theory (the A1-GB model)

about −50 kcal/mol. Sarin adsorbed on the nanosurface of hydroxylated small
fragment of MgO is much less stabile than Sarin adsorbed on the non-hydroxylated
small fragment of MgO. The adsorption energy of Sarin adsorption systems on
MgO is proportional to the number and strength of formed covalent bonds between
Sarin and the surface.

Also the reaction pathways of Sarin decomposition catalyzed by selected forms of
MgO were investigated.81 Several possible models were considered. In the case of
the decomposition on the non-hydroxylated MgO surface the removal of a fluorine
from Sarin was modeled. Fluorine was transferred from Sarin into binding distance
with the Mg atom of the MgO surface (see Figure 16-2). It was revealed that such a
structure provides a reliable model for the reaction mechanism. A two step reaction
mechanism was assumed: in the first step Sarin creates a stable adsorbed complex
with MgO through three chemical bonds with the MgO surface (the A1-GB model).
It is expected that the transfer of the fluorine atom to the surface of MgO is
accompanied by a change in the conformation of Sarin. In the second step the bond
between P and F is broken (the A1(t)-GB model); the fluorine atom is transferred
to the Mg atom of the surface and the remaining part of Sarin adopts the most
energetically favorable conformation (the A1(f)-GB model).

The decomposition of Sarin on hydroxylated surface of MgO was also modeled.
Following mechanism of the decomposition was suggested: Figure 16-2 the strongly
electronegative fluorine affects the hydrogen atom of the hydroxyl group so that
this atom is transferred into the binding distance and forms covalent bond with the
fluorine atom. Then the bond between the fluorine atom and the phosphorus atom
is broken and the HF molecule is formed. The value of the activation energy is
about 10 kcal/mol. The proposed mechanism is in agreement with experimentally
investigated decomposition of DMMP on the hydroxylated MgO surface. 66,69

An ONIOM study of the adsorption of Sarin on dickite (a 1:1 dioctahedral
clay mineral of the kaolinite group)85 was recently published. For the calculations
of the studied systems, the two-layered ONIOM method using combinations
of quantum-mechanical methods was applied.43,86,87 The investigated systems of
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Figure 16-2. The reaction pathway of the decomposition of Sarin (GB) on non-hydroxylated MgO
surface from the reactant (the A1-GB model) through transition state (the A1(t)-GB model) to the
product (A1(f)-GB model) obtained at the B3LYP/6-31G(d) level of theory

organophosphate with catalytic fragments were divided into two layers which were
treated with different computational methods (the B3LYP/6-31G(d) level of theory
for the High layer). The layers are conventionally known as the Low (lower layer
the mineral fragment) and the High layers (the target molecule with the upper layer
of the mineral fragment). The ONIOM energy of the system is then obtained from
three independent calculations.

E�ONIOM2� = Emodel high −Emodel low+Ereal low (16-13)

Real denotes the full system, which only needs to be calculated at the lowest
computational level. The additional system is defined as the model system.
The nature of the interactions was studied using the SCF energy variational-
perturbational decomposition scheme proposed by Sokalski et al. 88 In the above
scheme �EHF is partitioned into the electrostatic exchange �	

�10�
el � and the

Heitler-London exchange �	ex
HL� first order components and the higher order

delocalization ��Edel
HF� term. The delocalization energy accounts for the charge
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transfer, induction, and other higher order Hartree-Fock terms.89 The adsorption
energy decomposition was performed applying a modified version90 of the Gamess
program.91 It was found that adsorption on the surface of minerals occurs due to
the formation of multiple hydrogen bonds (see Table 16-1) between adsorbed GB
and GD and the hydroxyl groups of the octahedral side (see Figure 16-3) and the
basal oxygen atoms of the tetrahedral side (see Figure 16-4). The atomic charges
of the studied systems were calculated, and the geometrical features were investi-
gated. This type of adsorption results in the polarization and the electron density
redistribution of GB and GD on the surface of the mineral. This corresponds to the
formation of attractive contacts between GB and GD and the surface of dickite. The
polarization of the organic molecule is more significant in the case of adsorption
on the octahedral side. The amount of electron density transfers from the mineral

Table 16-1. H� � �Y and X� � �Y Hydrogen Bond Distances (Å) and X—H� � �Y angles ��� Calculated using
ONIOM(B3LYP/6-31G(d,p):PM3) (in parentheses) and Electron Density Characteristics � (au) and �2�

(au) (inner part, B3LYP/6-31G(d,p)) of Hydrogen Bonds in Dickite-GB and Dickite-GD Systems

D7(o)-GB

H� � �Y
(X� � �Y)

X-H� � �Y � �2�

HB1 2.003
(2.964)

171.9 0�0207 0�0659

HB2 3.124
(3.591)

111.4 0�0283 0�0857

HB3 2.311
(3.268)

170.3 0�0208 0�0600

HB4 2.207
(3.218)

152.2 0�0060 0�0219

HB5 3.039
(3.966)

142.5 0�0089 0�0247

HB6 2.787
(3.259)

105.9 0�0081 0�0303

HB7 2.578
(3.648)

165.1 0�0054 0�0211

D7(t)-GB

HB1 2.85
(3.68)

132.6 0�0035 0�0154

HB2 2.732
(3.785)

161.3 0�0078 0�0266

HB3 2.759
(3.551)

129.0 0�0066 0�0249

HB4 2.726
(3.561)

133.0 0�0041 0�0153

HB5 3.068
(3.65)

113.9 0�0038 0�0149

HB6 2.738
(3.746)

153.0 0�0061 0�0236
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Figure 16-3. The optimized structure of Sarin adsorbed on the octahedral surface of dickite obtained
using the ONIOM(B3LYP/6-31G(d,p):PM3) method

to Sarin and Soman is proportional to the binding strength. The adsorption energies
obtained at the ONIOM(B3LYP/6-31G(d,p):PM3) level of theory and using large
models of the mineral for the adsorption systems of GB and GD on the octahedral
surface of dickite are about −16 and −15 kcal/mol. In the case of adsorption on the
tetrahedral surface, the interaction energies of the adsorption systems with GB and
GD are approximately −7�0 and −9�0 kcal/mol. GB is adsorbed more preferably on
the octahedral aluminum-hydroxide surface than on the tetrahedral silica surface. 85

In the case of adsorption on the octahedral surface, an analysis of the interaction
energy components indicates the importance of electrostatic and delocalization
binding contributions. In the case of adsorption on the tetrahedral surface, the

Figure 16-4. The optimized structure of Sarin adsorbed on the tetrahedral surface of dickite obtained
using the ONIOM(B3LYP/6-31G(d,p):PM3) method
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contribution of the SCF term to the total interaction energy is repulsive. It originates
from repulsive interactions between the P=O oxygen atom of Sarin and the basal
oxygen atoms of the tetrahedral surface of dickite. The stabilization of Sarin and
Soman adsorbed on the tetrahedral surface is secured by correlation forces. The
additional local minima of adsorbed Sarin on the tetrahedral and octahedral surfaces
of dickite were found. They are characterized by the different involvement of the
fluorine atom in intermolecular interactions. H-bonds are weaker in comparison
with H-bonds in which the P=O oxygen atom participates.

A study of the structure and interactions of Sarin and Soman with edge tetrahedral
fragments of clay minerals has also been performed.92 The adsorption mechanism
of Sarin and Soman on these mineral fragments containing the Si4+ and Al3+ central
cations was investigated. The calculations were performed using the B3LYP and
MP2 levels of theory in conjunction with the 6-31G(d) basis set. The number and
strength of formed intermolecular interactions have been analyzed using the AIM
theory. The charge of the systems and the termination of the mineral fragment
are the main contributing factors to the formation of intermolecular interactions
in the studied species. In neutral complexes, Sarin and Soman are physisorbed on
these mineral fragments due to the formation of C-H� � �O and O-H� � �O hydrogen
bonds. The chemical bond is formed between a phosphorus atom of Sarin and
Soman and an oxygen atom of the −2 charged clusters containing an Al3+ central
cation (see Figure 16-5) and −1 charged complexes containing a Si4+ central cation
(chemisorption). Sarin and Soman interact mostly in the similar way with the same
terminated edge mineral fragments containing different central cations. Interestingly,
the interaction energies of the complexes with an Al3+ central cation are larger
than corresponding values for the Si4+ complexes. The interaction enthalpies of all
studied systems corrected for the basis set superposition error were found to be
negative. However, based on the Gibbs free energy values only strongly interacting
complexes containing a charged edge mineral fragment with an Al3+ central cation

Figure 16-5. The optimized structure of Sarin- and Soman-�AlO�OH�3�
2− systems obtained

at the B3LYP/6-31G(d) level of theory
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are stable at room temperature. It was concluded that Sarin and Soman will be
adsorbed preferably on this type of edge mineral surfaces. Moreover, based on the
character of these edge surfaces, the tetrahedral edge mineral fragment can provide
effective centers for dissociation.

Theoretical studies of the interactions of phosphate with silica and hectorite were
published by Murashov and Leszczynski93 and by Hartzell and co-workers. 94 The ab
initio calculations of hydrogen-bonded complexes of dihydrogen and dimethylphos-
phate anions with ortosilicic acid have shown that the phosphate groups can form
strong hydrogen-bonded complexes with the silanols of the silica surface with stabi-
lization energies of ca. −14 kcal/mol per hydrogen bond.93 A molecular dynamic
study of the large tributylphosphate complex of europium provides a test of the
sensitivity of force field calculations to predict the behavior of molecules within the
interlayer of a trioctahedral smectite clay, hectorite. 94 A cluster quantum-chemical
study95 of DMMP adsorption on magnesium oxide nanoparticles has also been
also published. On the basis of the calculation results the possible mechanism of
destructive adsorption of DMMP on MgO is discussed. Moreover, theoretical studies
of the structures and properties of Sarin and Soman96 and different conformers
of Tabun97 were also published. The most stable conformers of Sarin and Soman
were determined in high-level-correlated calculations. 96 Both molecules are found
to have three low-energy conformers each. For both Sarin and Soman two of the
lowest energy conformers have almost the same energies with a very small barrier
separating the corresponding minima. The third conformer of Sarin is found to
lie about 1 kcal/mol above the lowest energy form. For Soman the corresponding
value is equal to about 4 kcal/mol. Conformational studies have been carried out
on two different enantiomers of Tabun at the DFT and MP2 levels of theory to
generate low energy potential energy surfaces in the gas phase as well as in an
aqueous environment. 97 The structures of the low energy conformers together with
their molecular electrostatical potential surfaces have been compared with those
of the non-aged acetylcholinesterase-tabun complex in order to locate the active
conformer of the molecule.

In order to understand the origin of the organophosphorus compound interac-
tions with the Pt and Pd surfaces, some effort has been devoted to clarifying the
chemical nature of the interaction of DMMP and single-crystal Pt surfaces using
vibrational spectroscopy, secondary ion mass spectroscopy, thermal desorption, and
Auger spectroscopy.14,98 The composition of intermediate phosphorus-containing
species on a Pt(111) surface have been identified. DMMP adsorbs on this type
of surface molecularly through the oxygen of the P=O group. Near 300 K, two
possible decomposition mechanisms are proposed that involve PO-C, P-OC, and P-C
bond-cleavage. The discovery of exceptionally effective catalysts like Pd and other
transition metals99– 102 result in a dramatic improvement in the synthetic application
for insertion reactions. Decomposition of DMMP on the Mo(110)103 and on Ni(111)
and Pd(111)13 surfaces has been studied using Auger spectroscopy. The authors
have observed catalytic oxidation of DMMP without the production of a surface
phosphate. CO and phosphorus oxide-gas phase species were the products found.
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The catalytic decomposition of DMMP with metal catalysts was also studied.104

The platinum catalyst has shown the best performance for the reaction. It was
found that the methoxy groups of DMMP were separated by forming methanol
which is decomposed to carbon dioxide and water. Platinum was also found to give
the best results as a catalyst of the DMMP decomposition in a study by Graven
et al. 105 The product analyses have indicated that the initial reaction was princi-
pally hydrolysis with methanol and phosphorus acid as products. In the classical
work106 almost stoichiometric amounts of CO2 was produced, indicating complete
oxidation of DMMP on platinum catalysts. Catalytic oxidation of the organophos-
phorus compounds is poisoned by P accumulation. It is therefore critical to remove
P by forming the oxide before atomic P can be formed. On Pt catalytic oxidation
is only possible with high-background pressures of O2.14

The poisoning of Pt oxidation catalysts by phosphorus was also studied by
Hegedus and Gumbleton107 and by Angele and co-workers. 108– 110 In a work by
Dulcey and co-workers for the first time the thermal desorption of the PO radical
was observed in the catalytic decomposition of DMMP on a polycrystalline Pt
surface.111 Catalytic decomposition of Sarin using a Pt catalyst results initially in
stoichiometric amounts of the oxidation products: CO2, HF, H2O, and H3PO4.106

The application of quantum-chemical methods to platinum and palladium surfaces
has been quite limited because of the difficulty to treat large clusters of platinum
and palladium atoms.

According to our best knowledge, no theoretical works have been published on
the interactions of organophosphates with transition metal surfaces. Our preliminary
study on interaction of Sarin with different clusters of Pt and Pd

112
indicates

formation of strongly bonded complexes (the interaction energy amounts up to
−25 kcal/mol, (see Figure 16-6) that illustrates the optimized geometry of Sarin
adsorbed on the Pt12 and Pd12 clusters).

Figure 16-6. The optimized structure of Sarin adsorbed on the Pt12 and Pd12 clusters obtained
at the B3LYP/6-31G(d) level of theory
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4. SUMMARY AND FUTURE RESEARCH AREA

4.1. Summary

Decomposition of organophosphates is of great importance since it is of relevance
to the agricultural, industrial, and military applications of these species. The devel-
opment of cost effective, cleanup technologies for organophosphorus contaminants
possesses a high priority for environmental restoration research. Such development
involves the coordination of experimental and theoretical investigations to integrate
both technological and fundamental aspects of key processes. Although the major
processes affecting the natural and engineered treatment of organophosphates have
been appreciated qualitatively, many questions remain regarding reaction mecha-
nisms. Quantum-chemical analysis provides a wide array of powerful tools that have
been underutilized in deciphering the complex reactions affecting warfare agents.

The adsorption and reaction of organophosphates on metal oxides have been
investigated by a number of groups.63– 79 In most of these works the initial step
of the adsorption involves the binding of the phosphoryl oxygen to an acidic site
of metal oxide. In most cases, the initial chemisorption leads to the decompo-
sition of the target molecule where different products are formed, depending on
the type of organophosphorus compound and metal oxide. For example, decom-
position of DMMP on MgO proceeds via a simple path72 where, in the second
step, the loss of two methoxy groups is observed with the presumed evolution of
methanol from the surface. Theoretical works of adsorption and decomposition of
selected organophosphates were devoted to the study of the dependence of these
reactions on several factors and the influence of the nature of the metal oxide
and the clay surface. 81,85,92– 95 Several different initial positions and orientations of
organophosphate molecules on models of metal oxides and clays were found.

The following factors have been identified as having large influence on the
surface reactivity of clays and metal oxides as catalysts: the type of the acidic site,
the adsorption site, the central cation, the size of the fragment and the presence
of water. The organophosphorus compounds can be chemisorbed or physisorbed
on selected types of catalytic surfaces. In the case of Sarin it was found that
chemisorption on the MgO surface can lead to its decomposition. An energetic
diagram that predicts possible intermediates and final products of Sarin decompo-
sition by different adsorption sites of magnesium oxide fragments was theoretically
predicted.81

Adsorption and decomposition of DMMP and Sarin14,98– 111 on transition metal
surfaces such as platinum, palladium, nickel and molybdenum) have been investi-
gated experimentally. Among these transition metals platinum was found to give
the best performance in the decomposition of DMMP.104,105 DMMP undergoes
initially molecular adsorption14,98 through the phosphoryl group. The results of
several studies have shown that the main product of DMMP104,105 and Sarin106

decomposition is methanol which is in the next step decomposed to carbon dioxide.
The biggest problem of catalytic oxidation of organophosphorus compounds on
transition metals is poisoning by phosphorus accumulation.14,107– 110
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4.2. Future Research Area

The knowledge of the interactions of organophosphates with environment is limited.
Future work should be devoted to more extensive investigations of the adsorption
and interactions of organophosphates (for example nerve agents Tabun and VX) on
the surfaces of catalysts (metals and metal oxides) and the degradation pathways
of these species. The molecular approach that applies advanced computational
chemistry (CC) techniques to develop computational models in order to explain
and predict how the selected catalysts (transition metals and metal oxides) affect
the adsorption and decomposition provides an efficient way to investigate these
phenomena. Using methods and approximations of computational chemistry the
following specific tasks should be addressed:
1. Chemical structure of adsorption sites of selected catalysts (transition metals

and metal oxides) in the gas phase and under influence of water solution. Since
industrial processes affect the surrounding environment including the water and
soil, special attention should be paid to the modeling of adsorption of those
substances from water solution by metal oxide catalytic surfaces. Research
should be devoted to deploying, modifying, and/or assessing existing remedi-
ation, characterization and industrial technologies to improve the success in the
removing groundwater contamination. As was discussed above, the influence of
a water bulk can be modeled using supermolecular approximation or by using
another approach in which the explicit solvent molecules are replaced by a
continuous medium represented by a dielectric constant (Polarized Continuum
Model (PCM)).

2. Chemical and physical characteristics of organophosphate adsorption on catalytic
surfaces (metal and metal oxide). The ability of sorption and desorption is one
of the primary mechanisms that control or retard the migration of many contam-
inants and their penetration into the bulk. Therefore, this research area should be
devoted to understanding the thermodynamics of organophosphorus compound
sorption on the surfaces of interest. Computational techniques are able to predict
how thermodynamic characteristics including adsorption enthalpies and Gibbs
free energies of organophosphates depend on the structural type of the catalyst
(metal and metal oxide) and the type of adsorption site (regular surface, defect,
or corner). Therefore, for all studied systems zero-point energies, enthalpies,
and Gibbs free energies at room temperature (298 K) could be calculated within
the harmonic oscillator-rigid rotor–ideal gas approximation. Also the values of
distribution coefficient �Kd� should be calculated since it is the most common
method used to describe contaminant adsorption on soil.

3. The degradation pathways of organophosphates on catalysts (thermodynamics
and kinetics of its decomposition) should be investigated. This includes
evaluation of the products and intermediates of the reduction or decomposition
processes. In all possible cases the rate constants and corresponding half-times
for organophosphate decomposition products should be also predicted along with
the kinetics of their degradation fate.
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	In order to model (bio)molecular systems and to simulate their dynamics one requires the potential energy functions at the microscopic, classical and/or quantum levels, as well as fast generators of the free-energy functions at the mezoscopic level. A brief overview of the methods which allow computations of the potential energy functions and the free energies is presented. The ongoing research is focused on designing molecular mezoscopic interaction potentials, applicable to nanoscale (bio)molecular systems, and on utilizing conformationally dependent atomic charges. In particular, the coupling of a fast quantum SCC-DFTB method with the Poisson-Boltzmann (PB) or Generalized Born (GB) models is discussed, and the role of the SCC-DFTB CM3 charges in computations of the mean-field electrostatic energies of molecular systems in real molecular environments is indicated. These charges reproduce very well molecular dipole moments, and are obtained from the Mülliken ones by applying a mapping procedure, using a quadratic function of the Mayer's bond orders. The PB and GB models give electrostatic reaction field energies of molecular environments, in particular, provide electrostatic contributions to the solvation energies. It is assumed that the solvation energy consists of the mean-field electrostatic and nonpolar (hydrophobic) energy contributions. Typically, the nonpolar term consists of the cavity formation free energy, and sometimes also of a mean van der Waals interaction energy of the molecular system with its environment. This allows to reproduce experimental solvation/hydration energies assuming different analytical forms of the nonpolar energy terms. Refined GB models, with new formulae for the Born radii are discussed. The nonpolar energies are quite well reproduced using the solvent accessible surface area (SASA), or a polynomial series depending on reciprocal values of the Born radii. Presence of the mean van der Waals energy on the quality of the fits is also discussed. Reliable mezoscopic models and theories play a key role in describing the functioning of nanoscale (bio)molecular systems
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	Density functional theory (DFT)-based molecular dynamics (MD) has established itself as a valuable and powerful tool in studies of chemical reactions. Thanks to the rapid increase in power of modern computers, ab initio MD has nowadays become practical. Within the Car-Parinello approach, first-principle MD is already quite popular methodology in molecular modeling. MD reveals the dynamical effects at finite temperatures and is particularly useful in probing the potential energy surfaces. Also, it can be utilized to directly determine the reaction free-energy barriers, as it explicitly includes temperature and thus the entropic effects. The first part of the chapter provides a brief introduction to ab initio MD, within the Born-Oppenheimer and Car-Parinello approaches. Here, we introduce basic concepts of Car-Parinello MD, with focus on the practical aspects of the simulation. The next part of the chapter summarizes the approaches used to overcome high-energy barriers in a simulation, and thus to probe the part of the potential energy surface relevant for chemical reactions (from the reactants to products through transition states). A special emphasis is placed on the MD simulation along the intrinsic reaction path. The last part of the chapter presents examples from CP-MD simulations from the studies on a complex catalytic process: copolymerization of ethylene with polar monomers catalyzed by late transition-metal-complexes
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	Modern modelling methods can now give a uniquely detailed understanding of enzyme-catalysed reactions, including analysing mechanisms and identifying determinants of specificity and catalytic efficiency. A new field of computational enzymology has emerged, which has the potential to contribute significantly to structure-based design, and in developing predictive models of drug metabolism; for example, in predicting the effects of genetic polymorphisms. This review outlines important techniques in this area, including quantum chemical model studies, and combined quantum mechanics/molecular mechanics (QM/MM) methods. Some recent applications to enzymes of pharmacological interest are also covered, showing the types of problems that can be tackled, and the insight they can give
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	Protein-protein recognition and complex formation are key issues in understanding cellular functions. Therefore, having in mind that it is of extreme importance to detect the functional sites in proteins interfaces, the present review focuses on computational approaches used to calculate the binding free energy contributions of each of the interface residues. Usually these methods do not allow the calculation of the contribution of each residue for binding in the wild type complex, but instead the difference in binding free energy between the wild type and a given residue. Although the first would be more meaningful from a phenomenological point of view, the second is the only one that is possible to measure experimentally. A number of quantitative models with different levels of rigor and speed are available for determination of the relative binding energy upon alanine mutation of residues in protein-protein interfaces. These algorithms can be divided essentially in two types: (a) empirical functions or simple physical methods and (b) fully atomistic methods Computer simulations complement experimental analysis, and add molecular insight to the macroscopic properties, by allowing the decomposing of the binding free energy into contributions of the various energetic factors. The capacity of predicting protein-protein associations is essential in computational chemistry because it establishes the connecting bridge between structure and function of biomolecular systems, and it allows the characterization of the energetics of molecular complexes
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	Isotope effects provide a powerful tool for learning structures of transition states, species that are not amenable for direct observation. In the case of enzymatic processes, however, their application for the purpose of transition state structure elucidation is often obscured by reaction complexity. However, experimental measurements of isotope effects, enhanced by theoretical QM/MM modeling of the chemical step of enzymatic catalysis, allows study of the changes that occur upon conversion of substrates to transition states. Information obtained about the nature of specific interactions within the active site of an enzyme may be used for practical purposes. In this communication we will summarize studies of haloacid dehalogenases, ornithine decarboxylase, and methylmalonyl-CoA mutase to exemplify these studies. Studies of transition state structure will also be presented for purine nucleoside phosphorylases (PNP). Experimental measurements of kinetic IEs for this enzyme together with theoretical analysis of their values led to rational synthesis of new inhibitors of this enzyme. The application of transition state theory to PNP has led to the most potent and specific inhibitors known for this important enzyme
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	Computer-aided techniques of rational design of enzyme inhibitors were reviewed. In silico lead generation and optimization protocols were outlined and several methods of inhibitor potency estimation by both empirical scoring functions as well as ab initio based calculations were described. Two representative examples of successful computer-aided analysis and design of novel, highly potent inhibitors of leucine aminopeptidase and glutamine synthetase were demonstrated. In addition fully nonempirical and systematic analysis of the physical nature of enzyme active site interactions has been performed for series of leucine aminopeptidase (LAP) and phenylalanine ammonia lyase (PAL) inhibitors. Results derived from ab initio calculations indicate that inhibitory activity is controlled by interactions with limited number of active site residues. Examination of entire hierarchy of theoretical models indicates that the inhibitory activity could be well represented by electrostatic interactions, leading to so called ``electrostatic key-lock'' principle
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	[NiFe] hydrogenase has recently received attention as an enzyme for catalyzing hydrogen production. We review the theoretical investigations of the catalysis mechanism. The hydrogen production reaction occurs at the active site of the hydrogenase and the active site has several paramagnetic and several EPR-silent states, the structures of which are still controversial. Moreover, different catalysis mechanisms have been proposed. We review the proposed mechanisms focusing on the reaction paths
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	The folding and stability of bacteriorhodopsin remains of great interest in view of its technological importance. Single molecules of bacteriorhodopsin are unfolded by attaching them to the tip of an AFM probe and then applying force <50 pico Newtons can be pulled one or more at a time. These experiments provide force profiles of individual chains which exhibit dependence and independence on rest of the helices until all of them are unfolded. Unlike differential scanning calorimetric studies which provide the global thermodynamic profile of proteins, AFM dynamic force probe methods provide a wealth of force profiles of the individual chains at a single molecule level which can then be reconstituted to map the energy landscape of bacteriorhodopsin. Energy landscape of bacteriorhodopsin from dynamic force probe method using atomic force spectroscopy is reviewed in this chapter
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	Dimerization, and more generally oligomerization, of G protein-coupled receptors (GPCRs) is experimentally proven and possibly all GPCRs act in oligomeric form. The coupling with G protein, phosphorylation by kinase and binding to arrestin what starts internalization process have also been shown to be influenced by the oligomeric state of the receptors. Cooperative interactions within homo- and heterodimers of GPCRs may be critical for the propagation of an external signal across the cell membrane, activation of a G protein and passing the signal down to effector proteins
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	Molecular dynamics simulations have been used to systematically study hydrogen storage in single walled carbon nanotubes of various diameters and chiralities using a recently developed curvature-dependent force field. Several fundamental issues related to the effects of nanotube size, chirality and the thickness of nanotube bundles have been examined. A novel methodology for the analysis of effective average adsorption energy and storage capacity was developed. Our simulation results suggest strong dependence of H2 adsorption energies on the nanotube diameter but less dependence on the chirality. Substantial lattice expansion upon H2 adsorption was found. The average adsorption energy increases with the lowering of nanotube diameter (higher curvature) and decreases with higher H2 loading. The calculated H2 vibrational power spectra and radial distribution functions indicate a strong attractive interaction between H2 and nanotube walls. The calculated diffusion coefficients are much higher than what has been reported for H2 in microporous materials such as zeolites, indicating that diffusivity does not present a problem for adsorption energy and effective capacity hydrogen storage in carbon nanotubes. We show that adsorption energy and effective storage capacity can be defined in a distance-dependent manner, providing a more comprehensive understanding of adsorption behavior
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	We have found that at least some (6,0) carbon and carbon/boron/nitrogen model nanotubes possess a remarkable capability for transmitting electronic effects along their full lengths. This can be triggered by even a rather minor asymmetric perturbation at one or both ends of the system. We have analyzed these quite striking effects as they are manifested in the computed electrostatic potentials and local ionization energies on the tube surfaces and, in one instance, in a reorganization of the framework structure. These observations, and some implications, are presented and discussed
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	This contribution summarizes recent progress in the computational treatment of organic species deposited on silicon surfaces, with emphasis on the Si(100) surface. Representative theoretical studies of various organic species in contact with Si surfaces are surveyed, involving unsaturated hydrocarbons, amines, phosphines, and alcohols as adsorbates. The connection of the presented computational results to spectroscopic measurement is outlined in each individual case. The strengths and the limitations of a finite cluster model for simulating the Si substrate are discussed. Further, a comprehensive investigation of one specific system is presented, namely 1-propanol adsorbed on Si(001)-(21). It is shown by density functional theory within periodic boundary conditions that 1-propanol in contact with Si(001)-(21) initially occupies a metastable physisorbed state which turns into a stable chemisorbed ground state by dissociative hydrogen transfer. This fragmentation effect is confirmed by ab initio molecular dynamics at room temperature. The adsorbed organic layer induces further surface reconstruction. For the first time, the band structure of the 1-propanole/Si(001) film is determined. The tendency of the energy gap as a function of 1-propanole coverage indicates that the surface becomes increasingly insulating as the areal density of the organic adsorbate is enhanced
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	Development of novel chemistry on semiconductor surfaces is an area of increasing research interests due to its technological importance. The possibility of depositing fullerenes on semiconductor surfaces via the formation of stable chemical bonds provides an opportunity to design and develop novel materials that meet the increasing stringent technology challenge. In this chapter, we review recent advances in the theoretical modeling of fullerene chemisorption on GaAs and Si surfaces. We show that strong covalent chemical bonds can be formed upon deposition of fullerenes of various sizes on these surfaces, forming well-ordered thin films. The chemical/physical properties of such thin films can be tailored by using different sizes of fullerenes
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	The problem with a contamination of soil and groundwater by organophosphorus compounds is a widespread environmental concern with environmental deterioration. However, the high cost of remediation becomes evident. Organophosphorus compounds have several applications (agricultural, industrial, and military). Nevertheless, assessments of the hazards from these applications quite often do not take into account chemical processes. The management of contaminants requires considerable knowledge and understanding of contaminant behavior. Unique properties of transition metals and metal oxides such as having high adsorption and catalytic ability have resulted in their applications as natural adsorbents and catalysts in the development of clean-up technologies. An understanding of the physical characteristics of the adsorption sites of selected parts of soil (metal oxides) and transition metals, the physical and chemical characteristics of the contaminant, details of sorption of contaminants on soil, on soil in water solution, and on transition metals, and its distribution within the system is of practical interest. Quantum-chemical calculations provide more insight into the aforementioned characteristics of organophosphorus compounds. This review summarizes experimental studies and the computational techniques and applications which are used to develop theoretical models that explain and predict how transition metals and metal oxides can affect the adsorption and decomposition of selected organophosphorus compounds. The results can contribute to a better knowledge of impact of such processes in existing remedial technologies and in a development of new removal and decompositiontechniques
	organophosphorus compound; nerve agent; adsorption; decomposition; soil; metal oxide; transition metal; cluster approach; surface reactivity; solvent; supermolecular approximation; continuum model; reaction kinetics
	Introduction
	Computational Methods and Models
	Applications of Transition Metals and Metal Oxides as Catalysts for Adsorption and Decomposition of Organophosphorus Compounds
	Summary and Future Research Area


	978-1-4020-5372-6_BookBackmatter_OnlinePDF.pdf


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




