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Preface to the Third Edition

Success of a product is determined by the market. I am therefore very pleased
that the first two editions of this book have been sold out, and that the
publisher has asked me to work on a third, revised and expanded edition. Ob-
viously, there is still demand for “Matter and Methods at Low Temperatures”,
even almost 15 years after publication of the first edition.

Before working on this revision, I had written to more than 20 expert
colleagues to ask for their recommendations for revisions. Besides details, the
essence of their response was the following (1) Essentially, leave as it is; (2)
Add more information on properties of materials at T > 1 K; (3) Add informa-
tion on suppliers of low-temperature equipment. Besides following the latter
two recommendations, I have, of course, taken into account all relevant new in-
formation and new developments that have become available since the second
edition was written more than 10 years ago, in 1995. I have found this infor-
mation in particular in the journals “Journal of Low Temperature Physics”,
“Review of Scientific Instruments”, and “Cryogenics”, as well as in the Pro-
ceedings of the International Conferences on Low Temperature Physics, which
took place in Prague (1996), Helsinki (1999), Hiroshima (2002), and Orlando,
FL (2005), as well as of the International Symposium on Quantum Fluids and
Solids, which took place in Ithaca, NY (1995), Paris (1997), Amherst, MA
(1998), Minneapolis, MN (2000), Konstanz (2001), Albuquerque, NM (2003),
and Trento (2004); the latter proceedings have also been published as issues
of the Journal of Low Temperature Physics.

I have included new chapters or sections on:

– Closed-cycle refrigerators
– Methods to measure heat capacity, thermal expansion, and thermal con-

ductivity
– Magnetic properties of some selected materials (replacing the former short

appendix) and methods to measure them
– The new temperature scale PLTS – 2000 (replacing the former section

on the preliminary scale CTS-2) and the new superconducting fixed-point
device SRD 1000
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– Oxide compound resistance thermometers
– Coulomb blockade thermometry
– Torsional and translational oscillators
– Low-temperature electronics, in particular SQUIDs (mostly a summary

on the relevant literature)
– As well as a list of commercial suppliers of cryogenic equipment and

materials needed for low-temperature research.

Furthermore, I have strongly revised or expanded the sections on dilu-
tion refrigeration, pressure transducers, cold valves, small superconducting
and normal conducting magnets, on thermometry, in particular resistance,
paramagnetic and NMR thermometry, as well as electronic microrefrigera-
tors. The new edition also contains more data on properties of materials at
low temperatures.

There are still further domains of increasing importance in low-
temperature research and technology that I could have included. For example,
the exciting developments on magneto-optically trapped and laser as well as
evaporatively cooled highly diluted gases and their Bose–Einstein condensa-
tion (however, the book still is on condensed-matter physics only); application
of low-temperature technology in space research and for particle detection;
low-temperature research in very high magnetic fields (partly covered in the
sections on calorimetry and on thermometry); or the developments of various
scanning tunneling microscopes for applications at low temperatures. These
developments show the increasing importance of low temperatures in fields
outside of the formerly traditional low-temperature research. However, in-
cluding them would have surely made this a too voluminous book. It already
contains 45 new figures and about 250 additional references compared to the
second edition!

I am grateful to A. Bianchi, G. Eska, P. Esquinazi, J. Pekola, R. Rosen-
baum, K. Uhlig, A.T.A.M. de Waele, as well as W. Buck and his colleagues
at the PTB Berlin for reading and commenting on various parts of my man-
uscript. Last but not least, it is a pleasure for me to acknowledge my close
collaboration with Thomas Herrmannsdörfer for about one and a half decades,
which has surely contributed to my understanding and appreciation of several
areas covered in this book.

Dresden
August 2006 F. Pobell



Preface to the Second Edition

It has been a great pleasure for me to see this book – very often several
copies – in almost every low-temperature laboratory I have visited during the
past three years.

Low- and ultralow-temperature physics continue to be lively and progress-
ing fields of research. New results have emerged over the four years since
publication of the first edition of my monograph. The second edition contains
relevant results particularly on thermometry and materials properties, as well
as many additional references. Of course, typographical errors I had over-
looked are now corrected. I am grateful to J. Friebel for checking and solving
the problems I have included in this new edition. And, as for the case of the
first edition, I again thank H. Lotsch for the very careful editing.

I hope that this lower-priced paperback edition will continue to be a valu-
able source for the research and study of many of my colleagues and their
students.

Bayreuth
November 1995 F. Pobell



Preface to the First Edition

The aim of this book is to provide information about performing experiments
at low temperatures, as well as basic facts concerning the low-temperature
properties of liquid and solid matter. To orient the reader, I begin with chap-
ters on these low-temperature properties. The major part of the book is then
devoted to refrigeration techniques and to the physics on which they are
based. Of equal importance, of course, are the definition and measurement
of temperature; hence low-temperature thermometry is extensively discussed
in subsequent chapters. Finally, I describe a variety of design and construction
techniques which have turned out to be useful over the years.

The content of the book is based on the three-hour-per-week lecture course
which I have given several times at the University of Bayreuth between 1983
and 1991. It should be particularly suited for advanced students whose in-
tended masters (diploma) or Ph.D. subject is experimental condensed matter
physics at low temperatures. However, I believe that the book will also be of
value to experienced scientists, since it describes several very recent advances
in experimental low-temperature physics and technology, for example, new
developments in nuclear refrigeration and thermometry.

My knowledge and appreciation of low-temperature physics have been
strongly influenced and enhanced over the years by many colleagues. In
particular, I wish to express my thanks to my colleagues and coworkers
at the Institut für Festkörperforschung, Forschungszentrum Jülich and at
the Physikalisches Institut, Universität Bayreuth. Their enthusiasm for low-
temperature physics has been essential for the work in our groups, and for
many achievements described in this book. Among them I wish to men-
tion especially R.M. Mueller, Ch. Buchal and M. Kubota from the time at
Jülich (1975–1983), K. Gloos, R. König, B. Schröder-Smeibidl, P. Smeibidl,
P. Sekowski, and E. Syskakis in Bayreuth (since 1983).

Above all, I am deeply indebted to my colleague and friend Girgl Eska,
who shares with me all the joys and sorrows of our low-temperature work in
Bayreuth. He and Bob Mueller read the entire manuscript and made many
important comments on it. I am also very grateful to Dierk Rainer for so often
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sharing with me his deep insight into the physics of many low-temperature
phenomena.

It is a pleasure for me to thank Mrs. G. Pinzer for her perfect typing
of the manuscript and Ms. D. Hollis for her careful copy-editing. Likewise,
I gratefully acknowledge the very thorough and time-consuming checking of
the whole manuscript by Dr. H. Lotsch.

Finally, I thank the Institute for Physical Problems, USSR Academy
of Sciences, where part of the manuscript was written, for the hospitality
extended to me, and the “Volkswagen Stiftung” for a stipend which I held for
some time while writing this book.

Bayreuth
September 1991 F. Pobell
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Introduction

The importance of temperature is very often not fully recognized, the reason
probably being that our life is restricted to an extremely narrow range of
temperatures. This can be realized if we look at the temperatures existing in
nature or accessible in laboratories (Fig. 1.1). These temperatures range from
about 109 K, the temperature at the center of the hottest stars and necessary
to form or destroy atomic nuclei, to 2 × 10−6 K, the lowest temperatures
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accessible today in the laboratory in condensed matter physics experiments.
This lower limit means that we have been able to refrigerate condensed matter
to within two microkelvin of absolute zero (0K = −273.15◦C). Indeed, nuclei
have been investigated at nuclear-spin temperatures which are another four
orders of magnitude lower, to below the nanokelvin temperature range. The
nanokelvin temperature range has also been reached for magneto-optically
trapped and laser as well as evaporatively cooled highly dilute gases. With
these achievements, low-temperature physics has surpassed nature by several
orders of magnitude, because the lowest temperature in nature and in the
universe is 2.73 K. This background temperature exists everywhere in the uni-
verse because of the photon energy which is still being radiated from the “big
bang”. If we compare low-temperature physics to other branches of physics,
we realize that it is actually one of the very few branches of science where
mankind has surpassed nature, an achievement which has not yet proved
possible, for example, in high-pressure physics, high-energy physics or vacuum
physics. The very wide range of temperatures accessible to experiments has
made temperature probably the most important among the parameters which
we can vary in the laboratory in order to change the properties of matter, to
obtain a better understanding of its behavior and to make practical use of it.

The historical development of refrigeration to lower and lower tempera-
tures is illustrated in Fig. 1.2. Air, N2 and O2 were liquefied and eventually
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solidified 1883 in Cracow by Z. Wroblewski and K. Olszewski. This was the
first time that mankind reached temperatures below 100 K. The scientists and
engineers involved in this venture had two aims. A very practical one was to
devise a means of refrigerating meat for its journey from other continents
to Europe. The scientific aim was to discover whether permanent gases ex-
ist, in other words, are there any substances which do not exist in the liquid
and/or solid state? This latter aim led to the liquefaction and solidification of
hydrogen by James Dewar in 1898; he reached temperatures of 20 K and later
13 K. At about that time the last gaseous element to be discovered, helium,
was detected first in spectroscopic investigations of solar protuberances and
then as a gas escaping from various minerals on earth. The Dutch scientist
Heike Kamerlingh Onnes won the race to liquefy this last element; he lique-
fied helium-4 at 4.2 K in 1908. Kamerlingh Onnes’ work opened up the Kelvin
temperature range to science, and scientists at his low-temperature laboratory
at the University of Leiden dominated low-temperature physics for at least
20 years, making many fundamental investigations in helium physics, in the
physics of metals and in the physics of magnetism, for example. In particular,
he discovered superconductivity of metals by refrigerating Hg to 4.2K in 1911,
and in the early 1920s he found some unexpected behavior in the properties
of liquid 4He, which later turned out to result from its superfluid transition at
2.2K. Today Kamerlingh Onnes is considered “the father of low-temperature
physics”. The gradual introduction of low-temperature physics to hundreds
of research laboratories was eventually made possible by the development
of commercial 4He liquifiers with counter-flow heat exchangers and Joule-
Thompson expansion or/and expansion engines by S.C. Collins after World
War II. In the last decade, the style of low-temperature experimentation has
again seen a quite substantial change from building most of the equipment at
home toward purchasing most of the equipment, like cryostats, closed-cycle
refrigerators, 3He-4He dilution refrigerators, magnetometers, SQUID ampli-
fiers, resistance and capacitance bridges, etc. Hence, I have added a list of
suppliers of cryogenic equipment.

In 1922, H. Kamerlingh Onnes reached 0.83 K by pumping on the vapour
above a bath of boiling 4He; this temperature record was lowered to 0.71 K in
1932 by his successor W.H. Keesom. Because at these temperatures the vapour
pressure of 4He becomes extremely small, the development of a fundamentally
different technology, magnetic refrigeration, was necessary to attain temper-
atures appreciably below 1 K. By adiabatic demagnetization of paramagnetic
salts, a method proposed in the late 1920s, we can approach absolute zero to
within a few millikelvin (Fig. 1.2). An advanced version of this magnetic re-
frigeration method, adiabatic demagnetization of nuclear magnetic moments,
is the only method known today by which we can reach temperatures far into
the microkelvin temperature range. While these “one-shot” magnetic cooling
methods were being perfected, another refrigeration technique, again based
on the properties of liquid helium, the dilution of the rare isotope 3He by the
common isotope 4He, enabled the development of a continuous refrigeration
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method to reach the low millikelvin temperature range. This method was pro-
posed in the 1960s and put into practice in the early 1970s. Today it is very
well developed and has probably approached its limits; it has largely replaced
adiabatic demagnetization of paramagnetic salts. Therefore, I shall discuss
dilution refrigeration at length and devote only a short chapter to electronic
paramagnetic refrigeration. Nuclear magnetic refrigeration – the refrigeration
method for the microkelvin temperature range – will, of course, be discussed in
detail. I shall also briefly describe two additional refrigeration methods based
on the properties of 3He even though they are of minor importance today:
refrigeration by evaporation of liquid 3He and refrigeration by solidification
of liquid 3He (Pomeranchuk cooling).

As a result of these developments, three refrigeration methods dominate
low-temperature physics today (Table 1.1). Temperatures in the Kelvin range
down to about 1 K are obtained by evaporation of liquid 4He, the evaporation
of pure 3He for cooling is now only of minor importance. The millikelvin tem-
perature range is completely dominated by the 3He–4He dilution refrigeration
method, which in a simple apparatus can reach minimum temperatures of
about 20 mK and in a more complicated apparatus 5 mK; the present record
is about 2 mK. The other two millikelvin refrigeration methods, Pomeranchuk
cooling and adiabatic demagnetization of electronic magnetic moments, are
of minor importance today. Finally, in the microkelvin temperature range, we
have only one method, nuclear adiabatic demagnetization. This method has
opened up the microkelvin temperature range (with a present minimum of
1.5 μK) to condensed-matter physics, and the nanokelvin temperature range
to nuclear-spin physics. At these extremely low temperatures it makes sense,
as we will see, to distinguish between a temperature of the nuclear magnetic
spin system and a temperature of the electrons and of lattice vibrations. When

Table 1.1. Refrigeration techniques. The methods which dominate in the three
temperature ranges are in italics

Temperature Refrigeration Available Typical Record
range technique since Tmin Tmin

I Kelvin Universe 2.73 K

Helium-4 evaporation 1908 1.3 K 0.7 K
Helium-3 evaporation 1950 0.3 K 0.23 K

II Milli- 3He–4He dilution 1965 10 mK 2mK
kelvin Pomeranchuk cooling 1965 3 mK 2mK

Electronic magnetic 1934 3 mK 1mK
refrigeration

III Micro- Nuclear magnetic 1956 100 μK 1.5 μKa

kelvin refrigeration

aThe given minimum temperature for the microkelvin temperature range is the
lattice (electronic) equilibrium temperature. Nuclear spin temperatures as low as
0.3 nK have been reached (Table 10.2)
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I speak about “temperature” in this textbook, I always mean the latter, unless
I explicitly state otherwise.

Low-temperature physics and technology are not possible without knowl-
edge of the relevant properties of liquid and solid matter at low temperatures.
And many fundamental properties of matter were only found and/or under-
stood after matter had been cooled to the Kelvin range or to even lower
temperatures. Among these properties are the quantization of lattice vibra-
tions (phonons), the electronic excitations leading to the linear temperature
dependence of the specific heat of conduction electrons, superconductivity,
superfluidity and many aspects of magnetism. Hence, this textbook begins
with chapters on the properties of liquid and solid matter at low temperatures
relevant for the performance and design of low-temperature experiments. But
even though a major part of the book will deal with solid-state physics, it
is not intended to replace more general textbooks on this subject. Indeed,
readers are assumed to have a basic knowledge of condensed-matter physics
as found in [1.1–1.6], for example. I have included extensive information on
materials properties at low temperatures and how to measure them.

Experiments at low temperatures make no sense without thermometry.
In fact, the measurement of a low or very low temperature and its relation
to the thermodynamic temperature scale are as important as the attainment
of that temperature itself, and very often just as difficult. This has become
increasingly apparent in the last decades as lower and lower temperatures have
been reached. Hence, after discussion of the various refrigeration techniques,
I shall discuss temperature scales and the various thermometric methods
at low temperatures. The book closes with a chapter on various “cryogenic
devices and design aids”, a discussion of various tools and tricks helpful for
low-temperature investigations, as well as some comments on low-temperature
electronics.

There are several excellent books on the properties of matter at low
temperatures [1.5, 1.6] and on the technology of cryogenics above about
1 K [1.7, 1.8] and below 1 K [1.9–1.12]. The reader should consult them for
subjects not included or not discussed in detail in this book; for example,
the SQUID and its various applications in low-temperature experiments, for
which the relevant literature can be found in Chap. 14. The two most compre-
hensive monographs [1.9, 1.10] on the subject of this book were published in
1974 and 1976, respectively, but the field of experimental physics at milli- and
microkelvin temperatures has been rapidly expanding since then, and there-
fore a new monograph devoted to this field seemed to be very appropriate.
The first two editions of this textbook were written in the years 1991 and
1995, respectively. Its new edition reflects the state of the art of experimental
low-temperature physics at the current time, i.e., in 2006. Endeavours in low-
temperature physics and technology have been rewarded by a great number of
fundamental discoveries that are important for our understanding of matter,
in particular of its quantum behavior, and for practical applications. These



6 1 Introduction

achievements were only possible by overcoming substantial experimental diffi-
culties, in particular when the range below 1 K was entered, and the (slightly
modified) statement from the first page of Lounasmaa’s book [1.9] provides a
good summary of the essentials:

An experimentalist wishing to pursue research at low temperatures
faces four technical difficulties: how to reach the low temperature,
how to measure it, how to reduce the external heat leak so that the
low temperature can be maintained for a sufficiently long time, and
how to transfer cold from one place to another. Many experimental
methods have been developed to provide a satisfactory solution to
these problems.

The progress in these areas will be discussed in the present book. I shall re-
strict the discussion of the properties of matter and experimental techniques
mostly to temperatures below about 10 K. Higher temperatures will only be
considered if we need them in order to understand what is going on at tem-
peratures of interest in this book. Therefore, some properties of materials are
given for temperatures up to 300 K.

References are made preferentially to books or to review articles. Origi-
nal publications are cited when I consider them necessary for obtaining more
details than can be given in a monograph. In many instances I cite not ac-
cording to priority but to pertinence for the purpose of this book. Since more
than a decade has passed since I had worked on the preceding edition of this
book, I had to add about 250 new references. I will use cgs and/or SI units,
whatever seems appropriate and as is typical for practical work in today’s low-
temperature laboratories. Equations – as for specific heat or susceptibility –
are given for one mole.
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Properties of Cryoliquids

In this chapter, I shall discuss properties of cryoliquids important for the
design and performance of low-temperature experiments. Of course, cryo-
liquids are very important for low-temperature physics because they are the
simplest means of achieving low temperatures. In particular, the properties
of liquid helium are essential because all refrigeration methods to T < 10 K
use liquid helium as a final or intermediate refrigeration stage. I shall not dis-
cuss the technology of liquefaction [2.1, 2.2]. For liquifaction the gas has to be
isothermally compressed and then expanded to let it perform “external” work
(for example, in an expansion engine), or perhaps using the well-known Joule–
Thomson effect, which means letting the gas expand and perform “internal”
work against the mutual attraction of its atoms or molecules. This latter effect
leads to cooling if the starting temperature is below the inversion temperature
Ti, which is 6.75 Tc, Tc being the critical temperature for a van der Waals
gas. Various properties of cryoliquids are summarized in Table 2.1 and are
compared there to the relevant properties of water. Of particular importance
for refrigeration are the boiling point Tb (defining the accessible temperature
range), the latent heat of evaporation L (defining the cooling power) and –
last but by no means least important – the price (defining the availability).

2.1 Liquid Air, Liquid Oxygen, Liquid Nitrogen

Today liquid oxygen is not in common use as a refrigerant because it is ex-
tremely reactive. An explosive oxidation reaction can occur if the oxygen
comes into contact with organic liquids, like oil used in pumps, or with solid
matter having a large surface area, like metal powder. The boiling temper-
ature of oxygen lies above the boiling temperature of nitrogen. Therefore, if
one keeps liquid air in a container, the nitrogen evaporates first, resulting
in an enrichment of liquid oxygen, and thus eventually leading to this dan-
gerous liquid again. For these reasons, today air is liquefied and separated
into oxygen and nitrogen in large liquefaction and separation plants. Liquid
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Table 2.1. Properties of some liquids (Tb is the boiling point at P = 1 bar, Tm the
melting point at P = 1 bar, Ttr(Ptr) the triple-point temperature (pressure), Tc(Pc)
the critical temperature (pressure), and L the latent heat of evaporation at Tb). The
data have mostly been taken from [2.3–2.5, 2.17]

subst. Tb Tm Ttr Ptr Tc Pc lat. heat, vol% in air
(K) (K) (K) (bar) (K) (bar) L (kJ l−1)

H2O 373.15 273.15 273.16 0.06∗ 647.3 220 2,252 –
Xe 165.1 161.3 161.4 0.82 289.8 58.9 303 0.1 × 10−4

Kr 119.9 115.8 114.9 0.73 209.4 54.9 279 1.1 × 10−4

O2 90.1 54.4 54.36 0.015 154.6 50.4 243 20.9
Ar 87.2 83.8 83.81 0.69 150.7 48.6 224 0.93
N2 77.2 63.3 63.15 0.13 126.2 34.0 161 78.1
Ne 27.1 24.5 24.56 0.43 44.5 26.8 103 18 × 10−4

n-D2 23.7 18.7 18.69 0.17 38.3 16.6 50 –
n-H2 20.3 14.0 13.95 0.07 33.2 13.2 31.8 0.5 × 10−4

4He 4.21 – – – 5.20 2.28 2.56 5.2 × 10−4

3He 3.19 – – – 3.32 1.15 0.48 –
∗ The exact value is Ptr = 61.1657 mbar

nitrogen (LN2) is then sold as a refrigerant at roughly 0.25e l−1 when de-
livered in large quantities. Very few research organizations still use their own
liquefaction plant as was common until the 1960s.

Evaporating nitrogen can cause suffocation if it displaces much of the usual
20% oxygen in an enclosed volume. Therefore, rooms in which evaporating
liquid nitrogen is kept have to be fitted with an appropriate ventilation system.

2.2 Liquid Hydrogen

In liquid hydrogen the pair of atoms forming an H2 molecule are bound by a
strong covalent force. The interactions between H2 molecules, which lead to
the liquid and solid states, are the weak van der Waals forces. These weak
dipolar forces, as well as the large zero-point motion of the light H2, result
in rather low boiling and melting points (Table 2.1). Because of the large
difference in strength between chemical bonds and dipolar forces, liquid and
solid H2 are true molecular fluids and crystals in which the molecules retain
many of the properties of free H2 [2.6, 2.7].

The dangerous feature of hydrogen is its exothermic reaction with oxygen
to form water. Therefore, liquid hydrogen should be used in a closed system.
However, sometimes the danger associated with hydrogen is over-estimated
because the reaction needs a concentration of more than 4% in air in order to
occur.

Whereas at one time liquid hydrogen was frequently used as a refrigerant
(and its use may become more common in hydrogen energy technologies in the
future), it is not often used in laboratories these days because the temperature
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range between the boiling point of nitrogen (77 K) and the boiling point of
helium (4.2 K) is now accessible by means of closed-cycle refrigerators
(Sect. 5.3), helium evaporation cryostats (Sect. 5.2.3) or by performing the
experiment in helium gas above a liquid-helium bath.

In spite of the minor importance of hydrogen as a refrigerant I shall discuss
one of its properties which is important in various low-temperature experi-
ments and which demonstrates some rather important atomic and statistical
physics: the ortho–para conversion of H2 [2.6–2.12].

The proton H has a nuclear spin I = 1/2. In a H2 molecule the two
nuclear spins can couple to a total spin I = 0 or I = 1, depending on their
relative orientation. Thus, the H2 molecule can have a symmetric nuclear state
(I = 1), so-called ortho-H2. This system has a degeneracy of 2I + 1 = 3, which
means that it can exist in three different spin orientational states, namely
m = −1, 0,+1. For the other total-spin situation (I = 0) we have an anti-
symmetric state, so-called para-H2, with the degeneracy 2I + 1 = 1, which
means that this system can only exist in one spin state, m = 0.

In addition, the non-spherical H2 molecule can rotate and we have the
H2 rotator with the rotational quantum numbers J = 0, 1, 2, 3, . . .. Because
of the weak interaction between H2 molecules, the behavior of the rotator is
free and J remains a good quantum number. The various rotational states are
separated by rotational energies:

ER =
�

2

2θ
J(J + 1) , (2.1)

where θ = 4.59 × 10−48 kg m2 is the moment of inertia of the H2 rotator.
Protons are Fermi particles (fermions). As a result, the total wave function

of the H2 molecule has to be anti-symmetric under an exchange of particles.
In other words, it has to change its sign if the two nuclei are exchanged. The
total wave function is a product of the spin wave function and the spatial wave
function (electronic and vibronic excitations are negligible at T < 1,000 K). To
get an anti-symmetric total wave function either the spin or the rotator wave
function has to be anti-symmetric and the other one has to be symmetric. This
results in two possibilities for the hydrogen molecule, which are summarized
in Table 2.2.

The energy states of para- and ortho-hydrogen are depicted in Fig. 2.1. The
total degeneracy of each rotational state is given by d = (2J + 1)(2I + 1).

Table 2.2. Properties of ortho- and para-hydrogen

Molecule Nuclear Symmetry Deg. Rotator Symmetry Deg.
spin, I quantum

number, J

Ortho-H2 1 Symmetric 3 1, 3, . . . Anti- 3, 7, . . .
symmetric

Para-H2 0 Anti- 1 0, 2, . . . Symmetric 1, 5, . . .
symmetric
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Fig. 2.1. Rotational energy states of para- and ortho-H2. The degeneracy of the
rotational states of ortho-H2 is lifted by an electric quadrupole interaction between
the H2 molecules which is of order 2 K. A nuclear magnetic dipole interaction of
order 10−6 K lifts the nuclear magnetic degeneracy of the mJ states

Because of the rather large energies ΔER separating the various rotator
states, only the lowest rotational energy states are significantly populated
at room temperature or lower temperatures. Owing to this fact and because
of the different rotational degeneracies as well as of the threefold nuclear
degeneracy of ortho-H2, we have 25% para-hydrogen and 75% ortho-hydrogen
in thermal equilibrium at room temperature. Because para-H2 (J = 0) has
lower energy than ortho-H2 (J = 1) (the difference is 172 K if expressed in
terms of temperature), a conversion from ortho- to para-hydrogen occurs if
we cool hydrogen to low temperatures. Their ratio is given by

Northo

Npara
=

3
∑

J=1,3,...(2J + 1)e−�
2J(J+1)/(2θ·kBT )∑

J=0,2,...(2J + 1)e−�2J(J+1)/(2θ·kBT )
. (2.2)

This ratio is illustrated in Fig. 2.2. At 77 K the equilibrium ratio is 1:1, but
at 20 K we should have 99.8% para-H2 in thermal equilibrium.

We have to take into account two important aspects of this conversion.
First of all, it is an exothermic reaction giving rise to the rather large heat
release of U = 1.06 (1.42) kJ mol−1H2 for a starting ortho concentration of
75% (100%). Secondly, the conversion between different rotational states is
connected with a change of the nuclear spin orientation. For this change of
the nuclear quantum state, we need an interaction of the nuclear magnetic mo-
ments with each other or with changing magnetic fields in their surroundings.
Because of the smallness of the nuclear moments this nuclear dipolar interac-
tion is rather weak. It can only occur in the collision of two H2 molecules if
there is no other magnetic partner available. We then have an autocatalytic
reaction and, due to its weakness, the conversion is slow with an ortho-to-para
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Fig. 2.2. Ratio of ortho-to-para hydrogen as a function of temperature

rate constant of k = 1.8% per hour for solid H2 at melting pressure [2.10,2.13],
leading to interesting time effects.

Let us calculate the heat release due to this conversion. The change of
the concentration x of the ortho molecules with time t for this autocatalytic
reaction is given by

dx

dt
= −kx2 , (2.3)

resulting in
x(t) =

x0

1 + x0kt
, (2.4)

where x0 is the starting ortho concentration, which is 0.75 for T = 300K.
This gives rise to the molar heat release

Q̇ = −U
dx

dt
= U

kx2
0

(1 + x0kt)2
. (2.5)

There are two situations in which this heat release can give rise to prob-
lems in experiments at low or ultralow temperatures. First, we have to keep in
mind that the heat release due to ortho–para conversion is quite large. There-
fore, if one has a liquid consisting mainly of ortho-hydrogen it will evaporate
due to the ortho–para conversion even without any extra external heat be-
ing introduced. As a result, one has first to convert the ortho-H2 to para-H2

before the liquid can be used as a refrigerant. The conversion is strongly accel-
erated if the H2 is brought into contact with a catalyst containing electronic
magnetic moments, e.g., ferric hydroxide, iron or chromic oxide [2.2, 2.11],
or oxygen [2.12], because then the small nuclear magnetic moment of one of
the two interacting O–H2 is replaced by the much larger electronic magnetic
moment of the catalyst. The conversion equation is then changed to

dx/dt = −kx2 − k1xx1, (2.6)
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where k1is the conversion rate constant for the catalyzed reaction and x1 is
the concentration of the paramagnetic impurity. Because of the temperature
dependence of the diffusion time of the o–H2 molecule to the paramagnetic
impurity, k1 is temperature dependent at T < 10 K. At higher temperatures,
k1=1.15% per second (!) for solid H2 containing x1=100 ppm O2 only, as an
example [2.12]. In pure liquid and gaseous H2, the ortho- to para-conversion
rate constant is (3 to 22) 10−3 per hour (!) for H2 densities between 0.02 and
0.1 g cm−3 and at temperatures from 16 to 120 K [2.13].

The second problem became apparent with the advent of ultralow-
temperature physics, where the refrigeration power of refrigerators can be-
come rather small (in the microwatt range for low millikelvin temperatures and
in the nanowatt range for microkelvin temperatures; see Chaps. 7–10). Many
metals, such as palladium and niobium, can dissolve hydrogen in atomic form
in their lattice. However, many others such as Cu, Ag, Au, Pt and Rh, cannot
dissolve hydrogen in a noticeable quantity in their lattice. If these metals con-
tain traces of hydrogen, hydrogen molecules collect in small gas bubbles with
a typical diameter of some 0.1 μm [2.14]. In practice, many of these metals
contain hydrogen at a typical concentration of 10–100 ppm due to their elec-
trolytic production or from a purification process. The hydrogen pressure in
these small bubbles is so high that the hydrogen becomes liquid or solid if the
metal is cooled to low temperatures. This then results again in a conversion
from ortho- to para-hydrogen in the small bubbles, and therefore gives rise to
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Fig. 2.3. Heat release at T ≤ 0.1 K from 19 g Cu samples charged at 930◦C in
3.05 bar of the indicated gases as a function of time after cooling to T ≤ 4K. The
upper curve represents (2.5) for 23 μmol H2 (76 ppm H2/Cu). The curve through the
D2 data is the corresponding equation for deuterium [2.9] for 25 μmol D2 (83 ppm
D2/Cu). The Cu sample heated in an He atmosphere did not give a heat release
above the indicate background value of the calorimeter [2.15]
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heat release in these metals (Fig. 2.3) [2.15, 2.16]. The heat release is small,
typically of the order of 1 nW g−1, but it can be very detrimental if such
a metal is used in an apparatus designed for ultralow-temperature physics
experiments, such as a nuclear refrigerator for the microkelvin-temperature
range (Sect. 10.5.3).

In addition to its importance for low- and ultralow-temperature physics
and its nice demonstration of atomic and statistical physics, the ortho–para
conversion also demonstrates in a rather impressive way how very little en-
ergy, in this case the nuclear magnetic interaction energy (which is of the
order of microkelvins if expressed in temperatures), due to the existence of
nuclear spins and in combination with the Pauli principle, can result in rather
dramatic effects involving much higher energies, in this case the rotational
energy of the order of 100 K.

2.3 Liquid Helium

2.3.1 Some Properties of the Helium Isotopes

In 1868, the two scientists J. Janssen and N. Lockyer detected new spectral
lines in the optical spectrum of the sun. First it was suggested that these
lines might belong to an isotope of hydrogen or to sodium, but very soon it
became evident that the spectral lines belonged to a new element, later called
“helium”. In 1895 the British scientist W. Ramsey detected these lines on
earth, in a gas escaping from the mineral clevite. Two of the most eminent
physicsts of that time, J. Dewar in London and H. Kamerlingh Onnes in
Leiden, began a race to liquefy this newly discovered element of the periodic
table. H. Kamerlingh Onnes won this race, liquefying helium at a temperature
of 4.2 K in 1908. The first commercial helium liquefier built by S.C. Collins
in 1947 had a profound impact on the spread of low-temperature experiments
because liquid helium is the most important substance for low-temperature
physics. All refrigeration methods for temperatures below about 10 K either
use liquid helium exclusively or, if they go to very low temperatures, use
liquid helium in the pre-cooling stages. At first liquid helium was employed
only as a tool, but research in the following decades made it very obvious that
liquid helium is a most exotic and interesting liquid exhibiting many unique
properties.

Whereas in the first years of helium research the 4He gas was obtained
from minerals, today helium is obtained exclusively from helium-rich natural-
gas sources. In both cases it is a product of radioactive alpha decay. The gas
sources, particularly in the USA, North Africa, Poland, the Netherlands and
the former USSR, can contain up to about 10% helium.

The common stable helium isotope is 4He. Its nucleus contains two protons
and two neutrons, each with anti-parallel nuclear spin orientation. Therefore,
the total nuclear spin of 4He, I = 0; it is a Bose particle (boson). The rare
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helium isotope 3He constitutes a fraction (1–2) × 10−7 of helium gas from
natural gas sources and about 1.3× 10−6 of the helium gas in the atmosphere.
Obtaining 3He in a reasonable amount from these two sources by separating
it from 4He is very costly. The 3He in use today for low-temperature physics
experiments is a byproduct of tritium manufacture in a nuclear reactor:

6
3Li + 1

0n ⇒ 3
1T + 4

2He ,

3
1T

12.3y⇒ 3
2He + 0

−1e + ν̄ ,

where ν̄ is the electron anti-neutrino. The helium isotopes are separated from
tritium by diffusion processes. Due to this method of production, 3He has
only been available in necessary quantities since the late 1950s, and it is
expensive (about 200e l−1 of gas at standard temperature and pressure). The
3He nucleus again contains two protons, but only one neutron. Therefore, its
total nuclear spin I = 1/2, and 3He is a fermion. The different statistics for
the boson 4He and for the fermion 3He cause substantial differences in their
low-temperature behavior, some of which will be discussed in the following
pages. Details can be found in [2.17–2.24].

Besides the stable isotopes 3He and 4He, there exist two unstable helium
isotopes with relatively long lifetimes: 6He (τ1/2 = 0.82 s), and 8He (τ1/2 =
0.12 s); they have not yet been liquified.

In Table 2.3 some important properties of the two stable helium isotopes
are summarized and their pressure–temperature phase diagrams are shown in
Fig. 2.4. The table and the figure demonstrate some of the remarkable prop-
erties of these so-called quantum substances. First, there are their rather low
boiling points and critical temperatures. Then, unlike all other liquids these
two isotopes do not become solid under their own vapour pressure even when
cooled to absolute zero. One has to apply at least about 25.4 or 34.4 bar (for
T → 0 K), respectively, to get these two isotopes in their solid state. Conse-
quently, the helium isotopes have no triple point where gas, liquid and solid

Table 2.3. Properties of liquid helium

3He 4He

Boiling point, Tb (K) 3.19 4.21
Critical temperature, Tc (K) 3.32 5.20
Maximum superfluid transition temperature, Tc (K) 0.0025 2.1768
Densitya, ρ (g cm−3) 0.082 0.1451
Classical molar volumea, Vm (cm3 mol−1) 12 12
Actual molar volumea, Vm (cm3 mol−1) 36.84 27.58

Melting pressureb, Pm (bar) 34.39 25.36
Minimum melting pressure, Pm (bar) 29.31 25.32
Gas-to-liquid volume ratioc 662 866

aAt saturated vapour pressure and T = 0 K.
bAt T = 0 K.
cLiquid at 1 K, NTP gas (300 K, 1 bar).
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phases coexist. The melting pressure of 4He is constant to within about 10−4

below 1 K but for 3He it shows a pronounced minimum at 0.32 K (Chap. 8).
Then the two liquids have a rather small density or large molar volume. The
molar volume Vm of 4He (3He) is more than a factor of two (three) larger than
one would calculate for a corresponding classical liquid.

The origin for all these observations are two essential properties of helium.
First, the binding forces between the atoms are very weak. They are van der
Waals forces and are weak because of the closed electronic s-shell of helium,
giving rise to the absence of static dipole moments and to the smallest known
atomic polarizibility α = 0.1232 cm3 mol−1 (the resulting dielectric constants
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for the two helium isotopes are ε4 = 1.0572 and ε3 = 1.0426). For example,
these binding forces are more than an order of magnitude smaller than for
hydrogen molecules with their larger polarizibility, which leads to a much
higher boiling temperature of H2. Because the electronic structure of the two
helium isotopes is identical, they have identical van der Waals forces and
behave identically chemically. Second, due to the small atomic mass m, the
two helium isotopes have a large quantum mechanical zero-point energy E0,
given by

E0 =
h2

8ma2
, (2.7)

where a = (Vm/N0)1/3 is the radius of the sphere to which the atoms are
confined, and N0 is Avogadro’s number, 6.022 × 1023 atoms mol−1.

The large zero-point energy (which is larger than the latent heat of evap-
oration of liquid helium, see (Table 2.1)) gives rise to a zero-point vibration
amplitude which is about 1/3 of the mean separation of the atoms in the liq-
uid state. Figure 2.5 illustrates the influence of the zero-point energy on the
total energy as a function of distance between the atoms, and demonstrates
why helium – in contrast to all other substances – will remain in the liquid
state under its own vapour pressure even when cooled to absolute zero. Of
course, due to its smaller mass the influence of the zero-point energy is more
pronounced for 3He, giving rise to its lower boiling point, smaller density,
smaller latent heat of evaporation and larger vapour pressure (Sect. 2.3.2).
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Fig. 2.5. (a) Zero-point and potential energies of liquid 4He as a function of molar
volume. The total energy is the sum of these two energies. (b) Illustration of why
the liquid state is the stable one for helium at saturated vapour pressure even at
T = 0 K
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Because of the strong influence of quantum effects on their properties,
the helium liquids are called quantum liquids. In general, this term is used
for any liquid whose kinetic (or zero-point) energy is larger than its potential
(or binding) energy. To distinguish these liquids from classical liquids one
introduces a quantum parameter λ = Ekin/Epot. These parameters λ for
some cryoliquids are:

liquid: Xe Kr Ar N2 Ne H2
4He 3He

λ: 0.06 0.10 0.19 0.23 0.59 1.73 2.64 3.05

indicating that hydrogen and the helium isotopes are quantum liquids in this
sense.

2.3.2 Latent Heat of Evaporation and Vapour Pressure

The latent heat of evaporation L and the vapour pressure Pvap are important
properties that determine whether a liquid is suitable for use as a refrigerant.
For the helium isotopes both these properties are dramatically different from
the values of the corresponding classical liquids due to the large zero-point
energy. For example, for 4He the latent heat of evaporation is only about
one-third of its value for the corresponding classical liquid. Due to the small
heat of evaporation of helium (Fig. 2.6), liquid helium baths have a rather
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small cooling power (it is very easy to evaporate them). Therefore, all low-
temperature experiments require efficient shielding against introduction of
heat from the surroundings, e.g., heat due to radiation, heat along supports
to the experiments, or heat due to the measurements one wants to perform
at low temperatures. This will be discussed later when we discuss the design
of low-temperature equipment. The dip in L for 4He at 2.2 K is due to the
superfluid transition occurring at this temperature, which will be discussed in
Sect. 2.3.3.

The vapour pressure can be calculated, at least to a first approximation,
from the Clausius–Clapeyron equation[

dP

dT

]
vap

=
Sgas − Sliq

Vm,gas − Vm,liq
, (2.8)

where S is the entropy and Vm the molar volume.
If we take into account that the difference in the entropies of the liquid and

gaseous phases is L/T , that the molar volume of the liquid is much smaller
than the molar volume of the gas, and that in a rough approximation the
molar volume of helium gas is given by the ideal gas equation Vgas

∼= RT/P ,
then we obtain [

dP

dT

]
vap

∼= L(T )P
RT 2

, (2.9)

and eventually arrive at our result for the vapour pressure

Pvap ∝ e−L/RT , (2.10)
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if we make the further approximation that L ∼= const. (Fig. 2.6). Therefore,
the vapour pressure decreases roughly exponentially with decreasing temper-
ature, as shown in Fig. 2.7 for the helium isotopes and in Fig. 2.8 for several
cryoliquids (for more details on vapour pressures see Sects. 11.2 and 12.2).

One can take advantage of this pronounced temperature dependence of
the vapour pressure in several ways. In the Kelvin temperature range, the
vapour pressures of all substances except helium are extremely low (Fig. 2.8).
Therefore, the surfaces in a low-temperature apparatus cooled to Kelvin tem-
peratures, e.g., by liquid helium, are extremely efficient “pumps”. If one has
pumped on the vacuum space of a low-temperature apparatus at high temper-
atures, the valve to the pumping system should be closed when the apparatus
has reached the Kelvin temperature range by introducing liquid helium be-
cause the cold surfaces can improve the vacuum by several orders of magnitude
by condensing the remaining gas molecules. Usually it is much better to do
this than to keep the valve to the pumping system open, because after a
while the cold surfaces may pump molecules from the pumping system (such
as crack products of the pump oil) into the cryostat. This “cryopumping” is
utilized commercially in so-called cryopumps available from various suppliers.

Second, one can pump on the vapour above a liquid, for example above a
liquid-helium bath, to obtain temperatures below the normal (1 bar) boiling
point. If one pumps away atoms from the vapour phase, the most energetic
(“hottest”) atoms will leave the liquid to replenish the vapour. Therefore the
mean energy of the liquid will decrease; it will cool. For a pumped-on liquid
bath where ṅ particles/time are moved to the vapour phase, the cooling power
is given by

Q̇ = ṅ(Hliq − Hvap) = ṅL̇ . (2.11)

Usually a pump with a constant-volume pumping speed V̇ is used and there-
fore the mass flow ṅ across the liquid–vapour boundary is proportional to the
vapour pressure
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ṅ ∝ Pvap(T ) , (2.12)

giving a cooling power
Q̇ ∝ LPvap ∝ e−1/T . (2.13)

This last equation demonstrates that the cooling power decreases rapidly with
decreasing temperature because the vapour pressure decreases rapidly with de-
creasing temperature and pumping becomes less and less efficient. Eventually
there is almost no vapour left, resulting in a limit for the minimum tempera-
ture obtainable by pumping on a bath of an evaporating cryoliquid. This limit
is reached when the refrigeration due to evaporation of atoms is balanced by
the external heat flowing to the bath. The practical low-temperature limits
determined by experimental parameters are typically about 1.3 K for 4He and
0.3 K for 3He (Fig. 2.8).

The temperature dependence of the vapour pressure of liquid helium is
well known and can be used for vapour-pressure thermometry (Sect. 12.2). By
measuring the vapour pressure above a liquid-helium bath (or other liquids
at higher temperatures) one can read the temperature from the correspond-
ing vapour pressure table. In fact, the helium-vapour pressure scale repre-
sents the low-temperature part of the international temperature scale ITS-90
(Sect. 11.2).

2.3.3 Specific Heat

Many of the basic properties of a material, including liquid helium, are re-
vealed by its specific heat. First of all, the specific heat of liquid helium is
very large compared to the specific heat of other materials at low tempera-
tures (Fig. 2.9). For example, at about 1.5 K the specific heat of 1 g of 3He
or 4He is of the order of 1 J K−1 whereas the specific heat of 1 g of Cu is
only about 10−5 J K−1 at this temperature. This remarkable fact is of great
cryotechnical importance for low-temperature physics. It means that the ther-
mal behavior, for example the thermal response time, of a low-temperature
apparatus is in most cases determined by the amount and thermal behavior
of the liquid helium it contains. In addition, the latent heat of evaporation
of liquid helium – even though it is rather small compared to the latent heat
of other materials – is large compared to the specific heat of other materials at
low temperatures, enabling us to cool other materials, e.g., a metal, by liquid
helium. Both properties mean that the temperature of an experiment rapidly
follows any temperature change of its refrigerating helium bath.

At low temperatures the properties of materials are strongly influenced by
statistical or quantum effects. This is particularly important for the specific
heat of the helium isotopes. As Fig. 2.10 demonstrates, the specific heat of
4He has a pronounced maximum at about 2.17 K, indicating a phase transi-
tion to a new state of this liquid. The detection of this phase transition came
as a great surprise to scientists. It was not expected that anything interesting
could happen at low temperatures with this rather simple liquid composed of
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inert spherical atoms. Therefore, when L.J. Dana and H. Kamerlingh Onnes
measured the specific heat of liquid helium in the 1920s and saw an “anom-
alous” increase of the specific heat at about 2 K, they did not publish the
data points at those temperatures, believing that they resulted from some ex-
perimental artefacts. Later W.H. Keesom and K. Clusius (1932) in the same
laboratory of the University of Leiden measured the specific heat of liquid
helium again and again saw the pronounced peak of the specific heat. They
did believe in their data and realized that a phase transition occurred in this
liquid at that temperature, the transition to the unique superfluid state of
4He. W.H. Keesom introduced the names He I for the normal liquid above
the transition temperature and He II for the superfluid liquid below it. The
history of the specific heat of liquid 4He is one of the important examples in
physics that one should never disregard any apparently “anomalous” data or
data points unless one has good reason not to trust one’s own measurements.
The specific heat maximum of liquid 4He near 2.2 K has been measured with
increasing temperature resolution over the past decades (Fig. 2.10). Today it
is known with a sub-nanokelvin temperature resolution, and these very pre-
cise measurements are one of the most important testing grounds for modern
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on a logarithmic temperature scale. Reprinted with permission from [2.30]; copy-
right (2003) Am. Phys. Soc.. These latter data have been taken in flight on earth
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sure gradients in the liquid sample of finite height. For the applied high-resolution
thermometry see Sect. 12.9

theories of phase transitions [2.27–2.30]. It is a demonstration of the model
character of the superfluid transition of liquid helium for phase transitions
and the very advanced state of low-temperature thermometry (Chaps. 11 and
12, in particular Sect. 12.9). Helium is an extremely good system for the study
of properties with a very high temperature resolution near a critical tempera-
ture due to its extreme purity (all other materials are “frozen-out”). Therefore
the sharpness of the transition. The characteristic shape of the specific heat
maximum has led to the term λ-transition for the superfluid transition of 4He
occurring at the λ-temperature Tλ = 2.1768K at saturated vapour pressure.
The λ-temperature decreases with increasing pressure to a value of 1.7673 K
at the melting line (Fig. 2.4).
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Above the λ-transition, 4He behaves essentially like a classical fluid or
in some respects – because of its low density – almost like a classical gas
(Fig. 2.11). But below Tλ due to its (Bose–Einstein like) condensation in mo-
mentum space, its entropy and specific heat decrease rapidly with temperature
(Fig. 2.9). Between 1 and about 2 K the specific heat of 4He has a strong tem-
perature dependence due to so-called roton excitations. Finally, below 0.6 K,
the specific heat decreases with T 3 due to phonon-like excitations, as for an
insulating Debye solid (Sect. 3.1.1) [2.17–2.24].

The isotope 3He has a nuclear spin I = 1/2. It is therefore a Fermi particle
and has to obey Fermi statistics and the Pauli principle. This liquid has many
properties in common with the “conducting Fermi liquid” composed of elec-
trons in metals, which are also spin-1/2 particles. For example, the specific
heat of 3He obeys C ∝ T at low enough temperatures. This result and some
other properties of 3He will be discussed in Sect. 2.3.6 and in Chaps. 7 and 8.

2.3.4 Transport Properties of Liquid 4He:
Thermal Conductivity and Viscosity

In its normal fluid state above T = 2.2 K, liquid 4He, due to its low density,
shows transport properties almost like a classical gas (Fig. 2.11). The same
applies to liquid 3He at temperatures above 0.1 K. Due to its low thermal
conductivity above 2.2 K [it is about a factor of 10 (104) lower than the ther-
mal conductivity of stainless steel (Cu), see Sect. 3.3] liquid 4He I boils with
strong bubbling. When one pumps on liquid 4He I (or liquid 3He), bubbles
of vapour form within the liquid and the liquid is agitated when they rise to
the surface. The bubbles form because the bulk of the liquid is hotter than
its pumped surface. In an experiment employing liquid helium it is very likely
that there are large thermal gradients in the liquid at these temperatures.
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This is of importance, for example, when the vapour pressure of liquid he-
lium is used for thermometry (Sect. 12.2). Conversely, below 2.2 K, in the
superfluid state, under ideal experimental conditions (heat flow Q → 0) the
thermal conductivity of 4He II is infinite; for realistic conditions it is finite but
quite large (Fig. 2.12). The very high thermal conductivity of superfluid he-
lium makes this material a very efficient medium for establishing temperature
homogeneity or for transporting heat. For example, at these temperatures the
liquid does not boil as other liquids do if heated from the bottom or if they
are pumped, because for boiling by creation of bubbles and their transport to
the surface it is necessary that a temperature gradient is established. This is
impossible in liquid helium below Tλ if the heat current is not so large that
it “destroys” the superfluid state. In the superfluid state helium atoms evap-
orate exclusively from the surface and the liquid is “quiet” because no more
bubbles are formed. The thermal conductivity of superfluid 4He below 0.4 K,
in the phonon regime, and at P ≤ 2 bar is given by

κ4 ∝ 20dT 3(W (K cm)−1) , (2.14)

where d is the diameter of the 4He column in centimeters (Fig. 2.12) [2.32].
As a result, the thermal conductivity of superfluid 4He is quite high under
most experimental conditions, comparable to that of a metal. For the physics
of heat transport in superfluid 4He, the reader should consult the literature
specializing on this quantum liquid [2.17–2.24].
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Because the thermal conductivity of superfluid helium can be very large
(or ideally infinitely large), temperature waves or entropy waves can prop-
agate in this unusual liquid. This wave propagation is called second sound
to distinguish it from the usual first sound, the density waves. The velocity
of second sound in 4He II is about an order of magnitude smaller than the
velocity of first sound at 1K ≤ T ≤ 2K [2.17–2.24].

In the superfluid state, liquid helium has a vanishing viscosity, ηs = 0,
for flow through fine capillaries or holes; it is indeed “superfluid” if the flow
velocity does not exceed a critical value (corresponding to a critical current in
metallic superconductors). The vanishing viscosity allows superfluid helium
to flow in a persistent mode as the persistent supercurrents in a metallic
superconductor do. Apparatus which seems to be leak-tight for T ≥ Tλ may
show a leak at lower temperatures if it comes into contact with superfluid
helium because this liquid can flow through minute cracks or holes which are
impermeable to viscous materials. This is a very efficient way of detecting
extremely small leaks. On the other hand, it is, of course, a nuisance because
apparatus which seems to be leak-tight at higher temperatures may suddenly
develop a so-called superleak when in contact with superfluid helium.

The transport properties of liquid 3He will be briefly discussed in
Sect. 2.3.6.

2.3.5 Superfluid Film Flow

The walls of a container which is partly filled with liquid helium are coated
with a film of helium via the adsorption of atoms from the vapour phase. Due
to the rather strong van der Waals interaction which a substrate exerts on
helium atoms, the first layer of 4He on a substrate is solid and the liquid film
above it is relatively thick, typically 30 nm at SVP (see below). Usually, due
to its viscosity, such a film is immobile. However, in the superfluid state with

Fig. 2.13. Due to its superfluid properties 4He II can leave a container via superfluid
film flow over the walls
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ηs = 0, the film can move. If two containers which are partly filled with liquid
He II to different levels are connected, their levels will equalize by means of
frictionless flow of the He II film from one container to the other one driven
by the difference in gravitational potential (Fig. 2.13); the film acts as though
being siphoned. This superfluid film flow [2.17,2.33] will lead to an enhanced
evaporation rate from 4He baths at T < Tλ because the superfluid film flows
to hotter places and evaporates there.

Here, I will calculate the thickness d of a helium film at a height h above
the bulk liquid level (Fig. 2.14). For the chemical potential of the film we have

μfilm = μ0 + mgh − α/dn , (2.15)

where μ0 is the chemical potential of the bulk liquid, and mgh is the grav-
itational term. The last term in the above equation is the van der Waals
potential which the substrate supplies to the film (with n = 3 for d ≤ 5 nm;
n = 4 for d ≥ 10 nm). For thin films, the van der Waals constant is α/kB =
(10–200 (K)) × (no. of helium layers)3 for various solid substrates [2.33].
In thermal equilibrium an atom has to have the same chemical potential on
the surface of the bulk liquid and on the surface of the film (μfilm = μ0); this
condition leads to (for d ≤ 5 nm)

d = (α/mgh)1/3 . (2.16)

m film = m0+ mgh−a /d3

d

h

m= m0

Vapour

Film

Bulk
liquid

Fig. 2.14. Profile of a helium film on a vertical wall in equilibrium with its bulk
liquid and with its saturated vapour. The chemical potential is given for the bulk
liquid (μ0) and for the liquid film (μfilm) at a height h above the bulk liquid
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A typical value is
d 	 30 h−1/3 (2.17)

with h in cm and d in nm; but, of course, d strongly depends on the cleanliness
and structure of the surface of the substrate.

If there is gas but no bulk liquid present we have an “unsaturated film”
whose thickness depends on the gas pressure P . The gas pressure at height h is

P (h) = Psat e−mgh/kBT . (2.18)

Correspondingly, in (2.15), mgh has to be replaced by kBT/ln(Psat/P), and
we obtain for the film thickness

d =
[

α

kBT ln(Psat/P )

]1/3

, (2.19)

showing that the film thickness decreases by lowering the vapor pressure.
For a typical critical superfluid velocity of a 4He film, vs,crit ≈ 30 cm s−1,

we determine the volume flow rate out of a beaker of radius R = 5 mm

V̇liq = 2Rπdvs,crit ≈ 1 cm3 h−1 or V̇gas ≈ 1 l h−1 . (2.20)

We then find for a pump with a volume pumping rate V̇pump = 104 l h−1 at
P = 1 bar that the minimum pressure to which this pump can pump such a
helium bath from which a superfluid film is creeping is

Pmin = PV̇gas/V̇pump ≈ 10−3 bar (10−4 bar if R = 50mm) . (2.21)

Correspondingly, the minimum helium-bath temperature will be about 1 K,
showing that one has to consider the film flow rate quite carefully and possibly
has to reduce it, for example by a constriction of about 1 mm diameter in the
pumping tube (Chap. 7). In addition, one has to remember that dirt on a
surface can offer a very large effective surface area for the film flow.

2.3.6 Liquid 3He and 3He–4He Mixtures
at Millikelvin Temperatures

Because 3He atoms are Fermi particles, single 3He atoms cannot undergo the
analogue of a Bose momentum condensation into a superfluid state as the
bosons 4He do at Tλ. However, there exists a weak attractive interaction be-
tween 3He atoms in the liquid which gives rise to pairing of two 3He atoms.
Like the paired conduction electrons in a superconducting metal, the paired
3He atoms then behave like bosons and can undergo a transition into a super-
fluid state. Because the pairing forces are rather weak, this transition occurs
only at 2.4 (0.92) mK for P = Pmelting(Psvp) (see Fig. 2.4 and Table 11.5).
The exciting properties of superfluid 3He have been the driving force for the
development of refrigeration techniques to T < 3mK and they have been the
object of intense investigations since the detection of superfluid 3He in 1972
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[2.34,2.35]. They are discussed in several relevant publications [2.19–2.24,2.36–
2.43]. As for 4He, where the experiments on the superfluid properties in the
late 1920s and 1930s were restricted to the few laboratories which had access to
the low Kelvin temperature range, particularly Leiden, the experiments on the
superfluid properties of 3He in the 1970s were restricted to the few laboratories
which then had access to the low-millikelvin-temperature range, particularly
Cornell, San Diego and Helsinki. Because we are interested in this book in the
cryotechnological aspects of materials, I will not discuss superfluid 3He but
just remind you of those properties of liquid 3He above its superfluid transition
that are of importance in cryotechnical applications of this Fermi liquid.

Liquid 3He, due to its smaller mass, has a larger zero-point energy than
liquid 4He. It therefore has an even lower density and in the almost “classi-
cal” regime, for T > 0.1K, behaves even more like a dense classical gas. For
example, its specific heat is almost T-independent, as it should be according
to the Dulong–Petit law (Sect. 3.1.1), at T ≈ 0.5K (Fig. 2.16). Liquid 3He
is a spin-1/2 particle; it is a fermion with an anti-symmetric wave function.
At lower temperatures, its properties then become in many respects increas-
ingly similar to The well-known Fermi liquid composed of the conduction
electrons in metals, obeying Fermi statistics, too. The properties of liquid 3He
at low temperatures are therefore fundamentally different from those of 4He.
From about 0.1 K down to the superfluid transition temperature they can be
accounted for by Landau’s Fermi liquid theory [2.17,2.19–2.24,2.36,2.39–2.45].
This theory describes the liquid as a system of free fermions with its proper-
ties rescaled by the interatomic interactions. Due to the Pauli principle the
3He atoms have to fill energy states up to the Fermi energy EF (Fig. 3.3).
Because EF/kB ≈ 1K for 3He but EF/kB ≈ 104 K for electrons, and because
the specific heat C ∝ T/TF for a Fermi liquid (Sect. 3.1.2, Fig. 2.15), the spe-
cific heat of 3He at low temperatures is very large compared to the specific
heat of metals (Fig. 2.9). This linear T -dependence of C is obeyed by 3He only
up to about ten millikelvin (Fig. 2.15, Sect. 7.1). At higher temperatures, the
specific heat of 3He shows a plateau and then increases again with increasing
temperature (Fig. 2.16). In the low millikelvin temperature range when 3He
enters its superfluid state, the specific heat, of course, deviates from a linear
temperature dependence.

The transport properties of liquid 3He in the Fermi-liquid temperature
range, too, show a distinct T -dependence. For example, the thermal conduc-
tivity κ3 increases as T−1 at T � TF (Figs. 2.17 and 2.18), and its viscosity
η3 increases as T−2 in the low millikelvin temperature range (Fig. 2.19), mak-
ing 3He a very viscous but well-conducting fluid at low temperatures above
its superfluid transition. These temperature dependences can easily be un-
derstood. The mean free path λ of 3He particles in the liquid is limited by
scattering with other 3He particles. A two-body collision for Fermi particles
is proportional to (T/TF)2, because the number of particles and the number
of empty states into which they can scatter near to the Fermi energy are both
proportional to temperature. Hence, we have λ ∝ T−2, and with C ∝ T and
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given pressures (after data from [2.26])

vF = const. we find from (3.30) that κ3 ∝ T−1 (and η3 ∝ T−2) for T � TF.
At higher temperatures κ3 and η3 show a more complicated behavior.

It is important to remember that the thermal conductivity of this Fermi
liquid becomes equal to the thermal conductivity of metallic conductors at
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about 2 mK! In addition, the viscosity of liquid 3He increases to that of light
machine oil just above its superfluid transition temperature!

In liquid 3He–4He mixtures at low temperatures [2.17,2.23,2.24,2.46,2.49,
2.51], say at T <0.1 K, the superfluid 4He component contains very few excita-
tions (phonons and rotons); it acts essentially as an inert background influenc-
ing mostly the effective mass of the interacting 3He Fermi particles. Hence,
the helium mixtures behave as Fermi liquids, more dilute than pure liquid
3He but with the same Fermi-liquid temperature dependences of their proper-
ties but altered absolute values. In particular, C/T (Fig. 7.5), κT (Fig. 2.18),
and ηT2 (Fig. 2.19) are temperature independent at low enough temperatures,
T�TFermi, as for pure liquid 3He. The advantage of the helium mixtures is
the possibility to change their concentration and hence TFermi and to study
the resulting changes of properties for testing theoretical predictions.

This short discussion of the properties of liquid helium relevant for its
application in low-temperature experiments, in particular as a refrigerant,
should be sufficient for our purpose. For a general discussion of the properties
of liquid, in particular, superfluid helium, whose properties can be phenom-
enologially understood in terms of a “two-fluid model”, the reader should
consult the special literature on this subject given in the list of references
for this chapter. Some of the properties of liquid 3He will be discussed again
in connection with Pomeranchuk cooling in Chap. 8, and liquid mixtures of
the two helium isotopes will be considered in more detail in Chap. 7 when we
discuss the dilution refrigerator.
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Problems

2.1. Calculate the energy difference between one mole of normal H2 at room
temperature and one mole of para-H2.

2.2. Determine the nuclear spin I and rotator quantum number J for ortho-
and para-deuterium. What is the para-deuterium concentration at room
temperature and at 20 K?

2.3. Why does the mixed molecule HD not show an ortho–para or para–ortho
conversion?

2.4. Deduce (2.7) by considering a free particle in a spherical cavity. Compare
the result for liquid 4He with its latent heat of evaporation.

2.5. Calculate the de Boer parameter λ = Ekin/Epot (see Table 2.3) for
H2 assuming for Ekin the zero-point energy and for Epot the Lennard-Jones
potential

U(R) = ε[(σ/R)12 − (σ/R)6] with ε = 5 × 10−15 erg and σ = 2.96 Å .

2.6. Calculate the binding energy of a helium atom at the surface of liquid
helium at 1 K (latent heat L = 2.2 kJ/l).

2.7. Calculate the Debye temperature (3.7) corresponding to the heat capacity
of liquid 4He for T < 60; 0.5K (Fig. 2.9).

2.8. Calculate the thickness of an unsaturated 4He film on a horizontal glass
substrate (α = kB 30K layers3) at P/Psat = 0.5.

2.9. To which pressure does one have to pump 4He in a tube of 1 cm diameter
and 20 cm length so that the heat transported by the remaining superfluid
film is less than 10−4 W if the ends of the tube are at 2 and 1 K, see (2.19,
2.20) and Fig. 2.12?
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Solid Matter at Low Temperatures

The purpose of this chapter is to summarize the basic properties of solid
materials at low temperatures [3.1–3.8] that are relevant for the design and
construction of low-temperature apparatus and for performing experiments
with such apparatus. These properties are, in particular, specific heat, ther-
mal expansion, thermal conductivity and magnetic susceptibility. The latter
property will also be discussed in later chapters in connection with magnetic
cooling and thermometry.

Quite generally one can say that the properties of materials can be bet-
ter understood when the temperature is reduced further (except for some
exotic cases like solid 3He), because as the temperature is lowered the proper-
ties of materials become more and more “ideal” or “simpler”; they approach
their theoretical models more closely. At low temperatures the number of
excitations decreases and the vibrations of the atoms can be described in the
harmonic approximation, which means that the potential V ∗ as a function of
distance r− r0 from the equilibrium position r0 of the atom can be written as

V ∗(r − r0) ∝ (r − r0)2 . (3.1)

In this approximation there is no thermal expansion because thermal
expansion results from the anharmonic parts of the potential, for which we
would have to introduce higher-order terms in the above equation. As a result,
the thermal expansion coefficient becomes smaller and smaller, as we approach
lower and lower temperatures (Sect. 3.2). A further advantage of low tem-
peratures for the description of the properties of materials is the fact that
various “parts” of a material can be treated independently. For example, in
many cases one can consider the nuclear spin system (which is of great impor-
tance at ultralow temperatures) independently of the electrons and the lattice
vibrations (Chap. 10). Of course, this is not true for all the “parts” of a ma-
terial. For example, the temperature dependence of the electrical resistivity
of a metal just results from the interaction of conduction electrons with the
lattice. The fact that the specific heat and the thermal conductivity due to
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lattice vibrations and due to conduction electrons in the metal can be treated
independently and can then just be added is a consequence of the large mass
difference of the nuclei and electrons. To a very good approximation, their
motions are independent, and the Schrödinger equation for the whole crystal
can be separated into an electronic part and a lattice part. This is known as
the Born–Oppenheimer approximation [3.1–3.5].

3.1 Specific Heat

The specific heat C is one of the most informative properties of a material.
It is a measure of how much energy is necessary to increase the temperature
of a material. In other words, it is a measure of the excited states of this
material in the relevant temperature or energy range.

To calculate the specific heat of a material we therefore have to consider
the various excitations that can be excited if we transfer thermal energy to
it [3.1–3.8]. Hence, the specific heat carries a lot of information about the
material.

3.1.1 Insulators

For nonmagnetic, crystalline insulators the most important, and in most cases
only possible, excitations are vibrations of the atoms, the so-called phonons.
At high temperatures all possible vibrational states of the atoms are excited.
Considering each atom to behave as an independent, classical harmonic oscil-
lator results in the Dulong–Petit law for the high-temperature specific heat
of a material of N0 atoms per mole, each of which has three degrees of free-
dom for its potential energy and for its kinetic energy. Because each degree
of freedom contributes kB/2 to the specific heat (at constant volume of the
material),

Cv =
6
2
N0kB = 3R = 24.94[J mol−1 K−1] . (3.2)

However, when the thermal energy kBT becomes of the order of the energy
necessary for excitation of lattice vibrations one sees deviations from the
Dulong–Petit law, because not all of the lattice vibrations will then be excited.
The limit for the applicability of the Dulong–Petit law is given by

T ≈ �ωph/kB , (3.3)

where ωph is the phonon frequency. The limiting temperature is of the order
of a few 100 K.

In 1907 A. Einstein showed that a reasonable description of the specific
heat of lattice vibrations below this temperature is obtained if the lattice
vibrations are considered to be quantized. He performed a calculation of the
phonon specific heat by describing the lattice vibrations as quantized phonon
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“particles”, but gave them all the same frequency ωE. In this Einstein model
the material is considered as being composed of independent oscillators with
the energies

En = �ωE(n + 1/2) , (3.4)
where n = 0, 1, 2, . . . is the excitation number of the modes or of the phonons.
Planck then showed that the mean excitation number 〈n〉 of each oscillator
or the mean number of phonons at temperature T is given by the Boson
distribution function

〈n〉 = fph(ω) =
1

exp(�ω/kBT ) − 1
. (3.5)

This model, of course, deviates from reality because the vibrational fre-
quencies of the atoms in a crystal are not independent from each other. Due
to the interatomic interactions they are not equal but are distributed over
a spectrum, which can have a rather complicated structure as a function of
energy (Fig. 3.1a). Again, at low temperatures the situation becomes simpler
because the frequency dependence of the phonon density of states goes as
ω2 for low energies. As Debye showed, at low temperatures the phonon den-
sity of states gph can then be described by the following parabolic energy or
frequency dependence (Fig. 3.1a):

gph(ω) =
{

(3Vm/2π2v3
s )ω2 = 9N0ω

2/ω3
D, ω < ωD ,

0, ω < ωD ,
(3.6)

Vm being the molar volume, and vs the average value of the longitudinal and
transversal velocities of sound of a crystal: v−3

s = (v−3
long + 2v−3

trans)/3.
Of course, this spectrum does not extend to infinity but is cut off at a

maximum frequency that is given by the condition that gph contains all the
3N0 phonon frequencies, ∫ ωD

0

gph(ω)dω = 3N0. (3.7)

This limiting frequency is called the Debye frequency ωD. The corresponding
temperature, the Debye temperature θD = (�/kB)ωD of the material, is a
measure of the temperature below which phonons begin to “freeze out”. Values
for θD of several metals are given in Table 10.1. These parameters are material
constants with large values for a lattice composed of light atoms which are
strongly bound, as in diamond (θD = 2,000K), and with small values for a
lattice composed of heavy atoms bound by weak forces, as in lead (θD = 95K).

If we apply the Debye model to calculate the internal energy of the lattice
vibrations and take its temperature derivative to arrive at the specific heat,1

we find [3.1–3.8]
1 In the following I do not distinguish between Cp and Cv, the specific heats at

constant pressure and constant volume, respectively; their difference Cp − Cv =
9ακV T (α being the thermal expansion coefficient and κ the compressibility) is
negligible for solids at low temperatures, approaching about 1% at T ≈ θD/2.
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Cph(T ) = 9N0kB

[
T

θD

]3 ∫ xD

0

x4 ex(ex − 1)−2dx , (3.8)

with x = �ω/kBT.
The integral yields

Cph(T ) =
12
5

π4N0kB

[
T

θD

]3

= 1944
[

T

θD

]3

[J mol−1 K−1] (3.9)
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for temperatures T < θD/10. A deviation of the phonon density of states
from the ω2 dependence can be taken into account by letting θD = f(T ),
see Fig. 3.1b. The cubic dependence of the phonon specific heat on temper-
ature demonstrates its rather strong decrease with decreasing temperature.
Therefore, insulators such as rare-gas crystals very often have a very small
specific heat at low temperatures. Examples are illustrated in Fig. 3.2, which
shows the good agreement between the Debye model and experimental data
at low temperatures.
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Fig. 3.2. (a) Specific heat of solid Ar, Kr and Xe. The horizontal line is the classical
Dulong–Petit value [3.11]. (b) Specific heat solid of Ar as a function of T 3 at T < 2 K
[3.1, 3.12]
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3.1.2 Metals

Besides the lattice vibrations, in a metal we also have (nearly free moving)
conduction electrons, which can be thermally excited. Electrons have the spin
1/2, are fermions and obey the Pauli principle. Therefore, each energy state
can be occupied by at most two electrons with antiparallel spin orientation.
Putting all our electrons into energy states, we will fill these states up to a
limiting energy, the Fermi energy, given by

EF = kB TF =
�

2

2m

[
3π2N0

Vm

]2/3

= 3.0 × 105kB V −2/3
m [erg] . (3.10)

A typical value for this energy is 1 eV, corresponding to the rather high
temperature of about 104 K. The Fermi–Dirac distribution function for the
occupation of energy states of electrons at temperature T is (Fig. 3.3)

fe (E) =
1

exp[(E − μ)/kBT ] + 1
(3.11)

with the chemical potential μ = EF at T = 0. Because of the high value
of the Fermi temperature TF = EF/kB, room temperature is already a “low
temperature” for the electron gas, in the sense that here the electron gas is
already pretty well in its ground state. And indeed, the properties of metals
at low temperatures are determined exclusively by electrons in energy states
very close to the Fermi energy.

To fill energy states we first have to determine them. That means, we
have to calculate the density ge(E) of states for conduction electrons. This is

Binding energy E−EF [eV]

EF

f e
. g

e

−0.4 −0.2 0 0.2 0.4

Fig. 3.3. Occupied electronic states of Ag at 300 K near the Fermi energy EF

obtained from photoelectron spectroscopy. The full line is the Fermi distribution
function (3.11) [3.13]
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rather simple within the “free-electron model”, which describes many of the
electronic properties of metals rather well [3.1–3.7]. The result is

ge(E) =
3N0

2E
3/2
F

E1/2 =
Vm

2π2

[
2m

�2

]3/2

E1/2 . (3.12)

To find properties of the conduction electrons in a metal we have to multiply
the two quantities ge(E) and fe(E).

At the temperature T one can thermally excite only electrons near the
Fermi energy, within an energy range from about EF − kB T to about
EF + kB T ; the thermal energy is not enough to excite electrons out of en-
ergy states further below the Fermi energy. At T the number of “thermally
involved” electrons is then approximately given by ge(EF) kB T ∝ T/TF. If
we raise the temperature from 0 to T , these electrons experience the energy
change ΔE 	 ge(EF)k2

BT 2 ∝ T 2/TF corresponding to an electronic specific
heat of Ce 	 2ge(EF)k2

BT . If we perform the calculation more rigorously,
we have to take into account the Fermi–Dirac distribution (3.11) at finite
temperatures, which modifies our result for the electronic specific heat only
slightly to

Ce(T ) =
π2

2
N0kB

T

TF
= γT , (3.13)

where TF is given by (3.10). The γ-values (Sommerfeld constants) for some
metals are listed in Table 10.1. The result (3.13) is in good agreement with
experimental data (Fig. 3.4) and was a great triumph for quantum mechanics,
for the free-electron model, and for the Fermi theory of spin-1/2 particles.

Of course, for a real metal we have to give up the free-electron model.
We have to consider the mutual interactions of the electrons, their inter-
actions with the ions and the symmetry of the crystal. This can be taken
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Fig. 3.4. Specific heat C of copper divided by the temperature T as a function of
T 2 [3.4]
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into account by going from the free-electron model to a so-called quasi-
particle model [3.1–3.7]. In this model each electron has an effective mass
m∗ that deviates from the mass m of bare electrons because the electrons
in a metal behave “heavier” or “lighter” than bare electrons owing to their
interactions. We still obtain the same equations for the specific heat, in par-
ticular Ce ∝ T ; we just have to replace the mass of bare electrons by the
effective mass of interacting electrons. For the specific heat, e.g., it means
that we have to multiply (3.13) by m∗/m. The ratio of the effective mass
m∗ to the bare electronic mass m is between 1 and 2 for simple metals, it
can be of order ten for transition metals with partly filled electron shells,
and it can reach values of several 100 for “complicated” compounds, like the
so-called “heavy-fermion” metals [3.5, 3.14, 3.15]. Values for the Sommerfeld
constant γ for metallic elements can be found in condensed matter physics
books [3.1–3.7].

With these results we arrive at the following equation for the total specific
heat of a metal at “low” temperatures:

C = γT + βT 3 . (3.14)

“Low” means “small compared to the Debye temperature” if we con-
sider the phonons and “small compared to the Fermi temperature” if we
consider the electrons. If we introduce the appropriate material constants,
we find that at room temperature the specific heat of a metal is dominated by
the phonon specific heat and usually only at temperatures below 10 K is the
electronic specific heat important; it dominates at temperatures below 1 K.
The results for the electronic and lattice specific heats of copper are shown
in Fig. 3.4, where C/T versus T 2 is plotted for low temperatures. The figure
demonstrates how well the data are described by the theory discussed earlier.
It also demonstrates that it is very often rather important to choose the right
coordinates to get a sensitive indication of whether data follow an expected
behavior.

3.1.3 Superconducting Metals

Many metals–elements, alloys and compounds–enter into a new state below
a critical temperature Tc. In this so-called superconducting state [3.1, 3.2,
3.5, 3.6, 3.16–3.19] they can carry an electric current without dissipation,
and they show several other new properties. As an example, I discuss here
the specific heat of a metal in its superconducting state (T < Tc). Data for
the specific heat of superconductors are presented in Fig. 3.5. Examining these
data we arrive at the following conclusions. The specific heat Cph of the lattice
vibrations is not influenced by the transition to the superconducting state. It
still follows a T 3 law with the same coefficient as one finds in the normal-
conducting state (3.9)

Cph, s = Cph, n = βT 3 . (3.15)
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Fig. 3.5. (a) Specific heat of Al in the superconducting (Cs) and normal-conducting
(Cn) states [3.20]. (b) Specific heat C of Hg divided by temperature T as a function of
T 2 in the normal (�) and superconducting (•) states. The straight lines correspond
to (3.9,3.13) with θD = 72 K and γ = 1.82 mJ mol−1 K−2 [3.21]. For the measure-
ments in the normal conducting states, a magnetic field B > Bc had to be applied to
suppress the superconducting state. (c) Electronic specific heat Ces of superconduct-
ing V (•) and Sn (◦) divided by γTc as a function of Tc/T . The full line represents
(3.17) [3.22]

The new behavior evident from Fig. 3.5 is entirely due to the altered spe-
cific heat of the electrons. First of all, there is a jump of the electronic spe-
cific heat at the critical temperature, but no latent heat (the transition is
a second-order phase change when the external magnetic field is zero). The
jump in C occurs because the metal now has – one might say – a new “degree
of freedom” corresponding to the possibility of entering the superconducting
state. In the discussion of the Dulong–Petit law for the specific heat at high
temperatures we have already seen that each degree of freedom enhances the
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specific heat. For simple superconductors such as aluminum and tin, which
follow the Bardeen, Cooper, Schrieffer (BCS) theory of superconductivity
[3.1, 3.2, 3.5, 3.6, 3.16–3.19,3.23], the jump of the specific heat is given by

ΔC = 1.43γTc , (3.16)

where γTc is the normal-state electronic specific heat (3.13) at Tc.
Below the transition temperature the electronic specific heat in the super-

conducting state vanishes much more rapidly than the electronic specific heat
in the normal–conducting state of the metal. Its temperature dependence for
“simple”, so-called weak-coupling BCS superconductors [3.23] is given by

Ce, s = 1.34γTc(ΔE/kBTc) exp[−ΔE/kBTc] (3.17)

An exponential temperature dependence of the specific heat is indicative
of an energy gap ΔE in the density of states, as it occurs for the electrons
in a superconductor (and in a semiconductor). This reflects the number of
electrons thermally excited across the energy gap.

3.1.4 Non-crystalline Solids

In noncrystalline or disordered solids [3.5, 3.24–3.28] like vitreous silica or
metallic glasses the atoms are not arranged in a periodic order; these solids
can be visualized as supercooled liquids. As an example, Fig. 3.6 depicts a
possible arrangement of silicon and oxygen atoms in vitreous silica compared
to crystalline quartz. In such a disordered structure where long-range order
is lost many atoms have more than one possible position and these positions
can be distinguished by rather small energy differences. Even at low tem-
peratures the atoms can “tunnel” from one position to another. Again, we
have a new “degree of freedom” for the material: the possibility of performing

Cristobalite Vitreous silica

A
B

C

Fig. 3.6. Schematic two-dimensional representation of the structure of cristobalite,
a crystalline modification of SiO2, and of vitreous silica, the amorphous modification
of SiO2. Filled circles represent silicon atoms and open circles oxygen atoms. Three
possible types of defects are indicated by arrows [3.5, 3.26]
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structural rearrangements. As a result, we observe an additional contribution
to the specific heat caused by the tunneling transitions or structural relax-
ations in a disordered or glassy material. At low temperatures this additional
contribution dominates and is given by

Ca = aTn (3.18)

with an exponent n which is close to 1 [3.5, 3.24–3.30]. (In addition, one of-
ten observes an enhancement of the T 3 specific heat contribution.) This is
illustrated for vitreous silica in Fig. 3.7. Disordered insulators, therefore, show
an almost linear contribution (from the tunneling transitions between vari-
ous positions of the atoms) and a cubic contribution (from the vibrations of
the atoms) to the specific heat. The same is observed for a metallic glass,
but here we have two contributions to the linear part of the specific heat,
one from the tunneling transitions and the other one from the conduction
electrons. It is very remarkable that the contributions to the specific heat
from the non-crystallinity are of very similar size even for quite dissimilar
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Fig. 3.7. Specific heats of three types of vitreous SiO2 containing different concen-
trations of OH− (as well as metal ions, chlorine and fluorine). The dashed line is the
phonon specific heat of crystalline SiO2 [3.29]



44 3 Solid Matter at Low Temperatures

materials [3.5, 3.24–3.30], indicating that the additional excitations in a
disordered material are associated with the disorder and do not depend on the
type of material very much. Because the specific heat contributed by disorder
decreases linearly with decreasing temperature instead of as T 3 as for lattice
vibrations, the specific heat of a dielectric in its glassy state is much higher
than in its crystalline state at low temperatures (Fig. 3.7). Often, below about
1 K, glasses have a specific heat which is even larger than that of a metal. In
fact, at 10 mK the heat capacity of a dielectric glass can be a factor of 103

larger than the heat capacity of the corresponding crystal, which can be of
great importance for the design of a low-temperature apparatus containing
noncrystalline components. The heat capacities of some disordered dielectrics
often used in a cryogenic apparatus are given in Sect. 3.1.7.

3.1.5 Magnetic Specific Heat

When a magnetic field is applied to a material whose atoms have magnetic
moments, there are (2I + 1) ways the magnetic moments can orient them-
selves with respect to the magnetic field, I being the spin associated with the
magnetic moment. Again, a new “degree of freedom” results in an additional
contribution to the specific heat. Let us consider the simplest case, a spin-1/2
system so that there are two possible spin orientations, and they should have
equal degeneracy. At very low temperatures most of the magnetic moments
will be in the lower energy state. If the temperature increases, transitions from
the lower to the upper level will occur, giving the following contribution to
the specific heat [3.1–3.6]:

Cm = N0kB

[
ΔE

kBT

]2 eΔE/kBT

(1 + eΔE/kBT )2
. (3.19)

This contribution, shown in Fig. 3.8, is called a Schottky anomaly. Very
often the energy splitting ΔE is small compared to the thermal energy kBT .
In this “high-temperature” approximation the magnetic contribution to the
specific heat is given by

Cm ⇒ N0kB

[
ΔE

2kBT

]2

for ΔE � kBT . (3.20)

For a metal with such a T−2 contribution we have for the specific heat at
T < 1K where the lattice specific heat is negligible

C = γT + δT−2 . (3.21)

The magnetic specific heats of some commercial alloys containing para-
magnetic atoms and being often used as thin wires for low-temperature equip-
ment are exhibited in Fig. 3.9. Again, at T < 1K, the specific heat can be
strongly enhanced compared to the simple electronic and lattice specific heats.
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Table 3.1)

The data in Fig. 3.9 demonstrate that one has to be very cautious in employ-
ing wires of manganin (87% Cu, 13% Mn) or Constantan (57% Cu, 43% Ni)
at T < 1K and, in fact, it would be better to resort to other commercial
materials, like 92% Pt, 8% W.

Of course, in general the spin may be larger than 1/2 and we then have
more than two levels. The calculation of the Schottky specific heat using
(9.15b) for I = 0.5, 1.5, 2.5, 3.5 and 4.5 in Fig. 3.10 reveals that this results
only in quantitative changes. But for low-temperature physics it is rather
important to remember that the temperature at which the maximum of the
magnetic contribution to the specific heat occurs is determined by the energy
splitting ΔE of the levels. In other words, for nuclear magnetic moments,
which are about a factor of 1,000 smaller than electronic magnetic moments,
this maximum occurs at much lower temperatures than for the electronic
magnetic moments. For example, an electronic magnetic moment of 1μB in
a field of 1 T leads to a maximum in Cm at about 1 K, whereas a nuclear
magnetic moment in this field will have a maximum in Cm at only about 1 mK
(Chaps. 9 and 10). But the maximum value of the specific heat is independent
of the energy splitting, it is only a function of the number of degrees of freedom
(2I + 1); these values are listed in Table 3.1. This means that an electronic
paramagnet with a spin 1/2 in an arbitrary external magnetic field will have
Cm,max = 0.439R (occurring in the Kelvin range or possibly at even higher
temperatures, depending on the magnitude of its moment and the magnetic
field this moment is exposed to). On the other hand, a nuclear magnetic
moment, again with a spin 1/2, will have the same maximum value of the
specific heat, but occurring at much lower temperature, in the microkelvin
or millikelvin temperature range due to its smaller moment. This fact is of
considerable importance for nuclear magnetic refrigeration (Chap. 10).
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Table 3.1. Position xmax of xe = geμBB/kBT or xn = gnμnB/kBT and value
(Cmax/R) of the maximum of the magnetic specific heat divided by the gas constant,
as a function of spin (or angular momentum) I (see also Fig. 3.10)

I: 1/2 3/2 5/2 7/2 9/2

xmax 2.399 1.566 1.193 0.976 0.831
Cmax/R 0.439 0.743 0.849 0.899 0.927

A good example for a specific heat composed of a lattice T 3 term and
a nuclear–magnetic T−2 term is the specific heat of solid 3He depicted in
Fig. 8.3.

The above considerations on specific-heat contributions resulting from
interactions between a magnetic moment and a magnetic field can be applied
analogously to the specific heat resulting from interactions of an electric
quadrupole moment with an electric field gradient (see also Sects. 3.1.6
and 10.6).

3.1.6 The Low-Temperature Specific Heat of Copper and Platinum

Copper is a material that is particularly important and often used in
a low temperature apparatus. There are several reports in the literature
of an enhanced specific heat of Cu at low temperatures [3.33–3.42]. For
0.03K ≤ T ≤ 2K these increases have been traced to hydrogen and/or
oxygen impurities, to magnetic impurities, mainly Fe and Mn, and to lat-
tice defects [3.35–3.42]. On the other hand, the increased specific heat of Cu
observed in the low millikelvin temperature range may also arise from a nu-
clear quadrupole Schottky-type contribution, see (10.35), due to Cu nuclei
(which have a nuclear quadrupole moment) being located in noncubic neigh-
bourhoods, which occur near lattice defects or in copper oxide [3.41, 3.42]
(Fig. 3.11). These anomalies should be considered in the wide-spread low-
temperature applications of Cu in calorimetry, thermometry (Chap. 12) and
nuclear–magnetic cooling (Chap. 10), and in other applications of this very
useful metal. A proper heat treatment of Cu may remove some of these anom-
alous increases of the specific heat.

Platinum is the “workhorse” of thermometry at low mK and at μK temper-
atures (Sect. 12.10.3). Hence, it is important to know that its low-temperature
properties are strongly influenced by small concentrations of magnetic
impurities. As, for example, reported in [3.43], Fe impurities in the ppm range
increase the specific heat of Pt at 1 mK and in a field of 11 mT by about an
order of magnitude. This effect is caused by the giant moments of 8 μB of the
Fe impurities in Pt.

3.1.7 Specific Heat of Some Selected Materials

Comprehensive compilations of data and references to specific heat values,
including values for technically important materials, can be found in
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netic fields, as a function of temperature. The full lines are the expected values
for the nuclear magnetic heat capacities of 104mol Cu in the given fields plus – at
higher temperatures – the electronic contributions of 275mol Cu. The deviation of
the measured data from the lines is attributed to a heat capacity resulting from a
splitting of the I = 3/2 nuclear levels of Cu due to a nuclear electric quadrupole
interaction, see (10.35), of 11 mmol of Cu which are located in an electric field gra-
dient of about 1018V cm−2. For these Cu nuclei the cubic symmetry must have been
destroyed in order to create an electric field gradient [3.42]

[3.7, 3.44–3.48]. Some of these data are depicted in Fig. 3.12. References
[3.7, 3.44] contain a compilation of data at 25, 50, 75, 100, 150, 200, 250,
and 293 K for several metallic elements as well as for some alloys, non-metals,
and polymers often used in the construction of cryogenic apparatus. In the
following, I will supplement these compilations with some additional data for
often used materials, in particular at lower temperatures. All data are given
in units of μJ g−1 K−1.

Metals

Be–Cu: C = 3.58 10−3 T−1.64 at 0.5–5 mK (!) [3.49]
Constantan: C = 205 T+2.8 T−2 at 0.15−0.3 K as well as data to 4 K in [3.31]
Cu: see [3.33,3.34,3.50]
Manganin: C = 59.5 T + 2.94 T3 + 11.5 T−2 at 0.2–2.5 K as well as data to

4 K in [3.31]
Pt91− W9 heater wire: C = 17.6 T + 1.4 T3 + 0.12 T−2 at 0.07–1.2 K [3.31]
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Stainless steel 304: C = 465 T + 0.56 T−2 at 0.07–0.6 K [3.32]
C = 460 T + 0.38 T3 at 1–10 K [3.51]

Dielectrics

Apiezon N grease: C = 1.32 T + 25.8 T3 + 0.0044 T−2 at 0.1–2.5 K [3.52];
data at 16–319 K can be found in [3.53]

G 10 Composite: C = 4.74×103 T 0.912 at 100–350 K and values to 1.8 K
from [3.54]

GE 7031 varnish: C = 6.5 T + 19 T3 below 1 K [3.28]
Stycast 1266 epoxy: C = 2.91 T + 15.7 T3 + 8.98 T5 at 0.1–1 K [3.72]
Stycast 2850FT epoxy: data at 1 to 95 K with C = 12 at 1 K [3.55]
Polypropylene: C = 6.15 T1.33 + 20 T3 at 0.06–1 K [3.56]
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PMMA: C = 3.0 T + 77 T3 at 0.07–0.2 K [3.57]
C = 4.6 T + 29 T3 below 1 K [3.28]

Polystyrene (PS): C = 4.6 T + 93 T3 at 0.07–0.2 K [3.57].

3.1.8 Calorimetry or How to Measure Heat Capacities

To measure a heat capacity C, we have to refrigerate the material of mass m
to the starting temperature Ti, isolate it thermally from its environment (for
example, by opening a heat switch; see Sect. 4.2), and supply some amount
of heat P to reach the final temperature Tf. The result is C/m = P/(Tf − Ti)
at the intermediate temperature T = (Tf + Ti)/2. An essential problem for
the accuracy of heat-capacity measurements is the fact that it is not the
temperature but the much smaller and therefore often much less accurately
known temperature difference which matters. There are several other problems
that have to be carefully considered for accurate heat-capacity measurements
which I will mention in the following.

A calorimeter consists of a platform to which sample, thermometer, and
heater are connected, usually by glue or epoxy (Fig. 3.15). For the adiabatic
heat-pulse method, a heat switch is necessary to connect and disconnect the
calorimeter to a bath. The heat capacities of the addenda should be small
compared to that of the sample or they have to be known with sufficient
accuracy from a measurement without sample so that they can be subtracted
from the total value to obtain the heat capacity of the sample. The leads
to the thermometer and heater have to be of low thermal conductivity (the
best are, of course, thin superconducting wires at the low-temperature end)
and have to be carefully heat-sunk at a temperature close to the tempera-
ture of the calorimeter to avoid heat flow into it. Thermometer, heater and
sample should, of course, be well thermally coupled to the platform to avoid
unknown temperature differences (see the thermal boundary problems dis-
cussed in Sect. 4.3). The power needed to read the thermometer should be
small to avoid overheating it. Calibration of the thermometer and measure-
ment of the heat capacity should be performed with the same power applied to
the thermometer to have in both cases the same unavoidable, hopefully small
temperature difference between thermometer and platform. Parasitic heat
losses or heat inflow by radiation can be reduced by a thermal shield around
the calorimeter with a temperature regulated closely to the temperature of
the calorimeter [3.33, 3.58, 3.59]. Heat produced by opening and/or closing a
mechanical (Sect. 4.2.1) or a superconducting (Sect. 4.2.2) heat switch has to
be small. When exchange gas is used for the cooldown of the calorimeter, it
has to be pumped away before performing the measurement, which is usually
quite time-consuming. Still, one has to take into account the possibility of
adsorption and desorption of residual gas when the temperature is changed.
This produces heat of adsorption/desorption, which is on an order of magni-
tude of the large heat of vaporization. Eventually, time constants for thermal
equilibrium within the sample, within the addenda and between sample and
addenda have to be considered.
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As a result of these problems, heat-capacity data rarely have an accuracy
better than 1%, more usual are accuracies of 3–5% (but see below). If a high
accuracy is needed or if the parameters of the setup are not well known, the
quality of a calorimeter can be checked by measuring the heat capacity of a
well-known reference sample like high purity Cu [3.33,3.34,3.50].

Substantial advances in calorimetry have been achieved due to the devel-
opment of high-performance electronics, new thermometers, micro-fabrication
techniques, and computer automation. However, one has to keep in mind that
the properties of the thermometer (as well as the accuracy of the used temper-
ature scale) is the essential parameter for the accuracy of heat-capacity data.
High-resolution heat-capacity data can only be obtained when the relevant
precautions are taken and when a calibrated, sensitive, and stable thermo-
meter is used.

There are a myriad of reports on the design, construction, and operation
of calorimeters; most of them can be found in the journal Review of Scientific
Instruments. Therefore, the selection of calorimeters to be discussed in this
section surely is a subjective choice. In the following, I will discuss a few of
the more recent elegant or versatile designs for the usual adiabatic heat-pulse
method. This will be followed by a discussion of calorimeters for situations
where this straightforward adiabatic approach of applying heat and measuring
the temperature increase of the thermally isolated calorimeter is inadequate
and more sophisticated methods have to be used; for example, for very small
samples or in hostile environments, like high magnetic fields or pressures, or
for the investigation of sharp features at a phase transition.

Surely, the champion of adiabatic heat-pulse calorimetry with respect to
temperature resolution and temperature stability is the measurement of the
heat capacity C of liquid 4He near its superfluid transition [3.59]. In these ex-
periments, C has been measured with sub-nanokelvin resolution at tempera-
tures to within about a nanokelvin of the transition temperature Tλ = 2.177 K
(see Fig. 2.10b). Such an extreme temperature resolution is only meaning-
ful for the investigation of a phase transition of liquid helium because only
in this substance purity and perfection are high enough so that the phase
transition shows the required sharpness. In all other materials, phase tran-
sitions are smeared by impurities and by imperfections of the structure. In
addition, this measurement had to be performed in flight on earth orbit
to reduce the rounding of the transition caused by gravitationally induced
pressure gradients and therefore spreading the transition temperature over
the liquid sample of finite height. The high-resolution magnetic susceptibility
thermometers developed for these experiments are described in Sect. 12.9. In
the used experimental setup, four thermal control stages in series with the
calorimeter were actively temperature regulated; the last one to a stability
of less than 0.1 nK h−1. Besides this thermal regulation, the experiment re-
quired very careful magnetic shielding, in particular of the electric leads as
well as extremely low electric noise levels. Even though this surely is not a
typical laboratory heat-capacity experiment, a lot can be learned from the
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chosen design, the precautions, and detailed considerations of possible error
sources [3.59], which could be quite useful for simpler experiments on earth.

Another quite remarkable achievement was the adiabatic measurement of
the nuclear magnetic heat capacity of AuIn2 to temperatures of 25 μK in an
investigation of its nuclear ferromagnetic transition at 35 μK [3.60]. In this
temperature range, nuclear magnetic resonance on 195Pt (Sect. 12.10.3) is the
only available method of thermometry, making the calorimeter quite demand-
ing; it is shown in Fig. 3.13. This example demonstrates that the addenda can

Nb shields

Field profile

Calorimeter

10mm Pt NMR Thermometer

Ag link

sample coil
sample
inductance coil

Ag sample holder

Cu nuclear stage

heat switch coil 

Al heat switch

Ag link

Al2 O3 rods

NMR dc field coil

Fig. 3.13. Schematic of a calorimeter used to measure the nuclear heat capacity
(Fig. 3.14) as well as the nuclear AC susceptibility of a AuIn2 sample at microkelvin
temperatures. The calorimeter is connected via a superconducting Al heat switch
(Sect. 4.2.2) to a Cu nuclear refrigeration stage (Sect. 10.8). It contains a Pt NMR
thermometer (Sect. 12.10.3). The calorimeter is surrounded by coils for magnetic
DC fields for the NMR thermometer, the sample, and the heat switch, as well as by
superconducting Nb shields (Sect. 13.5.2), [3.60]
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Fig. 3.14. Nuclear magnetic specific heat of In nuclei in AuIn2 per mole of the
compound (per 2 moles In) in the three indicated magnetic fields. The full lines are
the Schottky curves (see 3.19 and 3.20, as well as Fig. 3.10) for non-interacting In
nuclei (I=5/2) in the given external fields. The lower two figures demonstrate the
enhancement of the heat capacity by the interaction of the In nuclei which gives rise
to a nuclear ferromagnetic ordering of them at 35 μK, shown more clearly in the
inset. The heat capacity at the ordering transition is enhanced by the interactions
of the small In nuclei by three orders of magnitude at 2 mT; it has about the value
as Co has at its Curie temperature of 1390 K (!) [3.60]

be large as long as its heat capacity is small compared to that of the sample, in
this case the huge nuclear heat capacity of AuIn2 at microkelvin temperatures.
The obtained data shown in Fig. 3.14 also demonstrate how large a magnetic
heat capacity can become even at very low temperatures independently of
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whether it is caused by the electronic or by the much smaller nuclear mag-
netic moments; it is determined by the spin degeneracy. And eventually, talk-
ing about heat-capacity measurements under extreme conditions, heat-pulse
calorimetry performed in pulsed magnetic fields up to 60T should be men-
tioned [3.61]. Here, it is essential to avoid any material with magnetic moments
or containing magnetic impurities in the addenda (to keep its heat capacity
small) and to use pure, but electrically badly or non-conducting materials (to
reduce eddy current heating) as far as possible, like single crystalline Si or
high-purity plastics as platform. Of course, the choice of the appropriate ther-
mometer – mostly a resistor – with very low field dependence (see Sect. 12.5)
is of particular importance.

All these mentioned calorimeters used the conventional adiabatic heat-
pulse technique. A semi-adiabatic heat-pulse technique without heat switch
but with the sample and platform weakly connected to the bath at 30 mK
via the appropriately chosen conductance of mounting threads and electrical
leads is described in [3.62]. In this calorimeter, parasitic heat leaks or thermal
losses have been compensated through an adjustable background heating to
assure a constant temperature of the platform. The heat capacity of milligram
samples was measured at 0.03–6 K in magnetic fields up to 12 T .

In particular for measurements of the heat capacity of small samples,
other methods like the thermal relaxation time technique or the AC calori-
metric technique with a calorimeter weakly coupled to a thermal bath at
constant temperature should be used (Fig. 3.15). In the thermal relaxation
method [3.64–3.67] heat is applied for a fixed time to sample and addenda,
and then the exponential thermal relaxation back to the bath temperature
is recorded. The heat capacity C is determined from the relaxation time
τ1 = C/k1 with C = Csample + Caddenda and k1 the thermal conductance of
the weak link to the bath. Both the thermal conductance k1 and the addenda
heat capacity have to be determined independently. The relaxation time τ1

has to be larger than all internal relaxation times of the system, otherwise
the relaxation is not a single exponential curve. This means in particular that
the conductance between the sample and the platform has to be much larger
than k1. The sensitivity is determined by the quality of the thermometer and
by the (as small as possible) heat capacity of the addenda. This method can
have rather high absolute accuracy, however, its relative accuracy is limited.

This is just the opposite for the AC method, which can detect very
small changes in the heat capacity [3.63, 3.65, 3.68]. Here, heat P is applied
sinusoidally and the resulting temperature oscillation at frequency ω is
determined. It is δT = (P/ωC)(1 + ω−2τ−2

1 + ω2τ2
2 )−1/2 with τ2 the relax-

ation time within the calorimeter assembly and τ1 the relaxation time of the
calorimeter to the bath. In the usual limit ωτ1 � 1 � ωτ2, the heat capacity
C = P/ωδT . To check whether this limit has been achieved, the tempera-
ture response has to be measured at various frequencies – typically between a
few and 200 Hz – to determine below which frequency heat escapes through
the thermal link to the bath within the measuring period and above which
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K2

Thermal Reservoir
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Fig. 3.15. (a) Schematic of a setup for heat-capacity measurements by the thermal
relaxation or the AC techniques. A platform (for example, a thin sapphire or silicon
disc or a membrane) carries sample, heater and thermometer. It is weakly coupled
to a thermal reservoir at constant temperature and surrounded by a thermal shield.
For high accuracy measurements, the temperature of the shield is regulated close to
the temperature of the platform. Leads to heater and thermometer are thermally
grounded at the thermal reservoir and then at the platform; they can also serve as
weak thermal link between platform and reservoir as well as mechanical support. The
set–up can be used for the more conventional heat-pulse technique by adding a heat
switch between reservoir and platform. (b) Heat flow diagram for the shown setup.
The sample of heat capacity Cx and at temperature Tx is connected via a thermal
link of conductance k2 to the platform with heat capacity Ca and at temperature
Tp. The thermal link between platform and thermal reservoir has the conductance
k1. Ca contains the contributions from platform, thermometer, heater, and their
mounting (glue, grease, varnish,. . . ); it should be substantially smaller than Cx and
has to be measured independently. Similarly, the conductance k2 should be much
larger than k1

frequency the calorimeter can not follow anymore the heat modulation; i.e.,
to see in which frequency range a steady state can be reached where δTω
is independent of frequency. A simplified version of the relaxation method is
the so-called “dual slope method” [3.69]. Here, the sample plus addenda are
continuously heated and cooled, and the specific heat at temperature T is
derived from the slopes of these two cycles at T .

In the calorimeters for these techniques, usually the sample holder is a
small chip (for example, thin silicon or sapphire) or membrane, to which
the heater, thermometer, and sample – with the latter having hopefully a
substantially higher heat capacity than all the other parts – are mounted. This
device is hanging in vacuum by means of thin supporting wires that provide a
weak and controllable thermal link to the bath and can serve also as electrical
leads for thermometer and heater (Fig. 3.15). Various micro-thermometers and
nonmagnetic, temperature-independent resistive heaters (for example, NiCr or
TiCr alloys) have been developed for this purpose (see various references in
this section).
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In [3.66], the relaxation method has been used with an amorphous silicon-
nitride membrane, supported by a silicon frame, onto which thin-film heaters
and thermometers (Pt for T > 50 K, amorphous NbSi or boron doped Si
for lower temperatures) are patterned. The heat capacity of this addendum
is <1 nJ K−1 at 2 K and 6 μJ K−1 at 300 K only. This calorimeter has been
used to investigate microgram samples or thin films in steady fields up to
8 T; according to the authors, it should be usable also in pulsed fields up
to 60 T. This is the result of the rather weak dependence of the properties
of the calorimeter parts on magnetic field (for example, their conductances
and the weak magnetoresistance of the used thermometers), and of the fact
that in a very good approximation the relaxation time does not rely on the
calibration of the thermometer. Reference [3.66] gives a detailed description
of the fabrication and properties of this calorimeter and all its components.
A relaxation calorimeter for use in a top-loading 3He-4He dilution refrigerator
in high magnetic fields has been described in [3.67]. It has been used for milli-
gram samples from 34 mK to 3 K and in magnetic fields up to 18 T. In order
to keep thermal time constants in the magnetic field reasonably short, most
of the addenda like the thermal reservoir are made from Ag, which has one
of the smallest nuclear heat capacities of suitable materials (see Fig. 10.4 and
Table 10.1).

In an elegant version of a calorimeter for microgram samples of [3.65],
a modified commercial thin-film ceramic silicon oxynitride chip of 1 × 0.75 ×
0.1 mm3 (“Cernox”, see Sect. 12.5.3) was used simultaneously as sample holder
and temperature sensor, with a Ni80Cr20 heater sputtered onto it. This
calorimeter of only 0.25 mg weight was used for the relaxation as well as for the
AC methods at 1.5–50 K and in magnetic fields up to 11T (Cernox is rather
insensitive to magnetic fields, see Sect. 12.5.3). According to the authors, the
sensitivity of this calorimeter over the whole temperature range is a factor
of 100 higher than that of a comparable commercial calorimeter (see be-
low), using a silicon-on-sapphire design. The most sensitive microcalorimeters
have been built by the group of Chaussy [3.68]. In their latest version, these
AC calorimeters for the Kelvin temperature range consist of a 2 to 10-μm-
thick monocrystalline silicon membrane substrate produced by etching, tak-
ing advantage of the high thermal conductivity and low heat capacity at
low temperatures of this material. A 150 nm CuNi heater (with tempera-
ture independent resistivity at 1 to 20 K) and a 150 nm NbN thermometer
(with slope dR/R dT ≈ 0.2 K at 4 K) are deposited onto the substrate. The
heat capacity of this addenda in the different versions of these calorimeters
varied between less than 0.1 nJ K−1 at T < 1 K and some nJ K−1 at 4 K. The
device was used to measure heat capacities of systems of reduced dimension-
ality like deposited thin films or multilayers or of microgram single crystals
and eventually of mesoscopic superconducting loops. The achieved resolution
of ΔC/C < 5 × 10−5 allowed measurements of variations of C as small as
10 fJ K−1 [3.68].
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Another remarkable achievement reported in [3.70] seems to be the sub-
stantial improvement of the conventional differential thermal-analysis (DTA)
method by means of using high-precision electronics and careful temperature
control. This device was used to measure the heat capacity of milligram sam-
ples at Kelvin temperatures and in magnetic fields up to 7 T with a relative
accuracy of about 10−4. This makes this method particularly valuable for
the investigation of sharp or shallow features at phase transitions. The main
ingredient of the method is the continuous comparison of the heat capacity
of the sample to the heat capacity of a reference material, which are both
weakly connected to a thermal bath and which are simultaneously heated or
cooled. The best results with this comparative method are, of course, achieved
if thermal links and thermometers are as identical as possible. Temperature
differences between bath, reference material, and sample are recorded and
inserted in the relevant equations to evaluate the heat capacity of the sample.

An automated heat-capacity measurement system (“Physical Property
Measurement System”, see “Supplier of Cryogenic Equipment”) for sam-
ples of about 10–500 mg is available commercially [3.64]. The system also
allows performing very sensitive AC-susceptibility, as well as AC- and DC-
magnetization and -electric-transport measurements. It employs the thermal
relaxation method in the temperature range 1.8–400 K (optional 0.35–350 K
with a continuously operating closed-cycle 3He system; see Sect. 6.2). As an
option, it can be equipped for measurements in magnetic fields up to 16 T
longitudinal or 7 T transverse. Its calorimeter platform consists of a thin alu-
mina square of 3 × 3 mm2, backed by a thin-film heater and a bare Cernox
thermometer (see Sect. 12.5.3). A heat pulse of duration τ is applied and the
platform temperature is recorded for 2τ . With known values for the conduc-
tance of the thermal link to the bath, of the heat capacity of the addendum,
and of the applied heat, the heat capacity of the sample and the internal time
constant of the calorimeter are determined analytically from the T(t) data by
numerically integrating the relevant differential equations. The curve fitting
is improved by carrying out a number of decay sweeps at each temperature
and averaging the results. Two Cernox thermometers are used over the full
temperature range and their calibration is based on the ITS-90 temperature
scale (Sect. 11.2). The resolution of the system is 10 nJ K−1 at 2 K. Accord-
ing to an examination of the system [3.64], the accuracy is 1% at 100–300 K,
which diminishes to about 3–5% at T < 5 K. The system is quite adequate to
investigate reasonably broad second-order phase transitions. However, sharp
first-order transitions cannot be investigated properly, mainly because the
applied software cannot describe the then non-exponential decay curves. This
drawback can be removed by using an alternate analytic approach [3.64].
The system has recently been equipped with a simple, fully automated dilu-
tion refrigerator for heat-capacity measurements from 55 mK to 4 K and in
fields to 9 T [3.71].

Important new information can be obtained from measurements of the
angular dependence of the heat capacity in high magnetic fields. For example,
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field-angle-dependent specific heat can probe the gap structure in unconven-
tional superconductors such as high-Tc or heavy-fermion superconductors,
possibly indicating the nodal structure of anisotropic energy gaps, which is
intimately related to the pairing interaction [3.73]. In Sect. 13.7, I will describe
various methods how to achieve the necessary rotation of samples at low
temperatures in these fields.

Cryogenic calorimeters or more generally devices which measure the tem-
perature increase after a deposition of energy are nowadays not only used to
measure heat capacities of liquids and solids but also in a variety of other
applications like the detection of weakly interacting massive particles, of x-
rays and γ-rays, and in astrophysics; or as bolometers for detection of phonons,
of particles or of electromagnetic waves, and in particular for detection of in-
frared radiation. These applications have emerged from the very high sensi-
tivity of recent microcalorimeters in the range of nJ/K (corresponding to the
heat capacity of a monolayer of 4He, for example) or even less. For a recent
review on these devices and their applications see [3.74].

3.2 Thermal Expansion

3.2.1 Thermal Expansion of Solids

If the potential which an atom sees in a crystal were parabolic (the har-
monic approximation) and therefore given by (3.1), there would be no ther-
mal expansion. However, in reality the potential which an atom experiences
is anharmonic due to the electrostatic forces of its neighbours and looks more
like that displayed in Fig. 3.16. At low temperatures the amplitudes of the
atomic vibrations around their equilibrium position r0 are rather small and
the potential can be approximated by (3.1). As a result the thermal expan-
sion coefficient

r /a
1.2

P
ot

en
tia

l

1.4 1.6 1.8 2.0

Fig. 3.16. Typical potential which an atom or ion experiences in a lattice as a
function of distance r between them (normalized to the lattice parameter a)
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α =
1
l

[
∂l

∂T

]
p

(3.22)

does indeed vanish for T → 0 (for Cu: α = 2.9 × 10−10T + 2.68 × 10−11T 3

at 0.2K < T < 1.9K [3.75]).2 When the temperature is raised the thermal
vibrations of the atoms grow and they increasingly experience that the poten-
tial is asymmetric: steeper for small distances and flatter for larger distances.
The atoms experience the “anharmonic” part of the potential. Due to the
shape of the potential the atoms spend more of their time at larger separations,
leading to an increased average separation. Therefore the material expands
when the temperature is increased. For a potential V (r − r0) = V (x), the
mean deviation from the zero-temperature position r = r0 is given by [3.1–3.7]

〈x〉 =

∫ +∞
−∞ xe−V (x)/kBT dx∫ +∞
−∞ e−V (x)/kBT dx

. (3.23)

The thermal contraction of various materials when cooled from room tem-
perature to lower temperatures is displayed in Fig. 3.17. Looking at this figure
we can divide the materials quite generally into three groups. First, there is
a group of commercial alloys and glasses, which have been specially produced
to exhibit an extremely small expansion coefficient. Then we have the groups
of metals which contract by about 0.2–0.4% when cooled from room temper-
ature to low temperatures. It is very important to remember that different
metals have different expansion coefficients and therefore have to be joined
in the proper order (see below). Finally, we have the organic materials with
their large expansion coefficients; typically 1–2% length change when cooled
from room temperature to the low Kelvin temperature range. These latter
materials are rather important for low-temperature purposes as well, because
they are used as construction materials on account of their low thermal con-
ductivity, or for bonding, electrical insulation or making leak-tight joints.
Here problems can often occur due to their rather large thermal expansion
coefficients which can lead to substantial thermal stresses. For some applica-
tions the very small expansion coefficients of many glasses of α 	 4×10−7 K−1

at 0◦C may be useful. However, unlike the specific heat and other properties,
α is not a universal property of glasses at low temperature; it may even have
different sign for different glasses at T ≤ 1K [3.81].

Joining materials of different thermal expansion in an apparatus whose tem-
perature will repeatedly be changed requires a rather careful selection of the
materials and a suitable design, if destruction of the joint by the severe stresses
in thermal cycling is to be avoided. This is a very serious consideration because a
low-temperature apparatus composed of a variety of materials usually has to be
leak-tight. Figure 3.18 illustrates the correct ways of joining tubes of different
2 Of course, when a material is anisotropic, it may have different expansion

coefficients αi in different directions. The volume expansion coefficient is then

β =
3∑

i=1

αi/3.
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Fig. 3.17. Relative linear thermal expansion coefficient of (1) Invar (upper), Pyrex
(lower), (2) W, (3) nonalloyed steel, (4) Ni, (5) Cu0.7Ni0.3, (6) stainless steel,
(7) Cu, (8) German silver, (9) brass, (10) Al, (11) soft solder, (12) In, (13) Vespel
SP22, (14) Hg, (15) ice, (16) Araldite, (17) Stycast 1266, (18) PMMA, (19) Nylon,
(20) Teflon [3.76]. Some further data are: Pt similar to (3); Ag between (9) and
(10); Stycast 2850 GT slightly larger than (10). The relative change of length
between 300 and 4K is 103Δl/l = 12, 11.5, 4.4, 6.3 and 5.7 for Polypropylene,
Stycast 1266, Stycast 2850 GT as well as 2850 FT, Vespel SP-22 and solders, re-
spectively [3.44, 3.55, 3.56, 3.76–3.82, 3.114]. Torlon behaves very similar to Stycast
2850FT [3.114]

metals and the design of seals, which appear in almost every piece of low-
temperature equipment. (For the proper design of an insulating feedthrough
of leads, see Sect. 13.3.) In addition, stresses due to parallel connection by
parts of different materials have to be avoided. Very often good thermal con-
tact between different metallic parts of low-temperature apparatus is essential
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Wrong Better O.K.

Metal flange
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Brass screw
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Fig. 3.18. When joining different materials in a cryogenic apparatus one has to take
into account the difference in their thermal expansion coefficients. For example: (a)
The tube with the largest expansion coefficient should be on the outside so that
the solder joint is not pulled open during cooldown. (b) In an O-ring seal the screw
should have a larger expansion coefficient than the flange. The seal will tighten even
further during cooldown if a washer with a very small expansion coefficient is used.
(c) In an epoxy feedthrough for leads the epoxy, with its large expansion coefficient,
should contract on a thin-walled metal tube during cooldown rather than pull away.
It helps if the tube walls are tapered to a sharp edge. An epoxy with filler should
be used to lower its thermal expansion coefficient

(Sect. 4.3.1). Here again the correct selection of the materials for bolts and nuts
is important. Frequently, the thermal contact after cooldown can be improved
by adding a washer of a material with a low thermal expansion coefficient,
such as Mo or W (but they are superconductors at very low temperatures!).

A fairly comprehensive list of references and data on thermal expansion
coefficients of solids can be found in [3.7, 3.44,3.78–3.80].

3.2.2 Dilatometers or How to Measure Thermal Expansions

For measurements of thermal expansion coefficients, capacitive displacement
sensors are commonly used because of their sensitivity (up to 0.1 nm) and
simplicity (see also Sect. 13.1) [3.7, 3.78, 3.79, 3.82]. In these dilatometers, the
change of length of a sample is transferred to the movable part of a capac-
itor resulting in a capacitance change. The capacitances are measured in a
five-terminal capacitance bridge like the one discussed in Sect. 13.1.1 or in a
commercial high-resolution capacitance bridge. The resolution of these bridges
of up to 10−7 or even 10−8 translates to resolution changes of up to 0.1 nm.
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A miniature capacitance dilatometer of this type with only 22 mm di-
ameter, made from Ag and suitable for measuring thermal expansion and
magnetostriction of small and irregularly shaped samples even in very high
magnetic fields has been described in [3.83]. The design is based on the tilted-
plane technique, so that the problem of holding the capacitor plates parallel to
each other is overcome. Its resolution is 0.1 nm or Δl/l=10−6 and it has been
used in a cryostat inside of the narrow (32 mm) and “noisy” bore of a magnet
with fields up to 33T . For earlier designs using capacitive dilatometers, the
mentioned publications should be consulted.

Capacitance dilatometers are only surpassed by dilatometers using a
SQUID as the sensing element of elongation or contraction of a sample. The
enormous resolution of 2 × 10−5 nm has been achieved and the data for Cu
at 0.2 < T < 1.9 K, mentioned above, have been obtained applying such a
device [3.75].

3.3 Thermal Conductivity

Thermal conductivity is a transport property of matter similar to electrical
conductivity, viscosity, diffusion, damping of sound, etc [3.1–3.6, 3.84–3.87].
The rate of heat flow per unit area resulting from a temperature gradient in
a material of cross-section A is given by

q̇ = Q̇/A = −κ∇T , (3.24)

where κ is the thermal conductivity coefficient. Heat can be carried by con-
duction electrons or by lattice vibrations; their contributions are additive.
These carriers of heat usually do not fly ballistically from the heated end of
the material to the other colder end. They are scattered by other electrons
or phonons or by defects in the material; therefore they perform a diffusion
process. To calculate thermal transport we have to apply transport theory,
which in its simplest form is a kinetic gas theory. In this simplified version we
consider the electrons or the phonons as a gas diffusing through the material.
For the thermal conductivity coefficient this theory gives

κ =
1
3

C

Vm
vλ , (3.25)

where λ is the mean free path, and v is the velocity of the particles. Intuitively,
this is a rather convincing equation identical to those for other transport
properties if we choose the corresponding parameters. It tells us that the
transport property “thermal conductivity coefficient” is given by the product
of “what is transported” [here it is the specific heat C (per unit volume)], “the
velocity v of the carriers performing the transport”, and “how far the carriers
fly before they are scattered again”. The factor 1/3 comes from the fact that
we are interested in the heat flow in one direction, whereas the motion of the
carriers is three-dimensional.
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How will the thermal conductivity coefficient look like if the heat is carried
by the electron or/and by the phonon gases? In the first part of this chapter
we have already calculated the specific heat C of electrons and phonons as a
function of temperature. The characteristic velocity of phonons is the velocity
of the sound vs; this is the velocity with which “vibrations” or “phonons”
move through the lattice. Typical values for solids, in particular metals, are
vs = (3–5)× 105 cm s−1. The electrons involved in thermal transport can only
be electrons with energy near the Fermi energy (Fig. 3.3). Only these can
transport heat because they are the only ones which can perform transitions to
higher nonoccupied energy states, which is necessary for thermal conductivity.
Their velocity is the so-called Fermi velocity vF determined by the kinetic
Fermi energy EF, see (3.10). Typical values for

vF = (�/me)(3π2N0/Vm)1/3 (3.26)

are 107–108 cm s−1 � vs. Both the sound velocity and the Fermi velocity are
independent of temperature at low temperatures. So we know C and v, and all
the problems in calculating transport properties lie in the calculation of the
mean free path λ, determined by the scattering processes of the heat carriers.

The main scattering processes limiting the thermal conductivity are
phonon–phonon (which is absent in the harmonic approximation), phonon–
defect, electron–phonon, electron–impurity, and sometimes electron–electron
interactions. The latter process is rather ineffective because it involves four
different electron states due to the Pauli exclusion principle. The resistances of
the various scattering processes are additive. Because the number of phonons
increases with increasing temperature, the electron–phonon and phonon–
phonon scattering rates are temperature dependent. The number of defects
is temperature independent and correspondingly the mean free path for the
phonon–defect and electron–defect scattering do not depend on temperature.
As a result, we arrive at the equations for the thermal conductivity given in
the following subsections.

3.3.1 Lattice Conductivity: Phonons

The lattice or phonon conductivity which is the dominant and mostly the only
conduction mechanism in insulators is given by

κph =
1
3

Cph

Vm
vsλph ∝ T 3λph(T ), at T ≤ θD/10 . (3.27)

Intermediate Temperatures: T ≤ θD/10

In this temperature range the phonon–phonon scattering is dominant and
the phonon mean free path increases with decreasing temperature because
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the number of phonons decreases with decreasing temperature. A quantitative
derivation [3.1–3.6, 3.84–3.87] of the thermal conductivity for the phonon–
phonon scattering regime is somewhat involved due to the anharmonicity of
the potential and of the frequency dependence of the dominant phonons with
temperature; it will not be given here. We just state that in this T range
the thermal conductivity decreases with increasing temperature (Figs. 3.19
and 3.20).

Low Temperatures: T � θD

In this temperature range the number of thermally excited phonons is rather
small. They are no longer important for scattering, and the phonons which
carry the heat are scattered by crystal defects or by crystal boundaries only.
Because at low temperatures the dominant phonon wavelength is larger than
the size of the lattice imperfections, phonon scattering at crystallite bound-
aries is the important process. Now the mean free path for phonon transport
is, in general, temperature-independent – but see (3.29). The temperature
dependence of the thermal conductivity is then given just by the tempera-
ture dependence of the specific heat, and decreases strongly with decreasing
temperature as

κph ∝ Cph ∝ T 3 . (3.28)

As a result of this consideration we find that the thermal conductivity due
to phonon transport goes through a maximum, as illustrated in Figs. 3.19a
and 3.20. Owing to differences in the number of defects, the low temperature
thermal conductivity of nominally identical samples can vary considerably
(see also Fig. 3.19).

I want to mention two particularly important cases of phonon thermal
conductivity. First, if we have a rather perfect, large crystal with a very low
density of defects and impurities, the mean free path of phonons and there-
fore the thermal conductivity can become very large, of the order 100 W (cm
K)−1 (Figs. 3.19a and 3.20). This is comparable to the thermal conductiv-
ity of highly conductive metals like copper or aluminum. Second, if we have a
strongly disordered insulator, the mean free path determined by the scattering
of phonons on defects can become very small, even approaching atomic dis-
tances. In particular, if we consider a glass, the tunneling transitions between
different structural arrangements of the atoms, which were discussed in the
description of the specific heat of noncrystalline materials (Sect. 3.1.4), limit
the phonon thermal conductivity by additional scattering of phonons on tun-
neling states [3.5,3.24–3.28,3.94,3.95]. They reduce the thermal conductivity
of glasses considerably, for example by about two (four) orders of magni-
tude for vitreous silica compared to crystalline quartz at 1 (10 K) [3.27]. This
scattering results in an almost universal close to T 2 dependence of the ther-
mal conductivity of dielectric glassy materials below 1 K (Figs. 3.21–3.23) and
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Fig. 3.19. Temperature dependence of the thermal conductivities of (a) some
dielectric solids and of (b) Al and Cu of varying purity [expressed as their residual
resistivity ratio (3.43)] [3.88]
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Fig. 3.20. Typical thermal conductivities κ of various materials at T > 2 K
[3.89–3.93]. Remember that κ depends on the purity and crystalline perfection of a
material

a plateau region for 2 K � T � 20 K (Fig. 3.22). Because the heat is still carried
by phonons with Cph ∝ T 3, the phonon mean-free path limited by scattering
on tunneling states must vary as λ ∝ T−1. As for the specific heat of disor-
dered solids, both the absolute magnitude and the temperature dependence
of the thermal conductivities of most glasses are rather similar; for example,
for commercial glasses or polymers they fall within about a factor of two of
those given for Pyrex (Figs. 3.21 and 3.22).

A detailed discussion of the lattice conductivity is rather involved due to
the variation of the frequency of the dominant phonons with temperature and
the various scattering processes. This is particularly true if the conductivity is
limited by different lattice imperfections. The main results of such discussions
are [3.1–3.6, 3.84,3.86].
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λph = const. for phonon–grain boundary scattering,
λph ∝ T−1 for phonon–dislocation scattering, and
λph ∝ T−4 for phonon–point defect (Rayleigh) scattering.

(3.29)

3.3.2 Electronic Thermal Conductivity

For the thermal conductivity due to conduction electrons we have

κe =
1
3

Ce

Vm
vFλe ∝ Tλe(T ) . (3.30)

Usually, in a metal, this electronic thermal conductivity is considerably
larger than the lattice thermal conductivity because the Fermi velocity vF of
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the conduction electrons is much larger than the sound velocity vs of phonons.
A detailed theoretical treatment [3.1–3.6,3.84–3.87] of the electronic thermal
conductivity is easier than that of the lattice conductivity because the con-
duction electrons involved sit within a narrow energy band of width kBT at
the Fermi energy EF and therefore they all have the same energy.

High Temperatures

At high temperatures the thermally excited phonons are the limiting scat-
terers for the heat conducting electrons. Because the number of thermally
excited phonons increases with temperature we find for the electronic thermal
conductivity in the electron–phonon scattering region a thermal conductivity
which decreases with increasing temperature (Figs. 3.19b and 3.20).

Low Temperatures

At low temperatures the number of phonons is again small and the scatter-
ing of electrons from lattice defects and impurities dominates. We have a
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Fig. 3.23. Thermal conductivities of various dielectric materials often used in a cryo-
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Epibond 100 A; j, Nylon; k, Graphite AGOT; l, Vespel SP21 with 15% by weight
graphite) [3.94]

temperature-independent electronic mean free path resulting in the following
equation for the electronic thermal conductivity:

κe ∝ Ce ∝ T . (3.31)

We again have two scattering processes dominating in different temper-
ature regions and with opposite temperature dependences. As a result the
electronic contribution to the thermal conductivity also goes through a maxi-
mum (Figs. 3.19b and 3.20). The value and position of this maximum strongly
depend on the perfection of the metal; for pure elements it is located at about
10 K. With increasing impurity concentration, the maximum is diminished
and shifted to higher temperature. In a disordered alloy the scattering of elec-
trons by the varying potential can become so strong that electronic and lattice
conductivities become comparable.
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3.3.3 Thermal Conductivity at Low Temperatures

For our purposes the values and temperature dependences of the thermal
conductivity at low temperatures are of particular importance and will be
summarized in the following. The heat carried by a material of cross-section A
and length L with a thermal conductivity coefficient κ and with temperatures.
T2 and T1 at its ends is given by

Q̇ =
A

L

∫ L

0

q̇ dx =
A

L

∫ T2

T1

κ(T )dT . (3.32)

Insulators/Phonons

Here we have

κph = bT 3 for T < θD/10 (3.33)

and hence

Q̇ =
Ab

4L
(T 4

2 − T 4
1 ) . (3.34)

For small temperature gradients, ΔT = T2 − T1 � T , we have

Q̇ 	 Ab

L
T 3ΔT =

A

L
κph(T )ΔT . (3.35)

Metals/Conduction Electrons

Here we have

κe = κ0T for T < 10K (3.36)

and therefore

Q̇ =
Aκ0

2L
(T 2

2 − T 2
1 ) . (3.37)

Again, for small temperature gradients,

Q̇ 	 Aκ0

L
TΔT =

A

L
κe(T )ΔT . (3.38)

Hence, an accurate determination of thermal conductivity involves also an
accurate determination of the relevant sample dimensions.

Low-temperature thermal conductivities of various materials are listed in
Table 3.2 and plotted in Figs. 3.19–3.23.
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Table 3.2. Thermal conductivity of solids frequently used in low temperature
apparatus

material κ [mW (cm K)−1] T range [K] ref.

Manganin 0.94 T 1.2 1–4 [3.98]
Nb–Ti 0.075 T 1.85 4–9 [3.99]
Nb–Ti 0.15–0.27 T 2.0 0.1–1 [3.100]
Cu0.70Ni0.30 0.93 T 1.23 0.3–4 [3.101]
Cu0.70Ni0.30 0.64 T 0.05–3.0 [3.100,3.102]
Pyrex 0.15 T 1.75 0.18–0.8 [3.103]
Al2O3 2.7 T 2.5 2–8 [3.104]
Al2O3 0.29 T 2.7 0.1–2 [3.94]
Stycast 1266 0.49 T 1.98 0.05–0.5 [3.105]
Stycast 1266 0.39 T 1.9 0.06–1 [3.100]
Stycast 2850 GT 78 × 10−3 T 1.8 1–4 [3.98]
Stycast 2850 FT 53 × 10−3 T 1.8 2–10 [3.106]
Stycast 2850 FT 92 × 10−3 T 2.65 0.06–1 [3.100]
Vespel SP 1 18 × 10−3 T 1.2 0.1–1 [3.94]
Vespel SP 22 17 × 10−3 T 2 0.1–2 [3.94,3.100]
Teflon 30 × 10−3 T 2 0.2–1 [3.107]
Teflon 38 × 10−3 T 2.4 0.3–0.7 [3.103]
Nylon 26 × 10−3 T 1.75 0.2–1 [3.94,3.103]
Macor 58 × 10−3 T 2.24 0.4–1.1 [3.108]
Nuclear graphite 15 × 10−3 T 1.13 0.1–2 [3.94]
AGOT graphite 5.1 × 10−3 T 1.76 0.1–2 [3.94]

4.9 × 10−3 T 1.86 0.3–3 [3.109]
a-SiO2 0.248 T 1.91 0.06–1 [3.110]
Wood 9.3 × 10−3 T 2.7 0.04–1 [3.111]
Kevlar 3.9 × 10−5 T 1.17 0.1–2.5 [3.112]
Polypropylene 27.4 × 10−3 T1.28 0.1–1 [3.56]
PVC 1.8 × 10−4 T2.05 0.05–0.12 [3.113]
Torlon 6.13 × 10−2 T2.18 0.1–0.8 [3.114]

The given temperature ranges are the ranges where the given equations describe
the data; in the cited literature, often data for a much wider temperature range
are given.

3.3.4 Superconducting Metals

In superconducting metals some of the electrons are paired to so-called Cooper
pairs. They all sit in the same low energy state of zero entropy, which is
separated by an energy gap ΔE from the states of the single, unpaired elec-
trons [3.16–3.19, 3.23]. The Cooper pairs cannot leave this ground state to
carry heat (they carry no entropy) unless they are broken up into single elec-
trons. Therefore in a superconducting metal only the remaining unpaired
electrons can carry heat. Because they are in energy states which are
separated from the Cooper ground state by the energy gap ΔE(T ), their
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number decreases exponentially with T , i.e., as exp(−ΔE/kBT ). As a result
of this qualitative discussion we find that the electronic thermal conductiv-
ity of a metal in the superconducting state is given by the product of the
number of remaining unpaired single electrons and their thermal conductivity
(which is identical to the electronic thermal conductivity κe,n = κ0 T in the
normal–conducting state),

κe,s ∝ T e−ΔE/kBT , (3.39)

with ΔE = 1.76kBTc for most elemental superconductors [3.16–3.19,3.23].
Hence, the electronic thermal conductivity of a superconductor decreases

very rapidly with decreasing temperature [3.115]. Indeed, at low tempera-
tures the electronic thermal conductivity of a superconducting metal can even
become smaller than its lattice conductivity, and at sufficiently low tempera-
tures, say at T < Tc/10, the total thermal conductivity of a superconductor
approaches the thermal conductivity of an insulator, κ ∝ T 3. This is shown
in Fig. 4.1 for aluminium.

Because it is rather simple to “switch” a metal from the superconduct-
ing to the normal state by applying a large enough magnetic field, one can
“switch” its thermal conductivity from one state to the other. We take advan-
tage of this possibility by using a superconducting metal as a thermal switch to
disconnect or to connect two parts in a low-temperature apparatus, for exam-
ple in a magnetic refrigerator (Chap. 10). This application will be discussed
in Sect. 4.2.2.

3.3.5 Relation Between Thermal and Electrical Conductivity:
The Wiedemann–Franz Law

A correct measurement of the low-temperature thermal conductivity of a
metal can be rather cumbersome (see Sect. 3.3.7) and, in general, a mea-
surement of the electrical conductivity is much easier. Fortunately, due to the
fact that in a metal usually both conductivities are determined by the flow of
electrons and are mostly limited by the same scattering processes, a measure-
ment of the electrical conductivity often gives reasonable information about
the thermal conductivity. Let us consider a metal at low temperatures in the
defect scattering limit where λe = const. For the electrical conductivity the
electrons conduct charge, which is temperature independent. At low temper-
atures in the defect scattering limit or in the residual resistivity range (see
below) the electrical conductivity σ is therefore temperature independent. For
the thermal conductivity κ the electrons carry heat, but the specific heat, and
therefore the thermal conductivity, are proportional to temperature in this
range. As a result, the ratio of thermal conductivity κ to electrical conduc-
tivity σ is proportional to temperature. One arrives at the same result for
the temperature range where the conductivity due to electron transport is
limited by large-angle elastic electron–phonon scattering (T ≥ θD). At, say,
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4 and 300 K, we then have the Wiedemann–Franz law for the ratio of these
two conductivities [3.1–3.6, 3.84–3.87,3.116],

κ/σ = L0T , (3.40)

where the Lorenz number L0 is a universal constant, i.e., L0 = (πκB/e)2/3 =
2.4453 × 10−8 W ΩK−2.

Of course, we also arrive at (3.40) if we combine the equation for the
electrical conductivity of a metal

σ =
nN0e

2λeVm

vFm∗ , (3.41)

where m∗ is the effective mass of the conduction electrons and n is the number
of conduction electrons per atom, with (3.30) for the thermal conductivity, as-
suming that the electronic mean free path is the same for both conductivities.

We can therefore use the measured electrical conductivity together with
the Wiedemann–Franz law to calculate the thermal conductivity. In many
situations this gives correct results, in particular when the electron scattering
is predominantly elastic. It most often holds at low temperatures (impurity
scattering; T < θ/10) and at high temperatures (phonon scattering; T ≥ θ)
but not in between, where energy losses of the order kBT are associated with
electron–phonon collisions. However, cases are known in which the calculated
and measured thermal conductivities differ by up to an order of magnitude
at low temperatures. Usually the measured thermal conductivity is smaller
than the thermal conductivity calculated with the Wiedemann–Franz law
from the electrical conductivity. Particularly disturbing is the observation
that this can happen at Kelvin and lower temperatures for metals of typ-
ical quality commonly used in a low-temperature apparatus (e.g., Al and
Ag) while this deviation can be absent for other quite similar metals (e.g.,
Cu) [3.104], see Fig. 3.24, or has even not been observed for the same metal
by other investigators [3.117, 3.118]. The reason for this discrepancy is the
fact that our earlier discussion is an oversimplification. In reality scattering
processes may contribute with different “effectiveness” to the two conductiv-
ities, in particular when inelastic scattering contributes to the thermal con-
ductivity [3.1–3.6, 3.84–3.87].

A formula that is rather useful can be derived from the above equations,
namely,

vFλe =
σ

γ

[
πkB

e

]2

(3.42)

which allows the electronic mean free path λe to be calculated from the mea-
sured electrical conductivity σ and specific heat coefficient γ.

In the literature the so-called residual resistivity ratio (RRR) is very often
given as a measure of the “purity” of a metal (Fig. 3.19). This is the ratio of
the electrical conductivity at low temperatures, e.g., at the boiling point of
liquid helium, to the electrical conductivity at room temperature
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Fig. 3.24. (a) Thermal conductivity of a Cu foil 60 μm thick and 20mm wide
after various treatments, resulting in RRRs of 979 (•), 540 (�) and 410 (�). Lines
correspond to thermal conductivities calculated from RRR values (3.43) by applying
the Wiedemann–Franz law (3.40). (b) Thermal conductivity of a Ag rod 0.86 ×
0.86 mm2 after different treatments, resulting in RRRs of 3,330 (•), 1,988 (�) and
553 (�). Lines correspond to thermal conductivities calculated from RRR values
(3.41) by applying the Wiedemann–Franz law (3.40). The shown results mean that
different types of defects may influence the thermal and the electric conductivities
differently. Hence, the results may differ from sample to sample [3.104]

RRR = σ4.2 K/σ300 K = ρ300 K/ρ4.2 K . (3.43)

Because the room-temperature conductivity is determined not by defect
scattering but by phonon scattering, whereas the low-temperature conductiv-
ity is exclusively determined by the scattering on defects because then there
are no phonons left – this ratio is a direct measure of the limiting defect
scattering. It indicates how good a material is by stating by what factor its
conductivity increases with the vanishing of the phonon scattering at low
temperatures.

3.3.6 Influence of Impurities on Conductivity

In Sect. 3.3.5 we have discussed how the thermal conductivity – which is so
important for low-temperature experiments – can be calculated from the elec-
trical conductivity and that both conductivities are limited at low temper-
atures by electron–defect scattering in a metal. In this section I will make
some comments on the scattering of conduction electrons on impurity atoms.
For this scattering we have to distinguish between nonmagnetic and magnetic
impurities.
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Electron Scattering by Nonmagnetic Impurity Atoms

The conduction electrons are scattered at the Coulomb potential of the impu-
rity, which may have the valence difference ΔZ compared to the host lattice.
The increase of the electrical resistance in this case is often not very large,
and for small impurity concentrations is given by the Linde rule

Δρnm = a + b(ΔZ)2 . (3.44)

The constants a and b are determined by the host lattice and, in particu-
lar, depend on the row of the Periodic Table to which the host atom belongs.
Examples for Cu as the host are listed in Table 3.3. These values are typi-
cally 1 μΩcm (at %)−1 (impurity concentration); they are comparable to the
increase of ρ due to heavy cold working (several 10 nΩ cm) or introduction
of vacancies (1 μΩcm (at %)−1) [3.45,3.87].

Scattering of Electrons by Magnetic Impurity Atoms
(in Particular in Copper)

A magnetic or spin-flip scattering of the conduction electrons can occur at
localized moments of magnetic impurities [3.5,3.119–3.121]. For this situation
the increase of resistance can be much larger – and much more difficult to
understand theoretically – than for the case of nonmagnetic impurities; a the-
oretical discussion and a calculation of Δρm is much more involved. Examples
for 3d elements as impurities in Cu are listed in Table 3.4. The strength of the
scattering and the resulting resistance increase depend strongly on the prop-
erties of the magnetic impurity and it can be very different in different host
lattices. For example, iron produces a very large moment of about 12 μB in pal-
ladium [3.122], it keeps essentially its bare moment of about 2 μB in noble met-
als, whereas its moment at low temperatures is very small in rhodium [3.123]

Table 3.3. Relative change Δρnm per concentration c of the solute of the electri-
cal resistance of Cu if the given nonmagnetic elements with valence difference ΔZ
compared to Cu are introduced as impurities, see (3.44), [3.87]

impurity As Si Ge Ga Mg Zn Cd Ag

ΔZ 4 3 3 2 1 1 1 0
Δρnm/c [nΩ cm (at. ppm)−1] 0.65 0.33 0.37 0.14 0.065 0.025 0.02 0.014

Table 3.4. Relative change Δρm per concentration c of the solute of the electrical
resistance of Cu at 1K if the given magnetic elements are introduced as impurities
[3.87]

impurity Ti V Cr Mn Fe Co Ni

Δρm/c [nΩ cm (at. ppm)−1] 1.0 0.58 2.0 0.43 1.5 0.58 0.11



76 3 Solid Matter at Low Temperatures

R
el

at
iv

e 
el

ec
tr

ic
al

 r
es

is
ta

nc
e,

 R
/R

0

R
el

at
iv

e 
el

ec
tr

ic
al

 r
es

is
ta

nc
e,

 R
/R

0

Temperature, T  [K]

0 20

0.05% Fe in Cu

0.1% Fe in Cu

0.2% Fe in Cu

40 60 80
0.23

0.25

0.43

0.45

0.47

0.49

0.51

0.27

0.29

0.31

0.33

0.34

0.55

0.57

0.59

0.61

0.63

0.64

Fig. 3.25. Resistance minima of various dilute alloys of Fe in Cu. R0 is the resistivity
at 0◦C. The position of the minimum depends on the concentration of iron [3.125].
For similar, more recent data for Fe in Au see [3.126]

or aluminum [3.124]. Hence, Fe has a strong impact on transport properties
in noble and platinum metals, however almost no impact on them in Rh and
Al. Furthermore, the strength of the scattering can depend very strongly on
temperature due to the so-called Kondo effect, which describes an enhanced
inelastic scattering of a cloud of conduction electrons “condensed” around
magnetic moments that are localized on impurity atoms [3.5, 3.119–3.121].
The latter experience a temperature-dependent screening by the conduction
electrons of the host lattice. As a result the resistivity may not approach
a constant value ρ0 at low temperatures but may rise logarithmically with
decreasing temperature T after passing through a minimum whose position
depends weakly on the concentration of the impurity (Fig. 3.25). It is then
given by

ρ = ρ0 − ρK ln(T ) (3.45)

where ρK denotes the Kondo resistivity.
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3.3.7 Thermal Conductivities of Copper, Silver
and Aluminum at Low Temperatures

Aluminum and copper (and for some special applications, the more expensive
silver; however, it usually contains a substantial amount of O2) are the most
widely used thermal conductors in a low-temperature apparatus. Aluminum
has the advantages over Cu that it has a lower density, it is available in
higher purity (up to 6 N, whereas Cu seems presently to be commercially
available only up to 5 N), and in particular its conductivity is less dependent
on deformation (it anneals already at room temperature) and on the amount
of impurities (paramagnetic ions have a very small moment in Al opposite to
their properties in Cu; see above). However, Cu (and Ag) has the advantage
that it is easy to make good thermal contact to it which is much harder
for Al due to its tenacious oxidized surface layer (see Sect. 4.2.2). For these
metals, the thermal conductivities at low temperatures vary over many orders
of magnitude depending on treatment and purity (Fig. 3.19). As a rule of
thumb: their RRR is about equal to the thermal conductivity in W/K m at
1 K [3.127]. More exactly

κ = (RRR/0.76)T [W/Km] and κ = (RRR/0.55)T [W/Km] (3.46)

for Cu and Ag, respectively (but see the above discussion and Fig. 3.24).
Typical values for the thermal conductivity of Cu and Al at different purities
are 102 to 103 (102 to 104; 103 to 4×104) W/K m for 4 N (5 N; 6 N) purity,
annealed (400◦C) Al, and 50 to 200 (200–5,000) for 4 N (5 N) annealed Cu
[3.127, 3.128]. Information on the thermal conductivity of a large number of
Al alloys for temperatures between 2 K and room temperature can be found
in [3.129]. At 1 K, they are typically between 1 and 3 W K−1 m−1.

Because of the importance of copper and of other noble and platinum met-
als for making high-conductivity thermal joints (or for thermometry purposes;
see Sects. 12.9, 12.10), I shall discuss a process by which magnetic impurities
can be “passivated” in Cu, Ag, Au, Pt, Pd, Rh and possibly some other
metals as well, by oxidizing the less noble metal impurities, resulting in a
dramatic increase of the low-temperature conductivities. The following dis-
cussion applies to the “passivation” of the magnetic scattering of iron in
copper [3.130–3.133] (for Ag, see [3.134]).

The typical residual resistivity ratio of a piece of copper which one can buy
from a shop is in the range of 50–100. Heating the copper to a temperature of
400–500◦C anneals structural lattice defects, and the residual resistivity ratio
usually increases to a value of 300–400. A further increase is only possible
by passivation of magnetic impurities, in particular by oxidation of iron. The
less noble impurities are oxidized by heat treatment of the Cu specimen at a
temperature of 900–1,000◦C in an atmosphere of oxygen or air at 10−5–10−4

mbar (the time required for this treatment depends mainly on the thickness of
the Cu sample). This oxidation and passivation is a two-step process. In the
first step Fe is oxidized to FeO by oxygen diffusing through the Cu matrix.
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Fig. 3.26. Resistivity of Cu–Fe at 4 K, as a function of Fe impurity concentration,
annealed in vacuum and in an O2 atmosphere (92 h; about 10−6 bar air) [3.130]

FeO is stable, whereas copper oxide is unstable at these temperatures. The
iron oxides attract more FeO and O and create small (0.1 μm) Fe3O4 clusters,
reducing the number of magnetic scattering centres. These clusters are mag-
netically ordered; the conduction electrons do not suffer spin-flip scattering at
the fixed iron moments any more. In this sense, the iron moments are mag-
netically inactive for the scattering of conduction electrons of the host lattice.
Thus, although the Cu is not purer after oxygen annealing, the impurities are
much less effective as scattering centres (Fig. 3.26).

Another very effective purification of Cu from Fe reported in the litera-
ture is an electrolytic process starting from a Cu sulphate solution, followed
by a wet-hydrogen treatment to remove nonmagnetic impurities [3.135]. The
residual hydrogen has then to be “pumped out” by heating the Cu in vac-
uum at around 1,000◦C. The resulting increased conductivity corresponds to
a residual resistivity ratio of at least 1,000 and in extreme cases up to sev-
eral 10,000, at which point dislocation scattering of the conduction electrons
dominates.

Of course, it is an advantage if the starting copper already contains oxygen;
oxygen-free high-conductivity (OFHC) Cu is often not well-suited for the pro-
duction of high-conductivity copper needed for low-temperature experiments.
However, it has been shown that oxygen annealing can be detrimental for the
conductivity of commercially available ultrapure (7N) Cu [3.136].

Oxygen annealing does not change the conductivity of Al because of the
very small magnetic moments of 3d-elements in Al.
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Fig. 3.27. Typical values of the residual resistivity ratio (RRR) of various metals as
a function of typical impurity concentrations with which they are available [3.138]

A survey on the transport properties of pure metals in the defect scatter-
ing limited range and a compilation of the smallest residual resistivities which
have been reported in the literature for all metals except the rare earths can
be found in [3.137]. Figure 3.27 gives typical values of the residual resistivity
ratio which one can attain in pure metals as a function of the impurity con-
centration. Comprehensive compilations of data on the thermal conductivity
of solids can be found in [3.44,3.45,3.90–3.93]. Values for metallic elements at
273 K are compiled in [3.87], p. 28.

3.3.8 How to Measure Thermal Conductivities

Usually, the thermal conductivity of a material is determined by measuring
with two thermometers the temperature difference produced by heating one
end of it and keeping the other one at the constant temperature of a heat
sink (see [3.86,3.87] and references therein). This simple steady-state method
has several pitfalls and problems that are rather similar to the ones in mea-
surements of heat capacities (see Sect. 3.1.8). For example, heat losses by
radiation and into eventually still remaining gas molecules in the surround-
ing, Joule heating in the thermometers, parasitic heat leaks along leads to
heater and thermometers, the thermal resistances of them to the sample; etc
(see also Sect. 5.1.2). The heat flow along the leads can be strongly reduced
by using thin superconducting wires at their low-temperature end and by
properly heat sinking them. Radiation losses are particularly problematic at
higher temperatures. They can be substantially reduced by using radiation
shields around the setup at a temperature close to the samples tempera-
ture [3.33,3.58], or by applying the so-called 3ω-method introduced by [3.139].
This method uses a radial AC heat flow into the sample from a heated narrow
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metal film deposited onto it. This metal strip serves as heater as well as ther-
mometer. A current of frequency ω through it heats the sample with a power
at a frequency 2ω. The resulting resistance or temperature oscillations of the
metal strip at 2ω times the driving current at ω results in 3ω-oscillations in
voltage across the metal strip that are measured as the third harmonic of
the voltage by a lock-in amplifier. A challenge in applying this technique is
the measurement of the small 3ω-signal in presence of the much larger back-
ground signal at ω. To determine the thermal conductivity of the sample,
measurements at several frequencies have to be performed. Besides essentially
avoiding radiation losses, the measurement needs only a few periods of tem-
perature oscillations. Hence, data are obtained rather fast and can be taken
while warming or cooling the sample. The 3ω-method is also quite suited for
measuring the thermal conductivity of thin films, however, it then requires
special design and data analysis considerations [3.87, Chap. 2.2].

For choice of appropriate thermometers and heaters the considerations are
again rather similar as discussed in the above section for heat-capacity mea-
surements. For the heater, of course, a material with temperature-independent
resistance, like phosphor bronce, TiCr, or NiCr alloys, should be chosen.

The problems of parasitic heat dissipation and thermal shunts or losses
through the electrical leads to heater and thermometers have been substan-
tially reduced in two recent experiments in which the thermal conductivity
of badly conducting glasses have been measured down to 5 mK. In the first
one [3.96], the dielectric constant of the glass sample itself was used for ther-
mometry (see Sect. 12.8) and the parasitic power dissipation was reduced to
about 0.1 pW. This method avoids any thermal boundary resistance between
thermometers and sample. The careful anchoring of the leads (resulting in less
than 0.1% of heat loss) and calibration of the dielectric constant thermometers
are discussed. In the second experiment [3.97], thermometry was performed
by measuring in a second-order axial gradiometer (to avoid magnetic con-
tributions from the sample) inductively the change of DC magnetization of
two paramagnetic AuEr500ppm strips glued to the sample. The gradiometer
leads are directly connected to the input of a SQUID, resulting in extremely
low power dissipation (see Sect. 12.9). Because heat is applied optically from
a light emitting diode to one end of the sample, the method is contact-free,
reducing the parasitic heat leak to below 10−15 W (Fig. 3.28). Data obtained
by these methods are mentioned in the caption of Fig. 3.22. One may have
to resort to these or other more elaborate techniques [3.86,3.87], particularly
if thermal conductivities of small samples or of thin films have to be mea-
sured. For these cases, microfabricated heaters and thermometers or optical
excitation and possibly also detection methods may have to be used. As for
a heat-capacity apparatus, the quality of a thermal conductivity setup can
be checked by investigating a well-characterized standard sample. Another
appropriate check of the validity of the obtained data is a measurement of the
thermal conductivity at various heat flows.
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Fig. 3.28. Schematic of a setup to measure contact-free thermal conductivities at
millikelvin temperatures. The temperature gradient in the sample is generated by
cooling one end with a dilution refrigerator and heating the other one optically with
a light emitting diode kept at 1K. The temperatures are determined by measur-
ing inductively in second order gradiometers the susceptibility of two paramagnetic
AuEr+ pieces (see Sect. 12.9) glued to the sample. The superconducting Al shield
can be heated above its critical temperature for a short time to freeze in the mea-
suring field of 0.5 mT. Reprinted with permission from [3.97]; copyright (2004),
Am. Inst. Phys.

3.4 Magnetic Susceptibilities

3.4.1 Magnetic Susceptibilities of Some Selected Materials

This section gives representative data for the magnetic susceptibility of
various materials, in particular of weakly magnetic materials often used in
the construction of cryogenic apparatus where sensitive magnetic measure-
ments are to be performed. In Table 3.5 the parameters x∞ and C of the
equation

χ/ρ = x∞ + C/T (3.47)

for the susceptibility χ per mass density ρ are given. The given data have
been obtained in different temperature ranges. One should keep in mind that
a variation of χ can be found in the literature for some of the listed mate-
rials, particularly weakly magnetic, multicomponent materials. This can be
partly explained by slight differences in the composition and/or in the prepa-
ration of nominal identical materials. For details, see the original publications
[3.140–3.146].
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Table 3.5. Susceptibility of some selected materials

material C [10−6 emuK/g] x∞ [10−6 emu/g] Refs.

Fused quartz, Suprasil 0.05 ± 0.02 −0.383 ± 0.004 [3.140]
Macor 24.5 ± 0.06 2.87 ± 0.18 [3.140]
Stycast 2850 GT 17 ± 1 2.97 ± 0.15 [3.140]

26 ± 7 15 ± 4 [3.141]
Stycast 1266 0.63 ± 0.03 −0.18 ± 0.01 [3.140]
Epibond 1210 A/9615-101 80 ± 4 7.0 ± 0.4 [3.140]
GE varnish 7031, cured 2.2 ± 01 −0.54 ± 0.03 [3.140]
Mixed 1:1 with toluene −7 ± 3 2 ± 1.5 [3.141]
Apiezon N grease −2 ± 3 0.1 ± 1.2 [3.141]
Mylar tape 0.34 ± 0.02 −0.43 ± 0.02 [3.140]
Teflon tape 0.063 ± 0.003 −0.33 ± 0.02 [3.140]

0.05 ± 0.01 −0.33 ± 0.01 [3.142]
Nylon −0.06 ± 0.02 −0.63 ± 0.01 [3.142]

0.3 ± 3.0 −0.6 ± 1.5 [3.141]
Manganin wire (low Ni) (318) 92 ± 5 [3.140]
Manganin wire, enamel insulated −13 ± 3 120 ± 1 [3.141]
Cu0.7Ni0.3 (Inconel) (−2.3 ± 0.2) × 105 (2.6 ± 0.2) × 105 [3.141]
Stainless steels −120 to ± 10 100 to 300 [3.141]
Pt92W8, alloy 479 0.43 ± 0.02 0.24 ± 0.01 [3.140]
AR glass 36 ± 1 −0.35 ± 0.01 [3.143]
Duran glass 15.8 ± 0.5 −0.40 ± 0.01 [3.143]
Suprasil glass 0.01 ± 0.01 −0.40 ± 0.01 [3.143]
Gelatine 1.0 ± 0.1 −0.41 ± 0.01 [3.143]
AR glass 29 ± 3 [3.143]
Duran glass 5.7 ± 0.6 [3.143]
Suprasil glass < 0.01 [3.143]

Data are taken at: 2–10K [3.140]; 4.2 K [3.141, 3.142]; > 5K for first set, < 0.1 K
for second set of data of [3.143]

In addition to the data given in Table 3.5, remanent magnetic moments
and susceptibilities for a large number of metals, dielectrics, wires and rib-
bons as well as for some further materials used in the construction of cryogenic
equipment can be found in [3.144] for T = 2 K, and in [3.145] for T = 4.2 K.
The most recent publication on this topic is [3.146], where the results obtained
for the magnetization of 13 materials at 2–12 K and at 0.25–4 T have been pre-
sented. Some of these data are shown in Fig. 3.29. Data for various austenitic
stainless steels (AISI 300 series 304, 310, 316, and AWS 330) at 4.2–414 K
are given in [3.147]. Typical parameters for (3.47) are χ∞ = 16(11;0) and
C = 3(4;11) for AISI 304/316(310S;AWS 330).

It is remarkable that a large number of materials which are usually con-
sidered as “nonmagnetic” show quite appreciable values for their susceptibil-
ities and remanent magnetizations at low temperatures, often making them
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Fig. 3.29. Magnetization per mass (J/TgK) of the indicated materials in a field of
1 Tesla. The upper graph is logarithmic and shows data for paramagnetic samples.
The lower graph is linear and shows data for diamagnetic materials [3.146]

unsuitable for use in magnetically sensitive equipment or experiments. From
the shown data, one can conclude that the fused glass Suprasil is essentially
free of magnetic impurities (substantially less than 1 ppm; quite different
from other glasses!) and has a very low susceptibility [3.43, 3.104] (Fig. 3.30),
making it a very good candidate for many applications, for example as sam-
ple holder in susceptometers or for experiments in high magnetic fields. Other
candidates with somewhat higher but still low concentration of magnetic im-
purities seem to be cotton thread and dental floss, as well as Teflon and Nylon
(see Table 3.5).
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Fig. 3.30. Susceptibility of three different glasses as a function of temperature in
a field of 1 T, demonstrating the purity of Suprasil glass. Reprinted from [3.143],
copyright (1995), with permission from Elsevier

3.4.2 How to Measure Susceptibilities and Magnetizations

The Conventional Method

Surely, the simplest and most common method to measure the magnetic sus-
ceptibility of a material is to wind a sensitive pick-up coil (for example, some
1,000 turns of 25μm Cu wire) around it, apply a magnetic field at a fre-
quency between 0.1 and 1 kHz (by a superconducting coil of 0.1 mm NbTi
wire, for example) to it and measure the signal induced in the pick-up coil by
a home-made (for example, using a lock-in amplifier or for more sensitive mea-
surements a SQUID, see below) or by a commercial inductance bridge. This is
also the method applied to detect superconducting transitions, for example in
superconducting fixed-point-devices (see Sects. 11.4.2 and 11.4.3), or for mea-
surements of susceptibilities of samples down to milli- or even microkelvin
temperatures. A setup in which several samples can be investigated in one
run is shown in Fig. 3.31. It has been used for measurements to 25 μK [3.122].
Examples of electronic setups for measuring susceptibilities using either a
lock-in amplifier in a self-inductance bridge or a SQUID as detector for more
sensitive measurements are shown in Figs. 3.32 and 3.33. To avoid heating
effects due to relaxation in the sample or from eddy currents, a bridge should
be operated at low enough frequency, for example in the range of 20–300 Hz.
This will also reduce capacitance leakage effects. Another suitable setup for
determination of susceptibilities measures the resonant frequency in the range
of 1 MHz of a tank circuit driven by a tunnel diode whose inductance contains
the paramagnetic sample [3.148, 3.149]. More sophisticated methods, in par-
ticular the application of a SQUID as detector as well as commercial versions
of magnetometers will be discussed in more detail below.
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Fig. 3.31. Schematics of a susceptometer cooled by a Cu nuclear refrigeration stage
(Sect. 10.8). It is designed for simultaneous investigation of six samples down to
microkelvin temperatures. The two empty coils are used as a reference. In addition,
the profile of the applied static field is shown; the field coil is surrounded by a
superconducting Nb shield (Sect. 13.5.2), [3.122]

If an inductance measurement is performed, then the following relations
are relevant. In the primary coil we generate a current I = I0 sin(ωt) which
produces a change of magnetic flux

dφ1

dt
=

A1(dI/dt)N2
1

L1
, (3.48)

where A1 is the area, N1 the number of windings and L1 the length of the
primary coil. This flux change induces a voltage in the secondary coil given by
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Fig. 3.32. Self-inductance bridge to measure magnetic susceptibilities

Nb tube
Primary coil
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Fig. 3.33. Circuit to measure magnetic susceptibilities with a SQUID. The design
uses an astatic pair of pick-up coils with the sample in one of them. Because of
the high sensitivity of the SQUID a few milligrams of a paramagnetic material
is sufficient. The astatic pair, which can be made with an accuracy of about 1%,
reduces the sensitivity of the device to external disturbances and also compensates
the influence of the magnetization of the construction materials. The principle of
the design is to keep the total flux constant, which makes it necessary to make the
low-temperature wiring from a superconducting material [3.45,3.151]

U2 = μ0(1 + χ)
N1N2A2ωI0

L1
cos(ωt) , (3.49)

where A2 is the area, N2 the number of windings of the secondary coil, and χ is
the temperature dependent susceptibility of the sample in the secondary coil.
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The mutual inductance of two secondary coils sitting inside of a primary
coil and with one of them containing a cylindrical sample of susceptility χ
is [3.150]

Ms = πμ0npnsr
2
s f1(1 − D + f2)qχ (3.50)

with np(s) being the number of turns per cm of the primary (of one of the
secondary) coil, rs the radius of the sample, D the mean demagnetization
factor (typically 1/3), and q the filling factor of the sample in one of the
secondary coils (typically 1/2). The geometric factors fi depend on the lengths
of the sample, primary and secondary coils, and were given in [3.150]. A similar
equation for a spherical sample in one of the secondary coils can be found
in [3.151]. In all these measurements care must be taken to determine the
isothermal (ωτ � 1) and not the adiabatic susceptibility.

All the described methods, of course, “see” not only the sample but all
other magnetization in the neighbourhood as well hence one should avoid
other magnetic materials rather carefully or choose a design so that their
contributions are cancelled, for example, as is the case in a carefully wound
astatic pair of secondary coils. For very high-sensitivity measurements one
may even consider to regulate the temperature of these coils.

For all the discussed methods one should carefully choose a “non-
magnetic” sample holder, like Suprasil glass (see Sect. 3.4.1), in a symmetric
setup to reduce background contributions to the signal. In addition, in the
analysis of the data, one may have to consider demagnetization effects and
the contribution from the Weiss field (see Sect. 12.9).

Vibrating – Sample Magnetometers

An alternative method is the use of a vibrating-sample magnetometer. Here, a
sample oscillates inside of a coil and the induced voltage is proportional to the
magnetic moment of the moving sample. According to my knowledge, the most
recent design of an automated vector vibrating-sample magnetometer can be
found in [3.152]. It allows rotating the sample against the applied magnetic
field so that the angular dependence of longitudinal, the transversal and the
total magnetization can be measured. Using lock-in techniques, the sensitivity
is 5×10−6 emu at 4.2–340 K in fields up to 2 T and at vibration frequencies
of 42 Hz. The authors stress the vibration isolation and the detection system
consisting of six coils.

Vibrating sample magnetometers are available commercially.

SQUID Magnetometers

With the advancement and the commercial availability of the SQUID, very
sensitive SQUID magnetometers have become a quite common instrument to
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measure susceptibilities and magnetizations. In this device, a superconduct-
ing coil (made from 0.1 mm NbTi wire, for example) is wound around the
sample to measure its magnetic moment. This coil and the input coil of the
SQUID are parts of a closed superconducting loop acting as a flux trans-
former. The setup is surrounded by a superconducting magnet to provide a
small magnetic field for the measurement. Any change in the permeability
of the circuit from a change of the magnetic properties of the sample will
result in a screening current to keep the total flux constant and will therefore
produce a flux change in the input coil to the SQUID. This change can be pro-
duced by moving the sample in the pick-up coil – the conventional operation of
commercial SQUID magnetometers – or by changing its magnetization due to
a temperature change. In general, the pick-up coil is wound as a second-order
gradiometer with the two outer loops wound oppositely to the two central
loops to reduce spurious influences. Changes as small as 10−4 flux quanta can
be measured. The part of the superconducting loop connecting the pick-up
coil and the input coil of the SQUID should be tightly twisted and shielded by
a superconducting capillary of Nb, for example, to reduce flux changes from
external disturbances. A further useful precaution is a low-pass filter on the
pick-up coil. Usually, the SQUID is used as a nullmeter to increase sensitivity
and the dynamic range to several orders of magnitude as well as to avoid
currents circulating in the coils. This is achieved by adding a feedback coil,
which produces a compensating flux or voltage. This compensating voltage
is measured as a function of position or temperature of the sample. A heater
at one point of the superconducting loop can raise its temperature above Tc

to eliminate unwanted trapped flux when preparing the setup for the next
measurement.

A very good recent design of a home-built, fully automated SQUID magne-
tometer for operation in combination with a 3He-4He dilution refrigerator has
been described in [3.153]. The refrigerator contains a specially designed plastic
mixing chamber that allows the sample to be thermalized directly by the 3He
flow to 10 mK. The measuring equipment is based on a DC-SQUID coupled
to a second-order gradiometer coil system. To measure a magnetic moment,
the sample is moved through the gradiometer coils by smoothly lifting the
whole dilution refrigerator. The noise of the setup in operation translates to
a magnetic noise of 10−6 emu. The paper includes details on grounding and
shielding as well as on minimizing eddy current effects. The relevant equa-
tions for converting the flux indicated by the SQUID and its electronics to
the magnetic moment of the sample can be found there as well as in [3.45],
for example.

Of course, if no special features, like ultra-low temperatures or very high
magnetic fields, of the magnetometer are required and if the necessary funds
are available, one should buy one of the commercially offered fully automatic,
very flexible and powerful SQUID magnetometers or magnetic-property-
measurement systems. They are offered for the temperature range of 1.8–400 K
(optionally to 0.5 [3.154] and to 800 K) and for fields up to 7 T. These systems
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allow setting of temperature and field sequences as well as of particular opera-
tion modes, for example, for the motion of the sample and/or for the SQUID,
and allow fully automated around-the-clock operation. In these systems, the
SQUID output, i.e., the pick-up coil signal as a function of the samples
position, is fitted to the expected theoretical response of a magnetic dipole.
Eventually, this ideal response curve is compared to the systems calibration,
and the sign and value of the samples magnetic moment are calculated. The
volume or mass susceptibility can then be calculated from this moment. The
resolution for magnetic moments reaches 1×(5×)10−8 emu at zero (7 T) field
for moments up to 5 emu; optionally, moments up to 300 emu can be measured.

A quite common problem of these instruments has been discussed and
investigated in [3.155,3.156]. It arises from the assumption in the analysis that
the magnetic moment of the sample does not change during the measurement.
However, in its movement through a non-homogeneous field, a superconduct-
ing sample, for example, will follow a hysteresis loop, resulting in a position-
dependent magnetic moment of it. The moment calculated by the software of
the magnetometer will then not represent the actual moment of the sample.
An example of such a situation is shown in Fig. 3.34. The shown features arise
from field inhomogeneities of the order of 0.1 mT only. This is well within the
change of remanent fields of superconducting magnets over the scan length of
the magnetometer, and is usually within the range of the field homogeneity
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Fig. 3.34. Zero-field cooled DC magnetization measured in a commercial SQUID
magnetometer by moving the sample RuSr2GdCu2O3 in a field of 0.25 mT through
the pick-up coil system of the magnetometer. The magnetization shows an apparent
peak at temperatures below Tc = 30 K (�). When measuring the output voltage of
the SQUID circuit as a function of temperature without moving the sample in the
magnetometer no peak like feature is observed (©) [3.155]



90 3 Solid Matter at Low Temperatures

claimed by the supplier of the instrument. Of course, the remanent field can
change from one cycle to the next one of the magnet. The obtained apparent
moment of the sample will then depend on the field profile and its sign as well
as on the scan length in the magnetometer and the properties of the sample.
A first check whether the mentioned problem occurs is an inspection of the
symmetry of the output signal of the SQUID. However, sometimes the defor-
mations of the signal can be rather small but still creating significant errors
in the data. The most reliable test is to measure the magnetic moment of the
sample without moving it, for example just as a function of temperature, if
the magnetometer offers such an option.

Of course, SQUID magnetometers are in general not practical in experi-
ments at very high magnetic fields. This is an area where the magnetometers
to be discussed below have become of particular importance.

Micro-Torsional and Cantilever Magnetometers

In Sect. 13.10 I will discuss very sensitive torsional and translational devices
that have been developed to mechanically measure a variety of properties of
liquid and solid samples. Most of these devices can be used to measure the
magnetic properties of a sample as well by just mounting (or evaporating) the
sample onto the moving part and measuring the induced voltage inductively
by a pick-up coil or capacitively by an electrode (see Fig. 13.19). The mea-
surement relies on the fact that a sample with a magnetic moment m in an
external magnetic field B experiences a torque

τm = mB. (3.51)

Hence, the torque τ in the equations of Sect. 13.10 has to be replaced
by τ + τm. For the measurement, an AC magnetic field at the resonance
frequency of the oscillator in the low-kHz range is applied at an angle to the
magnetization of the sample to drive the oscillator. In most cases micro- or
even nano-mechanical devices are used. The advantage of their small size –
besides their sensitivity and simplicity – makes them particularly useful in
difficult environments, such as very low temperatures or very high magnetic
fields.

For example, in [3.157] a two-stage, high-Q silicon torque magnetometer
was described that is just a torsional oscillator as discussed in Sect. 13.10.4
(see Fig. 13.19) but with a magnetic sample mounted or evaporated onto the
oscillating head. The small torsional spring constant of the oscillator (typi-
cally 10−2 Nm) combined with its high Q-value of typically 106 allow detection
of magnetic moments as small as 10−10 emu (10−13 J T−1). These magneto-
meters can either be used by measuring the deflection, where a sensitivity
for displacement of less than 0.1 nm has been achieved [3.157], or by mea-
suring, with an accuracy of 10−8, the shift in resonant frequency due to the
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Fig. 3.35. Schematics of a torque magnetometer consisting of a commercial piezore-
sistive cantilever – to which a sample is connected – with a reference cantilever,
a detecting bridge circuit, and a compensation coil. Reprinted with permission
from [3.159], see this reference for details; copyright (2002), Am. Inst. Phys.

anisotropy of magnetization of a sample [3.158]. The latter magnetometer was
designed for use in magnetic fields up to 25 T with an accuracy of 2×10−8 emu
(2×10−11 J T−1).

In [3.159], a miniature high-frequency torque magnetometer has been
described, which has been successfully used to investigate the magnetic prop-
erties of sub-μg samples in pulsed (!) magnetic fields up to 38 T with pulse
durations of 30 or 60 ms. This magnetometer (Fig. 3.35) consists of a small
cantilever with the sample mounted on its free end. Sensitivities – limited
by the mechanical noise from the pulsed magnet – of about 10−11 N m for
the torque and 5×10−10 emu for the magnetic moment have been reached;
10−11 emu should be possible in a field of 10 T produced by a much more quiet
superconducting magnet, which is higher than for a SQUID magnetometer.
The authors used commercially available piezoresistive silicon microcantilevers
(produced for atomic force microscopy) with eigenfrequencies of 250–300 kHz
and spring constants of 30–40 Nm−1. These rather high frequencies strongly
reduce the disturbances from externally induced vibrations, for example from
pulsing the strong magnetic field; a longer cantilever with about seven times
lower eigenfrequency did behave considerably worse, for example. The mass
of the sample should be small enough to keep the eigenfrequency of the setup
higher than the frequency of the signal. A reference cantilever is used to can-
cel background signals from the temperature and field dependencies of the
cantilever (Fig. 3.35). A compensation coil is used to eliminate dB/dt signals
caused by the rapid field sweep. A result of a measurement using this mag-
netometer is shown in Fig. 3.36. Of course, the cantilever can also be used as
a microbalance to determine the mass of the usually quite small samples by
just measuring the shift of the eigenfrequency when the sample is mounted
on it (see Sect. 13.10.4).
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Magnetic field B (T)

Fig. 3.36. Signal voltage proportional to the magnetic torque of 10 μg of the
indicated quasi-two-dimensional organic conductor at two temperatures as a func-
tion of magnetic field. The measurements have been performed with the piezoelectric
torque magnetometer shown in Fig. 3.35. The oscillations in magnetization – peri-
odic in inverse magnetic field – are due to the de Haas–van Alphen effect resulting
from the discrete Landau levels of the electronic energy in an external magnetic
field. At low temperatures the compound undergoes a transition (“kink transition”)
from a charge density-wave to a metallic state at 23 T. Reprinted with permission
from [3.159]; copyright (2002), Am. Inst. Phys.

In [3.157–3.159] one can find references to former work using microcan-
tilever magnetometers – usually for much lower frequencies than just discussed
– and in particular for applications in steady magnetic fields.

Problems

3.1. Verify that (3.9) is the valid result in the approximation T < ΘD/10.

3.2. Calculate the Debye temperature of solid Argon (see Fig. 3.2b).

3.3. The atomic weight of Cu is 63.55 and its density is 8.93 g cm−3. Calculate
its Fermi temperature.

3.4. Calculate the Fermi temperature of liquid 3He.

3.5. Under which condition does the Fermi–Dirac distribution function (3.11)
change to the Maxwell–Boltzmann distribution function?

3.6. At which temperature do the lattice and conduction–electron contribu-
tions to the specific heat of copper become equal?
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3.7. At which temperature is the magnetic contribution (3.20) in a field of
100 mT equal to the conduction–electron contribution to the specific heat of
Ag [for material parameters of Ag, see Table 10.1; use (10.3, 10.4)]?

3.8. Calculate the temperature at which the specific heat of aluminum in
its superconducting and its normal state become equal, see Fig. 3.5 a,c, and
Table 10.1.

3.9. Calculate the wall thickness of a Cu0.7Ni0.3 tube of 6 mm diameter, which
has the same thermal conductivity as a 10 mm diameter Teflon rod at 1 K
(Table 3.2).

3.10. What should be the inner diameter of a Cu0.7Ni0.3 capillary of 1 mm
wall thickness filled with solid 4He at 0.3 K so that its thermal conductivity
is equal to that of the solid 4He in it (Fig. 3.21)?

3.11. Calculate the temperature at the “hot” end of a cylindrical rod of 20 mm
length and 2 mm diameter, if it is heated with 0.1 nW and the cold end is
kept at 0 K. Carry out the calculation for a plastic, for brass and for Cu
(see Fig. 3.21 for thermal conductivities).

3.12. At which temperature are the thermal conductivities of Cu(∝ T ) and
of liquid 3He at SVP (∝ T−1) become equal, see Figs. 2.18 and 3.21?
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Thermal Contact and Thermal Isolation

In any low-temperature apparatus it is necessary to couple some parts
thermally very well, whereas other parts have to be well isolated from each
other and, in particular, from ambient temperature. The transfer of “heat”
(or better “cold”) and the thermal isolation are essential considerations when
designing a low-temperature apparatus. These problems become progressively
more acute at lower temperatures, and they will be discussed in this chap-
ter. A general treatment of the thermal conductivity of materials is given in
Sect. 3.3. Besides learning how to take advantage of the very different ther-
mal conductivities of various materials, we have to discuss how to design an
apparatus to achieve the desired goals. For example, there are situations, as
in low-temperature calorimetry, where two substances have to be in good
thermal contact and then have to be very well thermally isolated from each
other for the remainder of the experiment. For this purpose we need a thermal
switch and I shall place special emphasis on the discussion of superconduct-
ing heat switches which dominate the temperature range below 1 K. One of
the severest problems in low-temperature technology is the thermal boundary
resistance between different materials. This is a particularly severe problem if
good thermal contact between liquid helium and a solid is required, as it will
be discussed in the final sections of the present chapter.

The nuisance heat transfer by conduction and radiation will be considered
at the beginning of Chap. 5. The various heat sources will be treated in
Sects. 5.1.2 and 10.5, in connection with refrigeration to extremely low
temperatures, where they can be particularly detrimental.

4.1 Selection of the Material with the Appropriate
Cryogenic Thermal Conductivity

The low-temperature thermal conductivity of different materials can differ
by many orders of magnitude and, fortunately, the thermal conductivity of
the same material can even be varied by a great amount just by changing
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the number of defects or impurities in it (Fig. 3.19). Hence, one has to be
careful in selecting the right material for a low-temperature apparatus. The
low-temperature thermal conductivities of various materials commonly in use
in low-temperature equipment are exhibited in Figs. 3.19–3.24 and are listed
in Table 3.2.

For good thermal conductivity the right choices are Cu (but: soft; nuclear
specific heat at T < 0.1 K (Sect. 3.1.6 and Fig. 3.11), Ag (but: soft; expensive)
or Al (but: soft, superconducting below 1 K; soldering only possible in an
elaborate process, see Sect. 4.2.2). The highest practical conductivities of these
metals are κ ≈ 10T [W K−1 cm−1] if they are very pure; more typical is κ ≈ T
[W K−1 cm−1].

For thermal isolation the right choices are either plastics (Teflon, Nylon,
Vespel, PMMA, etc.), graphite (careful, there exists a wide variety), Al2O3,
or thin-walled tubing from stainless steel (but: soldering or silver brazing only
with aggressive flux, which should be washed off very thoroughly; better is
welding) or from Cu0.7Ni0.3 (easy to solder). However, the last two can be
slightly magnetic at low temperatures (see Sect. 3.4.1) and can interfere with
sensitive magnetic experiments. In general, glasses or materials composed of
small crystallites (for phonon scattering) and containing a lot of defects and
impurities (for electron scattering) are good thermal insulators. For example,
the thermal conductivity of quartz glass at 1 K is only about 1% of that of
crystalline quartz at the same temperature. The lowest thermal conductivity,
κ ∼= 5× 10−6T 1.8 [W K−1 cm−1] has been observed for AGOT nuclear graphite
(Figs. 3.21 and 3.23).

If other properties do not matter too much, aluminium alloys or brass
should be used because of their relatively low prices and, above all, because
they can be easily machined. If tubes are employed which are filled with liquid
3He, 4He or an isotopic helium mixture, then the conductivity of the helium
– which may be rather large (Sects. 2.3.4 and 2.3.6 and Figs. 2.12, 2.17, and
2.18) – usually dominates. The effect can be reduced by using capillaries with
a small diameter to reduce the mean free path of the liquid’s atoms.

In each low-temperature apparatus one needs wires to carry signals from
room temperature to the low-temperature part, and back. For low-current
leads thin Constantan (ρ300 K = 52.5 μΩ cm, ρ4 K = 44 μΩ cm) or Manganin
(ρ300 K = 48 μΩ cm, ρ4 K = 43 μΩ cm) wires should be used because of their
low thermal conductivity and the small temperature dependence of their elec-
trical resistivity. However, one has to take into account the increase of their
electrical resistance and of their specific heat due to magnetic contributions at
T < 1 K (Fig. 3.9). This effect is smaller for PtW which has become a favorite
heater wire for very-low-temperature applications; here the increase in specific
heat due to a minute amount of magnetic impurities starts only below 0.1 K
(Fig. 3.9). If large electrical currents – for example, for superconducting mag-
nets – have to be carried to the low-temperature part, the advantage gained
by using a good conductor and a large wire diameter to reduce Joule heating,
and the disadvantage of the then increased thermal conductivity have to be
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carefully considered. Often one may end up using Cu wires. Of course, then
a proper heat sinking of the wires at various places on their way to low tem-
peratures is of even greater importance. The optimum dimensions of leads
carrying large currents into a cryostat were discussed in [4.1–4.6] (see also
Sect. 13.4). At T < 1 K the use of superconducting wires with their vanish-
ing thermal conductivity for T → 0 (Sects. 3.3.4, 4.2.2) is the right choice.
Often it is adequate just to cover a Manganin or Constantan wire with a thin
layer of superconducting solder (Tc 	 7 K, see later) to have a lead with
low thermal conductivity but zero electrical resistance. At T < 0.1 K one
can use monofilamentary NbTi without Cu or even without a CuNi matrix
if the lowest possible thermal conductivity is required. In extreme cases the
fine filaments of multifilament superconducting wires can be used, but soft
soldering to these wires is not possible, so spot-welding or squeeze contacts
are necessary [4.6,4.7]; these techniques require some practice before they can
be applied reliably. If the joint does not have to be superconducting then one
can remove the Cu coating with concentrated HNO3 except at the ends of the
wire where the solder joints have to be made. An even better method is to
coat the superconducting wire electrolytically with a layer of Cu (use 1 l H2O
with at least 200 g CuSO4, 27 cm3 H2SO4, and a current density of about
40mA mm−2 between NbTi cathode and Cu anode). The same electrolytic
process can be applied to cover stainless-steel tubing with a Cu layer to make
the subsequent soldering easier. Phillip et al. [4.8] have described two tech-
niques for joining multifilamentary superconducting NbTi wires. These joints
have achieved critical currents in vacuum at 4.2 K comparable to the short
segment ratio given by the manufacturer for the wires.

Wires for mesurements of small signals have to be twisted pairwise on their
way in the cryostat, rigidly fixed and well shielded to keep pick-up signals low
(Sect. 12.5). The design of coaxial cryogenic cables and the proper heat-sinking
of leads will be discussed in Sect. 13.3.

4.2 Heat Switches

4.2.1 Gaseous and Mechanical Heat Switches

The simplest way to thermally connect and disconnect various parts of a
low-temperature apparatus is to use a gas (at such a pressure that it does not
condense at the temperatures involved) for thermal coupling and then remove
it by pumping. This method is often employed in precooling the inner parts of
a cryostat to LN2 or LHe temperatures (Chap. 5). A gas pressure of 10−4 bar
is sufficient for an adequate heat transfer. But usually many hours of pumping
are then required to reduce the gas pressure for sufficient thermal isolation.
The temperature at every place in the cryostat has to be above the conden-
sation temperature of the gas so that efficient pumping is possible. If the
exchange gas has not been pumped to a low enough pressure, time-dependent
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heat leaks due to a continuing desorption and condensation of the remaining
gas at the coldest surfaces may result (Sects. 5.1.2 and 10.5.3).

For 4He, the superfluid film contributes to the heat transfer, too. For ther-
mal isolation, 4He has to be pumped very well to make sure that there is
not enough of it left to form an unsaturated superfluid film if T < 2.2K
(Sect. 2.3.5). The advantage of H2 as an exchange gas is the fact that it can be
totally condensed out (“cryo-pumping”) when liquid helium is transferred into
the cryostat, so that time-consuming pumping can be avoided. However, one
has to remember that the remaining H2 molecules may undergo ortho–para
conversion, giving rise to substantial heating (Sect. 2.2). As a conclusion, 3He
with its high vapour pressure, absence of exothermic reaction, and absence of
superfluidity in the Kelvin temperature range, is the safest exchange gas for
thermal contact.

Heat switches using liquid 4He or 3He have been described in [4.9–4.11].
The sealed 3He gas heat switch of [4.11] uses a small charcoal pump to adsorb
or desorb 3He to create the gas pressure for switching between the “on” and
“off” states. The thermal conductivity then changes by more than two orders
of magnitude (from below 0.1 mW/K to several 10 mW/K) in the temperature
range 0.5–3 K for the chosen design.

For many purposes, for example for calorimetry at T > 1K, a mechan-
ical heat switch is adequate. Thermal contact is made by metallic, usually
gold-plated contacts pressed together mechanically (see below). Here the
“open” state really is open, with no residual heat flow. Conductances of
1 mW K−1 in the low Kelvin range are typical for the closed state (Sect. 4.3.1)
[4.1, 4.12–4.17]. However, a value of 1 W K−1 at 15 K has been reported
in [4.18]. The main disadvantages of these switches are the large forces
(typically 100 N) necessary to make adequate thermal contact and the heat
generated when the contact is broken (typically 0.1–1 μJ N−1). I will not dis-
cuss these switches in more detail here because they are being used less and
less these days. Readers interested in mechanical thermal switches should con-
sult the literature [4.1, 4.12–4.18].

4.2.2 Superconducting Heat Switches

In Sect. 3.3.4 we concluded that the thermal conductivity κs of a metal in
the superconducting state can become very small because the number of elec-
trons decreases exponentially with temperature; it can be orders of magnitude
smaller than the thermal conductivity κn of the same material in the normal
state (Fig. 4.1). Because some metals can easily be switched from the super-
conducting to the normal state by applying a magnetic field, we can build a
“superconducting heat switch” as already mentioned in Sect. 3.3.4. Supercon-
ducting heat switches are the most common thermal switches at temperatures
below about 1 K. Their advantages are that the heat flow in the open state is
small, that they are very easy to switch, and that the switching ratio κn/κs

can be very large; but for that we need T < Tc/10, which often means T � 1 K
(Fig. 4.2). Very little heat is generated in the switching process if the design
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ensures that eddy-current heating (Sect. 10.5.2) is small when the switching
magnetic field is changing.

The quality of a superconducting heat switch is expressed by its switching
ratio κn/κs. Here κn ∝ T whereas κs ∝ T exp (−ΔE/kBT ) for T > Tc/10
(from the remaining unpaired electrons) and κs ∝ (T/θD)3 at T < Tc/10 (from
the now dominating phonons), see Sect. 3.3.4. Hence one has the switching
ratio

κn

κs
= aT−2 for T < 0.1 Tc, (4.1)

with a constant a of 102 – 103 for a properly designed switch (but see the
comment at the end of this section).

Various designs of superconducting heat switches made from a variety
of metals have been described in the literature [4.12, 4.19–4.28]. High-purity
metals are used for a superconducting heat switch in order to make κn large.
One should employ thin foils or wires (typically 0.1 mm) so that the mean
free path of phonons – which is given by the sample dimensions for pure
materials – and therefore κph as well as eddy current heating during the field
change become small. If T < Tc/10 and if we have high purity thin foils of
a superconductor (so that phonons are only scattered at boundaries), then
ideally

κn

κs
	 0.05

(
θ

T

)2

, (4.2)

for Al as an example [4.19].
The temperature dependence of the phonon conductivity (3.28) of a metal

in the superconducting state and of the switching ratio (4.1, 4.2) should
be used with caution. Recent measurements [4.28] of the thermal conduc-
tivity of massive pieces of superconducting Al (RRR ≥ 5, 000) have shown
that κph ∝ T 2 for 10mK ≤ T ≤ 80mK (Fig. 4.3). Deviation from κph ∝ T 3

were reported earlier for Al, Nb and Ta [4.29, 4.30]. These deviations may
be attributed to a scattering of phonons at dislocations (3.29) [4.31, 4.32],
or to the glassy behavior (Figs. 3.21–3.23) observed recently for the acoustic
properties of these metals [4.33]. The results for Al are particularly disturbing
because the known properties of Al (Tc = 1.18 K) indicate that for a super-
conducting heat switch it is superior to other candidates like Sn, In, Zn or
Pb at T ≤ 0.1K. A switch from the latter materials in the form of wires or
foils can easily be constructed because of their low melting temperatures and
good soldering properties. However, Al usually has a higher switching ratio
(Fig. 4.2) because of its high κn and large Debye temperature (θD = 400 K),
which makes κph small. Aluminum is also easily available in very high purity
(5 or 6 N; RRR > 1,000), has a convenient critical field (10.5 mT), good dura-
bility and is easy to handle. Of course, there is a serious contact problem
due to the tenacious surface oxide on aluminum; various ways of solving this
problem have been described in the literature. For a successful but elaborate
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electroplating process see [4.6, 4.19], and procedures for welding Al to Cu
or Ag have been described in [4.22–4.25]. In our laboratory recently contact
resistances of ≤ 0.1 μΩ were achieved at 4.2 K by screwing well-annealed Ag
screws into Al threads. The thread diameter had to be at least 6 mm in order
for the necessary forces to be applied to the soft, annealed metals. Because of
its larger thermal expansion coefficient the Al will shrink onto the Ag in the
cooldown process (Fig. 3.17). Of course, for such a design high-temperature
annealing does not help. The metals were chemically cleaned (HNO3 for Ag;
22g l−1Na3PO4 + 22gl−1Na2CO3 at T ≥ 75◦C, for A; several minutes), and
annealed (5 × 10−5 mbar; 5 h; 800◦C for Ag, 500◦C for Al). The best results
for cold welding of Al to Cu are ρ < 1 μΩ and RRR ≥ 150 for a pressure of
P ≥ 100Nmm−2 applied at 500◦C.

Often the behavior of a superconducting heat switch is deteriorated by
frozen-in magnetic flux from the switching field, which may cause parts of
the metal to remain in the normal state when the field is removed. This
problem can be avoided by orientation of at least part of the metal perpendic-
ular to the field (Fig. 4.4), so that the normal cores of trapped flux lines will
not short-circuit the switch material, and/or by saw-tooth-like cycling of the
field during its reduction. If a superconducting heat switch is used in a mag-
netic refrigerator (Chaps. 9 and 10), then in many cases a superconducting
Nb shield should be placed around it to shield the switch from the changing
fringe field of the demagnetization solenoid. The shape of the switch should
be such that eddy current heating (10.28) produced while the switching field
is changing will not cause heating effects, and that closed superconducting
rings trapping flux are avoided (put slits perpendicular to the field into bulk
Al) [4.28].
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Nb-shield

Field coil
Cu
W
BeCu
Al

Fig. 4.4. Superconducting aluminum heat switch of the refrigerator in Bayreuth
[4.34], see also Fig. 10.14. The superconducting foils are partly perpendicular to the
magnetic field produced by the solenoid, thus avoiding that magnetic flux lines are
able to penetrate into the switching foil along its entire length

4.3 Thermal Boundary Resistance

4.3.1 Boundary Resistance Between Metals

To achieve thermal equilibrium in a system becomes increasingly more difficult
when the temperature is lowered, not only because the thermal conductivity of
materials decreases with decreasing temperature but also because the thermal
boundary resistance at the interface between two materials becomes increas-
ingly important. If we have two different materials in contact and heat Q̇ has
to flow from one material to the other, for example in a cooling process, there
will be a temperature step at the boundary between them. This temperature
step is given by

ΔT = RKQ̇, (4.3)

where RK is the thermal boundary resistance, or Kapitza resistance, named
after the Russian physicist P. Kapitza who discovered this thermal boundary
resistance in 1941 for the case of liquid helium in contact with solids. This is
still a problem which is not fully understood, at least for very low temperatures
(Sect. 4.3.2). The boundary resistances between several materials are shown
in Fig. 4.5.

Between metals the actual contact area often is only about 10−6 of the
nominal contact area due to the microscopic irregularities of the opposing
surfaces; the conductance therefore does not scale with the nominal contact
area. The actual contact area can be considerably increased by the application
of pressure close to the yielding stress of the materials. The thermal conduc-
tance across the boundary between the two metals is often proportional to
the applied force used to press them together. The disadvantage of this pro-
cedure is a deformation of the lattice with a reduction in bulk conductivity.
This problem is reduced by joining surfaces via diffusion welding because it
uses high temperatures (0.6Tmelting, for example) annealing lattice defects.



4.3 Thermal Boundary Resistance 103

Cu-3He (Theory)

Cu-4He (Theory)

C u-3He at 7 kPa

C u-solid, 3He

Annealed Cu- 3He

Cu- 4
He

Insul. Cu-3He
CrK crystals-4He

Polished Cu- 3
He

Cu- 4
He

at 2 M
Pa

Temperature, T [K]

A
R

K
T

3  
[m

2  
K

4  
W

-1
]

0.1

0.05

0.02

0.01

0.005

0.001

0.002

0.0005

0.0002
0.02 0.05 0.20.1 0.5 1.0

Pb-Mylar

Mg-MylarAl-MylarCu-Mylar

Cu-Gules

W-Mylar

CuCr-Dilute 3 He

Epibond 100 A-3He

Coil foil-Crk crystals

Coil foil-Crk slurry

Polished
CuNi-dilute 3He

Dilute 3He
Cu Exch.-

Annealed, Cu-dilute, 3He

Fig. 4.5. Thermal boundary resistance RK multiplied by AT 3 between liquid helium
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(This book provides references to the original literature); for more recent helium
data see Fig. 4.9

The boundary resistance can be kept reasonably small, if the surfaces are
clean, possibly gold-plated, and pressed together with a high force. We should
then have an overlap of the electronic wave functions of the two metals, giving
a good electric and thermal flow between them.

The heat transfer across the contact between two metals – similar or dis-
similar – is a common problem in cryogenics. No unique solution can be found
in the literature, even though it is full of recipes [4.1, 4.12, 4.35, 4.37]. In
Sect. 3.2, I mentioned how important it is to correctly join two dissimilar
materials, if good thermal contact is the goal. Predicting values for the con-
ductance across a real joint is in general not possible; one has to resort to
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experimental data. The largest amount of data on low-temperature contacts
relates to contacts between two Cu surfaces, which are usually gold plated.
Gold prevents the formation of an oxide layer on Cu; it may also play a role in
enlarging the contact area because it deforms more easily than Cu. In [4.35],
a detailed investigation of the thermal contact conductance of several gold
plated Cu joints measured at about 0.4 K was reported. They were bolted
together or clamped with torques between about 50 to 150 N cm. Most of
the data fell into the range of 0.1–0.2 W/K at 1 K, and a linear temperature
dependence was found, confirming electronic conductance.

Our own experience has shown that a well-designed demountable press
contact between two gold plated or well-polished, clean metals can have a
thermal resistance almost as small as a bulk, continuous part [4.19]. In order
to achieve this, the surfaces have to be well prepared and strong enough
bolts, made, for example, from hardened BeCu, have to be used. These are
tightened in a controlled way until they almost yield, which supplies sufficient
force for what is almost a cold weld to be produced between the two parts.
This can rip up oxide layers and can then make an intimate metallic contact.
Sometimes it helps if the joining surfaces are sprinkled with a fine soft Ag
powder. As mentioned in Sect. 3.2, a washer with a very small expansion
coefficient (e.g., W or Mo) improves the contact after cool down by taking
advantage of the different thermal contractions. Rather good results have also
been obtained with a joint of two tapered metals. Extremely small contact
resistances of 10 nΩ at 4.2 K between gold-plated Cu discs bolted together
with 4 mm stainless-steel screws with a tightening torque of at least 4 Nm have
been reported [4.36] (more typical, still good values are 0.1 μΩ at 4 K, [4.37]).
The measured contact resistance was inversely proportional to the tightening
torque on the screw. Salerno et al. [4.38] have reported that the addition of
In foil or apiezon grease between the contact surfaces of Cu, Al, brass or
stainless steel can result in improvements of up to an order of magnitude.
Very small resistances have recently been achieved for electron-beam welded
Cu–Ag joints with values of 0.2 μΩ mm2 at 4.2 K [4.39].

The mechanical and electrical contact between two metals often is made
by soldering them together. Unfortunately, most solders, in particular soft sol-
ders, become superconducting at low temperature (Table 4.1) and eventually
behave like a dielectric with regard to thermal conductivity [4.1, 4.40–4.45]
(Fig. 4.1); then one could just as well use a dielectric glue! Of course, this
problem can be avoided if the solder joint can be exposed to a magnetic field
high enough to suppress the superconducting state. Here, Ga with a melting
temperature of 30◦C and a critical field of only 2 mT (Tc = 1.1K) may be
quite appropriate [4.46]. In some cases the low superconducting thermal con-
ductivity may not reappear even after removal of the field because magnetic
flux may be trapped in the solder, keeping enough of it in the normal state
to provide good thermal contact. The transition temperatures to the super-
conducting state and melting temperatures of various solder alloys are given
in Table 4.1. In some cases solder joints with non-superconducting Bi may be
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Table 4.1. Melting temperatures Tm and superconducting transition temperatures
Tc of some solders [4.1, 4.40–4.46]

solder Tm [◦C] Tc [K]

12–14% Sn, 25–27% Pb, 50% Bi,
10–13% Cd (Wood’s metal) 70 8–9
50–52% In, 50–48% Sn 120 7.1–7.5
30–60% Sn, 70–40% Pb 257–183 7.1–7.8
97% Sn, 3% Ag 240 3.7
95.5% Sn, 3.5% Ag, 1% Cd 220 3.05
26% Sn, 54% Bi, 20% Cd 103 3.7
43% Sn, 57% Bi 140 2.25
82.5% Cd, 17.5% Zn 265 1–1.6
70% Au, 30% Sn (eutectic) 280 1.17
Ga 30 1.1
60% Bi, 40% Cd <0.8
40% Ag, 19% Cu, 20% Cd, 21% Zn 610 <0.064
56% Ag, 22% Cu, 17% Zn, 5% Sn 650 <0.064
60% Ag, 30% Cu, 10% Sn (700) <0.057
50% Ag, 15.5% Cu, 16.5% Sn, 18% Cd 630 <0.057

appropriate [4.44]. These problems can be avoided by welding or using non-
superconducting hard solders, but sometimes the alloy that is produced leads
to a rather high thermal resistance at the interface between the two connected
metals.

4.3.2 Boundary Resistance Between Liquid Helium and Solids

Acoustic Mismatch

Between dielectrics, for example a nonmagnetic dielectric in contact with
liquid or solid helium, the transfer of energy can only occur via phonon
transmission. We then have to match the acoustic properties of the two
materials to optimize the transmission of phonons from one material to the
other. The temperature step ΔT at the interface arises from the acoustic
mismatch [4.12, 4.47–4.50] of the two materials, which I will treat in anal-
ogy to optics. In the following I will consider the case of transfering heat
from liquid helium to another body with which it is in contact, because
this is the most important case in low-temperature physics. For helium/solid
interfaces the situation is particularly grave because acoustic impedances are
ρsvs ≈ 106 g (cm2 s)−1 for solids but ρhvh ≈ 103 g (cm2 s)−1 for liquid helium.
The importance of this heat transfer for low-temperature physics arises first
of all from the fact that, except for magnetic refrigeration (Chaps. 9 and 10),
all low-temperature refrigeration methods use helium as the working sub-
stance (Chaps. 5–8). Therefore, the cold produced by changing the thermo-
dynamic state of helium has to be transferred to solid bodies to be useful.
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Second, helium itself is a material of high scientific interest and in order to
refrigerate it to the lowest possible temperatures by magnetic refrigeration,
cold has to be transferred to it from a solid body, and its temperature has
to be measured by a thermometer in intimate thermal contact with it. As
a result, the thermal boundary resistance or energy transfer between liquid
helium and solids is a matter of concern in a majority of low-temperature
experiments, and it is a very interesting piece of physics in its own right.

If the velocity of phonons in helium is vh and that in the solid is vs, we
have Snell’s law

sin αh

sin αs
=

vh

vs
(4.4)

for the angles α at which the phonons cross the boundary. Because vh ≈
238m s−1 for 4He at T � 1K whereas vs ≈ 3, 000 to 5, 000m s−1 for metals,
the critical angle of incidence at which phonons from helium may enter the
solid is very small,

αcrit = arc sin
(

vh

vs

)
≈ 3◦. (4.5)

The fraction of phonons hitting the interface that fall into the critical
cone is

f =
π sin2(αcrit)

2π
=

1
2

(
vh

vs

)2

≈ 2 × 10−3. (4.6)

However, because of the difference in acoustic impedance Z = ρv, not even all
of these phonons are transmitted. The energy transmission coefficient under
the assumption of perpendicular incidence of the phonons on the interface
(which is well fulfilled because αint ≈ 3◦) is given by (with Zs � Zh)

t =
4ZhZs

(Zh + Zs)2
	 4ρhvh

ρsvs
	 3 × 103. (4.7)

Therefore only a fraction

ft = 2
ρhv3

h

ρsv3
s

< 10−5 (4.8)

of the phonons will enter the solid; hence the two bodies are rather well isolated
from each other. The combination of acoustic mismatch and a small critical
angle severely limits the energy exchange between helium and other materials.

The transmitted energy flux Q̇ of phonons impinging on the contact area
A per unit time is given by

Q̇

A
=

π2k4
BT 4ρhvh

30�3ρsv3
s

. (4.9)

The boundary resistance is then (for ΔT � T )

RK =
ΔT

Q̇
=

dT

dQ̇
=

15�
3ρsv

3
s

2π2k4
BT 3Aρhvh

. (4.10)

In all the above equations, vs is the transverse sound velocity.
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A more rigorous consideration of the problem introduces corrections of
order 2 depending on the materials properties. But the essential result is
RK ∝ (AT 3)−1; the boundary resistance increases strongly with decreasing
temperature. This “acoustic mismatch prediction” is in reasonable agreement
with most experimental data for 0.02K< T < 0.2K with typical values of
ARKT 3 	 10−2 m2 K4 W−1 for liquid and solid helium in contact with metals,
but deviates considerably both in the Kelvin temperature range (Figs. 4.5 and
4.6) and at T < 10mK (see “Acoustic Coupling Between Liquid Helium and
Metal Sinters”). Another unexplained result is the observation that RK seems
to be about the same for 3He and 4He in the liquid as well as in the solid
state at T ≈ 1K (Fig. 4.6). Without question, the physics of the anomalously
good thermal coupling at T ≥ 1K is still not well understood, even though
very detailed frequency-, angle-, and surface-condition-dependent studies have
been performed [4.50–4.54] employing even modern high-frequency spectro-
scopic techniques [4.55]. The above results apply to annealed, bulk and
clean metal surfaces. Of course, the experimental results depend strongly
on the surface condition of the body in contact with helium, in particu-
lar surface roughness or mechanical damage of the surface. It can easily be
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Fig. 4.6. Thermal boundary resistance RK multiplied by AT 3 between 3He or 4He
and copper as a function of temperature. (open circle): liquid 3He; (filled circle):
solid 3He; (open triangle): liquid 4He; (filled triangle): solid 4He. The dashed curves
A, B and C are for liquid 3He, liquid 4He and solid 3He, respectively. The arrows
at the right indicate the prediction from the acoustic mismatch theory (4.10) for an
ideal Cu surface [4.50], where references to the original work are given
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changed by an order of magnitude, for example, for 3He–Cu interfaces from
ARKT 3 = 4 × 10−3 to 4 × 10−2 m2K4 W−1 for 10mK ≤ T ≤ 100mK for
different surface treatments (sand blasting, machining) [4.50–4.54] (Figs. 4.5
and 4.6). A rigorous treatment of the boundary resistance due to acoustic mis-
match has to take into account the structure and properties of the solid and
of helium near to the interface, and also the excitations there [4.47]. Surface
excitations as well as a deviation from crystalline structure and the compres-
sion of helium resulting from the van der Waals attraction of the solid may
influence the transmission coefficient for phonons.

The thermal boundary resistance RK ∝ 1/(AT 3) is the most severe
obstacle for establishing thermal contact between helium and other substances
at T < 1K. The common approach to improving this contact is by increas-
ing the contact area A. This is mostly done by using heat exchangers made
from sintered-metal powders; they will be discussed in Sects. 7.3.3 and 13.6.
In addition, experiments reveal that the boundary conductance is consider-
ably improved at T < 20mK, as compared to the predictions of the acoustic
mismatch prediction; this will be discussed in the next two Sections.

Acoustic Coupling Between Liquid Helium and Metal Sinters

In the preceding section on Acoustic Mismatch we saw that the mechanism
of energy transfer across a metal-to-liquid interface is not completely under-
stood; it is even less so if the metal is a sinter. Neither the electrons nor the
single-particle helium excitations can cross the interface. The transfer has to
be mediated by phonons and – in the case of 3He – possibly by a magnetic
coupling (see next section). As shown in the preceding section, the phonon
coupling varies as T 3 and becomes very weak at low temperatures. One can
compensate for this weakening by increasing the contact area A, i.e., by using
metal sinters. Those used have surface areas of up to a few 100m2 (Sects. 7.3.3
and 13.6). But this complicates the understanding even more because the
vibrational modes of a sinter made of submicrometer particles will differ from
the corresponding modes of the bulk metal. The lowest vibrational frequency
ν for bulk phonons in a particle of diameter d is of order (0.1–1)vs/d, where
vs is the velocity of sound in the particle [4.50, 4.56–4.59]. This corresponds
to several gigahertz or T ≈ hν/3kB ≈ 10mK for a particle of d = 1 μm. At
higher frequencies the particle and its Kapitza resistance will behave bulk-like,
whereas at lower frequencies the latter would increase exponentially. How-
ever, when metal particles are sintered they are connected by narrow elastic
bridges (Sect. 13.6). This sponge with its elastic, open structure can have low-
frequency continuum modes with a density of states which may be two orders
of magnitude larger than the corresponding bulk density of phonon modes
at T ≈ 10mK [4.56–4.59]. These soft modes are assumed to couple well to
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Fig. 4.7. Thermal boundary resistance RK multiplied by the surface area A between
liquid 3He and a sinter of Ag particles. Experimental data from [4.60]. The dashed
line represents the prediction of the acoustic mismatch theory (4.10) for bulk Ag.
The full curve shows the prediction for a coupling of (zero) sound modes of liquid
3He to soft modes with a characteristic energy of 15mK kB of the Ag sinter [4.50]

the helium phonon modes with their small velocity of sound, as shown for
a sinter of 1 μm Ag powder and liquid 3He in Fig. 4.7. As a further result,
the boundary resistance will show a temperature dependence which is weaker
than T 3 below a temperature where the dominant phonon wavelength be-
comes comparable to the size of the sinter particles; in [4.56] this dependence
was found to be RK ∝ T−1. Nakayama [4.50], in particular, has reviewed the
heat transfer due to (zero) sound in liquid 3He from 3He to a metal sinter, the
most important contact medium in the problem of energy transfer to liquid
helium. But the situation is now more complicated than one would expect
just from the change of the vibrational modes. The mean free paths of the
electrons (whose influence on RK is not understood) and phonons are limited
by the sinter grain size and the mean free paths of the 3He particles, and 3He
phonons are limited by the open dimensions of the sinter. The thermal resis-
tance between excitations in the solid and/or within liquid helium can then
become comparable to or even larger than the thermal boundary resistance at
T < 10mK, and it certainly has to be taken into account when the thermal
resistances inside of the liquid helium and/or inside of the metal sinter are
considered. These effects have not yet been fully investigated.
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Magnetic Coupling Between Liquid 3He and Solids
Containing Magnetic Moments

If the thermal coupling between liquid helium and solids were limited to
phonon transfer or if the T−3 dependence of RK continued to low millikelvin
temperatures, it would require extremely large surface areas to refrigerate
liquid 3He into its superfluid states at T < 2.5 mK. However, in the mid-
dle of the 1960s a completely unexpected behavior of the thermal boundary
resistance between liquid 3He and the paramangetic salt CMN (Sect. 9.3) was
reported [4.61–4.65]. Whereas above about 20 mK the data were in reason-
able agreement with the acoustic mismatch theory, for 2mK ≤ T ≤ 20mK
the thermal resistance between 3He and powdered CMN was strongly reduced
and decreased according to RK ∝ T (Fig. 4.8). This result has inspired much
research and provided the means of coupling 3He well; and therefore cooling it
into the low millikelvin temperature range, actually to 0.1 mK (see Table 10.2).
Even though details of this enhanced thermal coupling are still not quite
understood theoretically there is no doubt that a surface magnetic interac-
tion between the nuclear magnetic moments of 3He and electronic moments
in the solid in contact with 3He plays an essential part and short-circuits the
acoustic mismatch [4.50, 4.66, 4.67]. The most convincing support for this in-
terpretation comes from the observation that the enhanced coupling dramat-
ically decreases if the solid surface is “plated” by a layer of (nonmagnetic)
4He [4.62, 4.64, 4.65] (Fig. 4.8). The 4He atoms coat walls preferentially

A
R

K
 [m

2  
K

 W
-1

]

Temperature, T [mK]

105

104

103

1 2 5 10 20 50 100

Fig. 4.8. Thermal boundary resistance RK multiplied by the surface area A between
the paramagnetic salt CMN (Sect. 9.3) and 3He (filled triangle) and a 6% 3He–4 He
mixture (open square). The dashed line indicates the prediction of the acoustic
mismatch theory, (4.10) [4.65]
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because – due to their smaller zero-point energy compared to 3He – they sit
deeper in the van der Waals potential exerted by the wall. This interpretation
is also supported by theoretical treatment of the magnetic dipole–dipole cou-
pling between 3He nuclear spins in the liquid and electronic spins in CMN,
leading to RK ∝ T [4.50, 4.66, 4.67], but the theory contains a number of
significant assumptions [4.49,4.50].

Later, qualitatively similar results –reasonable agreement with the acoustic
mismatch theory in magnitude and temperature dependence for 20mK <
T < 100 mK, and an enhanced thermal coupling at lower temperatures – was
found for liquid 3He in contact with various metals, particularly (“dirty”)
sinters. However, now the temperature dependence is RK ∝ T−1, with typical
values of ARK T ≈ several 102 to 103 m2 K2 W−1 for sintered Cu and Ag pow-
ders or metal foils containing magnetic impurities [4.60, 4.68–4.73] (Figs 4.6,
4.7, and 4.9). Strong support for the magnetic coupling explanation is the
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Fig. 4.9. Thermal boundary resistance RK (multiplied by AT 3) between liquid 3He
or a liquid 3He−4He mixtures and various solids as a function of temperature. The
data are for (a) mixture to 400 Å Ag sinter (25 T−2); (b) mixture to 700 Å Ag sinter
(16 T−2 at <10 mK); (c) 3He to 700 Å Ag sinter (1, 000 T−1); (d) 3He to 400 Å Ag
sinter (470 T−1); (e) 3He to 1 μm Ag sinter (200 T−1 at <10 mK); (f) mixture to
CuNi (10−2 T−3); (g) mixture to brass (7 × 10−3 T−3); (h) mixture to 7 μm thick
Kapton foils (4×10−3 T−3); (i) mixture to Teflon tubing with 0.1 mm wall thickness
(2×10−3 T−3); (the data in brackets are ARK) [4.73, this paper gives listings of the
original works]
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apparent absence of a contribution from the electron–phonon resistance in the
metal and from the phonon–3He-quasiparticle resistance in the liquid [4.50];
this indicates a direct 3He spin-metal spin/electron coupling bypassing the
phonons.

The possibility of changing the Fermi temperature TF of liquid 3He–4He
mixtures by changing their concentration (7.23a) offers an opportunity to gain
more insight into the coupling between 3He–4He mixtures and solids. Indeed,
for this combination, too, an enhanced coupling was found [4.72–4.77], but now
with a dependence on TF, with typical values ARK ≈ 6T−2T−1

F m2 K W−1 at
T ≤ 20mK [4.50, 4.76, 4.77]. The T−2 dependence is obtained by assuming a
magnetic dipole coupling between the nuclear magnetic moments of 3He and
the electronic magnetic impurities moment S localized in the solid surface
[4.50]. The dependence on the Fermi temperature TF of the mixtures indicates
the quantum and magnetic character of the coupling. For saturated 3He–
4He mixtures (Chap. 7), values of ARK = (12–35)T−2 m2 K W−1 have been
reported [4.72–4.77].

These observations were far from understood when the first review article
on the thermal boundary resistance at T < 0.1 K was written in 1979 [4.49].
Substantial experimental and theoretical effort enabled Nakayama to present a
more concise picture on the problem in 1989 [4.50] (Fig 4.10). These two com-
prehensive reviews should be consulted for further details and, in particular,
for references to other works in the field. The situation still cannot be con-
sidered as understood and many more experiments on the thermal boundary
resistance, particularly at T ≤ 20 mK, seem to be necessary. For example,
there are conflicting results on the pressure and magnetic field dependence of
RK [4.78–4.80]. Furthermore, the influence of the changing structure of helium
near to the substrate resulting from the van der Waals attraction (localiza-
tion, compression, preferentially 4He in the case of mixtures) is an interesting
topic. Finally, the question of whether the magnetic coupling results from elec-
tronic magnetic moments in the metal or is due to absorbed impurity layers,
particularly various paramagnetic oxides with localized moments [4.50], is of
interest. A relation between the magnetic properties of Ag sinters containing
a few ppm of magnetic impurities and their thermal boundary resistance to
liquid 3He has been discussed in [4.81] stressing the importance of a “magnetic
channel” for the heat transfer. The role of conduction electrons for RK also
remains to be more thoroughly investigated.

Even though much remains to be measured and understood, the Kapitza-
resistance problem can clearly be divided into three distinct temperature
regimes:

(a) Above 1 K: RK is essentially the same for liquid and solid 3He and 4He; it
is at least an order of magnitude smaller than predicted by the acoustic
mismatch theory, and it is not understood.
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Fig. 4.10. Thermal boundary resistance RK multiplied by the surface area A
between liquid 3He and a sinter of Ag particles. The experimental data for zero
magnetic field (filled circle) and for a measurement in 0.385 T (open circle) are
from [4.78]. The field is assumed to suppress the magnetic contribution to RK, leav-
ing only the acoustic channel for heat transfer. Therefore the difference between the
two sets of experimental data should given the magnetic contribution (filled trian-
gle) to RK. The solid line represents the theoretical prediction for this magnetic
contribution [4.50]

(b) For 20 mK ≤ T ≤ 100 mK: RK ∝ T−3 and behaves as predicted by the
acoustic mismatch theory if well characterized, clean, bulk metallic sur-
faces are used.

(c) At T ≤ 10 mK: RK ∝ T−2 or T−1 between liquid 3He or helium mixtures
and metals, and is again much smaller than predicted by the acoustic
mismatch theory; here a magnetic dipole coupling between the 3He nuclear
moments and electronic moments in (or on) the solid together with a
coupling of helium phonon modes to soft vibrational modes, if a sintered
metal is used, seem to determine the energy flux. These effects have turned
out to be extremely important for refrigeration in the low millikelvin and
sub-millikelvin temperature ranges.

Problems

4.1. Calculate the temperature at which the contributions from phonons and
from electrons to the switching ratio of a superconducting heat switch of Al
become equal (Fig. 4.2; take material parameters from Table 10.1).
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4.2. The difference in entropy of the superconducting and normal–conducting
state at the transition of a superconducting metal is Ss − Sn = (V/4π)
Bc(dBc/dT ). Calculate the latent heat occuring when a superconducting heat
switch is changed from one state to the other.

4.3. Deduce (4.9).

4.4. To which temperature can one refrigerate a sample of liquid 3He in a
sintered heat exchanger of 10m2 if the liquid releases Q̇ = 0.1 nW?



5

Helium-4 Cryostats and Closed-Cycle
Refrigerators

Here, and in the five chapters to follow, I will discuss the equipment needed
for reaching and maintaining low temperatures, and start with cryostats for
the Kelvin temperature range in which the low temperatures are obtained by
evaporating liquid helium [5.1–5.3]. An important aspect of our consideration
will be keeping the evaporation rate of the cryoliquid as low as possible by
optimizing the cool-down process and by minimizing the heat transferred from
the warm surroundings to the cold parts of the equipment.

The main isolation of cold parts from warm parts is done by vacuum iso-
lation. Therefore, cryotechnology always involves vacuum technology. A low-
temperature physicist necessarily needs experience in vacuum physics: in the
design of vacuum-tight equipment, in techniques of avoiding leaks, in the
technologies of soldering, welding and gluing; or, if leaks occur, in ways
of finding and fixing them. These technologies are very important because
low-temperature equipment can experience extreme mechanical stresses due
to the large temperature gradients and different thermal expansion coefficients
of the various materials used in it.

Low-temperature experimentalists have to design and construct their
equipment very carefully with a very high reliability because it is built and
tested at room temperature, then closed, evacuated and cooled down. After
having been cooled, defects may develop due to vacuum leaks resulting from
thermal stresses, or because electrical leads may not have been properly con-
nected and may open up or may short to ground after cool-down, etc. These
defects cannot be removed at low temperature. Therefore the equipment has
to be warmed up for repair. Even worse, there are defects which occur only
at low temperatures and disappear again when the equipment has warmed
up to room temperature. Often these defects cannot be located easily and
time-consuming cross checks may be the only way to find out what went
wrong and where. Therefore, careful design and careful construction is of
utmost importance for low-temperature equipment.

In addition, we have to remember that cold surfaces adsorb gases. If the
apparatus has a small leak to atmosphere, for example, air may leak in and
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will condense at helium-cooled surfaces. If the apparatus has been at low
temperature for a long time, the cold surfaces may be covered by a large
amount of air. During warm-up the condensed gases will desorb and a sub-
stantial pressure may build up in the “vacuum” space. Pressure will also build
up when an accidentally closed valve or an air plug in a tube stops the escape
of the evaporating cryoliquid. Let me remind you that all containers which
at some time will be filled with a cryogenic liquid either have to be able to
withstand a rather high pressure or, better, must contain safety features so
that following an accident, the pressure cannot rise to dangerous values. One
should therefore have surveillance pressure gauges as well as safety valves
or bursting discs on the vacuum vessel as well as on the containers for the
cryogenic liquids. For all these vessels certain safety regulations have to be
followed, which in some countries are enforced by law.

5.1 Use of Liquid 4He in Low-Temperature Equipment

Every refrigeration process to a temperature of 10 K or lower uses liquid
helium in either the final or the pre-cooled stage. In the following I will stress
some points that are important so that the consumption of this expensive
cryoliquid can be minimized. For such an optimization we have to distinguish
between the cool-down and the running period of the experiment after cooling.

5.1.1 Cool-Down Period

The heat of evaporation for helium transforming from the liquid to the
gaseous phase is about 2.6 kJ l−1 at its normal boiling temperature of 4.2 K
(Fig. 2.6). This is a rather small number compared to the enthalpy of helium
gas between 4.2 K and 300 (77) K, which is about 200 (64) kJ l−1. When 1 W is
applied, 1.4 lHe h−1 will evaporate if the heat of evaporation is used, but only
0.017 lHe h−1 if the enthalpy of the cold gas between 4.2 and 300 K is utilized
as well. As a result, it is very important to make use of the enthalpy of the
cold helium gas after the liquid has undergone the transition to the gaseous
state when cooling the equipment, and the gas should leave the cryostat with
a temperature as close as possible to room temperature. In addition, pre-
cooling with liquid nitrogen from 300 to 77 K will save a large amount of liquid
helium. Liquid N2 has about 60 times the latent heat of evaporation of liquid
helium, it is almost an order of magnitude cheaper, and at 77 K most of the
heat capacity of the materials to be refrigerated has been removed already.
Table 5.1 lists how many liters of a cryoliquid we need to refrigerate 1 kg of
aluminium, stainless steel or copper with liquid N2 from room temperature to
77 K, or with liquid He from room temperature to 4.2 K, or only from 77 to
4.2 K. In the table, I distinguish between the two situations in which (a) only
the heat of evaporation and (b) in addition the much larger enthalpies of the
cold gases are used. The table demonstrates that it is clearly desirable to:
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Table 5.1. Amount of cryoliquid [l] necessary to refrigerate 1 kg of aluminum,
stainless steel (SS) or copper if only the latent heat (latent heat plus enthalpy of
the gas between its boiling point and room temperature) is used

cryoliquid temperature change [K] Al SS Cu

N2 300 → 77 1.0 (0.63) 0.53 (0.33) 0.46 (0.28)
4He 77 → 4.2 3.2 (0.20) 1.4 (0.10) 2.2 (0.16)
4He 300 → 4.2 66 (1.6) 34 (0.8) 32 (0.8)

– Use liquid N2 to first pre-cool the equipment from room temperature to
77 K, and only then utilize liquid helium for the lower temperatures

– Make use of the enthalpy of the cold helium gas as much as possible to
refrigerate the equipment

Otherwise the experimentalist may waste more than two orders of
magnitude of expensive liquid helium.

5.1.2 Running Phase of the Experiment

Now let us consider the situation where the experiment has reached a sta-
tionary state, which means that the equipment has reached the required low
temperature and we can perform an experiment at this constant temperature.
In this situation the heat transferred from external sources has to be com-
pensated by the cooling power provided by the cryoliquid, which now mainly
comes from the heat of evaporation. The cold gas can only be used for cooling,
for example, the support structure of the experiment or the walls of the
cryostat. Let us consider the main sources of heat for experiments in the
Kelvin temperature range.

Heat Conduction

Heat conduction may be along leads used for performing measurements on
the experiment or along the walls, pumping tubes and support structure of
the cryostat, for example. The transfer of heat by conduction is determined
by the equations and the material properties considered in the discussion
of thermal conductivity (Sects. 3.3 and 4.1). To minimize heat conduction we
have to choose the right material and we have to give it the correct dimensions.
In practice that means we should use strongly disordered or organic materials
because of their low thermal conductivity, or, if we have to employ metals, they
should be low-conductivity stainless steel or Cu–Ni alloy tubes with thin walls.

Heat Radiation

The radiation of heat is determined by the Stefan–Boltzmann equation, which,
in its simplest form, reads

Q̇[W] = 5.67 × 10−12A[cm2](T 4
1 − T 4

2 ) (5.1)
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Table 5.2. Typical emissivities of various solids [5.1]a

solid emissivity, ε

Au; Ag 0.01–0.03
Cu; brass 0.02–0.6
Al 0.04–0.3
stainless steel 0.1–0.2
glass/organic 0.1–0.9

aA detailed report on the total hemispherical absorptivity and emissivity of chemi-
cally polished surfaces of Cu and Al as well as of their alloys, and of stainless steel,
held at 5 K and with the temperature of the absorbed radiation varied between 30
and 140 K can be found in [5.4].

for the case that the radiating and the absorbing areas, A, are equal, and
that the emissivities and absorptivities of these two areas are equal to 1
(“blackbody radiation”), which means we have dirty surfaces with very low
reflectivity. In practice, of course, the situation can be improved by using
polished metal surfaces [5.4]. For this situation the emissivities ε can be re-
duced to the values given in Table 5.2. For ε �= 1, (5.1) has to be multipied
by ε1ε2/(ε1 + ε2 − ε1ε2) [5.1]. If the emissivities of the radiating and absorb-
ing surfaces are equal but much smaller than 1 this factor is ε/2. If the heat
due to radiation has to be reduced, surfaces should be gold-plated to avoid
oxidation and to keep them clean and shiny. This is particularly important
for apparatus used at T < 100mK (Chaps. 7–10). We have to keep in mind
that the dominant wavelength radiated by a body at T ≤ 300K is in the in-
frared (10 μm at 300 K), therefore it is the emissivities at these wavelengths
that matter rather than those in the visible. Highly polished metals are highly
reflective in the infrared as well.

Equation 5.1 tells us that parts cooled to LHe temperatures should not
be exposed to surfaces which are at room temperature, i.e., they should not be
able to “see” surfaces at room temperature. If we calculate the heat radiated
from a 10 cm2 surface at 300 K we find 0.5 W, which means that this would
evaporate 0.7 lHe h−1. If we reduce the temperature of this 10 cm2 area to the
temperature of boiling nitrogen (77 K), the radiated heat would be reduced
to 2 mW and only 3 cm3 of liquid helium would be evaporated per hour. The
inner part of a cryostat cooled by liquid helium should be surrounded by
radiation shields or baffles at intermediate temperatures, to shield it from
radiation from room temperature. These baffles should be either gas-cooled
or, even better, directly thermally anchored to an intermediate temperature,
for example to the LN2 reservoir (see later).

Conduction by Gas Particles Remaining in the Vacuum Space

Because low-temperature surfaces act as cryopumps (Sect. 2.3.2) the vacuum
in a cryostat is usually good enough to make the conduction by remaining
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gases sufficiently small. For the possibly remaining helium gas the heat
transferred from the warmer to the colder surfaces by this process is [5.1,5.2]:

Q̇[W] ≈ 0.02aA[cm2]P [mbar](T2 − T1)[K] (5.2)

if the mean free path of the gas particles is large compared to the dimensions
of the container so that they travel from wall to wall without particle collisions
on their way, which is the usual low-pressure case.1 The heat transported by
them is then determined by their number and their temperature (velocity).
Here a is the accommodation coefficient for the gas particles on the walls; it
is 1 as an extreme case but can become as small as 0.02 for a clean metallic
surface exposed to helium gas. If we consider an apparatus with an area of
100 cm2, take a = 1, and calculate how much heat is transported from room
temperature to low temperatures if the remaining pressure is 10−6 mbar, then
we arrive at about 1 mW, which is negligibly small for the Kelvin temperature
range but may be detrimental at lower temperatures (Sect. 10.5.3). To improve
the cryopumping action, often a gettering material is attached to the cold wall
of a cryostat, which can very effectively adsorb remaining gas (Fig. 6.5).

Thermoacoustic Oscillations

The geometry of the neck tubes of dewars or of other gas filled tubes con-
necting cold parts and warm parts is often suitable for the excitement of
thermoacoustic (or Taconis) oscillations in the vapour above the helium
bath or in the tubes [5.5]. These oscillations may cause excessive heat flux
into the dewar and may trigger errors in measurements. They may also
generate disturbing vibrations for sensitive apparatus like nuclear refriger-
ators (Sect. 10.5.1). Often, such oscillations can be removed by changing the
geometry by simply adding an additional volume, and/or putting a damping
element (valve) in the vapour exhaust line [5.5]. A microphone in the vapour
phase can usually detect the efficiency of the changes.

Further Heat Sources

A real cryostat, of course, is connected to pumps as well as to the building
and it contains experimental setups with electrical leads to them. All this
will cause further heating, which can be quite troublesome, in particular for
experiments at very low temperatures where the refrigerator has a rather
small cooling power or for sensitive experiments, like calorimetry (Sect. 3.1.8)
or with a torsional or translational oscillator (Sect. 13.10).

Vibrational heating from the movements of the building, from bubbling of
the cryoliquid (Sect. 5.2.4), or, in particular from the pumps via the pump-
ing tubes can be a serious problem if the dominant frequency of one of these

1 The full equation can be found in [5.1, 5.2]
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sources (typically in the range of 1 to several 10 Hz) is close to a resonance
frequency of the cryostat or the experimental setup in it. This can give rise
to heat leaks in the range of 0.1–1 μW. To reduce this energy input, a rigid
construction inside the cryostat and a strong mounting of it to a heavy foun-
dation may be necessary (Sect. 10.5.1). In addition, flexible pumping tubes
connected to some heavy mass or to walls of the building somewhere between
the pumps and the cryostat may also be in order (Sect. 10.5.1).

Joule heating can easily be calculated. Its removal requires a proper
thermal coupling of the sample to be investigated and, in particular, of the
electric leads to it. This is of special importance for thermometers, in calori-
metry (Sect. 3.1.8), or when measuring thermal conductivities (Sect. 3.3.8).
One has to decide for the leads between a good conductor to give small Joule
heating but good thermal conduction or a bad conductor with the opposite
properties. Of course, the use of superconducting wires with their vanishing
thermal conductivity (Sect. 3.3.4) and zero electrical resistivity is a substan-
tial advantage. In any case, leads from room temperature to an experiment
should be properly heat sunk on as many temperature stages as are accessible
on their way to the experiment by winding them around posts, for example,
and gluing them there. Pick-up of RF radiation can be reduced by shielding
the cryostat if necessary (Sect. 10.5.1). In particular for leads to thermome-
ters, it may be necessary to add a filter to reduce RF pick-up (Sect. 12.5.4).
Special considerations are, of course, required for the leads to superconduct-
ing magnets which usually carry a large current (Sect. 13.4). Here, one has to
decide on the optimum diameter-to-length ratio for a particular material and
current [5.1, 5.6].

Further sources of heat may be gas adsorption or desorption when the
temperature is changed, superfluid film flow (Sect. 2.3.5), or eddy current
heating from changing electromagnetic fields (Sect. 10.5.2). The latter can be
reduced by using materials with low conductivity or by using small dimensions
like foil or “coil foils” made from wires.

Each cryostat and each low-temperature experiment is of a particular
design, so that it is not appropriate to give a more detailed discussion of
these obvious sources of heat. They have to be considered and can usually be
calculated in a straightforward way for the particular setup. For experiments
in the low millikelvin or even microkelvin range, these as well as some addi-
tional heat sources become particularly important; they will be discussed in
Sect. 10.5.

5.2 Helium-4 Cryostats

In London, at the end of the last century, the Scottish scientist J. Dewar
presented public demonstration lectures on his low-temperature experiments.
For these demonstrations as well as for the experiments in his laboratory,
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he had to improve the storage vessels for cryogenic liquids. After various
trials he eventually arrived at a double-walled vacuum isolation vessel, now
commonly called a “dewar”. The dewar in its simplest form is nothing but the
double-walled flasks which are used to keep coffee warm on a camping trip.

5.2.1 Double-Walled Glass Dewars

The typical setup for experiments using liquid 4He as the cryogenic liquid is a
nested, double-walled glass dewar system as shown in Fig. 5.1. The advantages
of such a system are its reasonably low price, the low thermal conductivity of
glass and the ease with which the level of the cryogenic liquid can be seen.
A disadvantage, of course, is the ease with which glass can be broken. A par-
ticularly dangerous situation may arise if there is a small leak to the vacuum
space between the two glass walls. Then air, for example, may enter this space
and will condense onto the cold surfaces. A small leak may stay undetected.
On warming the system, the condensed air will evaporate. If the air cannot

LN2

L4He

4He gas

Vacua

Radiation shields

Double glass walls

Styrofoam

Glass

Brass or Al

Experiment

Metallized glass with 1 cm
wide viewing strips

O-ring

Capillaries, leads
to experiment

Vacuum
pump

Fig. 5.1. A double-walled glass dewar for LN2 and L4He. The inner surfaces of the
glass are covered with aluminium or silver films to block thermal radiation (except
for a vertical 1 cm wide viewing strip). Four or five radiation baffles reduce the
thermal radiation; these baffles force the exiting cold gas to flow along the dewar
walls, thus cooling it as well as the pumping tubes. The effectiveness of the baffles
is increased by filling the spaces between them with Styrofoam
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escape fast enough through the tiny leak, pressure will build up in the vacuum
space and the glass dewar may explode. To avoid serious consequences of such
an explosion one has to follow two rules:

1. Never take a cryogenic system apart before all of it has been warmed up
to room temperature.

2. A glass dewar system has to be surrounded by a protecting container, so
that pieces of glass cannot fly through the laboratory.

One also has to keep in mind that at room temperature, helium diffuses
through the glass walls (typically 10−12–10−10 cm3 s−1 through 1 cm2 of glass
of 1 mm thickness if ΔP = 1bar, depending on the glass, with the largest
of the given numbers referring to Pyrex; the diffusion constant of 4He gas
through plastics is typically D 	 10−6 cm2 s−1 at 300 K [5.7]). The same is
true for fibreglass often used in metal dewars (see later). To keep the vac-
uum one should pump the helium gas from the inner volume immediately
after warming to room temperature. In any case, the vacuum space of a glass
dewar should be evacuated from time to time, at least every few weeks when
operating with liquid helium, because some parts of the dewar may have been
in contact with room-temperature helium gas even during the running period.
Another possibility is the use of some special type of glass with a very small
gas diffusion constant.

Such a dewar has to be equipped with radiation baffles to keep the radia-
tion heat leak small and to force the cold gas to flow along the dewar walls,
thereby cooling them. In a well-designed cryostat the helium gas is at 300 K
when it reaches the top of the cryostat. A typical evaporation rate of a glass
dewar should be 0.1 l/h at most.

In Sect. 5.1.1 we learnt that one should pre-cool everything with liquid
nitrogen before taking the final cooling step with liquid 4He. There are two
methods of LN2 pre-cooling in a system such as the one depicted in Fig. 5.1.
One possibility is to let about a millibar of air into the vacuum space of the
LHe dewar and also into the space which will later be filled with liquid helium.
This pressure is enough for the gas to act as an exchange gas between the
experiment and the liquid nitrogen in the outer container for pre-cooling. The
air in the vacuum space does not have to be evacuated before liquid helium is
allowed into the inner glass dewar; it simply freezes out. Another possibility
is to fill the space for the liquid helium first with some liquid nitrogen to
pre-cool the experimental setup. Of course, then the liquid nitrogen has to
be blown out from this inner space through a tube which runs all the way
down to the lowest point in the LHe dewar by increasing the pressure above
the liquid nitrogen. One has to make sure that really all liquid nitrogen has
been removed before liquid helium is transferred, because liquid nitrogen has
a rather large specific heat and it would take a sizeable quantity of the liquid
helium to cool nitrogen to the low Kelvin temperature range. A regulated and
protected heater system to evaporate the remaining part of the LN2 or to
warm up a dewar system has been described in [5.8].
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5.2.2 Metal Dewars

More common nowadays are commercial metal dewars for which examples
are shown in Fig. 5.2. A metal dewar has the advantage that such a setup
is much more rugged and can withstand higher pressures or stresses than
a glass dewar. In addition, it has a greater flexibility, so much more com-
plex designs are possible and it does not have the helium diffusion problem.
A disadvantage compared to the glass dewar system is the higher price of a
metal cryostat, which is usually made from stainless steel or, more often now,
from a combination of aluminium and fibreglass.

In such a system one does not usually have two vacuum spaces as in a
double-walled glass dewar system. The vacuum space cannot be filled with air
in order to provide thermal contact of the inner parts with the liquid nitrogen
vessel since one would then also cool the outer room-temperature wall. Liquid
nitrogen has to be put into the helium vessel for pre-cooling and then removed
before transferring liquid helium into the cryostat.

Nowadays many of these metal 4He cryostats do not use LN2 vessels
for pre-cooling and radiation shielding; this is particularly important when
vibrations produced by the constantly boiling LN2 may interfere with the
experiment. In such a situation many layers of so-called superinsulation are
wrapped around the LHe vessel and possibly around radiation shields. This
superinsulation is a thin plastic foil onto which a reflective layer of aluminium
has been evaporated to give an emmissivity coefficient of about 0.06. The
sheets of superinsulation have decreasing temperature from the outermost
to the inner ones, so they act as radiation shields at continuously decreas-
ing temperatures. For further improvement there can be a metallic radiation
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Fig. 5.2. Three typical stainless steel cryostats with reservoirs for LN2 and L4He
(see text and caption on Fig. 5.1)
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shield between the room-temperature vessel and the LHe vessel, and to these
radiation shields tubing may be soldered, through which the evaporating cold
4He gas is vented before leaving the cryostat. This makes further use of the
enthalpy of the cold gas by pre-cooling the radiation shield [5.9]. A good, sim-
ple helium dewar should have an evaporation rate of not more than 0.1 l h−1;
but for large dewars, such as are necessary for a powerful nuclear magnetic
refrigerator (Chap. 10), this figure may go up to about 1 l h−1.

The design of 4He dewars for various applications has been discussed in
[5.1–5.3]. When possible, soft solder joints should be avoided on cryogenic
equipment. They are less reliable, develop “cold leaks”, fatigue sooner and
are weaker than silver solder joints. Of course, a welded design is superior
to even silver soldering. Where flux has to be used in soldering, it has to be
washed off very thoroughly to avoid later corrosion.

In addition to the discussed cryostats made from glass or metal, many
of them on the market are nowadays made from plastics. They usually do
not use LN2 for precooling and radiation shielding but use in an efficient
way the enthalpy of the evaporating 4He plus radiation reflecting superin-
sulation. The widespread use of 4He as a cooling agent in applications of
superconducting magnets, for example for nuclear magnetic resonance in
otherwise non-cryogenic environments like hospitals, has led to the develop-
ment of cryostats with extremely low evaporation rates, requiring replenishing
of the cryoliquid once a week or even less often.

5.2.3 Cryostats for T > 5 K

For temperatures above the normal boiling point of liquid 4He it is rather
uneconomical to use the main 4He bath at 4.2 K as a temperature reservoir
and then to regulate the experiment at higher temperatures. It is much more
efficient to use the cold gas evaporating from liquid helium and take advantage
of its enthalpy for cooling the experiment in a continuous gas-flow cryostat.
This allows the storage vessel containing the liquid helium to be separated
from the cryostat with the experiment. Such an evaporation cryostat is shown
in Fig. 5.3. Here the cryogenic liquid is drawn from a reservoir (Sect. 5.2.5) and
is cooling an experiment via a heat exchanger in a separate cryostat. The rate
and therefore cooling power and temperature can be controlled via the setting
of a needle valve [5.1, 5.2]. The system can easily be automated by appling a
solenoid valve in the pumping line which is controlled by a thermometer on the
experiment and an appropriate bridge controller electronics. The advantages
of such a design are a low consumption of the cryogenic liquid (in particular,
if T > 10 K), that the temperature is variable in a rather wide range up to
room temperature, and that the apparatus can be cooled down and warmed
up in a very short time.

Another possibility is the use of commercially available closed-cycle
Gifford-McMahon or pulse-tube refrigerators which will be discussed in
Sect. 5.3.
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Vacuum

Transfer tube
to storage dewar

To pump and
regulation system

Radiation shield

Experiment

Fig. 5.3. Evaporation cryostat for the temperature range T > 5K. A mixture of
liquid and gaseous 4He is transferred via a transfer tube (Fig. 5.8) from the stor-
age dewar (Fig. 5.7) to the cryostat. The mixture is pumped through a spiral tube
which is first connected to a chamber on which the experiment is mounted and
then soldered to a radiation shield before it leaves the cryostat. The temperature
of the experiment can be regulated by a heater and/or a valve which regulates the
helium flow

5.2.4 Cryostats with Variable Temperature for 1.3 K ≤ T ≤ 4.2K

The temperature range 1.3K ≤ T ≤ 4.2K is determined by the normal boiling
point of 4He and the temperature at which its vapour pressure has become
very small (Fig. 2.8). There are two ways to access this temperature range
using pumped liquid 4He.

Pumping on the Main 4He Bath

Of course, one can just pump the vapour above the liquid 4He bath away to
decrease its temperature. This is very uneconomical because about 40% of
the liquid 4He has to be evaporated to cool it from 4.2 to 1.3 K, due to the
large change of its specific heat in this temperature range. On the other hand,
the specific heat of solids is rather small in this temperature range (see the
figures in Sect. 3.1); to cool them from 4.2 to 1.3 K we have to evaporate only
a small fraction of liquid 4He. It is therefore much more efficient to leave the
main part of the liquid at its normal boiling point of 4.2 K and just pump on a
small fraction of it in a separate container to reach the lower temperature for
the experiment. This idea is realized in the design described in the following
section.
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Continuously Operating 4He Evaporation Cryostat

The design of a continuously operating 4He evaporation cryostat [5.10] is pre-
sented in Fig. 5.4. In such a refrigerator a small fraction of the liquid from
the main 4.2 K bath flows through a suitable flow impedance (see figure) into
a small vessel of several cm3 located in a vacuum cane inside the cryostat.
Through the central tube we pump on the liquid arriving in this evaporation
vessel. The liquid from the main bath at 1 bar is isenthalpically expanded
through the impedance and will arrive at a lower temperature in the evapo-
ration vessel. Again, almost half of the heat of evaporation is used for cooling
the liquid; the other half can be utilized to fill up the inner vessel with liquid
and to cool something else. This vessel will continue to fill until the level of
the liquid in the pumping tube is at a height h at which the heat transferred
from the main helium bath through this column of liquid, plus the heat from
the experiment, just balances the cooling power of the refrigerator available
from the latent heat L of evaporation. We then obtain the following equation
for the steady-state operation of the refrigerator:

Q̇He(	 1
2
ṅL) = Q̇tube(h) + Q̇ext . (5.3)

The refrigerator is self-regulating; if we increase the external load, the level
of the liquid in the pumping tube will drop, so that its contribution to the
heat transferred to the inner vessel is reduced. The temperature of the con-
tinuously evaporating 4He refrigerator remains fairly constant at about 1.3 K
when the heat load supplied to the vessel is varied (Fig. 5.5). Of course, the
externally supplied heat may be so large that all the liquid is evaporated

To vacuum
pump
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Pumping
tube

Filter

Heater

4He pot

Vacuum can

Impedance

To Helium
pump

Fig. 5.4. A continuously operating 4He refrigerator for the temperature range
between 1.3 and 4.2 K (see text)
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from the vessel, resulting in a rapid temperature increase. The continuous
4He evaporator today is a standard condensation or pre-cooling stage for 3He
cryostats and, above all, for 3He–4He dilution refrigerators, which will be dis-
cussed in the two chapters to follow. In this case one has to make sure that
its refrigeration capability is sufficient to remove the heat of condensation of
the circulating 3He.

The equation for the required impedance is

Z = ΔP/V̇ η , (5.4)

where ΔP is the pressure drop (1 bar to about 1 mbar) required to cause a
volume flow rate V̇ of a medium with viscosity η, see also (7.47). The typical
value required (several 1011 cm−3) can be obtained from a one to several
meters long capillary with an inner diameter of about 0.05 or 0.1 mm. Another
possibility is to use a shorter piece (10–20 cm) of a capillary and insert a tightly
fitting wire into it [5.11]. With too large Z the 4He chamber will run dry and
with too small Z the required temperature will not be reached. During cool-
down the refrigerator should be connected to a volume with pressurized very
pure 4He gas in order to prevent N2 or air from entering and blocking the
fill capillary. Sometimes problems arise because impurities in the main liquid
helium bath (e.g., frozen air) block the fine capillary used for the impedance.
One therefore has to put a filter (of Cu powder, for example) in front of the
capillary and keep the main 4He bath clean. Using the heat of evaporation of
liquid 4He (Fig. 2.6) and a typical flow rate of V̇ = 10−4 mol s−1 (obtainable
with a mechanical pump of moderate size) one arrives at a cooling power of
about 5 mW for such a 4He evaporation cryostat (Fig. 5.5).

Substantially lower temperatures can be reached if the temperature of the
main bath is lowered into the superfluid state of liquid 4He. The best result
reported in [5.12] is 0.95 K at the continuously filling pot with the main bath
pumped to about 1.6 K, and with 1.89 K at a point on the fill line at one-third
of the distance from the main bath; both, higher and lower temperatures at
the fill line increase the temperature of the pot. The cooling power is 0.1 mW
at 1.2 K. While this is much lower than with the bath held at 4.2 K, it is
adequate for many experiments.

The continuously operating 4He refrigerator substantially reduces the con-
sumption of liquid 4He. It also requires a much smaller pumping capacity as
compared to pumping on the main 4He bath. And, as another advantage, the
main 4He bath is kept at 4.2 K and 1 bar; it can be refilled without interrupt-
ing the operation of the evaporation refrigerator and the experiment as long
as the level of the main bath does not drop below the inlet to the evaporator.

Formerly, these evaporators were operated in a discontinuous mode by
replacing the impedance by a valve. In this mode the vessel can be filled once
with liquid from the main bath through the valve. The valve is then closed
and pumping on the inner vessel can begin. Now, of course, the experiment
has to be interrupted when the liquid in the vessel is used up, in order to
refill it.
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Fig. 5.5. Temperature of a continuously operating 4He evaporation refrigerator.
The refrigerator for which the data are shown can operate at a constant temper-
ature up to a heat input of about 3mW (this value can be changed by changing
the impedance – see text and Fig. 5.4). At higher heat inputs the refrigerator will
work in the overload state for a short time until the pumped 4He pot (Fig. 5.4) is
empty. In the stationary state at T > 1.3 K, the refrigerator operates with an empty
4He pot at higher temperatures

Recently, various continuously operating 4He cryostats designed for inser-
tion into storage dewars (32 or 50 mm neck diameter, for example) have been
described [5.6, 5.13–5.16, 5.18, 5.19]. A cryostat of this type employed in our
laboratory is shown in Fig. 5.6. It can work from room temperature to T 	
1.3 K, and has extremely low helium consumption, fast cool-down and warm-
up times, low price, easy construction and excellent temperature stability. The
small diameter of the cryostat is made possible by using a tapered (7◦) grease
or “glycerine-and-soap” [5.17] seal on the vacuum can (use non-aqueous silicon
grease). However, an In ©-ring seal is more reliable. The cryostat can even be
equipped with a superconducting magnet of 2.5 (2) cm i.d., 4 cm o.d. for a 2 (4)
T field, for example. These very useful cryostats are available commercially
but can easily be constructed in the laboratory workshop according to the
detailed description in [5.6, 5.13].

The vibrational noise observed on continuously filling pots can be
detrimental for sensitive experiments, like with high-Q audio frequency
torsional oscillators (Sect. 13.10), high-precision thermometry (Sect. 12.9), or
for sensitive cryogenic detectors. These problems can be reduced by regulat-
ing the helium flow from the main bath and adjusting the helium level in
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Fig. 5.6. Design of the low-temperature part of a 4He dipstick cryostat for the tem-
perature range T > 1.3 K (see text) (Courtesy of P. Sekowski, Universität Bayreuth)
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the 1-K pot [5.18], or by thermalizing the helium coming from the main bath
appropriately [5.19].

5.2.5 Auxiliary Equipment

Storage Vessel

The storage vessels in which liquid helium is transported from the supplier
or from one’s own helium liquefier to the experiment are commercially avail-
able with a typical volume of 50, 100 or 200 l. The design of a modern com-
mercial vacuum-isolated storage vessel containing superinsulation instead of
LN2 shielding is shown in Fig. 5.7. Such vessels are made from aluminum to
keep their weight low, or from stainless steel for more rugged applications.
After drawing liquid helium from such a storage vessel, provided the periods
between refilling are not too long, one should always leave a few liters of the
cryoliquid in it to avoid recooling, which would consume a large amount of
liquid helium. Such vessels have evaporation rates of about 1% per day. All
commercial storage vessels are equipped with the appropriate safety features
to avoid overpressure.

A

C

B

I

G

F D E

H

Fig. 5.7. Commercial storage vessel for liquid 4He (A: connection for transfer tube,
B : overflow valve, C : safety valve, D : manometer, E : vacuum and safety valves, F :
gas valve, G: getter material, H : adsorbent material to maintain and improve the
vacuum, I : superinsulation only partly shown)
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Fig. 5.8. Double-walled vacuum-isolated transfer tube for liquid 4He. The dashed
part is flexible. There should be a filter on the transfer tube to keep frozen air out
of the cryostat (Courtesy of P. Sekowski, Universität Bayreuth)

Transfer Tube

For transferring liquid helium from the storage vessel to the experimental
cryostat we need a double-walled vacuum transfer tube [5.1, 5.2], which can
be either bought or made in the laboratory workshop, if the necessary expe-
rience in welding and machining stainless steel is available. A typical design
is presented in Fig. 5.8. If bending of the two concentric tubes separated by
spacers is necessary, then this should be done with ice as a filler between them
to avoid collapse. Bending is usually necessary in order to take care of the dif-
ferential contraction of the two tubes, which will be at different temperatures.

Level Detectors and Automatic Refilling

In containers for cryogenic liquids we need some means of determining the
level of the liquid [5.1, 5.2]. This is, of course, rather easy in a glass system
where one can detect the level optically. However, a problem arises for metal
containers, where we have to apply other means of determining the liquid level.

Acoustic Level Detection

A simple design for an acoustic level detector is depicted in Fig. 5.9. When
the thin stainless steel tube of this device is lowered into the cold gas or
into the cryogenic liquid, some of the liquid evaporates, the pressure in the
vapour space suddenly increases, and the liquid level in the container oscil-
lates. These oscillations have a different amplitude and frequence according
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Fig. 5.9. Acoustic level detector for liquid 4He

to whether the tube has been lowered into the cold gas or into the liquid.
The oscillations are transferred to a diaphragm (thin rubber or plastic sheet)
on top of the tube and the high amplitude/high frequency oscillations when
the tube is lowered just into the gas can easily be distinguished from the low
amplitude/low frequency oscillations when the tube has been lowered all the
way into the liquid.

Resistive Level Detection

Many conductors have a very distinct temperature dependence of their resis-
tance; examples are discussed in Sect. 12.5. If one sends a current of about
0.1 mA through a semiconductor or a carbon resistor with a low-temperature
resistance of some kΩ, this resistor stays at the temperature of its surround-
ings if it is in a cryogenic liquid. But the current can overheat the resistor if
it is raised into the gas phase, because now the thermal contact with its sur-
roundings is rather weak. The resistance and therefore the temperature of the
element will change quite a bit as the resistor is lowered from the gas phase into
the liquid, and this change can easily be detected with a Wheatstone bridge.

Another possible detecting element for the liquid level is a commercial
superconducting wire of NbTi or a normal-conducting wire with a super-
conducting coating (PbSn solder can be used) and a transition temperature
between 5 and 10 K (Table 4.1) [5.20, 5.21]. If this wire is held vertically in
the gas and liquid phases then the part which is in the liquid at 4.2 K will
be superconducting and show zero resistance. The part of the wire in the gas
phase will very rapidly attain a temperature above its transition temperature
if an appropriate current is sent through it. It will become resistive and the
total resistance of the wire is a direct measure of how much of its length is
outside the liquid. Unlike the two-level detection means discussed earlier, this
detector is stationary and does not have to be moved up and down to detect
the liquid level; it can give a continuous recording of the level height. Actually
it is better to turn off these detectors except while taking a reading because
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the heat generated in the normal section of the wire can raise the helium
consumption considerably.

Capacitive-Level Detection

In this case the liquid level is determined by measuring the capacitance of two
concentric tubes of length L immersed partly in the liquid. The height h of
the liquid in the capacitor is related to the capacity C according to

C − C0

C
= (ε4 − 1)

h

L
, (5.5)

with the dielectric constant of liquid 4He being ε4 = 1.0572, the capacity of
the partly filled capacitor

C =
2πε0ε4L

ln(di/d0)
, (5.6)

and C0 the capacity measured at 4.2 K in vacuum.
A discussion of capacitive level meters for cryogenic liquids with the ap-

propriate electronics for continuous readout can be found in [5.22,5.23].
Of course, several of these level indicators can also be used to actuate the

transfer of the cryoliquid by pressurizing the reservoir in the storage vessel
or opening a valve in the transfer tube. In [5.24], an automated liquid helium
transfer system has been described that directs helium gas elsewhere, letting
only liquid helium entering the cryostat.

5.3 Closed-Cycle Refrigerators

In recent years, so-called “closed-cycle refrigerators” have been developed to
a very high degree of simplicity, reliability, and efficiency. They avoid the
annoying and expensive use of a cryoliquid in a low-temperature apparatus.
Different concepts have been used: Joule-Thompson expansion, Stirling cycles,
Gifford-McMahon cycles, and in particular pulse-tube coolers. They have in
common that cooling is achieved by letting the operating gas – usually helium
at 10–20 bar – perform work against internal or external forces. These refriger-
ators are available commercially. It would be beyond the scope of this book to
describe their thermo- and hydrodynamics, as well as their technologies, and
the variety of versions on the market. Short descriptions of their working prin-
ciples can be found in [5.1,5.25], while more detailed overviews are [5.26–5.29],
for example.

Just in short: A Gifford–McMahon cooler consists essentially of a regen-
erator containing a porous, usually magnetic material of high heat capacity
like Er–Ni compounds and a gas displacer. A varying pressure is obtained
by connecting the system via a set of (rotary) valves to the high- and the
low-pressure sides of a compressor. The heat of compression is removed by
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cooling water. The expansion leads to cooling. One attractive feature of
the Gifford–McMahon coolers is the separation of the compressor unit and
expansion unit (the cold head), which are operated at different frequencies.
With a single-stage Gifford–McMahon cooler, a temperature of 10–15 K can
be reached. Commercial two-stage Gifford–McMahon coolers reach 4.2 K with
a cooling power of 1.5 W [5.25].

In a pulse-tube cooler [5.25–5.29] the cooling effect relies on smooth (no
pulses!) periodic, close to adiabatic pressure variations and displacement of
the working gas in the “pulse” tube (Fig. 5.10). This is achieved by a pres-
sure wave generator which can be either a high-frequency pressure oscillator
(as in a Stirling cooler) or a low-frequency compressor with a rotating valve
distributor (as in a Gifford–McMahon cooler). The second part consists of a
traditional regenerator – again containing a porous magnetic material of high
heat capacity – as heat reservoir, which is connected at its cold end to the
pulse tube, which is a simple hollow tube. At its ambient temperature end,
this tube is connected through a flow impedance or “orifice” to a reservoir; the
buffer volume of the latter is large enough that negligible pressure oscillations
occur in it. In this so-called “orifice-pulse-tube-cooler”, the oscillating gas flow
through the impedance or orifice separates the heating and cooling effects. The
heat of compression (Qo) at the generator is removed by a heat exchanger to

Fig. 5.10. Schematic diagram of a Stirling-type, single-orifice pulse – tube refriger-
ator (for details and for its operation see text)
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the surrounding, usually by cooling water. During the compression phase,
the direction of the gas flow in the system is basically from the piston to the
reservoir. The regenerator takes up heat from the gas that flows from the com-
pressor into the pulse tube. At the hot end of the pulse tube, part of the gas
in the pulse tube (about one-third) flows through the orifice into the reservoir
and gives off heat (Qh) to the surrounding. During the expansion phase, the
flow is reversed. The gas that flows from the pulse tube toward the compressor
takes up heat from the regenerator. At the cold end of the pulse tube the gas
that flows into the regenerator provides the desired cooling power (Qc). For
maximum cooling efficiency, the phase between the pressure wave generated
by the compressor and the gas velocity in the tube has to be adjusted. This
is achieved by properly adjusting the impedance to the buffer volume and the
size of this reservoir. The function of the pulse tube is mostly to insulate the
processes at its two ends. As a result, it must be large enough that gas flowing
from its end at room temperature traverses only part way through the pulse
tube before flow is reversed. Likewise, flow from the cold end never reaches
the warm end. The gas in the middle portion of the pulse tube never leaves
the tube, and forms a temperature gradient that insulates the two ends. Even
though, this all sounds rather trivial and occurs mostly in a simple tube, the
involved thermodynamics and the understanding of the various loss mecha-
nisms are rather complex. The attractive feature of this refrigerator – besides
simplicity, reliability and efficiency – is the absence of any moving parts at
its cold end, unlike for the Stirling or Gifford–McMahon refrigerators. This
strongly reduces the otherwise annoying influence of vibrations to the con-
nected experiment and enhances its reliability. The cooler and its various
modifications (of the Stirling type for T > 50K with a frequency of typically
50 Hz, or of the Gifford-McMahon type with frequencies of typically 50 Hz
at the compressor and 1–2 Hz at the tube for T < 20K) have gone through
a variety of improvements over the last decade (for example, a second orifice
between compressor and warm end of the pulse tube has been introduced). Its
principles, various designs, and the present state are described in [5.25–5.29].
Present pulse-tube coolers reach around 15–20 K as single-stage units and
about 2 K as double-stage units. Their cooling power goes to zero when the
thermal expansion coefficient of the used material goes to zero. This occurs,
for example, at around 2 K for 4He and at around 1 K for 3He at a pressure
of 15 bar, giving the lower limits in using these two isotopes. The minimum
achieved temperature using 3He as the working agent is 1.27 K [5.30]. Even
though these temperatures are below the low-pressure condensing tempera-
tures of the helium isotopes, there is no liquid-gas interface in the tube because
the operating pressures are above the critical pressures of 2.28 and 1.15 bar,
respectively, of the isotopes. The commercial units deliver 0.5–1 W at 4.2 K.
Some suppliers offer multistage versions, for example in combination with a
Joule-Thompson circuit, which work to 1.5 K.

Closed-cycle refrigerators are particularly important for cooling super-
conducting magnets (“cryogen-free superconducting magnets”) in a variety
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of applications, in particular for users without other cryogenic facilities and
experience, for example in hospitals or industrial applications. This technol-
ogy has been mostly advanced for research purposes at Tohoku University
in Sendai where cryogen-free superconducting magnets for fields up to 20 T
have been built and where a cryogen-free hybrid magnet (normal conducting
inner coil, superconducting outer coil) for fields up to 30 T is on its way [5.31].
A small commercial cryogen-free superconducting magnet providing a 6 ppm
homogeneous field of 2.5 T in a bore of 51 mm has been presented at LT
24 [5.32]. Other important applications are cooling cryopumps or infrared
sensors, for example in space missions and military applications, or for cool-
ing superconducting electronic devices [5.29]. Closed-cycle refrigerators, in
particular pulse-tube coolers, are nowadays also used as precooling stages
for 3He-4He dilution refrigerators and nuclear demagnetization cryostats (see
Sect. 7.4). Recently, a commercial system consisting of a pulse-tube cooler
in combination with a paramagnetic adiabatic refrigeration stage reaching
100 mK did appear on the market (see Sect. 9.4).

5.4 Temperature Control

In many experiments, the experimenter wants to hold the temperature of his
sample or experimental setup constant within some accuracy and for some
length of time. For a 4He bath cryostat, this can simply be achieved to about
1 mK by regulating the vapor pressure above the liquid, for example by a
diaphragm device [5.33]. In a flow cryostat, the flow of the cryogenic liquid
or of its gas can be regulated. In a charcoal pumped setup, one can regulate
the temperature of the charcoal. However, in most cases, controlled heat is
applied electrically by a heater. In most cases, it is much more efficient not
to regulate the refrigerator’s temperature but to let it float and regulate the
temperature of the sample or of the experimental setup weakly coupled to
the bath. To achieve the regulation, the signal from the thermometer at the
place to be regulated, usually taken from a bridge, is compared to some refer-
ence signal corresponding to the desired temperature. The difference is ampli-
fied and fed back to the heater on the place to be regulated. The time constant
for a stable and accurate regulation is τ = R C with the thermal resistance R
between regulated place and bath, and C the heat capacity of the regulated
setup. For designing an electronic regulation circuit, one has to consider [5.1]
the change of C and R with temperature, choice of time constant, loop gain
and its dynamic range, time constant of electronics, and the appropriate ther-
mometer (mostly resistance thermometers) with some temperature dependent
often non-linear characteristic, which lead to the necessity of using a propor-
tional, integral, derivative (PID) control (Fig. 5.11). I do not discuss these
matters here in detail because there are rather good electronic temperature
regulators of varying degrees of quality and capability on the market, if a
lock-in amplifier in a feedback loop alone is not sufficient. Another important
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Fig. 5.11. A circuit to provide proportional, integral and derivative (PID) signals for
feedback temperature control [5.1]. The error signal, usually the difference between
the signal from a thermometer and a reference signal, is amplified and given to a
heater for temperature control. Copyright (2002), Oxford University Press

consideration – of which industry cannot take care off – is, of course, the cor-
rect location of heater and thermometer; for example, to avoid heat flow from
the heater directly to the thermometer. If very high accuracy and stability in
temperature regulation is required like in measurements of heat capacity or
thermal conductivity, it may be necessary to put a thermal shield around the
experiment whose temperature may be regulated in addition.

Problems

5.1. How do the numbers in the second line of Table 5.1 change if the three
metals are cooled by H2 from 77 to 20 K, the normal boiling temperature of
liquid hydrogen (for material parameters see Tables 2.1 and 10.1)?

5.2. Calculate the relative contributions of heat transferred to a container
filled with liquid 4He at 2 K from heat radition, from heat conduction along
the supporting tube as well as from conduction by gas particles in the vacuum
space. For the calculation assume that the surface area A of the vessel is
100 cm2 and that it is surrounded by a radiation shield at 77 K. The supporting
tube is made from Cu0.7Ni0.3 of 40 mm diameter and 0.2 mm wall thickness,
and its length between the helium vessel and a thermal sink at 77 K is 150 mm
(assuming that the thermal conductivity given in Table 3.2 extends to 77 K).
The remaining gas pressure in the vacuum space between the helium vessel
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and the radiation shield at 77 K should be 10−5 mbar (take a = 1). How much
liquid 4He is evaporated by these heat contributions?

5.3. Calculate the temperatures of three radiation shields in the glass dewar
depicted in Fig. 5.1 (neglect the styrofoam between them).

5.4. Calculate the throughput of 4He in a continously operating 4He
evaporation cryostat at 1.5 K necessary to cool continuously 50 μmol s−1 of
3He from its boiling temperature of 3.2 to 1.3 K in a 3He–4He dilution
refrigerator (Chap. 7).
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Helium-3 Cryostats

The temperature range accessible with a liquid 4He bath is typically 4.2–1.3 K,
but this temperature range can be extended to about 0.3 K if the rare isotope
3He is used instead of the common isotope 4He. The main reason is that 3He
has a substantially larger vapour pressure than 4He at the same tempera-
ture; the ratio P3/P4 is 74 at 1 K but about 104 at 0.5 K (Figs. 2.7 and 2.8).
A further advantage of using liquid 3He instead of liquid 4He at temperatures
below their normal boiling point is due to the fact that the specific heat of
liquid 3He varies much less between, for example, 2 and 0.5 K than the spe-
cific heat of liquid 4He does (Fig. 2.9). One therefore has to evaporate only
about 20% of 3He to cool this liquid from 1.5 to 0.3 K by using its own heat
of evaporation. Furthermore, the specific heat of liquid 3He is larger than the
specific heat of liquid 4He below 1.5 K, resulting in a larger heat reservoir in
this temperature range. Finally, liquid 3He is not superfluid in the tempera-
ture range of concern in this chapter. One therefore does not have the heat
transfer problems sometimes arising from the superfluid film flow of liquid
4He (Sect. 2.3.5).

There are two rather serious disadvantages of liquid 3He. Firstly, its latent
heat of evaporation is substantially smaller than that of liquid 4He, see Fig. 2.6.
Secondly, and more importantly, 3He is much more expensive than 4He.
A typical price is about 200e per liter gas or about 150e per cm3 liquid
(a liter of liquid 4He, if bought commercially, can be obtained for about 6e).
Due to this high price, which results from the expensive production method of
3He (Sect. 2.3.1), one can only use 3He in a closed gas handling and cryogenic
system, making sure that no gas is lost. As a second consequence, one never
has enough 3He gas to liquefy it on a technological scale in a liquefaction plant.
The 3He is transformed from the gaseous to the liquid state in the cryostat in
which it will be used for doing experiments just by bringing it in contact with
a 4He bath at a temperature of, say, 1.3 K. This temperature can be obtained
by the continuously evaporating 4He refrigerator discussed in Sect. 5.2.4. As
the critical temperature of 3He is 3.3 K, the 3He gas will condense on surfaces
which are below this temperature if the gas pressure is high enough.
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Because the use of liquid 3He as a refrigerant occurs in a 4He cryostat
anyway, all the parts refrigerated by the 3He can be surrounded by shields
kept at 4He temperature. In addition, all the tubing and wiring going to
the experiment can be thermally heat sunk at the 4He bath. Therefore, the
heat transferred from the outside world to parts below 1 K can be absorbed
by the 4He bath, which has a substantially larger volume and also a larger
heat of evaporation than the 3He bath. The 3He bath is then only used for
cooling from the temperature of the 4He bath to the temperature obtained
by the 3He refrigerator. In any case, the use of an evaporating 3He bath is
the simplest way of reaching temperatures between 0.3 and 1 K, and several
suppliers offer 3He cryostats commercially. Reports on 3He cryostats can be
found in [6.1–6.16].

6.1 Helium-3 Cryostats with External Pumps

Figure 6.1 schematically presents typical designs of 3He cryostats in the order
of increasing sophistication. In each design a few cm3 of 3He are liquefied by
bringing the 3He in thermal contact with a 4He bath, which is pumped to
T ≤ 1.5 K. Figure 6.1a shows a setup where the pre-cooling stage is the main
4He bath pumped to a temperature of about 1.3 K and which absorbs the
latent heat of condensation of the incoming 3He. The 3He gas condenses on
the cold surfaces of the thin-walled pumping tube leading to and supporting
the 3He pot (surrounded by vacuum), which will slowly cool and eventually
collect liquid 3He. When all the 3He has condensed we pump on this liquid
to reduce its temperature from about 1.3 K to the desired temperature; the
minimum is typically 0.3 K.

In the second setup the main 4He bath is not pumped but is left at normal
pressure and 4.2 K, and to condense the 3He we use a continuously evap-
orating 4He refrigerator, as discussed in Sect. 5.2.4. Both designs utilize the
single-cylce discontinuous refrigeration method for the 3He part because even-
tually all the 3He is evaporated (and is hopefully recovered!) and we have to
recondense it to start again.

Finally, in the third design the 3He refrigerator, too, is run in a con-
tinuous mode by introducing a recondensing tube. The 3He vapour that we
pump away from the liquid 3He bath at its vapour pressure will leave the
room-temperature pump at a pressure of several 0.1 bar, it is pre-cooled by
the 4He pot and eventually recondensed into the 3He pot. For this purpose
the 3He gas will run through a heat exchanger in the 4.2 K bath as well
as a second heat exchanger in the 1.3 K 4He bath where it will, of course,
condense. The now liquid 3He will then be isenthalpically (not isothermally)
expanded through an impedance of order 1012–1013 cm−3, which maintains a
pressure sufficient for condensation before the 3He arrives as a low-pressure,
low-temperature liquid at the pumped 3He pot. In such a design we have
introduced several features (like the heat exchanger and impedances) which
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Fig. 6.1. 3He cryostats of increasing sophistication. (a) Non-recirculating 3He
refrigerator with a pumped main 4He bath. (b) Non-recirculating 3He refrig-
erator with a continuously operating 4He evaporator. (c) Recirculating 3He
refrigerator with a continuously operating 4He evaporator [6.4]

will be discussed in more detail in Chap. 7 on 3He–4He dilution refrigerators.
The narrow capillaries used as impedances can easily be blocked if there are
impurities such as frozen air in the 4He or 3He entering them. One there-
fore has to be careful to avoid these impurities and, in particular, one may
use a LN2 cooled trap (Fig. 7.25) after the 3He room-temperature pump to
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freeze out oil vapour or oil crack products possibly leaving the pump together
with the 3He gas, as well as any remaining air impurities. It is quite obvious
that due to the high price of 3He gas it is necessary to have a vacuum-tight
closed 3He system with a sealed pump avoiding any loss of this expensive gas.
In addition, one has to be careful to design the room-temperature part with
the smallest possible volumes, so that not too much of the 3He gas remains
unused in these “dead” volumes.

Due to the low helium-vapour pressure in the sub-Kelvin temperature
range, one has to use reasonably dimensioned pumps as well as pumping
tubes to circulate the required amount of 3He. Let us consider what we need
to maintain temperatures of 0.5 or 0.3 K. At these temperatures the vapour
pressure of 3He is about 0.2 mbar and 2 μbar, respectively. The former pressure
can be maintained by a mechanical pump, whereas for the latter one we need a
combination of an oil-diffusion pump and a mechanical pump. We will see that
very often the limitation is not the pump but rather the conductance of the
pumping tubes. Let us assume that we need a cooling power of Q̇ = 1 mW.
Taking the latent heat of evaporation of 3He (see Fig. 2.6), this requires an
evaporation rate of

V̇ = Q̇/L 	 5 cm3 liq 3Heh−1 	 3 � gas 3Heh
−1

at P = 1bar . (6.1)

At the pressures mentioned above, the volume flow rates have to be 15
and 1, 500m3 gas h−1, respectively. These volume rates are no problem for
a mechanical pump and a diffusion pump, respectively. But what about the
tubing? The conductance L[m3 h−1] of a tube for a laminar flow is given by

L = 486P̄ d4/l , (6.2)

where d is the diameter [cm], l is the length [cm], and P̄ is the mean pressure
[mbar]. We then find that we need pumping tubes with diameters of 3 and
10 cm, respectively, if the length is several meters. A pumping tube with the
latter diameter is bulky and one should rather try to reduce the heat input to
the 3He system to below 1 mW if temperatures below 0.5 K are required. Inside
the cryostat, the diameter of the pumping tube can be reduced according to
the temperature profile because the density of the evaporating gas increases
with decreasing T and the circulation rate ṅ is the same everywhere [6.4,6.14].

6.2 Helium-3 Cryostats with Internal Adsorption Pumps

One can avoid the room-temperature pump as well as the often-bulky pumping
tubes by inserting a cold adsorption pump inside the cryostat. Gases adsorb at
cold surfaces if their temperature is low enough. If we keep a large surface at a
low enough temperature above our 3He bath, this surface will pump the helium
vapour and keep the liquid 3He at a low temperature [6.6–6.16]. There are
various suitable materials (e.g., charcoal, zeolites or fine metal powder) with
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surface areas of at least several m2 g−1 [6.10,6.11,6.17] (see also Sect. 13.6). If
we fill a volume of several cm3 with such an adsorbent with large surface area
at low temperature, it will very effectively pump the liquid 3He bath. When all
the 3He has been pumped away, so that the 3He pot is empty, we just have to
lift the charcoal pumping system into a space at higher temperature in the
cryostat to desorb the helium, which will then enter the gas phase, condense at
the cold surfaces of the cryostat and eventually drip back down into the 3He
pot. Such a cryostat with a hermetically sealed 3He system reaching 0.25 K
is shown in Fig. 6.2. An alternative way of switching between the pumping
and the releasing state of the adsorbent (instead of lifting and lowering this
part) is to switch the thermal contact of the adsorbent with the surrounding
4He bath on and off. This can be done by using helium exchange gas in the

L4He, 4.2 K

L4He, ~ 1.3 K

LN2

L3He

Throttle valve

Adsorber for pumping
exchange gas

Charcoal pump

Thermal contact

Safety valve

Pumping line
for 1.3 K bath

Pressure gauge

Pulling chains

Hermetically
sealed drive

Helium-3 fill

Fig. 6.2. Hermetically sealed, charcoal pumped 3He refrigerator. The charcoal pump
can be raised or lowered by means of a chain drive operated via a hermetically closed
rotating seal [6.11]
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space around the vessel containing the adsorbent and pumping this exchange
gas away when the adsorbent has to be thermally isolated and heating it by a
heater to a higher temperature to release the 3He gas. We have to bear in mind
that the heat of adsorption is rather large – of the order of the latent heat of
evaporation – so the adsorbent has to be in good thermal contact with the 4He
bath at about 1.4 K to remove the heat of adsorption and avoid an unwanted
high temperature of the adsorbent. The pumping speed of charcoal pumps
is not only a function of its temperature but also, in practice, a complicated
function of geometry, thermal coupling and pressure [6.10,6.11,6.17,6.18].

Cold charcoal pumping systems are also more efficient than room-
temperature mechanical pumps because they are connected via a short, cold
pumping tube to the 3He pot, taking advantage of the very high pumping
speed of the adsorbent (see below).

A very versatile 3He cryostat which can be inserted into a storage 4He
dewar (50 mm neck diameter) has been designed by Swartz [6.14,6.15], as well
as in our laboratory at the University Bayreuth (Fig. 6.3). It is an extension of
the “4He dipper cryostat” mentioned in Sect. 5.2.4 (Fig. 5.6). The first stage
of the cryostat is a continuously filling 4He pot at about 1.3 K, on which the
3He condenses out of its small room-temperature storage volume on top of
the cryostat and then drips into the 3He pot. Cooling of the 3He to 0.3 K is
achieved (within a few minutes!) by pumping with an activated charcoal pump
which is located inside the cryostat close to the 3He pot. The charcoal pump
is equipped with its own (charcoal pumped) vacuum/exchange gas space and
heater so that its temperature can be regulated between about 5 and 25 K
to adsorb or desorb the 3He. The small dead volumes allow the quantity of
3He to be restricted to just 1 STP liter of 3He (about 1.5 cm3 of liquid) in
the permanently sealed 3He part of the cryostat. The pump and heaters can
be computer controlled. The hold-time of the 3He charge in the pot depends,
of course, on the heat load; typical times are from 3 h for Q̇ ≈ 0.1mW to
about 20 h with no external load. Such a portable 3He cryostat requires no
transfer of liquid 4He and no external gas handling or pumping system for
the 3He part, it has a very fast turn-around time and low cost. The design
and construction, as well as the operation and performance, are described in
detail in [6.15]; it is available commercially. The novel design of a compact
adsorption pumped 3He cryostat with a minimum temperature of 0.24 K, a
hold time of 30 h at a heat load of 0.1 mW, and a cooling power of 1 mW at
0.3 K described in [6.16] is also commercially available.

The cooling power of 20 g of activated charcoal as a function of the heating
power is shown in Fig. 6.4, while Fig. 6.5 displays the “pumping power” of
activated charcoal. Figure 6.4 shows that one can maintain temperatures as
low as 0.25 K for heating rates below about 0.01 mW, and 0.4 K at 1 mW.

Of course, cold materials with a large surface area are not only useful as
a pump for reducing the temperature above an evaporating cryogenic liquid.
They are also quite useful in the vacuum space of cryogenic vessels, where they
can substantially improve the vacuum by adsorbing remaining gas particles
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Fig. 6.5. Adsorption isotherms of 3He on activated charcoal as a function of the
helium-gas pressure [6.11]

after cooling to low temperatures, or even make the gas entering the vacuum
space through a tiny, not localized leak “harmless”.

With a 3He cryostat we are taking the first step into the range of T < 1 K.
At these temperatures the Kapitza thermal boundary resistance (Sect. 4.3.2)
can be of importance. One should, therefore, increase the surface area of the
3He pot to improve the thermal coupling between the cryoliquid and the wall
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of its container. This can be done by making grooves in the inside of the 3He
pot or, better, by sintering fine metal powder (Sect. 13.6) with a total surface
area of about 1m2 to the bottom of the container.

Helium-3 cryostats were quite popular until about the end of the 1960s,
when the 3He–4He dilution refrigerator (see Chap. 7) was invented. This
type of refrigerator reaches substantially lower temperatures. Today, 3He
refrigerators are mainly used if only a simple setup is possible or necessary,
or when one needs a very high cooling power at temperatures between about
0.4 and 1 K.

Problems

6.1. Calculate how much of a liquid 3He bath has to be evaporated to cool it
from 1 to 0.3 K.

6.2. How much liquid 3He has to be evaporated to refrigerate 1 kg of Cu from
1 to 0.3 K?

6.3. Calculate the cooling power of a 3He refrigerator at T = 0.3 K, if a
100 l s−1 pump is used (see Fig. 2.6 for the latent heat of evaporation and
Fig. 2.7 for the vapour pressure).

6.4. Calculate the surface area of a sintered Ag heat exchanger necessary for
a 3He cryostat operating at 0.3 K and Q̇ = 0.1mW for the data displayed in
Fig. 4.6 and extrapolated from Fig. 4.7.

6.5. How many grams of charcoal does one need to keep a 3He refrigerator
running at a heat input of 0.2 mW at 0.5 K?
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The 3He–4He Dilution Refrigerator

Until about the 1950s the only method of achieving temperatures below
1 K was magnetic refrigeration using demagnetization of a paramagnetic salt
(Chap. 9). This method was then replaced for the temperature range down
to 0.3 K by the 3He refrigerator, as discussed in Chap. 6. But in 1962 a new
proposal for continuous refrigeration with liquid helium to even lower tem-
peratures was published by H. London, G.R. Clarke, and E. Mendoza, based
on an idea proposed by H. London about ten years earlier [7.1]. In contrast
to the helium refrigerators discussed earlier, where the latent heat of evapora-
tion is used for cooling, it was suggested to use the heat of mixing of the two
helium isotopes to obtain low temperatures. A group at Leiden University
built the first refrigerator based on this principle in 1965 and reached a
temperature of 0.22 K [7.1], the lowest temperature obtained by the helium
liquids up to that time. Only one year later, B.S. Neganov and co-workers in
Dubna, and H.E. Hall and co-workers in Manchester published their results
with an improved design of a “3He–4He refrigerator” by which they could
reduce this temperature by about a factor of three; the final version of the
Dubna refrigerator soon reached 25 mK [7.1]. The 3He–4He dilution refriger-
ation method to be discussed in detail in this chapter is the only continu-
ous refrigeration method for temperatures below 0.3 K. In addition, magnetic
fields, often needed in low-temperature experiments, have negligible effects on
its performance. Today it is the most important refrigeration technology for
the temperature range between about 5 mK and 1 K, and it is the base from
which lower temperatures can be reached.

The complexity of a 3He–4He refrigerator for the temperature range above
30 mK is comparable to the complexity of a 3He cryostat. Actually, existing
3He cryostats can easily be modified to 3He–4He refrigerators. If the temper-
ature range has to be extended to about 15 mK, the system, of course, will
become more involved, but it can still be built in the laboratory workshop. If
the temperature has to be reduced to values even lower than 10 mK, substan-
tial experience, time and manpower are necessary to achieve this goal, if you
want to build the refrigerator yourself. Fortunately, these days commercial
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dilution refrigerators are available for temperatures down to about 4 mK,
(more typical is Tmin = 8–10 mK) but they are expensive. The minimum
temperature obtained by the method to be discussed is slightly below 2 mK,
achieved by Frossati and co-workers, formerly at Grenoble and then at the
University of Leiden [7.2,7.3], as well as by Pickett and co-workers at Lancaster
University [7.4].

Today, 3He–4He dilution refrigerators are part of virtually all apparatus
reaching T ≤ 0.3K. Detailed discussions of the principle and methods of dilu-
tion refrigeration have been published by Wheatley et al. [7.5–7.7], Radebaugh
and Siegwarth [7.8], and Frossati [7.2,7.3] and their status in the seventieth of
last century were reviewed in [7.9–7.11]. I will start with a discussion of some
relevant properties of 3He–4He mixtures.

7.1 Properties of Liquid 3He–4He Mixtures

In this section I will discuss the properties of isotopic liquid helium mixtures –
the working fluid of the refrigerator – that are relevant for the design and
operation of a 3He–4He dilution refrigerator. For more details the reader is
referred to the specialized literature [7.2–7.18].

In the following, the respective concentrations of the two helium isotopes
are expressed as

x = x3 =
n3

n3 + n4
and x4 =

n4

n3 + n4
, (7.1)

where n3(n4) is the number of 3He(4He) atoms or moles.

7.1.1 Phase Diagram and Solubility

The x–T phase diagram of liquid 3He–4He mixtures at saturated vapour pres-
sure is depicted in Fig. 7.1. This figure shows several of the remarkable features
of these isotopic liquid mixtures. First we consider the pure liquids. We are
reminded that liquid 4He becomes superfluid at a temperature of 2.177 K.
On the other hand, the Fermi liquid 3He does not show any phase transition
in the temperature range considered in this chapter (actually this liquid also
becomes superfluid in the low millikelvin temperature range; see Sect. 2.3.6).
The temperature of the superfluid phase transition of liquid 4He is depressed
if we dilute the Bose liquid 4He with the Fermi liquid 3He. Eventually the
4He superfluidity ceases to exist for 3He concentrations above 67.5%. At this
concentration and at a temperature of 0.867 K the λ-line meets the phase
separation line; below this temperature the two isotopes are only miscible for
certain limiting concentrations which depend on the temperature. The shaded
phase separation region in the figure is a non-accessible range of temperatures
and concentrations for helium mixtures. If we cool a helium mixture (with
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Fig. 7.1. Phase diagram of liquid 3He–4He mixtures at saturated vapour pressure.
The diagram shows the lambda line for the superfluid transition of 4He, the phase
separation line of the mixtures below which they separate into a 4He-rich and a
3He-rich phase, and the line of the Fermi temperatures TF of the 3He component
(From [7.11, 7.17] which give references to the original work from which data were
taken to construct this phase diagram)

x > 6.6%) to temperatures below 0.87 K, the liquid will eventually separate
into two phases, one rich in 4He and the other rich in 3He. Because of its
lower density, the 3He-rich liquid floats on top of the 4He-rich liquid. If the
temperature is decreased to close to absolute zero, we see that the 3He-rich
liquid becomes pure 3He. But the great surprise occurs at the 4He-rich side.
Here the concentration of the dilute isotope, 3He, does not approach zero for
T approaching zero, but rather reaches a constant concentration of 6.6% 3He
in 4He at saturated vapour pressure even for T = 0 K. This finite solubility
is of utmost importance for 3He–4He dilution refrigeration technology. The
limiting concentrations of the diluted isotopes on the phase separation line at
low temperatures and saturated vapour pressure are given by

x4 = 0.85T 3/2 e−0.56/T [7.12,7.19] , (7.2)

x = x3 = 0.066(1 + 8.3T 2) (for T < 0.1K) [7.12,7.20,7.21] . (7.3)

The solubility of 3He in 4He can be increased to almost 9.5% by raising the
pressure to 10 bar (Fig. 7.2) [7.20,7.21].

As we will see below, cooling in a 3He–4He dilution refrigerator is achieved
by transferring 3He atoms from the pure 3He phase to the diluted, mostly 4He
containing phase. The cooling capacity in this cooling process is the heat of
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mixing of the two isotopes. But why is the finite solubility of 3He in 4He
so important for this method? In Sect. 2.3.2 we studied the equation for the
cooling power of an evaporating cryogenic liquid

Q̇ = ṅΔH = ṅL . (7.4)

If we make use of the latent heat L of evaporation as we did in the previous
chapters on refrigerators, for example by pumping with a pump of constant
volume rate V̇ on a 3He or 4He bath with vapour pressure P , we obtain

Q̇ = V̇ P (T )L(T ) . (7.5)

Because the latent heat of evaporation changes only weakly with temperature
(Fig. 2.6), the temperature dependence of the cooling power (2.13) is essen-
tially given by

Q̇ ∝ P (T ) ∝ e−1/T . (7.6)

For 3He–4He dilution refrigeration the corresponding quantities are the en-
thalpy ΔH of mixing, which is given by the integral of the differences of the
specific heats of the two phases,

ΔH ∝
∫

ΔC dT , (7.7)

and the concentration x of the dilute 3He phase, which is almost constant
at T ≤ 0.1K, 6.6% 3He, see (7.3), in contrast to the vapour density in the
refrigerator discussed earlier, where the number of atoms decreases exponen-
tially with temperature. The high 3He particle density in the dilute phase
is essential for 3He–4He dilution refrigeration because it permits a high 3He
molar flow rate. Because the specific heats of concentrated and diluted 3He
are proportional to T at low enough temperatures (Figs. 2.15 and 7.5), we end
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refrigerator, assuming that the same pump with a helium gas circulation rate of
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up with the following temperature dependence of the cooling power of this
dilution process:

Q̇ ∝ xΔH ∝ T 2 ; (7.8)

this result is shown in Fig. 7.3.
This substantial advantage of the 3He–4He dilution process, that the tem-

perature dependence of the cooling power is weaker than that of the evapora-
tion process, was only realized after researchers detected the finite solubilityof
3He in 4He even for T approaching absolute zero. Before this experimental
discovery it was believed that the liquid helium isotopes – like other two-
component liquids – have to fully separate into the two pure liquids when the
temperature is low enough to fulfil the third law of thermodynamics, so that
the entropy of mixing is zero for T = 0. Of course, the helium liquids have to
fulfil this law as well, and they can do so even if they do not separate com-
pletely for T → 0 because they are quantum liquids. For T = 0 the 3He–4He
mixtures are in their fully degenerate Fermi momentum ground state for the
3He part (“one 3He particle per state”) and with 4He being superfluid, both
with S = 0, whereas for a classical system, a finite solubility means S > 0.

7.1.2 3He–4He Mixtures as Fermi Liquids

The isotope 4He has a nuclear spin I = 0 and therefore in its liquid state
it obeys Bose statistics. Such a Bose liquid will undergo a so-called Bose
condensation in momentum space at low-enough temperature, and for liquid
4He this corresponds to its transition to the superfluid state at 2.177 K. At
T < 0.5K liquid 4He is almost totally condensed into this quantum mechan-
ical ground state; there are essentially no excitations (phonons, rotons) left.
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Its viscosity, entropy and specific heat go to zero. In a helium mixture at these
temperatures the component 4He acts as an “inert superfluid background”,
which contributes to the volume of the liquid and to the effective mass of the
dissolved isotope 3He (see later) but has negligible heat capacity, for example
(Fig. 2.9).

The rare and lighter isotope 3He with its nuclear spin I = 1/2 is a Fermi
particle, and it has to obey Fermi statistics and the Pauli principle like the
conduction electrons in a metal. However, unlike the Fermi temperature of
conduction electrons, which is of the order of 104 K, the Fermi temperature
of liquid 3He is of order 1 K only (because TF ∝ m−1). In analogy to the
conduction electrons, the specific heat of liquid 3He behaves as

Fermi-degenerate : C3 = (π2/2)(T/TF)R at T � TF (7.9)

or
classical : C3 = (5/2)R at T > TF and P = const. (7.10)

This means the behavior is classic-gas-like at T > 1K but Fermi-gas-like at
T � 0.1K.

Of course, if 3He is diluted by 4He in a liquid–helium mixture, it still
has to obey Fermi statistics, but now it is diluted. Therefore, its Fermi tem-
perature and its effective mass (which is a measure of its interactions with
the surroundings) are altered. Many experiments confirm that the properties
of liquid 3He–4He mixtures can be described by the laws for an interacting
Fermi gas [7.5, 7.6, 7.12–7.18, 7.22–7.24]; because of the dilution by 4He, this
description is much better for dilute 3He–4He mixtures than for concentrated
3He. That the liquid helium mixtures are not a dilute non-interacting gas is
taken into account by replacing the bare 3He mass m3 in the equations by
the effective mass m∗. The effective mass is slightly dependent on 3He con-
centration, with m∗/m3 = 2.34 for x → 0 and m∗/m3 = 2.45 for x = 6.6%
at P = 0 [7.21, 7.25–7.28] (m∗/m3 = 2.78 for pure 3He at SVP [7.29], see
Fig. 2.15), and more strongly dependent on pressure; these values are calcu-
lated with (7.22) from the measured specific-heat data. In this description 3He
is treated as an interacting quasi-particle Fermi gas with a pressure equal to
the osmotic pressure of 3He in 4He (Sect. 7.1.5).

7.1.3 Finite Solubility of 3He in 4He

Let us consider whether a 3He atom would prefer to be in a vessel filled with
liquid 3He or in a vessel filled with liquid 4He. Each atom that hits the phase
separation line of a phase-separated 3He–4He mixture is asked this question
and has to decide whether to stay in the upper 3He phase or go into the lower
4He rich phase. The 3He atom will go into the phase where it has the larger
binding energy.

In the following I shall discuss the situation for T = 0. An extension to
finite temperatures does not change the essentials of the results. A discussion
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for finite temperatures can be found in the books of Lounasmaa [7.9] and
Betts [7.10], for example.

3He in Pure 3He (x = 1)

The chemical potential1 of pure liquid 3He is given by the latent heat of
evaporation,

μ3,c = −L3 , (7.11)

corresponding to the binding energy of 3He in liquid 3He. So L3/N0 is the
energy one has to supply to remove one 3He atom from liquid 3He into vacuum.

One 3He Atom in Liquid 4He (x � 0)

For the dilute phase, the binding energy of a 3He atom in liquid 4He (x → 0)
is given by

μ3,d(0)
N0

= −ε3,d(0) . (7.12)

We have already discussed in Sect. 2.3 that due to the identical electronic
structure of the helium isotopes the van der Waals forces between them are
identical. But due to its smaller mass the 3He atom has a larger zero-point
motion than the 4He atom. Therefore, in the liquid phase 4He atoms occupy a
smaller volume than 3He atoms. The 3He atom will be closer to the 4He than
it would be to 3He atoms or, in other words, its binding – due to the smaller
distance or larger density – is stronger if it is in 4He than it would be in 3He.
Because the 3He atom will be more strongly bound in 4He it will prefer to
stay in liquid 4He. We have the inequalities

μ3,d(0) < μ3,c(0),

|ε3,d(0)| > |L3| /N0,

−ε3,d(0) < −L3/N0 . (7.13)

Of course, the finite solubility of 3He in 4He at T = 0 is itself an indication
that a 3He atom is more strongly bound in 4He than in 3He. This stronger
binding is shown in Fig. 7.4.

Many 3He Atoms in Liquid 4He (x > 0)

When we put more and more 3He atoms into liquid 4He the situation will
change due to two effects. Firstly, there is an attractive interaction between
the 3He atoms in liquid 4He. This attraction arises from a magnetic interaction

1 From now on I shall use the subscripts “c” for the upper, concentrated 3He phase
and “d” for the lower, dilute 3He phase



156 7 The 3He–4He Dilution Refrigerator

due to the nuclear magnetic moments of 3He as in pure 3He, and, in addition,
in the mixtures only from a density effect. Remember that the 3He, due to its
larger zero-point motion, needs more space than a 4He atom. Therefore, the
liquid near to a 3He atom is more dilute than the liquid near to a 4He atom.
This low-density region around a 3He atom is felt by another 3He atom in the
liquid; it would like to be combined with the first 3He atom, because then it
does not have to push so hard against the 4He atoms to make enough space
for itself. Due to this attractive interaction between 3He atoms the binding
energy of a 3He atom in 4He should increase with increasing 3He concentration
x (Fig. 7.4),

|ε3,d(x)| > |ε3,d(0)| ,
−ε3,d(x) < −ε3,d(0) . (7.14)

But now we have to remember that the 3He atoms have to obey the Pauli
principle: If we put additional 3He atoms in the liquid they have to go into
successively higher energy states so that eventually all the energy states up to
the Fermi energy EF = kBTF are filled with two 3He atoms of opposite nuclear
spin. Therefore, the binding energy of the 3He atoms has to decrease, due to
their Fermi character, if their number is increased. Eventually we arrive at the
following equation for the chemical potential of a 3He atom in dilute 3He–4He
liquid mixtures (at T = 0):

μ3,d(x)
N0

= −ε3,d(x) + kB TF(x) , (7.15)

where kB TF = (�2/2m∗)(3π2xN0/Vm)2/3 is the Fermi energy of a Fermi sys-
tem with effective mass m∗ of the particles with the concentration x. We have
TF ∝ x2/3 because Vm and m∗ depend only weakly on the 3He concentra-
tion x. The result (7.15) is illustrated in Fig. 7.4. If we continue to increase
the 3He concentration, the binding energy of a 3He atom in a liquid isotopic
mixture will eventually reach the binding energy of a 3He atom in pure liquid
3He. The chemical potentials of the two liquids become equal and we arrive
at the limiting concentration of 3He in liquid 3He–4He mixtures. The limiting
concentration is 6.6% for the liquids under their saturated vapour pressure at
T = 0, but depends on pressure (Fig. 7.2). Thus, we have for the equilibrium
concentration

−ε3,d(6.6%) + kBTF(6.6%) = −L3

N0
= −2.473[K] · kB. (7.16)

We could ask the 4He atoms, too, whether they would rather stay in a 4He
environment or whether they prefer to be in a 3He environment. Of course,
they prefer to stay in 4He for the same reasons as the dilute 3He atoms: they
feel a stronger binding when surrounded by 4He, and because they do not
have to obey the Pauli principle there is no reason to decrease their binding
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Fig. 7.4. Chemical potential of a 3He atom in pure 3He (L3/N0 = 2.473[K] ·kB) and
in 3He–4He mixtures as a function of the 3He concentration x. In the latter case the
chemical potential is enhanced by kBTF(x) due to the Pauli principle (see text). At
the limiting concentration x3,d = 6.6% the chemical potential of 3He in 4He reaches
the chemical potential of pure 3He

energy if we increase their concentration. As a result, the concentration of 4He
will approach zero rapidly in the upper 3He-rich phase if the temperature is
lowered to zero, (7.2). The reason for the finite (zero) solubility of 3He (4He)
in liquid 4He (3He) even at absolute zero is that a single 3He (4He) atom is
more strongly bound to liquid 4He than to liquid 3He.

7.1.4 Cooling Power of the Dilution Process

From measurements of specific heats (Fig. 7.5), we know that the enthalpy of
3He in the dilute phase is larger than the enthalpy of 3He in the concentrated
phase; we have the heat of mixing,

Q̇ = ṅ3[Hd(T ) − Hc(T )] . (7.17)

If we transfer 3He atoms at the molar flow rate ṅ3 from the concentrated
phase into the dilute phase of a phase-separated mixture, cooling will result
according to the enthalpy difference of the two phases. Because the enthalpy
is given by

H(T ) − H(0) =
∫ T

0

C(T )dT (7.18)
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(neglecting PV terms which do not matter here or in the following), we must
have

C3,d(T ) > C3,c(T ) (7.19)

for the molar heat capacities of 3He in the two phases to obtain cooling by
the dilution process.

In both phases, of course, the specific heat varies linearly with temperature
at low enough temperatures because both are Fermi liquids (Figs. 2.15 and
7.5). But the prefactor is different for the two phases. Liquid 3He is a strongly
interacting Fermi liquid and present theories do not allow calculation of the
specific heat reliably enough for our purpose. We therefore have to take the
specific heat from the accurate experimental data of Greywall [7.29], who, for
temperatures below about 40 mK and at saturated vapour pressure, gives

C3 = 2.7RT = 22T [J(mol K)−1] . (7.20)

C3/T is temperature independent at T < 40mK to within about 4%.2

Remember that this is a very large specific heat due to the small Fermi
2 From [7.29], C3/RT = 2.78 at T < 10mK, which is reduced by about 4% at

T = 40 mK and by about 8% at T = 60mK; therefore, I will use 2.7 as a mean
value.
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temperature of 3He. For example, the molar heat capacity of copper is about
a factor of 3 ·104 smaller, due to its correspondingly larger Fermi temperature
(Fig. 2.9; Sect. 3.1.2). We then have for the enthalpy of liquid 3He

H3(T ) = H3(0) + 11T 2[J mol−1] . (7.21)

If we need the specific heat and enthalpy at temperatures above about 50 mK
we cannot use such simple equations because C3/T �= constant2; we have to
integrate the experimental data for C3 to obtain H3(T ) [7.29].

To calculate the enthalpy of the mixtures we can, in principle, follow the
same procedure. But in our dilution refrigerator we have mixtures at various
concentrations (Sect. 7.2), and the specific heat has only been measured at a
few low concentrations of 3He [7.25–7.28]. Calculated thermodynamic data for
liquid 3He–4He mixtures at x ≤ 8% and T < 250mK have been published in
[7.30]. However, very little is known about mixtures at high 3He concentrations
which are circulating in a dilution refrigerator (see later). Of course, most
important is the mixture in the chamber where the cooling occurs (see later)
and there we have 6.6% 3He. Fortunately, in the mixtures where the 3He is
diluted by 4He we have a weakly interacting Fermi liquid, for which it is a
good approximation to take the equations for a Fermi gas and replace the bare
3He mass m3 by the effective mass m∗. This substitution reflects the influence
of the neighbouring 3He and 4He atoms with which the 3He interacts. We then
have at T < TF/10 the following relation for the specific heat of the mixture
per mole of 3He:

C3,d = N0kB
π2

2
T

TF
= 0.745

m∗

m3

(
Vm

x

)2/3

T , (7.22)

with the equation for the Fermi temperature

TF =
�

2

2m∗kB

(
3π2N0x

Vm

)2/3

= 55.2
m3

m∗

(
x

Vm

)2/3

[K] , (7.23a)

and for the molar volume of the mixtures

Vm = Vm,4(1 + 0.284x) , (7.23b)

where Vm,4 = 27.589 cm3 mol−1 is the molar volume of pure 4He [7.20].
This means that the specific heat per 3He atom in the mixture increases

with decreasing concentration! For one mole of mixture of 3He concentration
x we have

C ′
3,d = xC3,d ∝ x1/3T at (T < TF/10) , (7.24)

where the weak concentration dependences of m∗ and Vm have been neglected.
Equation (7.24) indicates that the specific heat C ′

3,d of 3He–4He mixtures de-
creases not proportional to the 3He concentration x but proportional to x1/3

only. The effective mass m∗ is weakly dependent on the 3He concentration,
and for a mixture of 6.6% at saturated vapour pressure m∗ 	 2.5m3. This then
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gives for the Fermi temperature TF(6.6%) = 0.38 K, and we find for the spe-
cific heat of a 6.6% mixture below 40 mK [7.25–7.28]

C3,d(6.6%) 	 106T [J(mol3He K)−1] . (7.25)

When the two phases are in thermodynamic equilibrium we must have for the
chemical potentials

μ3,c(xc, T ) = μ3,d(xd, T ) . (7.26)

With
μ = H − TS , (7.27)

we find
H3 − TS3 = H3,d − TS3,d . (7.28)

This then gives with (7.20, 7.21, 7.25)

H3,d(T ) = H3(0) + 11T 2 + T

∫ T

0

(
C3,d

T ′ − C3

T ′

)
dT ′

= H3(0) + 95T 2 [J (mol3He)−1] . (7.29)

Combining this with (7.21) for the enthalpy of pure 3He we find for the
cooling power occurring at the phase separation line when n3 moles of 3He
per unit time are transferred from the concentrated to the dilute phase

Q̇ (T ) = ṅ3[H3,d(T ) − H3(T )] = 84ṅ3T
2 [W] . (7.30)

With a value of ṅ3 = 100 μmol s−1 and T = 10(30) mK, we find

Q̇ 	 1(10) μW . (7.31)

For the above calculation I have used the accurate specific heat data of
Greywall [7.29] for the properties of pure 3He. The older data on the spe-
cific heat of mixtures [7.25–7.28] are much less reliable. Therefore, the figures
given earlier may have to be revised slightly when more accurate specific heat
data for the mixtures become available.

7.1.5 Osmotic Pressure

Before describing the design of a 3He–4He dilution refrigerator we have to
discuss one more property of liquid–helium mixtures: their osmotic pres-
sure [7.12, 7.31, 7.32]. As we shall see later, we have isotopic helium mixtures
at varying concentrations and temperatures in our refrigerator. In such a
situation an osmotic pressure develops in a two-fluid mixture.

We can approximately calculate the osmotic pressure π in 3He–4He mix-
tures by considering them as ideal solutions (which is valid for liquid–helium
mixtures in the classical regime of T > TF, e.g., for T � 0.15K, x � 0.03).
In this situation we have van’t Hoff’s law
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Fig. 7.6. Schematic set-up for a Gedanken experiment to measure the osmotic
pressure of 3He–4He solutions in the still and in the mixing chamber of a 3He–4He
dilution refrigerator

πVm,4 	 xRT , (7.32)

where Vm,4 is the molar volume of 4He. In a dilution refrigerator a tube con-
nects the mixture in the mixing chamber (where we have the phase separation
line) with the mixture in the still (where 3He is evaporated), see Figs. 7.8 and
7.9. Let us assume that both the mixture in the mixing chamber and the
mixture in the still are connected via a superleak to separate second vessels,
which in each case contain pure 4He (Fig. 7.6). A semipermeable membrane
or “superleak” for the helium mixtures can easily be made from tightly com-
pressed powders. Such a superleak with very small pores (≤ 1, 000 Å) is per-
meable for superfluid 4He but not for the Fermi liquid 3He with its rather large
viscosity (Fig. 2.19). For that reason, an osmotic pressure develops across the
superleaks, so that the pressures of the liquids are higher on the mixture side
than on the pure 4He side. The osmotic pressure results from the “desire” of
the liquids to exist at equal concentrations on either side of the semipermeable
wall. The difference of the osmotic pressures due to the different concentra-
tions and temperatures in the mixing chamber and the still is given by

πmc − πst 	 (xmcTmc − xstTst)R
Vm,4

, (7.33)

where st stands for still and mc for mixing chamber. If no 3He is pumped from
the still, then there is no difference in osmotic pressure between the still and
the mixing chamber. Assuming the mixing chamber with 6.6% mixture to be
at 10 mK and the still to be at 0.7 K, we then have

xst = xmc
Tmc

Tst
≈ 0.1% . (7.34)

If we pump 3He from the still, the concentration of 3He will decrease there,
and an osmotic pressure difference πmc − πst will develop that will drive 3He
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Fig. 7.7. Osmotic pressures of some dilute 3He–4He mixtures at a pressure of
0.26 bar (from [7.11] who used the data of [7.31])

from the mixing chamber into the still and therefore “sucks” 3He from the
concentrated into the dilute phase in the mixing chamber. The maximum
osmotic pressure will be obtained when the concentration of 3He in the still
tends to zero. We then have (Fig. 7.7)

Δπmax =
xmcRTmc

Vm,4
	 20mbar , (7.35)

for T � 0.1K, below which π becomes T -independent for x = 6.6% (see
later and Fig. 7.7). This pressure corresponds to the hydrostatic pressure of
about 1 m of liquid helium. In other words, the osmotic pressure will be large
enough to drive the 3He from the mixing chamber into the still even if they
are separated by a vertical distance of about 1 m.

A more correct treatment takes into account that, at the temperature of
the mixing chamber, the 3He in both phases is in the Fermi degenerate state
and for T < TF/3 we have to use

πVm.4 = 0.4xRTF (7.36)

instead of (7.32). This results in a temperature-independent osmotic pressure
π ∝ x5/3 at T ≤ 10mK; its value is about 20 mbar for a 6.6% mixture
(Fig. 7.7).

In the earlier discussion fountain pressure effects (ΔP = ρSΔT ) which
result from the superfluidity of 4He [7.15–7.18], have been neglected because
they are small in comparison to the osmotic pressure.
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7.2 Realization of a 3He–4He Dilution Refrigerator

The realization of a dilution refrigerator can be understood if we compare
the cooling process with cooling which occurs when liquid is evaporated; this
comparison is shown in Fig. 7.8. But we have to keep in mind that the physics
of these cooling processes is quite different. In evaporation we rely on the
classical heat of evaporation for cooling. In dilution refrigeration we rely on
the enthalpy of mixing of two quantum liquids. Here the cooling results from
quantum mechanical effects: the different zero-point motions of the two helium
isotopes and the different statistics which we have to apply to understand their
properties at low temperatures.

In the closed 3He circulation cycle of a dilution refrigerator shown in
Fig. 7.8, the cooling occurs when 3He atoms are transferred from the 3He-
rich to the 3He-poor side. The 3He is then driven up along the liquid mixture
column by a pressure caused by the osmotic pressure difference. It eventually
reaches the “3He pump”, which in this scheme is our still. From the still we
can pump and evaporate the 3He, if it is operated at an appropriately high
temperature, e.g., 0.7 K, where the vapour pressure of 3He is much larger
than the vapour pressure of 4He (Fig. 2.7). For example, at T = 0.7 (0.6)K
for an x = 1.0% (1.2%) mixture, we have P3 + P4 = 88 (46) μbar and
P3/(P3 + P4) = 97% (99%), which are rather convenient conditions. The
vapour pressure of 3He–4He mixtures at various T and x can be found
in [7.10, 7.33]. The still operates like a destillation chamber, evaporating al-
most pure 3He. As a result, 3He will flow from the dilute phase in the mixing
chamber to the still driven by the osmotic pressure difference. This flow of
cold 3He from the mixing chamber to the evaporation chamber is utilized to
precool the incoming 3He in a heat exchanging process. The 3He concentra-
tion in the dilute phase of the mixing chamber will stay constant because 3He

3He- 4He

3He

Vapour

Gas
pump

Evaporation Dilution

3He
pump

Liquid

1K 1K

Fig. 7.8. Gedanken experiment for comparison of a helium evaporation refrigerator
and a 3He–4He dilution refrigerator
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Fig. 7.9. Schematic 3He–4He dilution refrigerator. This part will sit in a vacuum
chamber that is immersed in a 4He bath at 4.2 K. The incoming 3He gas is condensed
on a continuously operating 4He pot at 1.5 K (Sect. 5.2.4)

atoms are continuously crossing the phase separation line from the concen-
trated to the dilute phase, producing cooling due to the latent heat of mixing.
Of course, the circuit cannot operate in the way shown, because we would
have the heavier mixture on top of the lighter liquid 3He. In reality we have
to design the refrigerator slightly differently.

The main components of a working dilution refrigerator and a flow dia-
gram for its liquids are depicted in Fig. 7.9. The 3He gas coming from the exit
of a pump at room temperature will first be precooled by a liquid 4He bath at
4.2 K. It will then be condensed in a second 4He bath at about 1.5 K, which
we can obtain by using a continuously operating 4He refrigerator (Sect. 5.2.4).
The heat transfer surface area may have to be increased by using a sintered
metal (Sect. 13.6) to absorb the heat of condensation of 3He. This 4He evapora-
tor is also used as a heat sink at which all tubes and leads going to colder parts
of the refrigerator should be thermally anchored. Below the 4He refrigerator
we need the so-called main flow impedance (Z ≈ 1012 cm−3, see Sect. 5.2.4 for
its design [7.34]), to establish sufficient pressure (30–200mbar) for the incom-
ing 3He so that it will indeed condense at 1.5 K. The now liquid 3He will flow
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through a heat exchanger which is in thermal contact with (or even inside) the
still at a temperature of about 0.7 K. Below the still we have a secondary flow
impedance (Z ≈ 1011 cm−3) to prevent reevaporation of 3He. After leaving
this secondary flow impedance the liquid 3He will flow through one or several
heat exchangers (Sect. 7.3.3) to precool it to a low enough temperature before
it enters the upper, concentrated phase in the mixing chamber.

A wider tube for the dilute phase in the refrigerator leaves the lower,
dilute mixture phase of the mixing chamber, and then goes through the heat
exchanger to precool the incoming 3He. It enters the dilute liquid phase in the
still, where we have a liquid 3He concentration of less than 1%. The vapour
above the dilute liquid phase in the still has a concentration of typically 90%
3He due to the high vapour pressure of 3He at the temperature of the still.
If we then pump on the still and resupply the condensation line continuously
with 3He gas we have a closed 3He circuit in which 3He is forced down the
condensation line. Then, again after liquefaction and precooling, it enters the
concentrated phase in the mixing chamber. It will cross the phase boundary,
giving rise to cooling, and will eventually leave the mixing chamber and be
pushed up into the still, where it will evaporate. Circulation of the 3He is
maintained by a pumping system at room temperature.

Each component of a dilution refrigerator has to be carefully designed
to achieve the required properties, but the quality of its heat exchangers is
particularly critical, as will become obvious in Sect. 7.3.

7.3 Properties of the Main Components
of a 3He–4He Dilution Refrigerator

7.3.1 Mixing Chamber

We will now perform an enthalpy balance for the mixing chamber where cool-
ing is produced by the transfer of ṅ3

3He moles from the concentrated (pure
3He) to the dilute phase of x = 6.6%. The cooling power will be used to
precool the warmer liquid 3He coming from the heat exchangers as well as
to cool an experiment or to balance other external heat inflow. This en-
thalpy balance can be easily established by considering Fig. 7.10. We then
have

ṅ3[H3,d(Tmc) − H3(Tmc)] = ṅ3[H3(Tex) − H3(Tmc)] + Q̇ , (7.37)

resulting in a cooling power, using (7.21 and 7.29), of

Q̇ = ṅ3(95T 2
mc − 11T 2

ex) [W] . (7.38)

If the liquid leaving the last heat exchanger already has a temperature equal
to the temperature of the mixing chamber or if we operate the refrigerator in
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Fig. 7.10. Schematic for calculating the enthalpy balance in the mixing chamber
of a 3He–4He dilution refrigerator (see text)

a discontinuous mode, which means we do not supply any more incoming 3He
which has to be precooled, then we obtain the maximum cooling power

Q̇max = 84ṅ3T
2
mc , (7.39)

or the minimum achievable temperature, but see (7.48, 7.51, 7.52, 7.54),

Tmc,min =

(
Q̇

84ṅ3

)1/2

. (7.40)

On the other hand, we can calculate the maximum temperature allowed for
the liquid leaving the last heat exchanger and entering the mixing chamber,
which we obtain for the case that there is no cooling power from the dilution
refrigerator available, Q̇ = 0, resulting in

Tex ≤ 3Tmc . (7.41)

This gives a rather severe requirement for the efficiency of the heat exchangers,
telling us that the liquid has to leave the last heat exchanger at a temperature
which is at the most a factor of three higher than the temperature which
we want to obtain in the mixing chamber. This is a very important result
and immediately demonstrates the importance of the efficiency of the heat
exchangers in a dilution refrigerator.

Assume that we are circulating 100 μmol 3He s−1 and we would like to
have a cooling power of 1 μW at the mixing chamber. We then obtain

Tmc = 12 (15)mK
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for
Tex = 18 (30)mK ,

demonstrating again the importance of adequately precooling the incoming
3He in the heat exchangers, particularly the last one (Sect. 7.3.3).

To provide adequate thermal contact from the liquid in the mixing chamber
to the walls of it and to an attached experiment, the mixing chamber has to
contain a heat exchanger made from sintered metal powder (see Sect. 13.6)
with surface areas between several m2 and several 100 m2 (see below).

Let me emphasize the important result Q̇ ∝ ṅ3, with ṅ3 independent of
T below about 0.1 K. This demonstrates the advantage of dilution refrigera-
tion in comparison to evaporation refrigeration, where we have ṅ ∝ Pvap ∝
exp(−1/kBT ) (Fig. 7.3).

7.3.2 Still

One of the main requirements on the design of the still is that the ratio of 3He
to 4He in the vapour phase of the still should be as large as possible. In Sect. 7.2
we argued that a value of 0.6–0.7 K is reasonable for the temperature of the
still. In this range the 3He vapour pressure is still large enough to keep the
circulation rate reasonably large with a typical pump, and the concentration
of 4He in the vapour phase is only some percentage.

We now perform an enthalpy balance for the still, where 3He will arrive
with the temperature of the condenser (Fig. 7.9) and will leave with the tem-
perature of the still. Cooling is produced by the heat of evaporation of 3He at
the temperature of the still,

ṅ3 L3(Tst, xd,st) = ṅ3[H3(Tcond) − H3(Tst)] + Q̇st . (7.42)

If we again assume a circulation rate of 100 μmol s−1, a condenser temperature
of 1.3 K and a still temperature of 0.7 K, we find that the required rate of
heat supply Q̇st to the still is several milliwatts; more generally, a good rule
is Q̇st[W] ≈ 40ṅ3 [mol]. This heat will be partly supplied by a conventional
heater. In addition, we can thermally anchor to the still a radiation shield
surrounding all the lower, colder parts of the dilution refrigerator to reduce
the heat of radiation; this is done in most modern dilution refrigerators. Of
course other parts, like electrical leads and capillaries, could and should be
heat sunk at the still as well.

Unfortunately, in many dilution refrigerators the circulating gas contains
10–20% 4He if no special precautions are taken; it is then not pure 3He which
circulates but a mixture. This results in a deterioration of the 3He circulation
rate ṅ3 because it loads the pumping system, which has a constant total
volume flow rate. It puts also a heat load on the heat exchangers because
the specific heat of 3He in mixtures is substantially higher than for pure 3He
(Fig. 7.5). In addition, separation of 3He from 4He will result in heating effects,
so that the temperature of the heat exchangers will increase. An increased
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Fig. 7.11. A film-flow inhibiting still of a 3He–4He refrigerator [7.2]

4He circulation rate has a negligible effect on the behavior of the liquids in
the mixing chamber because at these low temperatures dx/dT is essentially
independent of T (Fig. 7.1). Of course, the mixing-chamber temperature and
the cooling power of our refrigerator will deteriorate. To keep the amount of
4He pumped from the still reasonably low, one has to suppress, in particular,
the superfluid 4He film flow (Sect. 2.3.5) up the still pumping tube to a point
warm enough to evaporate there. The film flow can result from a combination
of siphoning (typically 0.25 μmol s−1 per mm of inner circumference of the
pumping tube) and of evaporation at the upper, warmer parts of the tube.
The introduction of a small orifice (≤ 1mm diameter) with sharp edges in
the pumping tube or, for more powerful refrigerators, a so-called 4He film
burner [7.2–7.11, 7.35, 7.36] in the tube can keep the film flow and hence the
amount of 4He in the circulating gas low enough (Fig. 7.11).

The still should be rather large so that the liquid in it can act as a buffer
volume to arrange the liquid level over a wide range. It should contain a level
gauge, for example a capacitor of two concentric tubes or two parallel plates,
to measure and adjust the liquid level adequately [7.3], and, of course, heater
and thermometer. In a good refrigerator, the incoming 3He is efficiently cooled
by a heat exchanger (see below) in the still.

7.3.3 Heat Exchangers

The purpose of the heat exchangers [7.2–7.11, 7.36–7.40] is to bring the tem-
perature of the incoming 3He as close to the temperature of the mixing
chamber as possible by using the cold mixture leaving the mixing cham-
ber to precool the incoming warmer 3He. For this purpose, in general, one
needs several heat exchangers between the still and the mixing chamber to
achieve the best performance of the refrigerator. An enthalpy balance for
the heat exchangers similar to the one described earlier for the still and for the
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mixing chamber is much more involved. Firstly, because we need to know the
enthalpy of the concentrated phase (assuming that it is pure 3He) as a func-
tion of temperature and of the dilute phase as a function of temperature
and concentration. Secondly, a heat exchanger is a very complicated system
with temperature gradients in the viscous fluid streams as well as in the heat
exchanger body, both in the direction of the flow and perpendicular to it.
We can take the available data on the specific heat of 3He (Fig. 2.15) and on
helium mixtures (Fig. 7.5) to construct an enthalpy diagram [7.8, 7.9]. But,
of course, the values for the mixtures are only an approximation, because
the concentration changes along the heat exchangers from a value of 6.6%
in the mixing chamber to a value of about 1% in the still.

For the heat exchangers we assume ideal behavior, in the sense that the
exit temperatures of both fluid streams are the same, and neglect viscous
heating and axial conduction effects. The enthalpy balance for the Nth heat
exchanger is then given by

Q̇N + ṅ3[H3(TN−1) − H3(TN )] = ṅ3[H3,d(TN ) − H3,d(TN+1)] . (7.43)

Fortunately, H3,d > H3, so that the incoming 3He can, in principle, always
be precooled effectively by the outgoing mixture if the exchangers are designed
properly. To compute the temperatures of the various heat exchangers with
the mentioned assumptions, one first starts by setting TN+1 equal to Tmc, the
temperature of the mixing chamber. Then the temperature of the Nth heat
exchanger is calculated and so on, until one arrives eventually at a temperature
equal to the temperature of the still. This procedure determines the number of
heat exchangers for a certain desired temperature of the mixing chamber. The
result of such a procedure with the additional assumption that the external
heat flow to mixing chamber and to each heat exchanger is negligible can
be found in [7.8, 7.9]. It shows that three ideal heat exchangers are needed
to arrive at Tmc = 10 mK. In reality, due to the non-ideality of the heat
exchangers, the finite conductivities and viscosities of the flowing liquids, and
the heat load from some circulating 4He, one or two additional heat exchangers
are needed.

The requirements on the heat exchangers can be quite severe for a powerful
dilution refrigerator [7.2–7.4]. Besides coming close to the ideal behavior men-
tioned they should have small volumes, so that the liquids attain temperature
equilibrium quickly, small impedances, so that the viscous heating due to flow
is small, and there should be a small thermal resistance between the streams to
obtain good temperature equilibrium between them. This last requirement is
of particular importance and leads us back to the thermal boundary resistance
between different materials already discussed in Sect. 4.3.2.

The thermal boundary resistance between helium and other materials is
given by

RK =
a

A
T−3 [K W−1] , (7.44)
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for T > 20 mK, where A [m2] is the contact area. Typical values for the con-
stant a obtained from experiments are ac

∼= 0.05 (3He) and ad
∼= 0.02 (helium

mixtures), see Sect. 4.3.2; but, of course, they depend on the properties of the
body in contact with liquid helium. In a heat exchanger of a dilution refrig-
erator the two resistances are in series, and because ac > ad, we should have
Ac > Ad.

As an example, for Q̇ = 0.1 mW, A = 0.1 m2 and T = 100 mK, we would
have ΔT ≈ 50 mK for 3He. Or, at lower T , with Q̇ = 0.01 mW, A = 10m2

and T = 20 mK, we would have ΔT ≈ 6 mK. Both temperature steps are
unacceptably large, so that we either have to decrease the heat flow Q̇ or
increase the surface area A. Usually one requires many square meters of surface
area to overcome the Kapitza boundary resistance in the heat exchangers for
T < 0.1 K. Because the thermal boundary resistance increases with decreasing
temperature, it is particularly serious in the mixing chamber, where one needs
surface areas between several 10 m2 and several 100 m2, depending on ṅ3 and
Tmc [7.2–7.11,7.36–7.40].

Heat exchangers are the most important and most critical part of a dilution
refrigerator; they determine its minimum temperature, for example. For the
design of heat exchangers we have to take into account the problems and
considerations discussed earlier. In particular, we have to take into account
that the thermal boundary resistance as well as the liquids’ viscosities and
conductivities increase with decreasing temperature. When designing dilution
refrigerators, former practical experience with a successful refrigerator [7.2–
7.11, 7.36–7.41] is sometimes more important than a recalculation of various
parameters.

For a rather simple dilution refrigerator with a minimum temperature
of about 30 mK, one continuous counterflow tube-in-tube heat exchanger
consisting of two concentric capillaries (with diameters of order 0.5 and
1 mm, and with 0.1 or 0.2 mm wall thickness) several meters long is suffi-
cient [7.2–7.11, 7.36–7.41]. These concentric capillaries should be of low ther-
mal conductivity (CuNi, stainless steel or brass) and are usually coiled into a
spiral so they do not take up too much space. In such a heat exchanger the
temperatures change continuously along the exchanger. Heat is transferred
across the body of the wall, and conduction along the capillary and along
the liquid streams should be negligible. The dilute phase moves in the space
between the tubes and the concentrated liquid moves in the inner tube. In
a more elaborate design, the inner capillary of up to 3 mm diameter is not
straight but spiralled, to increase the surface area, and then put into the
outer, somewhat larger capillary (Fig. 7.12) [7.2–7.4, 7.36, 7.38, 7.41]. In spite
of their simple design and small inner volumes, continuous heat exchangers
can be quite effective. If one uses the appropriate dimensions, a refrigerator
with a well-designed continuous heat exchanger can reach minimum temper-
atures of 15–20 mK. The warmer end of a continuous heat exchanger can also
be designed as a secondary flow impedance by reducing its diameter or by
inserting a wire into it to prevent re-evaporation of the 3He.
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Fig. 7.12. Schematic of a concentric heat exchanger. The design used in [7.36] had
for the dilute phase: Z ≈ 107 cm−3, Abrass = 126 cm2, ACuNi = 16 cm2, Vliq = 6 cm3;
and for the concentrated phase: Zbrass ≈ 5 × 108 cm−3, ZCuNi ≈ 8 × 109 cm−3,
Abrass = 88 cm2, ACuNi = 9 cm2, Vliq,brass = 2 cm3, Vliq,CuNi ≈ 0.07 cm3. For concen-
tric heat exchangers of different designs and dimensions see [7.2–7.4, 7.38,7.41]

For a more powerful dilution refrigerator with a larger cooling power and
lower minimum temperature we need more than one heat exchanger. These
are, first a continuous heat exchanger below the still, as described earlier,
and then several step heat exchangers in series [7.2–7.11,7.36–7.41]. At lower
temperatures the earlier-discussed continuous heat exchanger can no longer be
used because it does not provide enough surface area to defeat the increasing
thermal boundary resistance. This can only be provided by step exchangers,
which in their simplest design can be machined from Cu blocks into which two
holes have been drilled (Fig. 7.13). To reduce the thermal boundary resistance,
each channel has to be filled with pressed and/or sintered metal powder to
provide the required surface area for adequate heat exchange (Sect. 13.6).
Other design criteria are a low flow impedance (to reduce Q̇visc, see later)
and a small size (to economize on the amount of 3He needed and to give a
short thermal time constant). For example, the flow channel diameter in the
heat exchangers has to be increased with decreasing T . To produce a large
surface area but small flow impedance, the metal powder can first be sintered,
then broken up, and the sinter blocks are then sintered together to leave large
open flow areas. Another possibility is to drill an open flow channel through
the sintered powder (Fig. 7.13). This large flow area is important not only
in order to keep viscous heating low but also to take advantage of the high
thermal conductivity of 3He (Sect. 2.3.6, which is then always in good thermal
contact with the almost stationary liquid in the sinter. Table 7.1 lists the
dimensions used for the six-step heat exchangers of a rather successful dilution
refrigerator with a minimum temperature of about 3 mK inside the mixing
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Fig. 7.13. Schematic of a step heat exchanger made from Cu with compressed and
sintered metal powder in the two channels into which flow channels for the counter-
flowing liquids have been drilled. The dilution refrigerator of [7.36] with Tmin = 3mK
and a maximum value of ṅ3 = 700 μ mol s−1 used six such step exchangers with the
parameters given in Table 7.1

Table 7.1. Data for the Cu-sinter heat exchangers used in the 3He–4He dilution
refrigerator of [7.36], which has reached Tmin = 3 mK. For the symbols, see Fig. 7.13.
(The filling factor f is for sinter made from powder of grain size d). For data on
Ag-sinter heat exchangers see [7.2–7.4, 7.38,7.41]

TN [mK] 83 48 32 19 13 10
l [mm] 62 94 94 94 94 88
D1 [mm] 8 13 13 18 18 22
D2 [mm] 2.7 2.7 3.2 4.8 6.5 8.0
D3 [mm] 6 10 10 14 14 17
D4 [mm] 2.0 2.0 2.4 3.2 4.8 6.5
Sintered Cu Cu Cu 0.2 Cu 0.4 Cu 0.4 Cu
Metal powder 0.8 Ag 0.6 Ag 0.6 Ag
d [μm] 100 50 30 44 Cu 44 Cu 44 Cu

2.5 Ag 0.07 Ag 0.07 Ag
f 0.55 0.65 0.65 0.75 0.70 0.70
Ac [m2] 0.05 0.27 0.45 6.5 100 135
Ad [m2] 0.09 0.46 0.76 10.6 164 230
Vc [cm3] 1.6 7.1 7.0 13.7 12.8 17.1
Vd [cm3] 2.8 11.9 11.7 22.2 20.8 29.0

chamber at ṅ3 = 300 μ mol s−1. The simple step exchangers were filled with
compressed Cu and Ag powders [7.36]. The art of designing heat exchangers
[7.8] has been greatly advanced by Frossati [7.2, 7.3], see also [7.4, 7.38]. His
welded, rectangular heat exchangers filled with submicrometer sintered silver
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Fig. 7.14. Schematic of a semicontinuous heat exchanger developed by Frossati
et al. [7.2,7.3] of welded Cu–Ni foil filled with submicrometer silver powder sintered
to a silver plated Cu–Ni foil

powder (Fig. 7.14) are also taken advantage of in powerful commercial dilution
refrigerators. In [7.2, 7.3, 7.11] the two important steps in designing the step
heat exchangers are discussed:

(a) Determination of the required total surface area for the heat exchangers
for a given minimum temperature at optimum flow rate and at a given
heat leak.

(b) Optimization of the size of the flow channels for a given exchanger length
to minimize the heat generated by viscosity and axial heat flow.

Calculations of the required surface areas in the heat exchangers can
be found in [7.2–7.11, 7.36, 7.37, 7.40]. Assuming for the Kapitza resistance
RK ∝ T−i (Sect. 4.3.2) we have for the heat flow Q̇ between the two streams
in an exchanger with contact area A

Q̇ = λi+1A(T i+1
1 − T i+1

2 ) . (7.45)

Frossati [7.2, 7.11] showed evidence for the following values:

λ4 = 63 W m−2 K−4,

λ3 = 6.7 × 10−3 W m−2 K−3, (7.46)
λ2 = 2.1 × 10−4 W m−2 K−2 .

Typical surface areas required in the last heat exchanger for the following
mixing chamber temperatures are then

Tmc [mK] 4 8 15 25

A [m2] 71 34 18 10

assuming i = 2, ṅ3 = 2 × 10−4 mol s−1, Q̇ = 30nW [7.11].
As mentioned, the large surface areas necessary in the heat exchangers

as well as in the mixing chamber are provided by sintered metal powders.
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Various recipes for their fabrication and characterization have been described
in the literature (Sect. 13.6).

Another point to be considered is the low thermal conductivity of the sin-
tered metal powders themselves, which can be orders of magnitude lower than
the bulk metal conductivity (Table 13.1). Obviously, a mathematical analysis
of the performance of real heat exchangers is very much involved. One has
to solve coupled differential equations for the concentrated and diluted he-
lium streams, where properties like the thermal conductivity of the liquids,
of the exchanger body and of the sinter, thermal boundary resistances be-
tween them, viscous heating and osmotic pressure are taken into account to
calculate the temperature profile in the exchanger. Figure 7.15 illustrates as
an example the effect of the finite thermal conductivities of the liquids in the
heat exchangers on the temperatures of the liquids inside the exchanger and
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Fig. 7.15. Calculated liquid and body temperature profiles within and near a dis-
crete heat exchanger of length 1 cm for a mixing chamber temperature of 10 mK.
One set of curves is calculated neglecting the finite thermal conductivity of the
liquids (κ1 = 0), and the other set is calculated using the correct liquid thermal
conductivities (κ1 �= 0). The liquid volume on the concentrated side is 0.85 cm3,
and the dilute liquid volume is 2.1 times larger. The surface area per unit liquid
volume is 400 cm−1. The 3He flow rate is 20 μmol s−1. External heat flow to the heat
exchanger and to the mixing chamber is neglected. Obviously a design where the
influence of the liquid conductivity is minimized is more favorable [7.8, 7.9]
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of the body of the heat exchanger itself. If the finite thermal conductivity of
the liquids is taken into account, most of the temperature changes in the two
liquid streams occur in the inlet tubes just before the heat exchanger. Even
the inclusion of just this one property results in substantial changes in the
temperature profiles [7.8, 7.9, 7.39,7.40].

The selection of the diameters for the tubes connecting the mixing cham-
ber, heat exchangers and the still is important. Here we have to make a
compromise for the following reasons. We would like to have a large diam-
eter for the tubes to ensure that the circulation of the rather viscous 3He is
large and viscous heating effects are negligible. Yet the diameter of the tubes
must be small enough for an osmotic pressure to develop between the mixing
chamber and the still, and we also want to have the diameter small so that
the refrigerator will not suffer from hydrodynamic instabilities and convec-
tion. We have to bear in mind that the 3He concentration decreases toward
the still and therefore the density of the mixture in the dilute phase increases
when going from the mixing chamber to the still. Typical diameters of the
connecting tubes are about 1 mm just below the still up to 10 mm before the
mixing chamber of a powerful dilution refrigerator [7.2–7.4, 7.36–7.38].

Viscous heating is given by

Q̇visc = V̇ ΔP = ZηV 2ṅ2 (7.47)

for a laminar flow with Z = 128l/πd4 in case of a circular cross-section tube
of length l and diameter d [cm] and Z = 12l/ab3 in case of a square with
width b and height a; Q̇visc may eventually limit the performance of a dilu-
tion refrigerator. Viscous heating is more serious in the dilute than in the
concentrated stream, and it increases with decreasing temperature (η ∝ T−2

for a degenerate Fermi liquid, Fig. 2.19). To keep viscous heating of the two
streams in a heat exchanger equal, one needs Dd ≈ 1.7Dc [7.9].

Wheatley et al. [7.5–7.7] have given arguments that the practical lower
limit for Tmc is due to viscous heating and conduction of heat in the flowing
dilute phase at the outlet of the mixing chamber; they arrived at

Tmc, min = 4d−1/3 [mK] , (7.48)

where d is the diameter of the exit tube measured in millimeters. Frossati
[7.2, 7.3] has discussed these problems by considering viscous heating and
heat conduction contributions for the concentrated and dilute streams. With
Q̇visc ∝ d−4 (assuming Poiseuille flow) and Q̇cond ∝ d2, the sum of the two is

Q̇visc + Q̇cond = ad−4 + bd2 , (7.49)

yielding an optimal channel size

dopt = (2a/b)1/6 . (7.50)

He gave the resulting dopt for the various heat exchangers of a powerful
dilution refrigerator which has reached Tmc 	 2 mK. Since viscosity and
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thermal conductivity in both Fermi liquid streams increase with decreasing
temperature, their limiting influence becomes more and more severe as lower
temperatures are required.

Let me come back to the influence of the thermal boundary resistance.
Taking the temperature step due to the Kapitza resistance RK between the
helium liquid and the solid with a surface area A into account [7.2, 7.42]
modifies (7.40) for the minimum temperature of a dilution refrigerator to

T 2
mc =

0.011Q̇
ṅ3

+
5.2RKṅ3

A
if RK ∝ T−3 , (7.51)

and

T 2
mc =

0.011Q̇
ṅ3

+ (27RKṅ3T
2)2 if RK ∝ T−2 . (7.52)

Taking the value ARKT 2 = 28m2 K3 W−1 (Sect. 4.3.2) for (7.52) we arrive
at the optimum circulation rate

ṅ3, opt 	 3 × 10−3Q̇1/3A2/3 [mol s−1] , (7.53)

and the minimum temperature

Tmc, min = 4.5

(
Q̇

A

)1/3

[mK] . (7.54)

The equations for the performance of a dilution refrigerator have been
solved rigorously [7.43]. The results replace (7.51–7.54) and allow to determine
the normalized cooling power Q̇/ṅ as a function of T in good agreement
with experimental data over the whole temperature range, in particular when
Q̇ does not follow a T 2 dependence any more (Fig. 7.19). These equations
also allow to calculate the Kapitza resistance of the heat exchanger as well
as the internal heat leak for any circulation rate. One can then perform a
diagnosis of the refrigerator and decide whether its performance is limited by
the effective surface area of the heat exchanger, the intrinsic heat leak to the
mixing chamber, or by the Kapitza resistance of the mixing chamber.

7.4 Examples of 3He–4He Dilution Refrigerators

Figures 7.16 and 7.17 are schematic diagrams of some rather successful “home-
made” dilution refrigerators. Figure 7.18 shows the low-temperature part of a
commercial dilution refrigerator with a minimum temperature of about 4 mK.
The cooling power as a function of temperature of a dilution refrigerator
with a dilution unit very similar to the one shown in Fig. 7.18 is depicted in
Fig. 7.19. The most powerful 3He–4He dilution refrigerators have been built by
Frossati et al. in Leiden [7.2,7.3] (Fig. 10.22) and by Pickett et al. in Lancaster
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Fig. 7.16. Schematic of a typical 3He–4He dilution refrigerator with four heat
exchangers [7.6]

[7.4,7.38]. The refrigerator in Leiden has a maximum circulation rate of ṅ3 =
10 mmol s−1, a minimum temperature of 1.9 mK at ṅ3 = 0.85 mmol s−1 and a
cooling power of 20 μW at 10 mK. It contains the enormous quantity of 1.6 kg
Ag, and Ac = 1,000 m2, Ad = 1,300 m2 in total in the heat exchangers!

The new refrigerator at Lancaster [7.4] contains a very efficient tubular
heat exchanger followed by 15 (!) discrete heat exchangers with diameters of
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Fig. 7.17. Schematic of the low temperature part of a 3He–4He dilution refrigerator
with a nuclear refrigeration stage below it [7.38]

3–6 mm for the concentrated and 4–12 mm for the dilute channels (Fig. 7.20);
they are filled with sinters made from about 190 g of nominal 70 nm Ag powder
(see Sect. 13.6). It has reached a minimum temperature of about 1.8 mK at
rather low circulation rates between 0.2 and 0.4 mmol s−1. Its cooling power
is 2 μW at 10 mK and at a circulation rate of 0.27 mmol s−1.

A small 3He–4He dilution refrigerator which can be inserted into a 4He
storage dewar (50 mm neck diameter) is shown in Fig. 7.21; it is based on the
same principles as the 4He and 3He dipper cryostats discussed in Sects. 5.2.4
and 6.2. It can be cooled from room temperature to the final temperature
of about 15 mK within a few hours; a typical circulation rate is 30 μ mol s−1.
Such units are available commercially.

For use in high magnetic fields, in particular in high-pulsed magnetic fields,
a refrigerator with the dilution unit made from plastics often is required to
reduce eddy current heating. The lower end of these refrigerators needs to
have a small diameter to fit into the bore of the magnet. Such plastic dilution
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Fig. 7.18. Low temperature part of a commercial 3He–4He dilution refrigerator
with the still, a continuous heat exchanger, five-step heat exchangers and mixing
chamber
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Fig. 7.20. The 15 discrete heat exchangers in the dilution refrigerator of [7.4]. They
are filled with Ag sinter and arranged in two stacks above the mixing chamber
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and flow rates above 0.1 mmol or cooling power of about 30 μW at 30 mK; for details
see [7.41]

refrigerators were developed by Frossati et al. [7.41] with outer diameters from
14 to 40 mm (see Fig. 7.22). They have cooling powers of up to 1 (0.01) mW
at 100 (20) mK, flow rates from 0.1 to 2 mmol s−1, and a minimum temper-
ature of about 10 mK. The plastic refrigerators are made mainly from easily
machinable PVC (polyvinyl chloride) parts glued together with Stycast 1266.
Thin-walled CuNi or stainless-steel tubes are glued with Stycast 2850FT –
or simply by using a small amount of vacuum grease – to the plastic. In the
simpler versions, a tubular heat exchanger of several meters of a coiled Teflon
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capillary for the concentrated 3He is sitting inside of a spiraling square groove
(for the dilute phase) machined into a PVC cylinder. In the more elaborate de-
signs for cooling to below 20 mK and for high circulation rates, a bellow-type
heat exchanger made from Kapton foils is added. The refrigerators do not have
the usual sintered metal heat exchangers. The total heat exchange areas are
between 0.01 and 0.4 m2 only. The plastic mixing chambers of 2–50 cm3 for the
various refrigerators are closed by a cone with a 5–10◦ angle sealed by vacuum
grease to the mating part [7.3, 7.41]. Another version of a demountable seal
for a mixing chamber is described in [7.44]. These joints allow easy access to
the mixing chamber for quick exchange of experiments that can be mounted
directly onto the bottom cone. Because of their small size, these plastic
dilution refrigerators can also be used as a dipstick refrigerator to be inserted
directly into a 4He storage dewar (see Fig. 7.21). Reference [7.41] gives de-
tailed instructions for fabrication of the various parts and on the performance
of the refrigerators.

Most dilution refrigerators operate according to the principles and designs
discussed above. There are a few alternative designs of which I want to de-
scribe the most useful ones. Of particular interest are refrigerators in which
the circulation of the 3He gas is achieved by internally regenerating adsorp-
tion pumps, using mostly activated charcoal [7.45]. Recently, this charcoal
adsorption pumping technology already described in Sect. 6.2 for closed 3He
cryostats has been introduced to commercially available continuously operat-
ing 3He–4He dilution refrigerators [7.46]. Such systems, also for use inside of
a 4He storage dewar, have reached a minimum temperature of 15 mK and a
cooling power of 40 μW at 100 mK. The cooling time from 4.2 K to 50 mK is
2 h only and removal of the dilution refrigerator from the dewar takes 0.5 h.
The key distinguishing feature of the system is the absence of a traditional
3He gas-handling system and mechanical 3He pump. Such a cryogenic 3He
cycle can substantially reduce vibrations of a dilution refrigerator because the
main source for them is the pumps for circulating the 3He [7.47].

An alternative rather attractive variant is the use of commercially avai-
lable two-stage closed-cycle refrigerators (Sect. 5.3) to precool the dilution unit
and its radiation shields instead of using a cryostat filled with liquid helium.
This combination has mostly been advanced by K. Uhlig. In his early designs,
he used two-stage Gifford-McMahon refrigerators for precooling with a final
temperature of 5.8 K at its second and 35 K at its first stage (for cooling the
radiation shield) [7.48]. After varies improvements, in particular to reduce the
transfer of vibrations from the closed-cycle refrigerator to the dilution unit
by using braided copper straps for thermal connection, he has reached 15 mK
at a 3He flow rate of 0.11 mmol s−1 and in a later version 8.1 mK at a flow
rate of 0.06 mmol s−1. Later on, he introduced a pulse-tube refrigerator for
precooling that has no moving cold parts and therefore a much smaller level
of vibration [7.49]. The first stage reached 45 K to cool the radiation shield
and the second stage could be operated at a temperature as low as about 3 K.
At flow rates of 0.3–1 mmol s−1, the achieved minimum temperature of the
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dilution refrigerator was 9 mK. Another remarkable design of Uhlig’s cryogen-
free dilution refrigerators is the use of a double-mixing chamber by which he
could reduce the minimum temperatures to 7.1 mK for the Gifford-McMahon
apparatus and to 4.3 mK for the pulse-tube apparatus. In such a design, the
flow of concentrated 3He, after it has entered the first mixing chamber, is di-
vided into two streams. One is diluted in the first chamber. Its cooling capacity
is used to precool the second part of the stream, which is then diluted in the
second mixing chamber to about a factor of two lower temperatures. The dis-
tribution of the flow is determined by the flow impedances of the connecting
tubes. A detailed description of the method can be found in [7.48,7.50]. In all
these dilution refrigerators, no separate condenser for the circulating 3He is
used. Instead, the incoming 3He is precooled and liquefied by a counterflow
heat exchanger that uses the enthalpy of the cold 3He gas pumped out of the
still and subsequent Joule-Thompson expansion through a flow restriction.
In [7.51], such a combination of Joule-Thompson expansion for precooling
the circulating 3He gas and a two-stage hybrid Gifford-McMahon/pulse-tube
cooler as the 4.2 K stage of the refrigerator has been described that is being
used for neutron-scattering experiments at millikelvin temperatures. In addi-
tion, in [7.52] a combined Gifford-McMahon/dilution refrigerator system for
precooling a nuclear refrigerator (Chap. 10) to sub-millikelvin temperatures
has been presented. Recently, dilution refrigerators with pulse-tube precool-
ing have become commercially available.

The main purpose of all these designs is to avoid (or to minimize) the
expensive and bulky room-temperature gas handling and pumping system and
to avoid the external supply of liquid nitrogen and helium. The developments
demonstrate to which sophistication and the same time simplification the
important technology of 3He–4He dilution refrigeration has been developed
over the years.

For cooldown and diagnostics of the performance of a dilution refrigerator,
resistance thermometers (see Sect. 12.5) should be attached to various flanges,
on still and heat exchangers. Besides the usual thermometry techniques to be
discused in Chap. 12, a very successful technique to determine the temperature
of the liquid in the mixing chamber is a measurement of the T−2 dependence
of its viscosity (Fig. 2.19) by a wire vibrating in the liquid [7.4, 7.38, 7.53]
(Sect. 13.10.2). This wire resonator (for example, 100 μm Ta or NbTi bent
to a 3–8-mm diameter semicircle) is set into oscillation by the Lorentz force
on the wire when a current at the resonance frequency of a few hundred Hz
is passed through it in the presence of a magnetic field provided by a small
superconducting solenoid. The width of the resonance curve gives the damping
effect of the liquid, which is then converted to temperature by using the known
temperature dependence of the viscosity of the liquid which is proportional
to T−2 for a Fermi liquid at low enough temperatures (Fig. 2.19) and as long
as the mean free path of the 3He quasiparticles does not exceed the radius of
the wire. Such a vibrating wire can also be employed to locate the position of
the phase boundary in the mixing chamber because the viscosity of pure 3He



7.4 Examples of 3He–4He Dilution Refrigerators 185

0.8

3He dilute phase

3He concentrated phase

0.6

0.4

S
ig

na
l  

(a
rb

. u
ni

ts
)

0.2

0.0

825 830 835 840 845

Frequeucy ƒ [Hz]

Fig. 7.23. Comparison of the signals from vibrating wires (125 μm Ta in a field of
50 mT) at 10 mK inside the dilute and the concentrated phases of 3He, respectively,
in the mixing chamber of the dilution refrigerator of [10.32]. The sensors are used
as vibrating wire thermometers (see Sect. 13.10.2) as well as to locate the position
of the phase boundary of the liquids inside the mixing chamber

is much larger than that of the mixture (see Figs. 2.19 and 7.23). For more
details on vibrating wire viscometers see Sect. 13.10.2.

A dilution refrigerator is a rather complicated apparatus with many parts
joined together by welding, hard soldering, soft soldering, or even gluing.
To avoid later problems, it should therefore be carefully leak checked at room
temperature, at LN2 temperature, and possibly at LHe temperature in each
run. Localizing a leak may be quite time consuming and the refrigerator may
have to be separated into various sections to find it, in particular if it is
a “cold leak”. A procedure to localize a leak which is only penetrated by
superfluid helium was described in [7.54]. In addition, the flow rates through
the continuous 4He refrigerator and through the dilution unit should be tested
at room temperature and at LN2 temperature.

General considerations for designing a dilution refrigerator are, of course,
the space available for experiments and leads, access to experiments and to
thermal heat sinks for the leads, mechanical stability, etc.

In addition to the low-temperature part of a dilution refrigerator, one usu-
ally needs substantial room-temperature equipment for the pumping and gas
handling circuits [7.3, 7.6, 7.9]. A self-explanatory example of such a system
is shown in Fig. 7.24. Of course, such a system should not have and should
not develop leaks, in order to avoid loss of the expensive 3He gas. This is par-
ticularly important for equipment containing moving parts like pumps and
valves. One should therefore use valves sealed by bellows and sealed mechan-
ical pumps modified for use with 3He as backing pumps for the usual Roots
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Fig. 7.24. Schematic diagram of the gas handling and pumping system of a 3He–4He
dilution refrigerator (courtesy of P. Sekowski, Universität Bayreuth)

or Booster pumps. The system must also contain safety features for the event
of cooling water failure or blockages in the refrigerator.

A gas handling system for a dilution refrigerator will always be operated
at subatmospheric pressure (to avoid loosing helium gas). If there is a tiny
undetected leak, air will get into the circulating gas. In addition, there will
be products from cracking of pumping oil. Both the air and the organic gases
would condense in the refrigerator and would very soon plug the condenser,
capillaries, impedances or heat exchangers of such refrigerators, which are
sometimes intended to run for months. To avoid this problem, a “cold trap”
at LN2 temperature (and sometimes possibly a second one at LHe temper-
ature [7.55]) has to be inserted after the pumps to freeze out these gases
(Fig. 7.25). With proper precautions, dilution refrigerators have been contin-
uously operated for about a year.
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Fig. 7.25. LN2 cooled activated charcoal/Cu mesh trap (courtesy of R.M. Mueller
and P. Sekowski)

Before starting up a dilution refrigerator one has to know the volumes of its
various components, to determine the necessary total molar quantity of helium
(n3 +n4), and the isotopic ratio n3/(n3 +n4) – typically 25% – to position the
free surface in the still and the phase separation line in the mixing chamber.
Later corrections of n3 and/or n4 after the first low temperature trials may
be necessary. A capacitance level gauge or a vibrating wire resonator (see
Fig. 7.23) in the mixing chamber to monitor the phase separation line is very
helpful when adjusting the amount of 3He for maximum performance of the
refrigerator [7.3, 7.4, 7.56].
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3He–4He dilution refrigerators are among the most important equipment
for condensed-matter physics nowadays because many properties of mat-
ter have to be investigated at temperatures below 1 K to understand their
behavior. To build such a system needs substantial experience and time; to
buy it needs appropriate funds. There are several hundred of these refrigera-
tors in operation in research institutes today, and without doubt their number
will still increase in the future. Their thermodynamics is well established and
problems usually result from design errors rather than from unknown phenom-
ena. Hints of how to start up a dilution refrigerator and how to troubleshoot
it are given in [7.57,7.58].

Let me close this chapter by summarizing the five facts which are the basis
for the successful operation of this only known continuous cooling technology
for temperatures below 0.3 K.

– 3He–4He mixtures undergo phase separation when cooled below 0.87 K,
resulting in two phases between which the 3He atoms can be moved.

– The specific heat of a 3He atom is larger in the dilute phase than in the
concentrated phase, which results in the “production of cold” if this atom
passes from the concentrated phase to the dilute phase.

– There is a finite solubility of 3He in 4He even for temperatures approaching
absolute zero resulting in a cooling power which decreases only with T 2

and not exponentially as in the evaporation cooling process.
– There is a substantial difference in the vapour pressures of 3He and 4He

at the same temperature, which allows the circulation of almost pure 3He.
– If the helium mixtures are at different temperatures in a cryogenic appa-

ratus, there is an osmotic pressure difference causing the 3He to flow from
the mixing chamber up into the still.

Problems

7.1. At which temperature does the upper, 3He rich phase of a phase-
separated 3He–4He mixture contain a 4He concentration of only 10−6?

7.2. At which temperature would the Fermi heat capacity of liquid 3He reach
the classical value (7.10), if its heat capacity continued to vary with temper-
ature, as expressed by (7.20)?

7.3. Would the limiting concentration of 3He in a 3He–6He mixture by larger
or smaller than in a 3He–4He mixture?

Would the limiting concentration be larger if 3He were replaced by 5He in
a mixture with 4He?

7.4. What is the reason for the heat capacity per atom being smaller for 3He
in 4He than in pure 3He? How would this result change if 4He were replaced
by 6He?
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7.5. Calculate the Fermi temperature of liquid 3He–4He mixtures with 3He
concentrations of 0.1%, 1%, and 6.6%.

7.6. At which temperature do the osmotic pressures of a saturated mixture
calculated by the classical van’t Hoff’s law and calculated by the equation for
a Fermi-degenerate system give the same value?

7.7. The effective mass ratio of pure 3He increases from about 2.8 at satu-
rated vapour pressure to about 4.6 at 20 bar. In the same pressure range,
the effective mass ratio for a saturated mixture increases from about 2.4 to
2.8. How would the numerical value for the cooling power of a 3He–4He dilu-
tion refrigerator given by (7.30) change if this refrigerator were operated at
20 bar?

7.8. Calculate the optimum circulation rate ṅ3,opt and the minimum temper-
ature Tmc,min taking ARKT 3 = 0.3m2K4 W−1 for (7.51), and A = 10m2.

7.9. Calculate the surface area of the heat exchanger in the mixing chamber
of the 3He–4He dilution refrigerator, the performance of which is shown in
Fig. 7.19 (for Kapitza resistances see Fig. 4.5 and Sect. 4.3.2).
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Refrigeration by Solidification of Liquid 3He:
Pomeranchuck Cooling

Solidification of matter at the rate ṅ usually results in the production of heat
according to

Q̇ = ṅT (Ssol − Sliq) < 0 , (8.1)

because the liquid’s entropy is usually larger than the solid’s entropy, as the
liquid state is a state of lower order than the solid state.

In 1950 the Russian physicist I. Pomeranchuk predicted that for 3He on
the melting curve below about 0.3 K the entropy of the liquid phase is smaller
than the entropy of the solid phase (which means the liquid phase is more
ordered), and that therefore adiabatic solidification of 3He along the melt-
ing line should result in cooling. For quite some time this attractive proposal
was not put into practice. Physicists were afraid of the experimental prob-
lems which might arise from the required low starting temperature and the
possibility of frictional heating during solidification of 3He. However, in 1965
the Russian physicist Anufriev picked up Pomeranchuk’s proposal and indeed
succeeded in reducing the temperature in his experiment from 50 mK (which
he produced by paramagnetic cooling; see Chap. 9) to a final temperature of
about 18 mK [8.1]. It is possible that the temperature in his experiment was
somewhat lower, but the thermometry was not appropriate for determining
lower temperatures conclusively. At the end of the 1960’s several American
groups, in particular Johnson, Wheatley and their coworkers, started experi-
ments on “Pomeranchuk cooling” and arrived at final temperatures of 2–3 mK
(see Fig. 8.6) [8.2, 8.3].

This cooling method was of great importance in the 1970’s. Today it is
no longer quite as important because above a few millikelvin this “one-shot”
method offers essentially no advantage over continuously operating dilution
refrigerators, and at lower temperatures nuclear demagnetization (Chap. 10) is
much more powerful. I shall discuss the method here anyway for the following
reasons:

(a) The method was – as just mentioned – of importance in the 1970’s, because
it provided the necessary experimental conditions for the detection of the
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superfluid phase transitions of liquid 3He below 2.5 mK [8.4, 8.5] and for
the detection of the nuclear antiferromagnetic phase transition of solid
3He at 1 mK [8.6], both at Cornell University.

(b) This cooling method offers interesting insight into some important prop-
erties of matter, in particular liquid and solid 3He, to be discussed in the
following.

8.1 Phase and Entropy Diagrams of 3He

The unusual behavior of the melting curve of 3He below 1 K – the basis of
Pomeranchuk cooling – is exhibited in Fig. 8.1. Down to about 0.3 K the melt-
ing curve shows the usual positive slope, dPm/dT > 0, but below this temper-
ature the slope reverses sign and the pressure increases along the melting line
if the temperature is decreased. The melting curve of 3He shows a pronounced
minimum at 29.31 bar and 315 mK [8.6–8.10]. Obviously, if we move along the
melting curve below this minimum by increasing the pressure and so solid-
ifying more and more 3He, the temperature has to decrease (Pomeranchuk
cooling).

According to the Clausius–Clapeyron equation

dPm

dT
=

(Sliq − Ssol)m
(Vliq − Vsol)m

, (8.2)

(where the differences are taken at melting) and because the molar volume
of the liquid phase is always larger (by a constant value of 1.31 cm3 mol−1 at
T < 40mK [8.6, 8.7]) than the molar volume of the solid phase, we have

dPm

dT
< 0 if Sliq < Ssol . (8.3)

This negative slope of the melting curve means that we have the unusual
situation of a liquid phase with a smaller entropy than the solid phase
(Fig. 8.2). The fact that there is more order in the liquid state results in
solidification cooling if we perform an isentropic compression. The resulting
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cooling power is
Q̇ = ṅsolT (Ssol − Sliq)m , (8.4)

where ṅsol is the rate of solidification of 3He. The right-hand side of (8.4) is
the latent heat of solidification.

8.2 Entropies of Liquid and Solid 3He

Due to its nuclear spin I = 1/2 we have a spin disorder entropy of 3He, which
in the fully disordered state is given by

S = R ln 2 . (8.5)

At low enough temperatures, i.e., below the minimum of the melting curve
at 315 mK, this disorder entropy is far larger than other entropy contributions
of the liquid or solid phases of 3He, which will therefore be neglected in the
following. In both states the entropy has to decrease as the temperature de-
creases because eventually it has to vanish at absolute zero. The decrease
results from interactions between the nuclear spins or nuclear moments. The
interactions are different in the two states of 3He and the decrease of the spin
disorder entropy starts at different temperatures (Fig. 8.2).

Helium-3 atoms are spatially indistinguishable in the liquid state and we
have to apply Fermi–Dirac statistics as for conduction electrons in a metal.
In liquid 3He the atoms move rather freely and they approach each other
quite closely. Therefore, a strong interaction results. Most importantly, the
Pauli principle has to be applied to this Fermi liquid. That means that at
low enough temperatures we have two particles with opposite spins in each
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translational energy state. This reduces the volume of the Fermi sphere by
a factor of two compared to the situation with parallel spins. This “ordering
in momentum space” results in a corresponding reduction of the entropy.
Increasing the temperature results in excitation of particles near the Fermi
energy, as for conduction electrons, and an increase of the entropy according to

Sliq =
π2R

2
T

TF
= 4.56RT (8.6)

(below about 10 mK, along the melting line [8.10]), giving a Fermi temperature
of about 1 K at melting pressure.

In the solid phase the 3He atoms are constrained to vibrate about their
lattice sites. Again, the thermal kinetic energy and the excitation of phonons,
for example, are negligible at millikelvin temperatures; only the nuclear spin
contribution matters. Solid 3He at temperatures above 1 mK is a nuclear
paramagnet with spin 1/2 and bcc structure. The Pauli principle does not
apply to the occupation of energy states because the particles in the solid
phase are already distinguished by their spatial parameters. Because of their
very weak magnetic dipole and exchange interactions these particles can be
described as independent particles for temperatures T > 10 mK, resulting in
the full spin disorder entropy of S = R ln 2 for 10mK < T < 1K (Fig. 8.2).
Here Csol ∝ dSsol/dT ≈ 0, or small compared to Cliq (compare Fig. 8.3 with
Figs. 2.15 and 7.5). The interactions between the nuclear moments in solid
3He become noticeable at temperatures below about 10 mK, so the entropy
then starts to decrease in this phase as well. One type of interaction is the
direct nuclear dipole–dipole interaction, which was originally believed by
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Fig. 8.3. Specific heat of solid bcc 3He versus temperature. The numbers denote
the molar volume in cm3. The high-temperature T 3-behavior is due to phonons, the
low-temperature T−2-nature results from the nuclear spin–spin interactions [8.11]
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Pomeranchuk to be the only important one; this is a very weak interaction of
order 0.1 μ K. But solid 3He is a very remarkable material, because here – due
to the large zero-point motion – the overlap of the wave functions is so strong
that there is direct particle exchange, resulting in an exchange interaction
of order 1 mK. Solid 3He is the only system where the term “exchange” is
meant in the literal sense of the word: the particles exchange sites.

The nuclear magnetic properties of solid 3He were originally described in
terms of a spin I = 1/2 Heisenberg magnet with an exchange Hamiltonian
[8.12–8.14]

H = −2J
∑
i<j

IiIj , (8.7)

where J is the exchange coupling constant, which is 0.88 (mK) kB at melting
pressure, resulting in a nuclear antiferromagnetic ordering transition tempe-
rature of 0.93 mK [8.6, 8.10]1. With the general formula for the partition
function

Z = Tr{exp(−H/kBT )}, and S = kB
∂(T ln Z)

∂T
, (8.8)

we obtain for temperatures T > 3 mK

Ssol

R
	 ln 2 − 1.5

[
J

kBT

]2

+
[

J

kBT

]3

+ higher-order terms , (8.9)

for a bcc lattice [8.12–8.15], so that at T > 10 mK we have Ssol/R = ln 2 to
within 1%.

The details are rather complicated because the particles cannot move
“through” each other. Instead, they perform a cyclic motion, leading, in
addition to the two-particle exchange, to three-particle and four-particle
exchanges, to keep out of each other’s way. In more elaborate theories these
processes have been taken into account [8.12–8.14]. Anyway, the exchange
interaction results in a pronounced decrease of the entropy of solid 3He below
about 1 mK due to the antiferromangetic nuclear magnetic ordering [8.6],
see Fig. 8.2.

8.3 Pomeranchuk Cooling

As is obvious from Fig. 8.1, for Pomeranchuk cooling we have to start with
liquid 3He at T < 0.32 K and perform a continuous adiabatic solidification
of part of it, meaning that the sum of the entropies should be kept con-
stant as we compress along the melting curve. If the process is isentropic
we can calculate the relative amount of solid phase and liquid phase in our
experimental chamber from
1 The transition temperature is 0.90 mK at the new temperature scale PLTS-2000

(Sect. 11.3)
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ntotalSliq(Ti) = nsolSsol(Tf) + (ntotal − nsol)Sliq(Tf) (8.10)

and therefore
nsol

ntotal
=

Sliq(Ti) − Sliq(Tf)
Ssol(Tf) − Sliq(Tf)

. (8.11)

We see that the lower the starting temperature Ti, the smaller the propor-
tion of 3He which we have to solidify to obtain a desired final temperature
Tf . For example, for Ti = 25mK and Tf = 3mK, only 20% of the liquid has
to be solidified. It is always advantageous to have a large amount of liquid in
the experimental chamber in order to obtain fast thermal equilibrium and to
avoid the possibility of crushing solid crystals.

The temperature dependence of the cooling power of this refrigeration
process at 5mK ≤ T ≤ 30mK (using (8.6)) is given by

Q̇ = ṅsolT (Ssol − Sliq) = ṅsolT (R ln 2 − 36T ) ∝∼ T (8.12)

when nsol moles are solidified per unit time. Q̇ decreases proportional to tem-
perature rather than proportional to temperature squared as it did for the
dilution refrigerator (Fig. 8.4) because Sliq � Ssol = const. at these tempera-
tures.
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Fig. 8.4. Comparison of the relative cooling powers Q̇/ṅ of a Pomeranchuk refrig-
erator and of 3He–4He dilution refrigerator. In the former case liquid is converted
into solid at a rate of 10 μmol s−1; in the latter case 3He is being removed from the
mixing chamber at the same rate [8.16]
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Fig. 8.5. Ratio W/Q of compressional work to heat extraction as a function of
temperature [8.16]

Two experimental problems had to be solved before Pomeranchuk’s idea
could be converted into a refrigeration device. Firstly, when 3He is compressed
we perform mechanical work according to

Ẇ = −ṅsolPm(Vsol − Vliq) . (8.13)

This has to be compared to the temperature-dependent cooling power
(8.12). The ratio of the two is given by

W

Q
= −Pm

T

ΔV

ΔS
= −Pm

T

dPm

dT
. (8.14)

This ratio – which is shown in Fig. 8.5 – is always larger than 10 and can
reach values above 100 at temperatures below about 8 mK. Work itself would
do no harm if performed reversibly, but obviously the system will not cool if
even only a small fraction of this mechanical work is irreversibly transformed
into heat, for example, by rubbing or crushing of the 3He crystals or by ex-
ceeding the elastic limit of the cell wall. Fortunately, only a small fraction of
liquid 3He has to be solidified in practice (see earlier). It was a happy surprise
that Pomeranchuk cooling worked, an indication that physicists were indeed
able to build setups for this refrigeration method where these problems could
be avoided (see later).

In the earlier discussions I have assumed thermodynamic equilibrium,
μliq = μsol, which is justified by the hydrostatic and thermal equilibria
established by the liquid phase as long as there is not too much solid 3He
in the cell, and if the solid crystals are small enough that thermal conduction
and nuclear spin diffusion keep the crystals in equilibrium.
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Secondly, the shape of the melting curve of 3He has a substantial impact
on how Pomeranchuk cooling can be realized. The precooled sample cell is
connected to a room-temperature compressor via a capillary. If we increase
the pressure of 3He in this capillary, the minimum of the melting curve at
T = 0.32K is hit first at some intermediate point along the capillary, and
a solid plug will be formed there. This plug will isolate the cell at T < Tmin

from the room temperature setup and we cannot increase the pressure in it by
increasing the gas pressure at room temperature. One therefore has to resort to
an indirect pressure increase by “squeezing” the cold cell. How this squeezing is
accomplished distinguishes the various Pomeranchuk refrigerators. An indirect
hydraulic pressure increase can be achieved by surrounding the sample cell
containing the 3He by a second cell containing 4He. The 3He is then first
compressed until a solid plug has been formed in the filling capillary. At that
moment everything is at the pressure of the minimum of the melting curve
(29.3 bar). Any further pressure increase can only be achieved by increasing
the pressure in the surrounding 4He chamber, which will compress the walls
separating it from the 3He sample cell. The pressure in the 3He sample cell is
then given by

P (3He) = Pwall + P (4He) . (8.15)

Of course, it is now also not possible to measure the pressure in the 3He
sample cell by connecting it to a room-temperature manometer. We have to
measure the pressure in situ at low temperatures, which can be done with a
low-temperature capacitive pressure transducer (Sect. 13.1). The 4He is not a
heat load on the device because its specific heat and that of the cell walls are
very small at these temperatures compared to the specific heat of liquid 3He
(Fig. 2.9).

Experimental advances in Pomeranchuk cooling were obtained in three
steps. As mentioned at the beginning of this chapter, in 1965, in his original
experiment, Anufriev [8.1] reached a temperature of 18 mK (or lower) start-
ing from 50 mK. About four years later, Wheatley, Johnson and co-workers
[8.2, 8.3] using a more elaborate design, demonstrated the full power of
Pomeranchuk cooling by achieving a minimum temperature of about 2 mK
(Fig. 8.6). Very successful Pomeranchuk cells were built at Cornell Univer-
sity [8.4–8.6, 8.17, 8.18] making use of convoluting flexible Be–Cu bellows, as
shown in Fig. 8.7. In such a design bellows with different diameters can be com-
bined to work as hydraulic pressure amplifier and to allow for the fact that 4He
has a lower freezing pressure than 3He (Fig. 2.4). The Cornell device enabled
the scientists there to detect the superfluid transitions of liquid 3He [8.4, 8.5]
and the nuclear antiferromagnetic transition of solid 3He [8.6], (Fig. 2.4). More
recent applications of Pomeranchuk cooling are investigations of the influence
of nuclear polarization on the properties of liquid 3He [8.19–8.21]. Here the
advantage is that this cooling method is only weakly influenced by moderate
magnetic fields. The cells to be used in changing high magnetic fields are then
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4He

3He

Fig. 8.8. Plastic Pomeranchuk refrigerator cell of Vermeulen and Frossati,
University of Leiden, 1989, with a Kapton tube separating the 3He and the 4He
spaces

made almost entirely of plastic with a stretched Kapton tube as the pressure
transmitter (Fig. 8.8).

In these applications of Pomeranchuk cooling, the cell is precooled by a
3He −4He dilution refrigerator to about 25 mK, and the pressures and vol-
umes in the 3He and 4He cells are monitored by low-temperature capacitive
manometers (Sect. 13.1). The experiments have clearly demonstrated that
Pomeranchuk cooling is rather powerful if 3He at melting pressure is itself
the subject of the investigation. If one wants to apply Pomeranchuk cooling
to refrigerate other materials indirectly, one has the problem of the Kapitza
thermal boundary resistance between the 3He inside the Pomeranchuk cell
and the sample, which is connected to the outside of the cell or floating in
the 3He. Thermal contact problems are even more severe because, due to
the slope of the melting curve, solid 3He with its low thermal conductivity
forms at the warmest places of the device, i.e., at the places where heat has
to be absorbed [8.22]. In principle, Pomeranchuk cooling is more powerful
than dilution refrigeration below about 50 mK, where it has a higher cool-
ing power at the same ṅ (Fig. 8.4), but a disadvantage – in addition to the
experimental problems already mentioned – compared with the latter is its
discontinuous nature. Pomeranchuk cooling is basically a “one-shot” method.
It can be carried out in a semicontinuous mode by continuously compressing at
a controlled rate to keep the temperature constant [8.23]. However, it seems to
be easier to continuously circulate 3He in a dilution refrigerator. In addition,
Pomeranchuck cooling is limited to T ≥ 2 mK. For the first reasons given
earlier, continuous dilution refrigeration is most widely used for T ≥ 5mK,
and for the last reason nuclear refrigeration is the method of choice for lower
temperatures.
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Problems

8.1. Why must dPm/dT = 0 at T = 0?

8.2. What is the temperature dependence of the cooling power of a
Pomeranchuk refrigerator at 3mK ≤ T ≤ 10mK (see Fig. 2.15 for Sliq) and
for 10mK ≤ T ≤ 316mK?

8.3. Calculate the crossing point of the cooling power of a 3He–4He dilution
refrigerator and a Pomeranchuk refrigerator, as shown in Fig. 8.4 for the 3He
rates given in the figure caption.

8.4. Discuss the temperature dependence of the ration W/Q of compressional
work to heat extraction as a function of temperature, as depicted in Fig. 8.5.

8.5. Calculate the minimum temperature to which Pomeranchuk cooling
would work if the nuclear magnetic ordering of solid 3He did not occur at
1 mK due to strong exchange interaction, but only were caused by nuclear
dipole–dipole interaction, see (10.1) (the nuclear magnetic moment of 3He is
μ = 2.13μn).

8.6. Calculate the solidification rate of 3He in a Pomeranchuk cell necessary
to keep a temperature of 8 mK constant at an external heat leak of 1 μW.
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Refrigeration by Adiabatic Demagnetization
of a Paramagnetic Salt

In the year 1922 H. Kamerlingh Onnes reached 0.83 K by pumping on his liq-
uid 4He bath with an enormous battery of pumps. Realizing that there would
be no element with a lower boiling point than helium, he predicted that this
temperature would remain the minimum temperature achievable by mankind
in the laboratory unless somebody discovered a completely new refrigeration
technology that did not depend on the latent heat of evaporation. (Of course,
he was not aware that there exists a lighter helium isotope, 3He, which pushes
this limit down by about a factor of 3.) In 1926, a completely new refriger-
ation technology was proposed. P. Debye and W.F. Giauque independently
made the proposal that lower temperatures could be reached by using the
magnetic disorder entropy of electronic magnetic moments in paramagnetic
salts, a method later called adiabatic demagnetization of paramagnetic salts.
Not until seven years later, in 1933, was this proposal converted into a practi-
cal realization, when W.F. Giauque and D.P. MacDougall (Berkeley) reached
0.53 K, and a little later W.J. de Haas, E.C. Wiersma and H.A. Kramers
(Leiden) reached 0.27 K. In fact, this was the first important low-temperature
experiment since the end of the 19th century in which the University in Lei-
den was not the first to achieve success (for this early work see the relevant
references in [9.1–9.3]).

Adiabatic demagnetization of paramagnetic salts was the first method of
refrigeration to reach temperatures significantly below 1 K. Today this method
can be applied to experiments in the range 2mK ≤ T ≤ 1K. For the last
decades it has not been used much, because it has been replaced by the
3He–4He dilution refrigerator, which has the substantial advantage of being
a continuous refrigeration method. I will discuss adiabatic demagnetization
of paramagnetic salts for historical reasons and because it may become of
importance again for refrigeration in space flights. In addition, it is the ba-
sis for understanding the presently much more important nuclear adiabatic
demagnetization to be discussed in Chap. 10.
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9.1 The Principle of Magnetic Refrigeration

Let us consider paramagnetic ions with an electronic magnetic moment μ
in a solid. We assume the energy εm of interaction between the moments
themselves as well as with an externally applied magnetic field to be small
compared to the thermal energy kBT . This means that we are considering free
paramagnetic ions with magnetic moment μ and total angular momentum J
with entropy contribution

S = R ln(2J + 1) (9.1)

if they are completely disordered in their 2J + 1 possible orientations with
respect to a magnetic field.

As in the case of Pomeranchuk cooling, it is this magnetic disorder entropy
which we want to use for refrigeration. At the temperatures of interest in this
chapter, this magnetic disorder entropy, which is of the order of joules per
mole of refrigerant, is always large compared to all other entropies of the
system, for example the lattice and conduction electron entropies, which we
will therefore neglect.

If the temperature is decreased, eventually the interactions between the
magnetic moments will become comparable to the thermal energy. This will
then lead to spontaneous magnetic order, e.g., ferromagnetic or antiferro-
magnetic orientation of the electronic magnetic moments. As a result the
entropy will decrease and approach zero, as required by the third law of
thermodynamics. An externally applied magnetic field will interact with
the magnetic moments, at least partially orienting them along its axis to
create a magnetized state of higher order. Therefore, in the presence of a
field the entropy will decrease at a higher temperature than without a field
(Fig. 9.1).

The entropy diagram of Fig. 9.1 makes it very easy to understand magnetic
refrigeration. We bring the paramagnetic salt in contact with a precooling bath
to precool it to a starting temperature Ti. Then a magnetic field Bi is applied
to perform an isothermal magnetization at Ti from B = 0 to B = Bi. During
this process the heat of magnetization has to be absorbed by the precool-
ing bath. The next step is thermal isolation of the paramagnetic salt from
the surrounding bath which then allows the adiabatic demagnetization to be
carried out by reducing the external field from its starting value Bi to a fi-
nal field Bf , which may be in the millitesla region. The temperature has to
decrease accordingly (Fig. 9.1). Finally the cooling agent, the paramagnetic
salt, will warm up along the entropy curve at Bf = const. due to an external
heat leak until its cooling power has been used up. It is obvious from Fig. 9.1
that a spontaneous magnetic ordering process of the magnetic moments rep-
resents the lower limit for magnetic refrigeration. Magnetic refrigeration is a
“one-shot” technique, where the demagnetization ends at a low field and then
sample and refrigerant warm up.
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Fig. 9.1. Molar entropy of a single crystal of the paramagnetic salt CMN with
angular momentum J = 1/2 (Sect. 9.4) as a function of temperature for magnetic
fields applied along the cystallographic a axis. For the refrigeration process the salt
is first isothermally magnetized (AB), and then after thermal isolation adiabatically
demagnetized (BC). Eventually it warms up along the entropy curve at the final
demagnetization field, which is zero in the example shown. The heat of magnetization
during magnetization is given by the rectangle ABDS∞. The cooling power of the
salt after demagnetization is given by the shaded area [9.4]

9.2 Thermodynamics of Magnetic Refrigeration

In this section I present some simple thermodynamic calculations relevant for
the three steps of a magnetic refrigeration process.

Heat of Isothermal Magnetization

The heat of magnetization released when the applied field is increased from
zero to Bi and which has to be absorbed by the precooling bath at constant
temperature Ti is given by

Q(Ti) = nTi[S(0, Ti) − S(Bi, Ti)] (9.2)

or more exactly

Q(Ti) = nTi

∫ Bi

0

(∂S/∂B)Ti dB = nTi

∫ Bi

0

(∂M/∂T )B dB , (9.3)

where M is the magnetization (magnetic moment per unit volume). The re-
sulting Q(Ti) is indicated in (Fig. 9.1); it is typically several joules per mole
of refrigerant, so it can easily be absorbed by an evaporating helium bath,
with its latent heat of several of joules per mole, or by a 3He−4He dilution
refrigerator if lower starting temperatures are required.
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Adiabatic Demagnetization

For free magnetic moments the entropy is a function of just the ratio of mag-
netic energy to thermal energy. We therefore have for the adiabatic process

S(Bi/Ti) = S(Bf/Tf) , (9.4)

which results in
Tf/Bf = Ti/Bi . (9.5)

We arrive at the same result by remembering that the magnetization does not
change during adiabatic changes of the magnetic field. Of course, we cannot
reach Tf → 0 by letting Bf → 0 because eventually the condition kBT � εm is
violated and the internal interactions will align the moments and the entropy
vanishes (Fig. 9.1).

Warming-up due to External Heating

The cooling power of the salt after demagnetization to Bf , or the heat it can
absorb as it is warming up, is given by

Q(Bf) = n

∫ ∞

Tf

T (∂S/∂T )Bf dT . (9.6)

This hatched area is indicated in Fig. 9.1. It is, of course, substantially smaller
than the heat of magnetization due to the fact that the energy is absorbed at
a temperature T < Ti. Hence the external heat leak should be kept as small
as possible.

These results demonstrate that one has to find a compromise between a
low final temperature Tf [which would require a low final field Bf ; see (9.5)],
and a large cooling power (which requires a large final field; see Fig. 9.1).

For the above analysis we have to know the entropy S(B, T ), which can
be calculated from data for the specific heat as a function of temperature and
field according to

S(B, T1) − S(B, T2) =
∫ T1

T2

(CB/T ) dT . (9.7)

Another possibility is to use the magnetization

M =
χB

μ0

(9.8)

to calculate the magnetic entropy via the Maxwell relation (∂S/∂B)T =
(∂M/∂T )B .
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9.3 Non-Interacting Magnetic Dipoles
in a Magnetic Field

If we have paramagnetic ions carrying a magnetic moment μ and a total
angular momentum J , then at temperature T the (2J + 1) energy levels with
energies εm will be populated according to

P (m) = e−εm/kBT
+J∑

m=−J

e−εm/kBT , (9.9)

and the partition function is given by

Z =

(
+J∑

m=−J

e−εm/kBT

)N0

. (9.10)

Once we have calculated the partition function, we can calculate all the re-
quired thermodynamic properties, for example

S = R∂(T ln Z)/∂T ,
CB = T (∂S/∂T )B ,
M = RT (∂ ln Z/∂B)T ,

(9.11)

and hence the susceptibility χ = (∂M/∂B)T is known as well. In other
words, once we know the energies εm, everything else can be calculated.
Fortunately, if we assume non-interacting magnetic dipoles in an external
magnetic field, where εm � kBT , we have

εm = −μ ·B = μBgmB , (9.12)

with the electronic Landé factor

g = 1 +
J(J + 1) + S(S + 1) − L(L + 1)

2J(J + 1)
, (9.13)

here, S, J, L refer to the spin, the total and orbital angular momenta, respec-
tively.

In (9.12), μB = e�/2me = 9.27× 10−24 J T−1 is the Bohr magneton and
m = −J, . . . , 0, . . . , +J are the magnetic quantum numbers.

Accordingly, the partition function for independent magnetic dipoles is
given by

Z =

(
+J∑

m=−J

e−mx

)N0

=
[
sinh[(J + 1/2)x]

sinh(x/2)

]N0

(9.14)



208 9 Refrigeration by Adiabatic Demagnetization of a Paramagnetic Salt

with x = μB gB/kB T . After some manipulation we find

S/R = (x/2){coth(x/2) − (2J + 1) coth[x(2J + 1)/2]}
+ ln

[
sinh[x(2J + 1)/2]

sinh(x/2)

]
, (9.15a)

CB/R = (x/2)2 sinh−2(x/2) − [x(2J + 1)/2]2 sinh−2[x(2J + 1)/2], (9.15b)

M/Ms = [(2J + 1)/2J ] coth[x(2J + 1)/2] − (1/2J) coth(x/2) , (9.15c)

where Ms = N0μBgJ is the molar saturation magnetization, and the right-
hand side of (9.15c) is the polarization P or the Brillouin function BJ(x).
This function is tabulated for various J in [9.2, 9.3]. The Brillouin function
BJ(x) = M/Ms for various J is shown in Fig. 10.5 as a function of x−1 and
the dependence of the specific heat CB on x for various J is depicted in
Figs. 3.8, 3.10 and 10.4. These results demonstrate a previously mentioned
fact, namely that with the above assumptions the entropy is a function of
B/T only. Therefore, in Fig. 9.1 the entropy curves are simply translated if
we change the field. In addition, the above results give (9.5), valid for an ideal
adiabatic process: S = const. and therefore B/T = const., which means that
the starting conditions determine the final state.

The above equations cannot, of course, be used in the limit Bf → 0,
because then the assumption of negligible interactions between the moments
breaks down. For very small Bf we have to replace Bf in the above equations
by an effective field

Beff =
√

B2
f + b2 (9.16)

acting on the moments, where b is an internal field resulting from the neigh-
bouring moments in the paramagnet. This then leads to

Tf =
Ti

Bi

√
B2

f + b2 . (9.17)

The internal field b (or the magnetic ordering temperature Tc; see below)
determines the minimum temperature Tf,min that can be reached by demag-
netizing to Bf = 0. Finally, we find that the magnetization and entropy are
kept constant during the demagnetization process or, in other words, that the
populations of the various energy levels do not change during the demagneti-
zation (Fig. 10.2). Only their energy difference changes when we decrease the
field. Figure 9.1 also demonstrates that the cooling power Q is proportional to
the final field Bf . When the demagnetized salt absorbs heat it has to change
the population of its energy levels, which means that the spins of the para-
magnetic ions have to flip. The ions can absorb more heat if the energy change
per spin flip is larger, i.e., if their energy separation, which is proportional to
the field Bf , is larger.
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Very often the magnetic energy gμB B is substantially smaller than the
thermal energy kB T , or x � 1. In this approximation one does not have to use
the full (9.15) but can use the so-called high-temperature approximations. I
will give these approximations in Chap. 10, on nuclear demagnetization, where
usually x � 1, because the nuclear moments are rather small.

9.4 Paramagnetic Salts and Magnetic Refrigerators

The behavior of a magnetic refrigerator is mainly determined by the
experimental starting conditions (Bi, Ti), the heat leaks (Sect. 10.5), and the
properties of the selected paramagnetic salt. Typical starting conditions for
paramagnetic refrigeration, Bi = 0.1–1T, Ti = 0.1–1 K, are fairly easy to
achieve nowadays. With these starting conditions large entropy reductions
are possible (Fig. 9.1).

I shall not discuss here the magnetic and electric interactions of para-
magnetic ions in salts; they have been covered in [9.3, 9.5]. In general, the
paramagnetic refrigerant, the salt, should have a low magnetic ordering tem-
perature Tc and a large magnetic specific heat in order to achieve a large
cooling power, which means a large angular momentum J (Fig. 3.10). The or-
dering temperature Tc is determined by the interactions between the magnetic
moments, which create the internal field b.

Paramagnetic salts suitable for magnetic cooling must contain ions with
only partly filled electronic shells, i.e., either 3d transition elements or 4f rare
earth elements. The following four paramagnetic substances have often been
used for magnetic refrigeration in the so-called “high-temperature range” as
well as in the “low-temperature range” (where Tc is the approximate magnetic
ordering temperature).
“High”-temperature salts:

MAS : Mn2+SO4 · (NH4)2SO4 · 6H2O; Tc 	 0.17K
FAA : Fe3+

2 (SO4)3 · (NH4)2SO4 · 24H2O; Tc 	 0.03K

“Low”-temperature salts:

CPA : Cr3+2 (SO4)3 · K2SO4 · 24H2O; Tc 	 0.01K
CMN : 2Ce3+(NO3)3 · 3Mg(NO3)2 · 24H2O; Tc 	 0.002K .

Their entropy curves are depicted in Fig. 9.2.
All these salts contain a lot of water of crystallization, which assures a

large distance (about 1 nm in CMN) between the magnetic ions and therefore
leads to a low magnetic ordering temperature. Details on the properties of
these and other suitable salts can be found in [9.1–9.3, 9.5–9.7].

Due to the weak interactions between the rather remote and well-sheltered
Ce3+ ions in CMN [9.6], which result in a small internal field b and a low
ordering temperature Tc (Fig. 9.1), this salt has been quite en vogue as a
refrigerant as well as for thermometry (Sect.12.9). Its electronic ground state
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Fig. 9.2. Entropies S (divided by the gas constant R) of four salts suitable for
paramagnetic demagnetization as a function of temperature in zero field (——)
and in 2 T (– – –). (For the chemical formula of the salts see the text.)

is a doublet with an effective spin of one-half at T < 1 K. CMN has been
extensively used by Wheatley and coworkers [9.7, 9.8] to refrigerate liquid
3He to about 2 mK. This low final temperature is possible due to a magnetic
coupling between 3He nuclear moments and Ce electronic moments which
strongly reduces the thermal boundary resistance (Sect. 4.3.2). Even lower
temperatures can be achieved by using LCMN, a salt where the magnetic Ce
ions are partly replaced by non-magnetic La ions [9.9–9.11]. This dilution,
of course, reduces the cooling power/volume as well. CMN and LCMN are
the salts with the lowest known electronic magnetic ordering temperature. A
combination of a moderate dilution refrigerator and a magnetic refrigeration
stage of CMN or LCMN at a starting field of about 1 T is a very suitable and
reasonably cheap setup for 3He research. For the use of CMN and LCMN in
magnetic thermometry, see Sect. 12.9.

Figure 9.3 shows some typical setups for paramagnetic refrigeration used
mainly in the 1960s and 1970s before the advent of the dilution refrigerator;
they are described in [9.1–9.3, 9.7–9.14] and references therein.

The advantages of paramagnetic refrigeration are that the required start-
ing conditions can be fairly easily achieved with simple dilution refrigerators
and superconducting magnets. In addition, the refrigerant can also be used
as a thermometer by applying the Curie law χ = λ/T to determine the tem-
perature T by measurements of the susceptibility χ of the salt (Sect. 12.9).
However, paramagnetic refrigeration also has some severe drawbacks. The
thermal conductivity of dielectric salts is rather poor; a typical value is



9.4 Paramagnetic Salts and Magnetic Refrigerators 211

Epibond 100 Å body

FAA guard salt

Superconducting
heat switch

4He filling tube
ø0.24 mm, 60 cm long

3He filling tube
ø0.1 mm

3He column

Inner wall of cell

Carbon thermometer

Heater

Salt specimen

CMN thermometer

CMN powder

Epibond 100 Å

Teflon

Nylon

Copper

Lead

3 cm

Connected
to dilution refrigerator

Zinc switch

Copper wire brush

Cloth filter

Sample holder

Soap seal with
screw threads

2 cm
(b)(a)

Fig. 9.3. Two paramagnetic refrigerators used by Wheatley and co-workers
(a): [9.7]; (b): [9.12]. These original references and [9.1] should be consulted for
details

10−4 W K−1 cm−1 at 0.1 K. It is therefore difficult to achieve thermal equi-
librium within the salt, leading to temperature gradients and long thermal
relaxation times in the millikelvin temperature range. Similarly it is rather
difficult to achieve thermal contact to the salt and special construction meth-
ods have been developed for paramagnetic refrigeration stages. Probably, the
mostly applied one is to compress the powdered salt (typically at 100 bar
pressure) together with some “glue” (Apiezon grease or oil or epoxy) and
the ends of some fine Cu or Ag wires spread out uniformly in the pill. The
other end of the wires should already have been welded to the places where
the thermal contact is desired (to a heat switch connecting to the precool-
ing stage and to a metal plate for mounting experiments and thermome-
ters), see Figs. 12.37, and 12.39. In some cases it may be necessary to seal the
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salt pill to prevent chemical changes (dehydration) leading to deterioration.
Consideration of the thermal path from the spins to the lattice of the salt,
to the metal wires, and to the sample/thermometer is advised to avoid un-
necessary, unpleasant surprises [9.2]; these problems, of course, become more
and more serious the lower the temperature range of operation. Finally, the
minimum temperature is determined by interactions of the electronic magnetic
moments with their surroundings and eventually by spontaneous magnetic or-
dering, leading to a minimum temperature of about 2 mK for paramagnetic
refrigeration (reached in 1953 with CMN). Because these temperatures can
nowadays also be achieved by dilution refrigerators, this latter continuous
refrigeration method has replaced magnetic refrigeration with paramagnetic
salts. For lower temperatures, where dilution refrigerators become inefficient,
magnetic refrigeration using nuclear magnetic moments in metals is the only
known refrigeration technique and will be discussed in detail in the following
chapter.

Recently, compact adiabatic demagnetization refrigerators for small labo-
ratory experiments and, in particular, for space applications have been devel-
oped [9.15,9.16]. They have a typical minimum temperature of 30 to 50 mK, a
time constant of 1 s at 100 mK, and a cooling power of about 1 μW at this tem-
perature. Single-stage paramagnetic refrigerators are operated from a starting
temperature of 1.5 K, double-stage refrigerators can commence from the nor-
mal boiling temperature of 4He (4.2 K). By regulating the remaining magnetic
field after demagnetization, a stable temperature can be maintained for many
hours and the typical hold time at 100 mK is 24 h. As paramagnetic salts ferric
ammonium alum (FAA) with J = 5/2 or chromic caesium alum (CCA) with
J = 3/2 have been used. They can be applied for cooling microcalorimeters or
bolometers in infrared, millimeter-wave and X-ray astronomy and as test beds
for the development of detectors for millimeters, X-rays and dark matter.

Another cause for revival of adiabatic demagnetization using paramagnetic
salts may result from the recent introduction of a commercial system, combin-
ing a low-vibration 4 K/1 W pulse-tube cooler (see Sect. 5.3) as a precooling
stage for an adiabatic demagnetization stage. This setup is offered with a
variety of experimental probes, thermometry and magnetic shielding instal-
lations for temperatures to 100 mK and as an option with a superconducting
magnet supplying 12 T. The device enables the user to perform cryogen-free
millikelvin/high-magnetic-field measurements.

Problems

9.1. At which value of x does the high-temperature approximation (10.4)
for the magnetic heat capacity deviate by 5% from the exact result given in
(9.15)?

9.2. Calculate the cooling power of 1 mole CMN if it is demagnetized from
2 T, 1 K to zero field (Fig. 9.2). Calculate for the same experiment the heat of
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magnetization which has to be removed if this salt is magnetized isothermally
to 2 T. Perform the same calculation for the situation sketched in Fig. 9.1.

9.3. To which temperature does one have to refrigerate a solid containing
paramagnetic ions with spin 1/2 and magnetic moments equal to one Bohr
magneton in a field of 3 T so that 75% of the atoms are polarized with their
spins parallel to the external magnetic field?
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Refrigeration by Adiabatic Nuclear
Demagnetization

There are many elements and compounds that contain no electronic magnetic
moment but whose nuclei carry nuclear magnetic moments. These nuclear
magnetic moments can be used for magnetic refrigeration in a similar way
as the electronic magnetic moments. Nuclear magnetic refrigeration was pro-
posed, and nowadays is applied in several specialized laboratories, to avoid the
main disadvantages of electronic paramagnetic refrigeration – the low thermal
conductivities and the “high” magnetic ordering temperatures of paramag-
netic salts – and to refrigerate into the microkelvin temperature range.

The minimum temperature for magnetic refrigeration is given by sponta-
neous magnetic ordering. The interaction energy between magnetic moments
in the simplest case, for dipole–dipole interaction only, is given by

εd = μ · b =
μ0μ

4π
·
∑

i

(
μi

r3
i

− 3r i
μi · r i

r5
i

)
, (10.1)

where b is the internal dipole field created by neighbours, r i is the distance bet-
ween the dipoles with magnetic moments μi, and μ0 = 4π×10−7 V s A−1 m−1.
This means that the ordering temperature is

Tc ∝ μ2

r3
. (10.2)

Because the nuclear magnetic moments are of the order of the nuclear mag-
neton μn = 5.05 × 10−27 J T−1 rather than of the Bohr magneton μB =
9.27 × 10−24 J T−1, which we had for the electronic magnetic moments, the
ordering temperature due to nuclear dipole–nuclear dipole interaction is much
lower, typically of the order of 0.1 μK or less. Therefore, nuclear magnetic
refrigeration can be used to much lower temperatures than electronic mag-
netic refrigeration; it has opened up the microkelvin temperature range to
condensed-matter physics.

For electronic magnetic refrigeration we could not use pure metals with
their high thermal conductivity because the magnetic ordering temperature
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of magnetically ordering metals with their conduction electrons polarized by
exchange interaction is usually substantially higher than the magnetic or-
dering temperature of electronic moments in paramagnetic salts. But now
for nuclear magnetic refrigeration, where we have the weak nuclear magnetic
moments, we can use metals and can take advantage of their high thermal
conductivity. In addition, we have the advantage that the density of moments
in these metals is substantially higher than the density of electronic moments
in the highly diluted paramagnetic salts suitable for magnetic refrigeration,
giving a large nuclear entropy density.

But the advantages offered by nuclear magnetic refrigeration due to the
small nuclear magnetic moments are counteracted by experimental problems
resulting precisely from the small size of these moments. To achieve a reduc-
tion of the nuclear magnetic entropy of, at least, a few percent we need rather
demanding starting conditions for the magnetic field and for the temperature.
If we take, e.g., the “work horse” of nuclear magnetic refrigeration, copper,
then even with the starting conditions Bi = 8 T and Ti = 10mK we get a
reduction of the nuclear magnetic entropy of only about 9% (Fig. 10.1). As
shown in Fig. 10.2, even at starting conditions of Bi = 8T and Ti = 6mK,
the relative population of each of the Zeeman levels of Cu nuclei differs from
the population of neighbouring levels by only a factor of two. The cooling
power is given by Q = n

∫
Tds, and because we now also want to work at

substantially lower temperature, Q is typically a factor of 1,000 smaller than
for electronic magnetic refrigeration. If we take the example of Fig. 10.2 that,
starting from Bi = 8 T and Ti = 6mK, field and temperature are reduced by
a factor of thousand to Bf = 8 mT, Tf = 6 μK (ideal adiabatic process), each
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Fig. 10.1. Molar nuclear spin entropy S of Cu nuclei in various magnetic fields
as a function of temperature. The arrow indicates an adiabatic demagnetization
process from 8 T to 8 mT. The full nuclear spin disorder entropy of copper nuclei
with I = 3/2 is R ln(4) as indicated on the vertical axis. The dashed line is the
nuclear spin entropy of Cu in zero field according to the data of [10.1]; it indicates
the spontaneous antiferromagnetic ordering of the Cu nuclear spins
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DE = 4.4 mK 
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Ti = 6 mK

Bf = 8 mT
Tf = 6 mK

-3/2

-1/2
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Fig. 10.2. Zeeman levels of Cu nuclei with spin I = 3/2 in a starting magnetic field
of 8 T and after demagnetization to 8 mT. The relative population of the levels and
the indicated energy separation ΔE correspond to a starting nuclear spin tempera-
ture of 6 mK and a final nuclear spin temperature of 6 μK. The field to temperature
ratio is chosen so that the relative population of neighbouring levels differs by a
factor of two

spin flip associated with a transition of a nucleus from one level to the next
higher one, gives a cooling power corresponding to a temperature difference
of only 4.4 μK for Cu.

A final point to consider is the transfer of the spin temperature. When
we demagnetize the nuclear magnetic moments the nuclear spin system may
reach a very low temperature, but we have to ask how this very low nuclear
spin temperature is transferred to the rest of the system, to the electrons and
to lattice vibrations, which determine the “temperature” of our refrigerant –
unless we are only interested in the cold nuclear spin system itself. Here again,
metals are much more suited than paramagnetic salts because of their much
shorter spin–lattice relaxation times. This problem will be discussed later.

Nuclear magnetic refrigeration was first proposed in 1934 by C.J. Gorter,
and in 1935 independently by N. Kurti and F.E. Simon. However, due to
severe experimental problems and because even the temperature range ac-
cessible by electronic magnetic refrigeration had not yet been explored, no
experimental realization was tried before the end of World War II. Only in
1956 did a group at Oxford University, led by Kurti, try a practical appli-
cation of this cooling method [10.2, 10.3]. They succeeded in reducing the
nuclear spin temperature to the low microkelvin temperature range by us-
ing 0.1 mm diameter copper wires as a refrigerant and starting from 12 mK
and 3 T. But in their experiment the temperature of the electrons and of the
lattice vibrations was not reduced below the starting temperature of 12 mK,
and the nuclear spins warmed up from the obtained low microkelvin tem-
perature to the starting temperature of 12 mK within a few minutes. Only
about a decade later were more trials performed, in particular at Oxford, La
Jolla, and Helsinki, to improve the situation. Osgood and Goodkind [10.4],
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and Symco [10.5] were the first to achieve considerable electron and lattice
refrigeration by adiabatic nuclear demagnetization, in the late 1960s. Since
the beginning of the 1970s knowledge and experimental equipment have been
available to develop nuclear cooling to a refrigeration technology for achiev-
ing temperatures clearly below those already available by electronic magnetic
refrigeration. Here, in particular, the work of Lounasmaa and his co-workers
at Helsinki was of great importance [10.6]. They were the first to combine a
3He–4He dilution refrigerator for precooling with a superconducting magnet
for magnetization to obtain the required starting conditions. References to
the early work on nuclear refrigeration as well as credit to the pioneers of this
technology can be found in [10.7,10.8]; these two books also contain the basic
physics and many of the equations to be used in this chapter. The state of the
art of nuclear demagnetization refrigeration was reviewed in 1982 by Andres
and Lounasmaa [10.9], and in 1988 by Pickett [10.10].

In principle, the procedure for nuclear magnetic refrigeration is identi-
cal to that for electronic magnetic refrigeration. However, in practice there
are substantial differences due to the small nuclear moments and very low
temperatures involved. Schematic setups of nuclear refrigerators are shown in
Fig. 10.3. A superconducting magnet with a maximum field of typically 8 T
is required in order to magnetize (polarize) the nuclear moments of typically
10–100 mol Cu. This nuclear refrigeration stage is precooled by a 3He–4He

Dilution
refrigerator

Dilution
refrigerator

Support

Sample in
low field

Super-
conducting
heat switch

Cu

Cu

8 T solenoid

6 T solenoid

Double-stage nuclear
demagnetization refrigerator

Single-stage nuclear
demagnetization refrigerator

PrNi5

Fig. 10.3. Schematic of a single-stage Cu nuclear demagnetization refrigerator and
of a double-stage PrNi5/Cu nulcear demagnetization refrigerator. In the double-
stage design the extra PrNi5 stage decreases the starting temperature for demagne-
tizing the Cu stage. It also decreases the heat leaking by thermal conductance from
the parts at higher temperature to the Cu stage, and to experiments and samples
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dilution refrigerator – which has to absorb the large heat of nuclear magneti-
zation – to a starting temperature of typically 10–15 mK. A superconducting
heat switch (Sect. 4.2.2) is used to make thermal contact between the pre-
cooling 3He–4He dilution refrigerator and the Cu nuclear stage. The switch
must have a normal-state conductivity compatible with the cooling power of
the dilution refrigerator. After the Cu stage has been precooled to the re-
quired starting temperature Ti, the superconducting heat switch is opened
by reducing the magnetic field on it to zero to thermally isolate the nuclear
refrigeration stage. Then demagnetization of the nuclear magnetic moments
of the nuclear refrigerant can be started by reducing the main field slowly over
several hours or days from the starting field Bi to the required low final value
Bf . The experiments and thermometers are usually attached to the top flange
of the refrigeration stage outside of the high-field region to avoid disturbances
from the demagnetization field. To achieve a lower starting temperature for
the demagnetization of the Cu stage, a PrNi5 nuclear demagnetization stage
can be used between it and the 3He–4He dilution refrigerator (for details see
Sects. 10.7 and 10.8)

10.1 Some Equations Relevant for Nuclear Refrigeration

Again, in principle, we can just use the equations derived in Chap. 9 for elec-
tronic magnetic refrigeration. For nuclear refrigeration we have to replace the
electronic parameters by the relevant nuclear parameters, i.e., we have to re-
place μB g by μn gn. But we have to keep in mind that for nuclear refrigeration
the moment μ and the spin I have the same direction, unlike in the electronic
case, and therefore in some of the equations the sign is reversed; for example,
the energies of the nuclear Zeeman levels in a magnetic field are

εm = −mμn gn B , (10.3)

where μn is the nuclear magneton, gn = μ/I is the nuclear g-factor and m
runs from −I to +I. In addition, for nuclear refrigeration the requirement
μμnB � kB T I is usually fulfiled, due to the smallness of nuclear moments,
which we consider again as noninteracting. Therefore we can expand the rather
cumbersome equations of (9.15) into their high-temperature approximations,
so that we have

Sn = R ln(2I + 1) − λnB2

2μ0T 2
n

, Cn =
λnB2

μ0T 2
n

(Schottky law),

(10.4)
Mn =

λnB

μ0Tn
, χn =

λn

Tn
(Curie law),

with λn = N0I(I + 1)μ0μ
2
n g2

n/3kB, the molar nuclear Curie constant. The
entropy and the specific heat are then functions of (B/T )2 only.
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Sometimes the final demagnetization field Bf is so small that the internal
field b due to interactions of the magnetic or of the electric nuclear moments
is not negligible and we then have to replace B in the above equations by
(B2 + b2)1/2 giving

Tf =
Ti

Bi

√
B2

f + b2. (10.5)

As a result, the limiting temperature for nuclear refrigeration is

Tf,min =
bTi

Bi
. (10.6)

For example, for Cu we have b = 0.36mT. Because in an adiabatic process
S = const., we should also have B/T = const., see (10.4). Therefore a plot
of the B/T values achieved during magnetic refrigeration is a measure of the
adiabaticity or reversibility of the process (see Fig. 10.17).

Recently some very powerful nuclear refrigerators have been built whose
behavior can no longer be described in the high-temperature approximation
(Sects. 10.7 and 10.8). Figure 10.4 shows that noticeable deviations from the
high-temperature approximation occur for the specific heat of Cu in a field

N
uc

le
ar

 s
pi

n 
he

at
 c

ap
ac

ity
, C

 [J
 m

ol
-1

 K
-1

]

Temperature, T [mK]

Temperature, T [mK]

4

2

2

2

1

1

1.0

0.6

0.4

0.4

0.2

0.2 0.5

0.2
0.1

0.1

0.1

10
10

6

4 2010 40 100

20 505

Ag

Pt

Cu

TI

AI

Fig. 10.4. Nuclear heat capacities as a function of temperature for Al (I = 5/2),
Cu (I = 3/2), Tl, Pt and Ag (I = 1/2) (however, remember that Pt contains only
33.8% of 195Pt, its only isotope with a nuclear moment). The lower temperature scale
corresponds to heat capacity data in a magnetic field of 9T, the upper temperature
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Fig. 10.5. Relative magnetization M/Ms, see (9.15c), or relative polarization P/Ps,
or Brillouin function BJ (x) as a function of x = gnμn B/kBTn for nuclei with spins
I = 9/2–1/2 (from top to bottom). As examples, we can consider Pt (I = 1/2, Ms =
0.085 mT, gnμn/kB = 0.42 mK T−1), Tl (I = 1/2, Ms = 0.36 mT, gnμn/kB =
1.21 mK T−1), Cu (I = 3/2, Ms = 1.25 mT, gnμn/kB = 0.56 mK T−1), and In
(I = 9/2, Ms = 1.33 mT, gnμn/kB = 0.45 mK T−1)

of 9 T at T < 10mK, for example. This can also been seen, of course, in
the nuclear magnetization of Pt, Tl, Cu or In (Fig. 10.5). Quantitatively, a
1% deviation from the Curie law occurs for Cu at T < 22mK (22 μK) or in
Pt at T < 9mK (9 μK) in a field of 8 T (8 mT). But in this chapter I will
use the high-temperature approximations for our discussion. It is tedious but
straightforward to use the full equations (9.15).

10.2 Differences in Experimental Procedure for Nuclear
and Electronic Demagnetization

There are two ways to precool and polarize the nuclear moments. Firstly, it
can be done isothermally, as discussed for electronic magnetic refrigeration
(Fig. 9.1). In this case the heat of magnetization is given by

Qa = nTiΔS = −nλnB2
i

2μ0Ti
. (10.7)

Another possibility is to switch on the starting field Bi at a high temperature
and then precool the polarized nuclear magnetic moments by the 3He–4He
dilution refrigerator along the entropy curve at Bi = const to the required
starting temperature Ti. In this latter case the heat of magnetization is given by

Qb =
∫ Ti

∞
nCn,B dT = −nλnB2

i

μ0Ti
= 2Qa . (10.8)
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In the former case, when we first precool to the starting temperature Ti, the
field is slowly increased at this low temperature and the heat of magnetization
has to be adsorbed by the dilution refrigerator at this low constant temper-
ature Ti. The Joule heating occurring in the leads to the superconducting
magnet (which is quite substantial due to the high currents, which are typi-
cally 100 A) has to be adsorbed by the 4He bath for a long time. Even though
in the second procedure the heat of magnetization is a factor of two larger,
usually one chooses this latter procedure. Now the dilution refrigerator can
start doing its work at a higher temperature, where it has a higher cooling
power, and its large cooling power makes the difference in the two values for
Q rather unimportant. In addition, it is then possible to avoid Joule heat-
ing in the 4He bath for an extended time in the following way. The current
is put into the superconducting magnet and circulates in a persistent mode
though the superconducting magnet and its persistent shunt [10.11], as shown
in Fig. 10.6. It is possible even to disconnect the leads and turn off the power
supply and yet leave the superconducting magnet at full field. Moreover, the
field is very stable, no longer dependent on the stability of the power supply.
Such a persistent switch usually consists of a small length of superconducting
wire – short-circuiting the solenoid – to which a heater is connected which can
drive this piece of superconductor into its resistive state, which is necessary
for loading and unloading the current of the main solenoid. The part of the
wire to be heated can be embedded in epoxy to provide the necessary ther-
mal resistance to the helium bath. We then have no current between the room
temperature power supply and the low-temperature part during the long time
of precooling (see Fig. 10.16), thus avoiding ohmic losses. A superconducting
solenoid operating in the persistent mode usually produces a field which is
more stable and ripple-free than the field of a solenoid connected to a power
supply.

Room
temperature

Liquid
helium

Power supply

Power s.

Heater

S.C solenoid

Fig. 10.6. Wiring for a superconducting solenoid to be operated in the persistent
mode (see text). The heavy lines indicate the superconducting wire of the magnet
and its persistent shunt
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10.3 Interaction Between Conduction Electrons
and Nuclei

In this section I shall discuss how thermal equilibrium can be established be-
tween the various thermal reservoirs of a metal. In nuclear refrigeration we
reduce the temperature Tn of the nuclear spin system. Thermal equilibrium
among the nuclear magnetic moments is established within the spin–spin re-
laxation time τ2. This relaxation time is rather short for metals, with typical
values of less than 1 ms (Table 10.1). Hence we can assume thermal equi-
librium within the nuclear spin system. For refrigeration we are usually not
interested in the final Tn,f but much more in the electronic and lattice temper-
atures of our refrigerant. Fortunately, the nuclear spin system is not isolated
from the conduction electrons. If this were the case, it would be practically
impossible to refrigerate other materials by nuclear demagnetization. Hence
we have to consider how the low temperature of the nuclear spin system can be
transferred to electrons and to lattice vibrations. Because the nuclear magnetic
moments or spins do interact extremely weakly with the lattice vibrations but
reasonably well with the conduction the way heat or cooling is transferred is
nuclei ↔ conduction electrons ↔ phonons.

10.3.1 Electron–Phonon Coupling

The heat flow between the electron and phonon systems for Cu, for example
is given by [10.12,10.13]

Q̇e−ph
∼= 2 × 103 V (T 5

ph − T 5
e ) [W], (10.9)

where V is the volume [cm3] of the sample.
This gives a rather small heat flow but fortunately the specific heat of the

lattice vibrations decreases with T 3 and is very small in the temperature range
of interest to us here. Therefore, the phonon temperature will always follow
the electronic temperature within a very short relaxation time. Henceforth we
can assume that lattice vibrations and conduction electrons are at the same
temperature.

10.3.2 Nucleus–Electron Coupling

The coupling between electrons and nuclei is an electromagnetic interaction
acting between the nuclei and those electrons that have a finite charge density
at the nucleus. In a first approximation these are only the s-electrons, because
electrons with another symmetry have a node of their wave function at the site
of the nucleus. In the interaction process a nucleus and a conduction electron
undergo a mutual spin flip via the contact interaction.
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Table 10.1. Properties of some metals important for nuclear magnetic refrigeration
and nuclear magnetic thermometry. In some cases a mean average is given if two
isotopes are present. For the two compounds included (AuIn2 and PrNi5) the data
are for the element in italics. (The nuclear properties have been taken from [10.22];
the γ and θ0 values for the noble metals have been taken from [10.23])

isotope/ ρ Vm θD γ TF ρ273 K

compound [g cm−3] [cm3 mol−1] [K] [mJ mol−1 K−2] [104 K] [μΩ cm]
27Al 2.70 9.97 428 1.35 13.5 2.65
63,65Cu 8.93 7.11 344 0.691 8.12 1.68
93Nb 8.58 10.9 277 7.79 6.18 12.5
107,109Ag 10.50 10.3 227 0.640 6.36 1.59
113,115In 7.29 15.7 108 1.69 10.0 8.37
117,119Sn 7.31 16.3 200 1.78 11.7 11.0
195Pt 21.47 9.10 239 6.49 10.3 10.6
197Au 19.28 10.2 162 0.689 6.41 2.24
203,205Tl 11.87 17.2 78 1.47 9.46 18.0

AuIn2 10.3 41.5 187 3.15 9.26 6.3
PrNi5 8.0 51.0 230 40 – 80

isotope/ Tc Bc isotopic
compound structure [K] [mT] abundance [%] I
27Al fcc 1.18 10.5 100 5/2
63,65Cu fcc – – 69.1, 30.9 3/2
93Nb bcc 9.3 200 100 9/2
107,109Ag fcc – – 51.8, 48.2 1/2
113,115In tetr 3.41 28 4.3, 95.7 9/2
117,119Sn tetr 3.72 30.5 7.6, 8.7 1/2
195Pt fcc – – 33.8 1/2
197Au fcc – – 100 3/2
203,205Tl hcp 2.39 18.1 29.5, 70.5 1/2

AuIn2 Au:fcc/In:sc 0.21 1.5 4.3, 95.7 9/2
PrNi5 hex – – 100 5/2

We will now define a time τ1 which the nuclei need to come to thermal
equilibrium with the conduction electrons at Te = const. i.e.,

dT−1
n

dt
= − (T−1

n − T−1
e )

τ1
. (10.10)

The time τ1 is the so-called spin–lattice relaxation time. This name is some-
what misleading for metals because the interaction is not directly between the
nuclear spins and the lattice; it is caused by hyperfine interactions between
the nuclei and the conduction electrons. Only conduction electrons near the
Fermi energy can interact with the nuclei and change their energy due to
this interaction because the electron must find an empty energy state at an
energy difference corresponding to the small energy exchanged with the nu-
cleus. Electrons which have an energy far below the Fermi energy are not
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Table 10.1. — Continued. For full caption see previous page

isotope/ γ/2πa γm/2πb

compound Q [barn] μ [μn] [kHz mT−1] [kHz mT−1]
27Al +0.15 3.64 11.09 11.11
63,65Cu −0.211, −0.195 2.22, 2.38 11.29, 12.09 11.31, 12.12
93Nb 0.22 6.14 10.41 10.50
107,109Ag – −0.113, −0.130 1.723, 1.981 1.732, 1.991
113,115In +0.82, +0.83 5.50, 5.51 9.31, 9.33 9.38, 9.41
117,119Sn – −0.99, −1.04 15.17, 15.87 15.28, 15.98
195Pt – 0.597 9.094 8.781
197Au +0.58 0.143 0.729 0.741
203,205Tl – 1.60, 1.61 24.33, 24.57 24.73, 24.97

AuIn2 +0.82, +0.83 5.50, 5.51 9.31, 9.33 9.38, 9.41
PrNi5 −0.06 4.28c 13.1c –

isotope/ λn/Vm λn/μ0 κ τ2

compound [μK] [μJ K T−2 mol−1] [K s] [ms]
27Al 0.867 6.88 1.80 0.03
63,65Cu 0.570 3.22 1.27, 1.09 0.15
93Nb 1.99 17.2 0.4 0.02
107,109Ag 0.0020 0.016 12, 9 10
113,115In 1.10 13.8 0.09 0.1
117,119Sn 0.015 0.194 0.05 0.18
195Pt 0.0185 0.134 0.030 1.0
197Au 0.0016 0.013 4.6 –
203,205Tl 0.210 2.87 0.0044 0.035

AuIn2 0.83 27.5 0.11 0.7

PrNi5 33d 1418d < 0.001 < 0.01

a γ: gyromagnetic ratio of the bare nucleus.
b γm = γ × Knight shift, being the gyromagnetic ratio in the metal.
c(d) Values for the nucleus without (with) hyperfine enhancement.

accessible for the interaction. With arguments similar to the ones which led
to a linear temperature dependence of the specific heat of conduction elec-
trons (Sect. 3.1.2), we find a linear temperature dependence of the rate τ−1

1

at which the nuclei come into equilibrium with the electrons. This then leads
to the famous Korringa law

τ1 Te = κ , (10.11)
where κ is a material constant which is a measure of the strength of the
hyperfine coupling between electrons and nuclei. Note that (10.11) is valid for
Te � μμnB/kB; the general expression is [10.14–10.21]
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τ1 =
2κkB

μμnB
tanh

(
μμnB

2kBTe

)
. (10.11′)

Values of κ are given in Table 10.1 for various metals which are of interest for
nuclear magnetic refrigeration. The nuclei exchange energy with each other by
performing mutual spin-flips; this self-equilibrium, of course, does not change
the macroscopic nuclear magnetization of the sample, i.e., it keeps Tn constant.
The rate of this spin–spin relaxation process is 1/τ2. We see from the data in
Table 10.1 that usually τ1 � τ2 at low temperatures, which means that the
nuclei reach thermal equilibrium among themselves much faster than they
reach equilibrium with the conduction electrons. It therefore does, indeed,
make sense to speak of a “nuclear spin temperature Tn” and of an “electronic
or lattice temperature Te” [10.14–10.17]. We can also see from the data for κ in
Table 10.1 that for some metals the relaxation time is only a few seconds, even
in the low millikelvin temperature range, but it can reach, for example, about
1 h at 0.3 mK for Cu. Anyway, for metals these are experimentally accessible
times. On the other hand, there are no conduction electrons in insulators and
the nuclear spin–lattice relaxation time for these materials can be very large,
in the range of days or even weeks at millikelvin temperatures. Therefore only
metals can be used for nuclear refrigeration.

The Korringa constant is independent of temperature but is a function of
the magnetic field if this becomes comparable to the internal field b [10.14–
10.17] according to

κ(B) = κ(∞)
B2 + b2

B2 + αb2
, (10.12)

where the coefficient α (about 2–3) depends on the type of internal interac-
tions. For Cu with b = 0.36mT and α = 2.6, κ = 0.4 K s at B = 0 and
κ = 1.2 K s at B ≥ 10mT [10.1, 10.7]. The discussion of the dynamics to es-
tablish thermal equilibrium between nuclei and conduction electrons becomes
rather complicated if the high-temperature approximation cannot be used
anymore. In such a situation rate equations have to be considered and the
behavior depends on the nuclear spin I as well; for details one should consult
the original literature [10.14–10.21].

Because for some metals τ1 can become rather large at low temperatures, it
is possible to refrigerate just the nuclear spin system to low microkelvin tem-
peratures and leave conduction electrons and phonons at higher temperatures.
This was the case in the original experiment at Oxford in 1956 [10.2, 10.3],
and has been used extensively in Helsinki in recent years in studies of nuclear
magnetic interactions in Cu, Ag and Rh [10.1,10.24]. This type of experiment
is called nuclear cooling. On the other hand, if the refrigeration is performed
in such a way that the nuclei pull conduction electrons and phonons to low
temperatures as well, the term used is nuclear refrigeration and it is the latter
which we are considering in this book.

Until now we have discussed the time which “hot” nuclei need to cool to
the temperature of “cold” electrons which sit at Te = const. In the case of
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nuclear refrigeration it is the other way around: the cold nuclei have to pull
the hotter electrons to low temperatures, and both Tn and Te will change. In
this process we have the heat flow

Q̇ = nCeṪe = −nCn,BṪn (10.13)

From the definition for the spin–lattice relaxation time, (10.10, 10.11), for κ
we obtain

dT−1
n

dt
= − (T−1

n − T−1
e )Te

κ
, (10.14)

or

Ṫn =
(Te − Tn)Tn

κ
. (10.15)

Note that if the nuclei experience a change of magnetic field we have

Ṫn = (Te − Tn)Tn/κ + (Tn/B)Ḃ . (10.15′)

Combining these equations (assuming Ḃ = 0) we find an equation for the rate
of change of temperature of the conduction electrons

Ṫe = −(Te − Tn)
(

TnCn,B

κCe

)
. (10.16)

Finally we obtain from (10.15) and (10.16) the rate of change of the dif-
ference of the nuclear and electronic temperatures

Ṫn − Ṫe = (Te − Tn)(1 + Cn,B/Ce)Tn/κ . (10.17)

This latter equation tells us that the hot electrons come into thermal equilib-
rium with the cold nuclei with the effective time constant

τ ′
1 =

τ1Ce

Cn,B + Ce
≈ τ1Ce

Cn,B
, (10.18)

where the latter approximation can be used because the specific heat of the
conduction electrons is much smaller than the specific heat of the nuclear
magnetic moments in an external magnetic field B. For the same reason, the
effective time constant τ ′

1 is much shorter than the spin–lattice relaxation time
τ1. This means that we need only very few nuclear spin flips to remove the
small electronic specific heat, i.e., Tn stays almost constant, and the electrons
can follow the nuclear spin temperature rather quickly.

Everything we have discussed until now was in terms of an adiabatic, re-
versible process. That means electrons and nuclei are in equilibrium, and there
is no external heat load. This is all right because, as mentioned, the phonon
and the electronic specific heats are negligible compared to the nuclear spe-
cific heat in most cases, and we have neglected external heat loads. However,
in general, there will be an external heat flow into the lattice and electron
systems, and from there to the nuclei, resulting in a temperature gradient
between electrons and nuclei. This more realistic situation will be discussed
in Sect. 10.4.
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10.4 Influence of an External Heat Load
and the Optimum Final Magnetic Field

Let us discuss how much heat the cold nuclei can absorb or how long they will
stay below a given temperature. This discussion will lead us to the optimum
final demagnetization field, which is essential in determining the cooling power
of the “demagnetized” nuclear magnetic moments. We discussed in Sect. 9.2
that for magnetic refrigeration one has to have a finite final field to keep a
reasonably large cooling power of the moments and to prevent them from
warming up too rapidly.

The cooling power of the nuclei is given by∫
Q̇dt =

∫
nCn,B dT . (10.19)

Using the high-temperature approximation (10.4) for the nuclear specific heat
in the final field Bf and (10.15) for the rate of change of the nuclear spin
temperature, we find for the cooling power of the nuclei (neglecting the very
small “load” that the electronic specific heat puts on the nuclei)

Q̇ = nCn,Bf Ṫn = (Te − Tn)
nλnB2

f

μ0κTn
, (10.20)

or
Te

Tn
= 1 +

μ0κQ̇

nλnB2
f

. (10.21)

If the high-temperature approximation (kBTI � μμnB) does not apply, then
(10.20) has to be replaced by

Q̇ =
3nλnB2

f

2μ0κ

e−xe − e−xn

1 − e−xe

I(I + 1) − 〈m2〉 ± 〈m〉
I(I + 1)

, (10.20′)

where +m (−m) corresponds to m = +I(−I) being the lowest energy state,
and xe = |gnμn|B/kBTe, xn = |gnμn|B/kBTn [10.18–10.20]. We can write
(10.21) as

Te = Tn

(
1 + a/B2

f

)
=

(
Ti

Bi

) (
Bf +

a

Bf

)
, (10.22)

where a is a constant. Here we have used the equation Tn,f = BfTi/Bi, which is
not quite correct if the external heat load is not zero. The error introduced by
this approximation is small (typically several precent increase in Tn,f) and does
not change the essential part of our result. The nuclear spin temperature is
proportional to the demagnetization field and this proportionality also applies
to the electronic temperature as long as the field is not too small. However, for
small final demagnetization fields the electronic temperature increases, leading
to an increasing difference between nuclear and electronic temperatures due
to the heat flow between the two systems, as shown in Fig. 10.7. There is
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Fig. 10.7. Electronic temperature (——) and nuclear spin temperature (–––) as
a function of magnetic field during demagnetization of Cu nuclei starting from 8T
and 5 mK and assuming a heat leak of 0.1 nWmol−1 Cu. The figure shows that for
these parameters the lowest electronic temperature of 8 μK would be achieved at a
nuclear spin temperature of 4 μK and a magnetic field of 6 mT

an optimum final demagnetization field if we are interested in achieving the
minimum electronic temperature. This minimum electronic temperature can
be calculated from dTe/dBf = 0, resulting in

Bf,opt =

(
μ0κQ̇

nλn

)1/2

, (10.23)

(assuming b � Bf,opt as we have done everywhere in this section).
If we use (10.21) for the ratio between electronic and nuclear temperatures,

we find that at the optimum final demagnetization field the electrons are a
factor of two hotter than the nuclei,

Te,min = 2Tn(at Bf,opt) . (10.24)

Equation (10.21) gives Te/Tn = 2 for 10 mol Cu at Q̇ = 1 nW and Bf,opt =
6 mT (Fig. 10.7).

As a last step I want to calculate how long it takes to warm the nuclei
from a temperature Tn,1 to a temperature Tn,2. This time can be computed
from the equation for the rate of change of the nuclear spin temperature,

Ṫn =
Q̇

Cn,Bf

. (10.25)

The warming time of the nuclei is then given by

t =
(

nλnB2
f

μ0Q̇

)
(T−1

n,1 − T−1
n,2 ) . (10.26)

The product tTn is constant for a constant heat load, and can be used to
determine this heat load by plotting tTn or Tn as a function of time. If Q̇ and



230 10 Refrigeration by Adiabatic Nuclear Demagnetization

the warm-up time t are known, one can calculate the total heat Q that has
been absorbed by the nuclear stage. From Q and the specific heat CBf of the
stage, Tnf the starting nuclear temperature for the warm-up of the stage can
be calculated. The warm-up rates for both Te and Tn [and therefore also their
difference according to (10.21)] are shown in Fig. 10.8.

Let me stress again that one has to choose the final demagnetization field
very carefully if the minimum electronic temperature and a long time for the
experiment are the aims of the refrigeration. The electrons and the lattice
simply will not cool if Bf is too low because then the nuclear heat capacity is
too small, i.e., too little heat is absorbed per nuclear spin-flip.

In the same way, as we have discussed the influence of a constant “heat-
leak”, we can consider the usual experimental situation that the nuclear spin
system with n moles is supposed to refrigerate a load. Let this heat load be
n′ moles of conduction electrons or of liquid 3He, so that the molar entropy
of these Fermi systems can be written as S′ = γ′T . For an adiabatic process
from Bi, Ti to Bf , Tf we then have for the total entropies

n′γ′Ti − nλnB2
i

2μ0T 2
i

= n′γ′Tf − nλnB2
f

2μ0T 2
f

. (10.27)

Because the molar entropies of conduction electrons or even of liquid 3He are
rather small compared to the entropy change resulting from nuclear refrigera-
tion, they only represent a relatively small load on the nuclear spin system. For
example, the volume of liquid 3He can be up to a factor of three larger than
the volume of a Cu nuclear refrigerant without deteriorating the performance
of the latter significantly [10.10,10.25]. Therefore the final temperature of the
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Fig. 10.8. Temperatures, see (10.21), of the nuclear and electronic systems of Cu
after demagnetization. The data show the warm-up rates, see (10.26), for the given
molar heat leaks Q̇/n to the Cu refrigerant in a final field Bf = 7 mT [10.10]
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load is determined by TiBf/Bi and, above all, by the thermal coupling of it to
the refrigerant. A bad thermal coupling will lead to temperature differences
between load and refrigerant and to irreversible losses during the refrigeration
process.

10.5 Heat Leaks

Because the cooling power of a refrigerator is smaller the lower its tempera-
ture regime of operation, more than for all other refrigeration techniques, the
success of a nuclear refrigerator depends on the reduction of heat leaks. In
addition to limiting the cool-time according to (10.26), minute heat leaks can
give rise to very large temperature gradients because of the small thermal con-
ductivities and thermal contact problems at very low temperatures. Whereas
in the 1970s total heat leaks of order 10−8 W were considered an achieve-
ment, the later best nuclear refrigerators reach values of several 10−10 W.
They operate with heat leaks so low that the heat generated by ionization
due to the penetration of the refrigerant by high-energy cosmic rays (about
10−14 W g−1) or by residual, natural or artificial, radioactivity can no longer
be neglected [10.25–10.31]. The heat leaks in a refrigerator can be divided
into “external heat leaks” and “internal heat leaks”, which come from the
refrigerated material itself and are usually time dependent.

10.5.1 External Heat Leaks

Obvious external heat flow (see Sect. 5.1.2) to the parts at microkelvin tem-
peratures, for example by conduction via residual gas atoms, along mechanical
supports, via the heat switch, along electrical leads (typically about 100 in
a large nuclear refrigerator, which may include several experiments) or fill
capillaries for helium experiments (remember the high thermal conductivity
of liquid helium, both 3He and 4He, at low temperatures; see Figs. 2.12, 2.17,
and 2.18) have been reduced to a total level of Q̇ < 0.1 nW [10.25–10.30]. This
can be done even in a complicated apparatus by choosing the proper materi-
als and by proper thermal anchoring at intermediate cooling stages. A 10 cm2

surface at 4 K radiates 10 nW, far too much for a nuclear refrigerator. There-
fore, all parts at microkelvin temperatures have to be guarded by a radiation
shield connected to a part at lower temperature, such as the mixing chamber
or at least one of the heat exchangers of the precooling dilution refrigerator.
These shields can be made of brass, which has a conductivity large enough
to keep temperature gradients tolerable but small enough to keep eddy cur-
rent heating (see later) low while the demagnetizing field is changed. Their
thermal performance can be improved by glueing highly conducting Cu foils
to them. Also, brass is not magnetic (be careful with some stainless steels;
see Fig. 3.9 and Sect. 3.4.1), which otherwise could lead to heating effects or
could affect the experiments when a magnetic ordering temperature is crossed.
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Brass shields seem to behave as well as other sometimes more elaborate
designs (“coil-foil”, etc.), which are discussed in the literature [10.7, 10.33].
A thermal shield not only reduces radiation but also stops “hot” gas mole-
cules from hitting the inner low-temperature part of a cryostat. In addition,
radiation shields and light traps in pumping tubes (made from semicircular
baffles soldered to a wire, for example) are required.

The low-temperature parts in every cryostat are connected via transmis-
sion lines to room-temperature equipment. These lines couple to RF fields.
A very serious consideration is, therefore, RF heating, in particular with re-
gard to thermometers (for the appropriate precautions see Fig. 12.28). Many
refrigerators have been built in an RF-shielded room with filtered electrical
supplies, which can provide up to 120 dB attenuation at typically 100 kHz–
1 GHz [10.30, 10.34]. Then the pumping and gas recovery lines have to be
brought in by electrically nonconducting tubes. As stressed in [10.7]: “To be
effective the room must be well-made and maintained. All seams, including
those around the door, must be electrically tight. Power lines to the room
must be filtered and pumping and service lines electrically grounded as they
pass through the walls. A shielded room can be rather easily tested by a portable
FM radio which should be absolutely quiet inside. This same instrument can
be employed for locating “leaks” although sometimes this is not easy. A well-
made room can provide 100 dB attenuation and is obviously very useful to
have. It is, however, good practice to build the room first, before the cryostat
is installed, and not as an afterthought!”

But often the noise caused by instrumentation inside of the room can be
at least as serious as external noise. It has turned out to be of particular
importance to shield the power supplied in most instruments from the rest
of the interior; often it may even be necessary to put them into a separate,
shielded metal box.

Of course, the leads are usually shielded by the metal cryostat and by
the metal tubes through which they run inside of it. They should be twisted
pairwise and rigidly fixed. The RF noise they could transmit from their room-
temperature ends may have to be cut off by RF filters, as will be discussed in
Sect. 12.5.4.

A further very troublesome heat source is mechanical heating from build-
ing vibrations, from sound, from mechanical pumps or from thermoacoustic
oscillations in the vapour above the helium bath (see “Thermoacoustic Oscil-
lations” in Chap. 5) [10.25–10.30,10.34–10.38]. Irreversible heating effects can
arise from rubbing of adjacent parts, from inelastic bending, and from eddy
current heating when electrically conducting parts move in a magnetic field;
this last effect will be discussed in Sect. 10.5.2. Most nuclear refrigerators have
been built in the basement or at most on the first floor, where building vibra-
tions are smallest. They should be attached to a heavy foundation on damping
material and supported by springs. Their mass should be large, so that the res-
onance frequency is at around 1–2 Hz, which is usually far below all frequencies
in the surroundings [10.25–10.30, 10.32, 10.34–10.39]. The damping “springs”
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can be inflated metal bellows or rubber tubes or commercial pneumatic vi-
bration isolators used in optics laboratories. The compressed air provides the
adjustable low spring constant necessary for the isolation [10.37, 10.39]. Usu-
ally the most probably paths for transmission of vibrations are pumping and
gas handling lines. Mechanical pumps therefore have to be mounted sepa-
rately and should sit on rubber stoppers. They should be connected to the
cryostat by thick-walled rubber hoses and/or flexible soft metallic bellows
with compensating bellows T’s between them (for the large diameter sys-
tems) [10.37, 10.39] or hung in long loose loops. At some intermediate point
they should be firmly attached to or partly embedded in a large mass, like
a massive concrete wall or a sand-filled box. An example of such a design
is shown in Fig. 10.9. A last point of consideration is vibration conducted
through the gas phase of the pumping system or of the 4He recovery system,
which sees the exhaust of rotary pumps and compressors in the recovery sys-
tems. Here, a damping element might be necessary as well. Efficient reduction
of vibrational heating in a nuclear refrigerator by using air springs is described
in [10.39], which should be consulted besides the references cited above for this
problem.

When all these troublesome points have been considered, the effectiveness
of the design should be checked with an accelerometer or a seismometer,
either of the design described in [10.40] or a commercial one. Of course,
the interior of the cryostat should be designed to be as rigid as possible so
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break

Rubber section
in tubes

Rubber isolation

Cryostat
Electric shield

Air springs Block A Block B Stainless steel
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Booster pump and
gas-handling system
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Fig. 10.9. Schematic diagram of a support system for a nuclear refrigeration cryo-
stat. The cryostat is mounted on a concrete block (block A) supported by air springs.
On top of block A are placed two smaller blocks (only one shown, block B) resting
on thick pads of rubber which carry the wooden beams supporting the cryostat. The
pumping tubes are, firstly concreted, into a massive block on the laboratory floor, to
remove the vibrations of the pumps, secondly, taken through metal bellows, thirdly,
concreted into the main block A, and finally led via a rubber section to be fixed to
the sub-blocks B [10.10,10.36]
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that vibrations still transmitted (less than 0.1 μm amplitude and 1 mm s−2

acceleration in a reasonably good design) do not do too much harm; later
changes – if vibration turns out to be a serious heat source – are very difficult
to carry out.

10.5.2 Eddy Current Heating

Because a nuclear refrigerator contains highly conducting metals in changing
magnetic fields, we have to consider eddy current heating effects. Obviously
one has to operate the superconducting magnet as ripple free as possible; fil-
tering may be necessary. The use of filamentary type superconducting wires
has substantially reduced flux jumps but a small decay of the final demagneti-
zation field Bf when the superconducting magnet is operated in the persistent
mode has still been observed frequently [10.30,10.41]. However, due to the un-
avoidable residual vibrations of the apparatus, the highly conducting nuclear
stage will always experience a changing field even if only B �= 0.

Eddy current heating is unavoidable when the field is changed at a rate
Ḃ for demagnetization. The heat generated by eddy currents in a body of
volume V and with electrical resistance ρ is

Q̇e =
GV Ḃ2

ρ
, (10.28)

where the geometry factor G is given by

G =

⎧⎨
⎩

r2/8 for a cylinder with radius r,
(d2/16)[k2/(1 + k2)] for a rectangle of width w and

thickness d, where k = w/d.
(10.29)

For a Cu cylinder with r = 1 mm, ρ = 2 nΩ cm (corresponding to RRR ≈
1, 000 for Cu) and for Ḃ = 0.5 T h−1 we find

Q̇e

V
	 1

nW
mol Cu

. (10.30)

However, we have to keep in mind that ρ = f(B) due to the magnetoresistance
of metals. Typically, the resistances of Cu and Ag increase by an order of
magnitude if they are exposed to a field of 8 T at 4.2 K [10.42–10.44]. The
entropy change ΔSe due to eddy-current heating Q̇e should be compared to
the reduction of entropy ΔSB, (10.4), in a field B and at the temperature T ,

ΔSe

ΔSB
=

μ0Tr2

4ρτλn
, (10.31)

if the demagnetization is performed exponentially in time with τ being the de-
magnetization time constant. Under normal experimental conditions this ratio
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can be kept to a few percent [10.28]. In any case, conducting loops in which
varying magnetic flux can give rise to eddy currents should be minimized.

We can ask for the optimum values for the parameters r and Ḃ. Reduction
of Q̇e requires a small demagnetization rate Ḃ. On the other hand, there are
other heat sources as well and their influence accumulates if we demagnetize
slowly. In practice, rates of Ḃ � 1 T h−1 seem to be appropriate. Modelling
of demagnetization experiments with the aim of optimizing the rates Ḃ can
be found in [10.6, 10.8, 10.45–10.48]. Due to a fear of eddy current heating,
fine Cu wires were mainly used as a nuclear refrigerant in the early days.
Nowadays demagnetization times of many hours are common and for such
rates Ḃ one can show that typical dimensions of 2–3 mm for the refrigerant
are optimum values if one wants a large filling factor but small r to reduce Q̇e.
This has led to the more appropriate slitted Cu blocks as nuclear refrigerants
(see Sect. 10.8)

10.5.3 Internal, Time-Dependent Heat Leaks

Once heat leaks had been reduced to the low nanowatt range, experimental-
ists found to their surprise that there was a residual, time-dependent heat
leak which limits the minimum achievable temperature (Fig. 10.10) [10.26].
Obviously, this heat cannot come from external sources but must be released
from the refrigerant or from the refrigerated parts; it depends on how long
they have already been kept cold. The origin of this observation is the fact

H
ea

t l
ea

k,
 Q

 [n
W

]

Time, t [d]

M
in

im
um

 te
m

pe
ra

tu
re

, T
m

in
 [m

K
]

1000

100

100

10

10

1

1
0.1

1000

100

10

1

0.1
0.1

Fig. 10.10. Left scale: Low-temperature heat leak Q̇ (•) in the nuclear refrigerator
shown in Fig. 10.14 as a function of time t after reaching 4 K; the line is Q̇ ∝ t−3/4.
Right scale: Minimum temperatures (	) measured by Pt NMR thermometry at the
top of the nuclear stage as a function of time after reaching 4 K in this refrigerator;
the line is Tmin ∝ t−3/8 [10.30]
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that a solid consists of various subsystems which can be at different temper-
atures due to very long low-temperature relaxation times. The coldest ones,
of course, are the “demagnetized” nuclei in the center of the nuclear stage.
The electrons there and, in particular, the electrons in the upper flange of the
stage are kept by the unavoidable heat leaks at a higher temperature. How-
ever, there are other subsystems which may keep themselves at even higher
temperatures due to heat releasing processes. These can be gas inclusions,
like H2 (see later), disorder due to lattice defects which may slowly relax (see
later), radioactive nuclei which are always present, or other “hot” impurity
atoms. The heat-releasing energy sources – except for the radioactive nuclei –
are charged up each time the apparatus is warmed up.

The exothermic ortho–para conversion of H2 has been found to be one ori-
gin of the time-dependent heat release from refrigerated parts [10.49, 10.50].
Hydrogen at typical concentrations of 10–100 ppm is present in some metals
due to their production or purification processes. Many metals, e.g., Cu, Ag,
Au, Pt and Rh, cannot dissolve hydrogen in a noticeable amount in their
lattice, and H2 molecules then precipitate in small bubbles with typical diam-
eters of about 0.1 μm. Even though the concentration of H2 in a metal may
be rather small, the heating can be quite severe due to the large rotational
energy change of 172[K]kB for each converted H2 molecule. The ortho–para
conversion of 1 ppm H2 in 1 kg Cu gives rise to a heat leak of about 5 nW even
one week after cooldown (Fig. 2.3). Details are discussed in Sect. 2.2. To get
rid of this source of energy release, one has to anneal the metal in vacuum at
temperatures close to its melting temperature, which seems to reduce the H2

concentration to below 0.1 ppm [10.30] (the diffusion constant of H in Cu is
D = D0 exp (−E/kBT ) with D0 = 1.13 × 10−2 cm2 s−1 and E = 0.40 eV at
T > 720 K [10.51]).

Another group of processes giving rise to a time-dependent heat release
are structural relaxations or deexcitations of low energy excitations (like tun-
neling transitions of protons) with long relaxation times. These occur mostly
in noncrystalline or amorphous materials after they have been refrigerated to
low temperatures [10.52–10.55]. The low temperature thermodynamic prop-
erties of noncrystalline materials (Sects. 3.1.4 and 3.3.1) are described by the
two-level-system tunneling model with a broad distribution of relaxation times
which can reach very large values [10.56–10.58]. Within this model, the time-
dependent heat release of noncrystalline materials after they have been refrig-
erated from a temperature Ti to a temperature Tf is given by

Q̇ =
π2

24
V k2

BP̄ (T 2
i − T 2

f )
t

, (10.32)

where P̄ is the density of two-level tunneling states. Examples of this heat
release from quartz glass and from some organic materials are shown in
Fig. 10.11. The heat release is typically of order 0.1 (0.01) nW g−1, 1 day
(week) after these materials have been refrigerated to low temperatures.
Because of their heat release and because of their low thermal conductivities
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Fig. 10.11. Heat release Q̇ for (a) Siloxan, (b) Stycast 2850FT, (c) Stycast 1266,
(d) Vespel SP22, (e) quartz glass (Suprasil W) [10.52];–––PMMA (Plexiglass),
·–·–·–: PS (Polystyrol) [10.59] as a function of time after these materials have been
cooled to below 1 K. The line through the Suprasil data and the dashed line for the
PMMA data correspond to Q̇ ∝ t−1 predicted by the tunneling model for amorphous
materials. Deviations from this time dependence according to (10.32) can probably
be explained by the complicated nature of some of the investigated materials

(Figs. 3.20–3.23), one should minimize the amount of noncrystalline, partic-
ularly dielectric materials (e.g., glues, epoxies, grease, plastics, etc.), which
are often not very well-defined materials, in an apparatus which works at
microkelvin temperatures. In such a cryostat the minimum achievable temper-
ature is limited by very small heat leaks and such heat leaks can create severe
temperature differences. One should also never touch the ultralow tempera-
ture parts of a cryostat with bare hands; the transferred “amorphous grease”
would give rise to heat release. No heat release (to within 2 × 10−2 nW g−1)
has been observed for teflon, graphite, Al2O3 [10.52,10.59], as well as for oak
and maple wood [10.60], which are quite useful materials for many cryogenic
purposes.

One should also avoid materials with large electronic (resistance wires,
Fig. 3.9) or nuclear (Be–Cu) heat capacities and with a low thermal con-
ductivity in a cryostat. They may store energy which is frozen in at higher
temperatures and release it as heat over long periods of time after cooldown,
leading to a time-dependent heat leak. Simple, pure and well-characterized
materials should be used and the others – if unavoidable – should be kept
to a minimum. Furthermore, heat may be released by relaxation of stress, in
particular, at press contacts which can be quite numerous in a complicated
cryogenic apparatus.
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Unfortunately, some experiments [10.1, 10.30,10.55] seem to indicate that
such time-dependent internal-heat release also occurs in crystalline metals;
structural relaxation at grain boundaries or other lattice defects may possibly
be its origin. An example is shown in Fig. 10.10. The typical total heat released
from the cold parts of a well-designed nuclear refrigerator during its cold time
is of the order of 10 mJ [10.1, 10.26, 10.30]. If this heat release were to be
attributed to tunneling transitions of systems with an energy separation of
30 K (3 K) one would need the relaxation of about 10−4 (10−3) mol or only
some ppm of the cold parts. This small concentration can easily be assigned
to lattice imperfections. More research is necessary to understand this heat
release and to reduce it to values below some pW mol−1.

Another source of time-dependent heat leaking is insufficiently pumped
exchange gas. In a nuclear refrigerator one should only use about 10−1(10−3)
mbar of 3He at 300 (10) K as exchange gas and pump on it at a temperature
of T ≥ 10 K for at least 5 h. Cooling from 10 K downward is easy by just
circulating cold gas through the dilution refrigerator because heat capacities of
solids are already quite small. If too much exchange gas is left in the apparatus,
the remaining atoms may desorb from hotter surfaces and condense at the
parts at ultralow temperatures, leading to a heat leak which decays with time.
4He should not be used because it has a lower vapour pressure, may interfere
with a later mass spectroscopic leak check, and because of its superfluid film
flow (Sect. 2.3.5). Hydrogen should not be used as exchange gas because of its
ortho–para conversion leading to a large heat release as discussed earlier and
in Sect. 2.2.

10.5.4 Heating from Radioactivity and High-Energy Particles

Eventually, when all the heat sources discussed above have been reduced or
have decayed to a very small level in a well-designed nuclear refrigerator, the
minimum temperature may be limited by ionization heating from radioac-
tivity, emanating from materials in the cryostat or in the laboratory (mostly
γ-rays), and from cosmic rays (mostly muons) [10.26]. These heat sources were
recently investigated in a nuclear refrigerator [10.31]. Heat leaks of 20 pW orig-
inating from background γ–radiation and of 120 pW from cosmic rays were
observed and were found to be in good agreement with calculations. By sur-
rounding the cryostat by a 5-cm-thick lead wall, the γ–ray heating was reduced
by an order of magnitude and the cosmic ray source decreased by 20%.

10.6 Nuclear Refrigerants

The requirements on a nuclear refrigerator can be divided into requirements
on the apparatus and requirements on the material used as a nuclear refrig-
erant. The requirements on the apparatus are a large ratio for the starting
conditions Bi/Ti and, most important, a small heat leak to the experiments,
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to the thermometers, and to the nuclear refrigerant. This last requirement
has turned out to be the most important factor for the quality of a nuclear
refrigerator.

The requirements on the refrigerant are the following:

– It should be a metal, because we need a small Korringa constant so that the
electrons will come into thermal equilibrium with the nuclei in a relatively
short time and we need a high thermal conductivity to transport the cold
along the refrigerant to experiments and thermometers.

– It should not be a superconductor because if a metal becomes supercon-
ducting we lose the conduction electrons for the necessary thermal conduc-
tivity (Sect. 3.3.4). We would also loose them as a medium responsible for
the hyperfine interaction between nuclei and electrons (τ1 would become
very long). If the material becomes superconducting, its critical field for
the superconducting state has to be lower than the final demagnetization
field so that we can keep the metal in its normal state.

– The material should be easy to work with mechanically and metallurgi-
cally, and should be readily available with high purity.

– It should not show an electronic magnetic ordering transition, because this
would produce an internal field in which the nuclear moments would align.

– It should have a small internal field b due to nuclear interactions or a low
nuclear magnetic ordering temperature because this limits the minimum
achievable temperature (b should be <1 mT).

– A large fraction of its isotopes should have a nuclear spin I > 0 and a
large nuclear Curie constant λn for a large cooling power.

– The nuclei should either experience a cubic environment (so that electric
field gradients vanish) or have a nuclear spin I = 1/2 (so that it has no
nuclear electric quadrupole moment) to avoid nuclear electric quadrupole
interactions.

Let me elaborate on this last consideration. If neither of these last two
requirements, cubic symmetry or I = 1/2, is fulfilled, the nuclear electric
quadrupole moment Q will experience an interaction with the electric field
gradient Vzz . The nuclei will align and nuclear magnetic refrigeration is not
possible anymore. We can consider the following two cases for the nuclear in-
teractions. If the magnetic Zeeman interaction is much larger than the electric
quadrupole interaction and if we have an axially symmetric field gradient, we
have for the energies of the nuclear hyperfine levels

Em = −mgnμnB +
e2VzzQ

4I(2I − 1)
[3m2 − I(I + 1)]

3 cos2 θ − 1
2

(10.33)

with m = −I,−I + 1, . . . ,+I, and θ the angle between B and Vzz.
If the magnetic Zeeman interaction can be neglected compared to the

electric quadrupole interaction, we have

Em =
e2VzzQ

4I(2I − 1)
[3m2 − I(I + 1)] . (10.34)
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In the latter case, the nuclear quadrupole specific heat in the high temperature
approximation is given by [10.61]

CQ = α

(
e2VzzQ

kBT

)2

− β

(
e2VzzQ

kBT

)3

+ · · · (10.35)

with

α =
R

80
(2I + 2)(2I + 3)

2I(2I − 1)
, β =

R

1120
(2I − 3)(2I + 2)(2I + 3)(2I + 5)

(2I)2(2I − 1)2
.

There is no material which fulfils all the above requirements. For exam-
ple, indium has a large nuclear spin, a large nuclear magnetic moment, high
thermal conductivity, and a very short Korringa constant (Table 10.1), but
it fails to meet the requirement of absence of superconductivity and of nu-
clear electric quadrupole interaction, limiting its usefulness as a refrigerant to
T ≥ 0.3 mK [10.62, 10.63]. Actually, some of the requirements are even con-
tradictory. A small Korringa constant requires a large electronic density of
states at the Fermi energy, as found in transition metals, but this also favors
electronic magnetism or superconductivity. And the quest for a large nuclear
spin and nuclear moment rules out all noncubic crystals; otherwise there will
be quadrupole interactions. If we put all the mentioned restrictive require-
ments together and look at the periodic system of the elements, there are not
many metallic elements left which are suitable for nuclear refrigeration. The
relevant parameters for most of them are collected in Table 10.1.

Figure 10.12 shows the reduction of nuclear spin entropies of Cu, In, Nb
and PrNi5 in a field of 5 T; here not an equal number of moles but equal vol-
umes are compared, which may be more relevant for practical applications.
From this figure it is obvious that PrNi5 is the most appropriate nuclear re-
frigerant if the starting temperatures Ti > 10 mK, moderate starting fields
Bi and moderate final temperatures Tf ≥ 0.4 mK are required. The favorable
properties of PrNi5 and other hyperfine-enhanced van Vleck paramagnets will
be discussed in Sect. 10.7. The next best candidates would be Al, In and Nb,
according to their rather large nuclear moments. However, superconducting
transitions with the critical fields Bc > 10 mT are the main obstacles to using
In (also large quadrupole interaction [10.62,10.63]), Nb (almost type-II super-
conductor), and Tl (poisonous and very strong oxidation [10.41,10.42]). Some
of them may still be suitable nuclear refrigerants for some special applications.
The disadvantages of In can be avoided by using it in the compound AuIn2

(cubic; Bc only 1.5 mT) [10.64]. However, recent experiments [10.65] with this
compound have shown a spontaneous ferromagnetic ordering transition of the
In nuclei at 35 μK (Fig. 3.14). In addition, AuIn2 is very brittle. The possi-
ble suitability of some metal hydrides with their high proton moment density
remains to be demonstrated [10.66].

In the end, it turns out that at present Cu seems to be the most suitable
“workhorse” for nuclear refrigeration. It has two isotopes with I = 3/2, and
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Fig. 10.12. Nuclear spin entropy reduction ΔS of 1.4 mol Nb (——), 1.0 mol In
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been chosen to give the same volume of refrigerant

rather similar and reasonably large nuclear magnetic moments and nuclear
Curie constants. Above all, Cu can be obtained in high purity at a reasonable
price, has good metallurgical and handling properties, is not superconducting
for T > 10 μK (if at all), is cubic, and has a very good thermal conductivity.
Its nuclear ordering temperature is Tn,c < 0.1 μK and the internal field is small
(0.36 mT) [10.1]. Platinum would be a good candidate, too, but only 33.8%
of its isotopes have a nuclear moment and above all the moment is small. In
addition, Pt is very expensive. However, Pt has recently been demagnetized
to 1.5 μK [10.67], and it is the main candidate for nuclear magnetic resonance
thermometry because of its small τ1, rather large τ2, and because it has I =
1/2 (Sect. 12.10).

10.7 Hyperfine Enhanced Nuclear Refrigeration

Starting conditions for nuclear refrigeration of Bi/Ti ≈ 1, 000 (T/K), corre-
sponding to Bi ≈ 8 T and Ti ≈ 8 mK, for example, represent in most cases
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an upper practical technical limit. This means that the relative reduction
of nuclear magnetic entropy of Cu, for example, is restricted to ΔS/S ≤ 0.1
(Figs. 10.1 and 10.12). Substantially larger entropy reductions or nuclear
polarizations at less demanding starting fields Bi and starting temperatures
Ti can be achieved if one uses the so-called hyperfine enhanced van Vleck
paramagnets instead of a simple metal like Cu as a nuclear refrigerant.
The potential of these materials for nuclear refrigeration was pointed out
by Altshuler in 1966, and then experimentally established by Andres and
coworkers [10.9, 10.68–10.70] and later by Mueller et al. [10.28, 10.71]. In
particular, the intermetallic compound PrNi5 turned out to be very suitable
for the requested purpose.

Van Vleck paramagnets containing rare earth ions such as Pr3+ in
hexagonal PrNi5 have a temperature-independent electronic susceptibility at
low temperatures because they have an electronic singlet nonmagnetic ground
state of their 4f electron shells.1 An external magnetic field changes the
electronic configuration of the 4f electrons by mixing higher non-singlet states
into the ground state. This induces an electronic magnetic moment generating
a hyperfine field Bint at the 141Pr nucleus which is enhanced compared to
the externally applied field B. For polycrystalline PrNi5 the average hyperfine
enhancement factor is K = Bint/B = 11.2 [10.70–10.72]. We can still use
the equations deduced in the foregoing sections for magnetic refrigeration
but we have to replace B by B(1 + K), and the nuclear Curie constant λn is
enhanced by (1+K)2 (Table 10.1). Obviously, the large internal field seen by
the 141Pr nuclei will result in a substantial reduction of the nuclear spin en-
tropy even at rather high temperatures and in small external magnetic fields;
for example, ΔS/S ∼= 70% at Ti = 25 mK and Bi = 6 T for PrNi5 (Figs. 10.12,
10.13 and 10.23). The cooling capacity/volume of PrNi5 is rather large. Hence
a moderate dilution refrigerator and a simple superconducting magnet are
sufficient to achieve the necessary starting conditions for nuclear refrigeration
with PrNi5; it is the poor man’s workhorse for nuclear refrigeration. Hyperfine
enhanced nuclear refrigeration is an intermediate step between paramagnetic
electronic refrigeration and nuclear refrigeration with simple metals, taking
advantage of some of the useful features of these two methods.

The minimum temperature that can be achieved is, of course, again given
by the nuclear magnetic ordering temperature Tn,c. Due to the strong hyper-
fine interaction in rare earth van Vleck compounds, Tn,c is in the millikelvin
range for relevant Pr compounds; for example, Tn,c = 0.40 (2.6) mK for PrNi5
(PrCu6) [10.71, 10.73]. The internal field will then be quite large; b = 65 mT
in PrNi5, for example. The minimum temperature which has been achieved
with such compounds is 0.19 mK for PrNi5 [10.28]. Recent experiments on
Pr1−xYxNi5 have shown that the nuclear spin ordering temperature, and

1 The Ni ions in PrNi5 “behave like Cu” because the holes in its electronic d-
shell which are responsible for the paramagnetic susceptibility of Ni in other
compounds are filled up by the outer (6s2 5d1) electrons of Pr.
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therefore the accessible temperature range, can be substantially reduced by
diluting Pr by a few percent of the nonmagnetic Y, still keeping a rather high
cooling power/volume [10.72]. This is quite different to the dilution of Ce by
La in LCMN, where substantial reductions of Tc can only be achieved by a
very high degree of dilution (see references quoted in Sect. 9.4). Of course, at
the conditions accessible with these compounds, the high-temperature appro-
ximations utilized in this chapter cannot be used anymore; we have to take
the full equations, such as (9.15).

Some practical aspects to be considered in the use of PrNi5 as a nuclear
refrigerant are the following. It has a very small, and still unknown, nu-
clear spin–lattice relaxation time, but due to its small thermal conductivity
((0.5–1) W Km−1 [10.28, 10.74, 10.75], something like brass) usually a long
thermal relaxation time. It is very brittle, and the use of H2 gas for thermal
coupling in the cooldown process should be avoided because PrNi5 adsorbs
H2 strongly and may then crack. The compound can be soldered with Cd
(use ZnCl flux) to Cu wires for thermal contact; the Cd should be kept in
its normal conducting state by a high enough final demagnetization field. A
complete coating of PrNi5 with Cd keeps possibly cracked parts together.
PrNi5 is usually used in the form of rods of 6–8 mm diameter and typi-
cally 10 cm length, and because of the low thermal conductivity of PrNi5
it is advisable to solder high-purity Cu wires along the entire length for ther-
mal anchoring [10.28, 10.29]. Good PrNi5 samples should have RRR ≥ 20;
lower values may indicate the presence of excess Ni or of other Pr–Ni com-
pounds, which may cause trouble in the demagnetization, limiting the cooling
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power and the minimum temperature.2 A good test of the quality of the
compound is to check whether the electronic magnetization is a linear, re-
versible function of magnetic field. Minicracks developing with time and
number of cooldowns can also deteriorate the thermal conductivity of such
stages.

10.8 Nuclear Demagnetization Refrigerators

The progress of nuclear refrigeration is particularly due to the development of
filamentary wire superconducting magnets to produce the required fields and
of 3He–4He dilution refrigeration to produce the required starting tempera-
tures. This combination in a nuclear refrigerator was first used at Helsinki, as
described in [10.6, 10.7, 10.9].

In the early 1970s, the Cu nuclear refrigeration stage was almost ex-
clusively a bundle of insulated fine Cu wires to reduce eddy current heat-
ing [10.7, 10.9]. Only later it was realized that this problem is not as serious
as anticipated and today favorite designs consist of an assembly of welded Cu
rods [10.28,10.29], see Figs. 10.24 and 10.25, or sheets [10.76,10.77], or of a slit
Cu block [10.1,10.30,10.32], see Figs. 10.14, 10.15 and 10.20, to improve struc-
tural stability and filling factor, to reduce the number of joints, and to avoid
the wire insulation. One can show that with typical experimental parameters
[RRRCu ≈ 102–103, Ti ≈ 10 mK, demagnetization rate ≈1T h−1] a thickness
of the Cu rods or sheets of about 3 mm is the optimum when maximum filling
factor and eddy current losses are compared (Sect. 10.5.2).

A review on some of the successful nuclear refrigerators built before 1981
has been published by Andres and Lounasmaa [10.9]. Since then the tech-
nology has been advanced, in particular by the Cu nuclear demagnetization
refrigerators built at Lancaster [10.25] and Bayreuth [10.30].

In the nuclear demagnetization refrigerator at Bayreuth [10.30]
(Figs. 10.14, and 10.15), the 3He–4He dilution refrigerator – whose cooling
power is shown in Fig. 7.19 (Tmin = 4.5 mK, Q̇ = 2.5 μW at 10 mK) – is able to
precool the 104 mol (6.6 kg) of the 275 mol (17.5 kg) Cu stage (RRR ≈ 1, 000)
which are in a field of 8 T to a temperature of 13 (10) mK within 1 (4) day(s)
(Fig. 10.16). The temperature of the magnetized Cu stage during the precool-
ing phase decreases with time according to T ∝ t−1/3. This is the expected
behavior at least as long as the cooling power of the dilution refrigerator
varies as T 2 [Fig. 7.19 and (7.38)], the nuclear specific heat of the magne-
tized nuclear stage varies as T−2, (10.4), and they are connected by a metallic
link of thermal conductivity κ ∝ T . Demagnetization of the 104 mol Cu from
10 mK/8 T (ΔS/S ≈ 9%) to 4 mT results in a measured minimum electronic

2 The nominal composition should contain some excess Pr, as in PrNi4.98,
because some of it will be oxidized during the arc-melting production process
from the constituent elements or may already be present as oxide.
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Fig. 10.14. Schematic of the low-temperature part of the nuclear refrigerator at
the University of Bayreuth with the two superconducting magnets and their field
profiles. The first nuclear stage contains 17.5 kg or 275 mol Cu, of which 6.6 kg or
104 mol Cu are effectively in a field of 8T. The second nuclear stage contains 0.13 kg
or 2 mol Cu in a field of 9 T [10.30]. The superconducting Al heat switches and the
used Pt NMR thermometers in the low-field experimental spaces are of our design
discussed in Sects. 4.2.2 and 12.10.3, respectively

temperature of 15 μK in the low-field experimental region of the refrigerator
containing nine sites for experiments and thermometers (Fig. 10.17), and a
calculated minimum electronic temperature of 5 μK at the center of the stage.
This powerful Cu nuclear stage has also been used to precool a 2 mol Cu stage
in 9 T (see Fig. 10.14) to 3.5 mK. The demagnetization of the latter stage gave
measured electronic temperatures between 10 and 12 μK [10.30].

With this refrigerator, the lowest ever achieved equilibrium temperature
with Tnuclei = Telectrons = Tphonon has been obtained for a 0.16 mol (32 g)
Pt sample [10.67]. To this end, the Pt sample in a calorimetric setup in a
field of 0.37 T, similar to the one shown in Fig. 3.13, was precooled by the
first Cu nuclear cooling stage to 103 μK. Its nuclei were then demagnetized to
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Fig. 10.15. Photograph of the first nuclear stage (17.5 kg Cu) of the nuclear re-
frigerator shown in Fig. 10.14. On the top flange one can see the large crystallites
which result from annealing the Cu stage for about 4 days at 950◦ in 1 μbar O2.
The various holes are for mounting experiments and thermometers. The stage is
slit, except at the flanges, to reduce eddy current heating. The total length of the
stage is 525 mm [10.30]
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Fig. 10.16. Precooling of 104 mol Cu magnetized in 8 T in the nuclear refrigerator
shown in Fig. 10.14 by a 3He–4He dilution refrigerator with the cooling capacity
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Fig. 10.17. Temperature measured by a pulsed Pt NMR thermometer in the
experimental region of the first Cu nuclear refrigeration stage of the Bayreuth
nuclear refrigerator (Fig. 10.14) as a function of the applied magnetic field. The
demagnetization behaves in an ideally adiabatic way, B/T = const., and there are
no temperature differences between demagnetized Cu nuclei and Pt thermometer to
within 3% to at least 70 μK. The demagnetization rate was adjusted so that nuclei
and electrons in the Cu stage stay in thermal equilibrium as long as possible [10.30]

2.5 mT to cool themselves as well as the electrons and phonons of the sample
to about 1.5 μK; further reduction of the field to a value <0.05 mT reduced
the temperature of the nuclei only to 0.3 μK (Fig. 10.18).

Recently, a new nuclear refrigerator was described in [10.48]. It consists
of two concentric slitted cylinders of Cu as nuclear stages connected to each
other by high-purity Al screws acting as heat switches; a third nuclear stage
can be inserted into them. Starting from 8.3 mK/8.5 T, a minimum temper-
ature of 23 μK measured by a massive Pt NMR thermometer was reached.
The paper also discusses an optimized thermodynamic description of nuclear
refrigeration.

If it is intended to refrigerate 3He by demagnetizing a metallic nuclear
refrigerant, the contact area between 3He and the refrigerant has to be large
to overcome the thermal boundary resistance problem (Sect. 4.3.2). In this
situation a metallic refrigerant of Cu (or PrNi5 [10.78]) in the form of com-
pressed powders or sinters is most appropriate. This design has similarities to
that for refrigerating and making thermal contact to liquid helium using CMN
powder (Sect. 9.4). The Lancaster group [10.25] has developed very efficient
Cu sinter nuclear refrigeration stages for this purpose. They use a nested
rather than a series design for the nuclear stages, using the outer one as a
thermal guard. The stages contain a mixture of Ag and Cu sinters on 1 mm
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Fig. 10.18. AC susceptibility χ of two Pt samples which contained x = 11 and
41 ppm Fe, respectively. At T > 0.1 mK, the data are the electronic susceptibilities
χ due to the spin glass behavior of the giant electronic magnetic moments of 8μB

caused by the Fe impurities in the Pt samples. They show Curie behavior at T >
Tf ; the latter are the indicated spin freezing temperatures of the samples which
depend on the Fe concentration. The increase of χ at T < 0.1 mK is the nuclear
susceptibility of the nuclear magnetic moments of 195Pt, which again shows Curie
behavior to the lowest obtained temperatures. In these experiments, a minimum
electronic or equilibrium temperature of Te = 1.5 μK was obtained. Afterward, the
Pt nuclei alone continued to cool to a minimum temperature of Tn=0.3 μK [10.67]

Cu plates in epoxy cells acting both as a refrigerant and as heat exchang-
ers for thermal contact to the liquid helium to be refrigerated and investi-
gated in the cells (Fig. 10.19). Of course, the cells are demagnetized together,
and the liquid sample and the thermometers are exposed to the changing
demagnetizing field. The electrical conduction of the sinter is low enough
that eddy current heating during demagnetization is negligible. As shown by
(10.27), only a comparatively small amount of Cu is needed to refrigerate some
cm3 of liquid 3He. According to [10.10, 10.79] this cryostat has refrigerated
liquid 3He to about 100 μK. Using such a design without a metal sinter on
the Cu plates, i.e., using just three Cu plates in series – separated by super-
conducting heat switches – as refrigerant, the group achieved 7 μK, measured
with a 195Pt NMR thermometer on the inner Cu plate of about 9 g (0.134 mol)
only [10.10].

In this book I shall not discuss the methods of nuclear cooling by which
only the nuclear spin temperature is reduced, leaving the lattice and elec-
trons at a higher temperature. This can be achieved by the method of dyna-
mic polarization and demagnetization in the rotating frame for insulators, as
developed by Abragam, Goldman, and their coworkers [10.14–10.16], or by
the usual “brute force” demagnetization procedure discussed here for metals
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Experimental space

Inner epoxy wall (0.25 mm)

Inner cell NMR thermo-
meter (Pt wire + Ag sinter)
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Fig. 10.19. Nuclear refrigeration stage used at the University of Lancaster for
refrigerating liquid 3He (see text) [10.10,10.25]

if the nuclear spin–electron coupling is weak enough (large Korringa constant)
and the demagnetization is performed within a few minutes instead of many
hours [10.1,10.24]. Nuclear cooling is important for the study of nuclear coope-
rative phenomena but not suitable for refrigerating other samples. Two-stage
Cu–Cu nuclear demagnetization refrigerators intended for studies of nuclear
magnetic ordering phenomena have been built in Helsinki and are described
in [10.1, 10.6, 10.24,10.32] (Fig. 10.20).

For the most recent design of a two-stage cascade Cu nuclear refriger-
ator [10.32], the group in Helsinki has put all the experience from their
former nuclear refrigerators [10.1, 10.6, 10.7, 10.9] as well as the substantial
progress of other groups, in particular from [10.30] together. In this refriger-
ator (Fig. 10.20), the first nuclear stage contains 170 mol Cu with slits spark
cut into a Cu block, of which 98 mol are effectively in a field of 9 T. It is
precooled by a powerful commercial dilution refrigerator (10 μW at 10 mK)
to 10 mK within 50 h. Demagnetization of this stage results in a measured
minimum electronic temperature of 67 μK in a field of 10 mT, probably lim-
ited by a heat leak of still 6 nW 2 weeks after cooldown; temperatures below
100 μK can be kept for 2 months. These temperatures were measured again
by a Pt NMR thermometer of standard design (Sect. 12.10.3). A smaller sec-
ond nuclear stage in a field of 7 T can be precooled by the first stage. Special
care has been taken for electric filtering of the leads, magnetic shielding, and
vibration isolation. The group in Helsinki has used their refrigerators to cool
and to investigate the nuclear spin systems of Cu, Ag [10.1] and Rh [10.24] to
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Fig. 10.20. Double-stage nuclear demagnetization refrigerator at the Technical
University of Helsinki (see text) [10.32]

sub-nanokelvin nuclear spin temperatures while the electrons and phonons of
their samples were kept at around 0.1 mK. This large temperature difference
is possible due to the long nuclear spin – lattice relaxation times in these
metals at very low temperatures (see Table 10.1).

If moderately low final temperatures of the order of 0.4 mK are required,
these temperatures can be achieved using PrNi5 with its large hyperfine
enhancement of fields as a refrigerant with rather modest superconducting
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magnets and dilution refrigerators for the starting conditions, see Sect. 10.7.
Simple PrNi5 nuclear refrigerators have been described by Andres [10.9,10.70]
and by Greywall [10.80] (Fig. 10.21). A compact 0.9 mol PrNi5 nuclear refrig-
eration stage (31 bars of 6 cm length and 7 mm diameter) has been described
in [10.81]. This stage, together with its 4 T, 5 cm bore demagnetization
solenoid, is mounted in the free volume of the heat exchangers of a dilution
refrigerator used for precooling (Fig. 10.22). This design allows the con-
struction of a very compact nuclear refrigerator which is less susceptible to
vibrations than usual cryostats where the nuclear stage is mounted below
the mixing chamber of the dilution refrigerator. This apparatus has been
modified by mounting a 6 T magnet to the still of the 3He–4He dilution
refigerator and a 61 mol Cu nuclear stage inside of the heat exchangers of the
dilution refrigerator [10.82]. The torus-shaped mixing chamber [10.34] allows
easy access to the nuclear stage and to the experiments on its bottom.

0.01 K shield
1.3 K shield
4.2 K shield

Experimental cell

Compression collar

Union

10 cm

Magnetic field
profile, Bmax = 5 T

Cross-section of bundle

PrNi5 bundle
(0.64 mol)

Conical clamp

Mixing chamber
Tin heat switch
Copper rod (1of 2)

(3 mT)
Low field region

Fig. 10.21. Low-temperature part of a PrNi5 nuclear refrigerator. The refrigerant
consists of 0.64 mol PrNi5 in the form of seven 8 mm dimeter hexagonal rods of
95 mm length. This refrigerator has cooled 3He samples to below 0.3 mK [10.80]



252 10 Refrigeration by Adiabatic Nuclear Demagnetization

N

M
L

H
G

F

K

J

I

E

D

C

B

A

Fig. 10.22. Lower part of the dilution refrigerator of [10.34, 10.81] with a PrNi5
nuclear demagnetization stage. (A, cold plate; B, cold plate thermal radiation shield;
C, heat exchanger of dilution refrigerator; D, demagnetization magnet; E, PrNi5
stage; F, input tube connection; G, heat exchanger for nuclear stage; H, output
tube connection; I, mixing chamber (epoxy); J, leg of heat exchanger; K, copper
ring for thermal anchoring; L, heat switch; M, silver post; N, cold finger extending
to the high field region)

If very low temperatures or very high cooling powers are required, the
compound PrNi5 can bridge the gap in temperature where the cooling power
of dilution refrigerators for precooling a Cu nuclear stage becomes very small,
which is at around 10–15 mK, but where one would like to have a powerful
precooling refrigerator to reduce the nuclear magnetic entropy of copper as a
nuclear refrigeration stage (Fig. 10.23). In this situation one can build a rather
powerful two-stage nuclear refrigerator using a dilution refrigerator as the first
precooling stage, a PrNi5 nuclear refrigeration stage as the second precooling
stage, bridging the gap between the dilution refrigerator and the copper, and
then the final copper nuclear refrigeration stage to reach the final minimum
temperature (Fig. 10.3) [10.26, 10.28, 10.29, 10.83]. With such a combination
substantially higher entropy reductions can be achieved. The large hyperfine
enhanced nuclear heat capacity of the intermediate PrNi5 stage can also be
used as a very efficient thermal guard for the Cu stage and experiments, as well
as thermal anchor for everything leading to lower temperatures. The design
of such a two-stage nuclear refrigerator built in Jülich [10.26–10.28] is shown
in Figs. 10.24 and 10.25. It requires two superconducting magnets (6 T for the
PrNi5 and 8 T for the Cu) and two superconducting Al heat switches. The
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Fig. 10.23. Reduced nuclear spin entropy of Cu (——) and of PrNi5 (–––) in the
indicated magnetic fields compared to the rate of entropy reduction of typical 3He–
4He dilution refrigerators (·······). The reduction of the nuclear spin entropy of PrNi5
occurs at a higher temperature than that for Cu because the 141Pr nuclei see an
effective field which is a factor of 12 enhanced compared to the externally applied
field [10.26,10.28]

Jülich refrigerator contains 4.3 mol PrNi5 (60 rods, 6.4 mm diameter, 120 mm
length each soldered with Cd to six 1 mm diameter Cu wires) and effectively
10 mol Cu (96 rods of 2 × 3 mm2 and 245 mm length of which about 120 mm
are inside of the field region of 8 T), welded at one end and electrically isolated
but bolted together at the other. The PrNi5 stage (starting from 25 mK, 6 T
corresponding to ΔS/S ≈ 0.7) precools the Cu stage in 8 T to typically 5 mK,
reducing the Cu nuclear spin entropy by about 26%. Figure 10.26 shows the
development of the temperature of the experiments in this refrigerator after a
demagnetization from 3.8 mK/8 T to 0.01 T. The minimum temperature which
the PrNi5 stage in this refrigerator has reached is 0.19 (0.31) mK starting from
10 (23) mK and 6 T, and the Cu stage of it has refrigerated experiments to
38 μK [10.26,10.28]. The low heat leak in this refrigerator results from its rigid
construction (reducing eddy current heating) and the very small quantity of
“ill-defined” materials. The refrigerator can stay below 50 μK (300 μK) for
about 2 weeks (at least 1 month). These were great achievements in the late
1970s when this refrigerator was built. Similar two-stage nuclear refrigerators
have been built in Tokyo (11 mol PrNi5, 19 mol Cu; Tmin = 27 μK) [10.29]
and in Nagoya (2.6 mol PrNi5, 8 mol Cu) [10.83]. With the advent of more
powerful dilution refrigerators [10.34, 10.36, 10.84] the advantage or necessity
of an intermediate PrNi5 precooling stage for the final Cu nuclear refrigeration
may have disappeared [10.1, 10.30,10.32].
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Fig. 10.24. Schematic of the low-temperature part of the PrNi5/Cu nuclear refrig-
erator at the KFA Jülich and field profiles of its two superconducting magnets (see
text) [10.28]. The superconducting Al heat switches and the Pt NMR thermometer
are of our design discussed in Sects. 4.2.2 and 12.10.3, respectively
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Fig. 10.25. Copper nuclear demagnetization stage welded to the bottom of the
experimental region of the nuclear refrigerator shown in Fig. 10.24. At the top the
lower end of the second superconducting heat switch can be seen. In the experimental
region, a Nb tube contains a Pt NMR thermometer (see Sect. 12.10.3). The thermal
connection between the heat switch and the Cu nuclear stage is made by three
massive Cu legs with two grooves reducing eddy current heating in each of them.
At the bottom of the experimental region the centring device can be seen [10.28]
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Fig. 10.26. Left : The decrease of temperature, starting at 3.8 mK, of a sample in the
double stage nuclear refrigerator shown in Figs. 10.24 and 10.25 when the magnetic
field on the Cu refrigerant is decreased exponentially in time for 10 h from 8 T to
0.01 T. Right : The development of the sample temperature after demagnetization on
an expanded temperature scale and compressed time scale. It takes about 4 days for
the apparatus to relax to its minimum measured electronic temperature of 41 μK.
The sample was kept below 50 μK for 10 days. On the 13th day after starting the
demagnetization an additional heat input of 1 nW was supplied to the sample to
accelerate the warm-up [10.26]

In all these nuclear refrigerators the thermal path between refrigerant and
samples/thermometers in the experimental space should be kept as small as
possible to keep temperature differences between them small. Most experi-
ments and thermometers should not be exposed to the large and changing
demagnetization fields. Therefore the superconducting main magnet for de-
magnetization has to be compensated at its end(s) to reduce the field in the
experimental space to a tolerable level, typically ≤ 5 mT when the coil is fully
energized.

The best temperature stability in magnetic refrigerators is achieved if the
magnetic field itself is used as the control parameter. An automated tem-
perature regulation system for an adiabatic paramagnetic demagnetization
refrigerator achieving a temperature stability of 2 μK at 100 mK has been
described in [10.85].

Figure 10.27 shows the development of the minimum equilibrium temper-
atures achieved by nuclear refrigeration of nuclei in metals and available for
refrigerating samples in the field-free region of the refrigerators. Table 10.2
summarizes the minimum temperatures to which various materials have been
refrigerated.
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Fig. 10.27. Minimum equilibrium temperatures (Tnuclei = Telectrons = Tphonons)
measured by the indicated laboratories at their nuclear refrigeration stages consist-
ing of the indicated number of moles of Cu (•). In addition, equilibrium tempera-
tures measured at demagnetized Cu or Pt experimental setups connected to nuclear
refrigeration stages are indicated (�)

Table 10.2. Minimum temperatures to which the given materials have been cooled
by nuclear magnetic refrigeration

Refrigerated material Minimum temperature Reference

Liquid 3He; liquid 3He–4He 0.10 mK [10.78,10.86–10.88]
Solid 3He 34 μK [10.89]
Massive Cu nuclear refr. stage 10 μK [10.30]
Metals 1.5 μK [10.67]
Nuclear moments in metals 0.28 nK [10.24]

Problems

10.1. At which nuclear spin temperature Tn would Cu nuclei order magneti-
cally, if we assume that this order occurs roughly when the nuclear magnetic
interaction energy μbi becomes comparable to the thermal energy kBTn? The
internal field created by the neighbour nuclei bi ≈ 0.36 mT.

10.2. Calculate the cooling power and the heat of magnetization if 10 mol Cu
are magnetized at 15 mK in 8 T and then adiabatically demagnetized to 8 mT.

10.3. How long would it take a 3He–4He dilution refrigerator with a circula-
tion rate of 1 mmol 3He/s to precool 20 mol of Cu in 8 T to 15 mK?

10.4. To which temperature does one have to cool copper to achieve a 50%
entropy reduction in a field of 8 T?
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10.5. Calculate the magnetic field for which at 10 mK the effective time con-
stant given by (10.18) is one half of the spin–lattice relaxation time for Cu.

10.6. Calculate the minumim temperatures and optimum magnetic fields, as
shown in Fig. 10.7, if the heat leak could be reduced to 0.03 nW mol−1 Cu.

10.7. Calculate the warm-up time of Cu nuclei demagnetized to 10 μK in
a field of 4 mT at a heat leak of 0.1 nW mol−1. What is the temperature
difference Te − Tn at the end of the demagnetization?

10.8. How many moles of liquid 3He could be refrigerated by 1 mol Cu de-
magnetized from 10 mK, 8 T to 8 mT, see (10.27).

10.9. A Cu nuclear refrigeration stage has to be slit to reduce eddy current
heating during demagnetization (Sect. 10.5.2). If one makes the slits too wide
or the remaining Cu sheets too thin, too much Cu refrigerant is lost. Calculate
the optimum thickness of the Cu sheets for a residual resistivity ratio of Cu
of 103 and T = 10 mK, Ḃ = 0.5 T h−1.

10.10. How many moles of two-level tunneling systems with an energy sep-
aration of 10 K are necessary to explain a total heat release from a nuclear
stage of 20 mJ?

10.11. Calculate at which time after cool-down the heat release from 10 g
Stycast 1266 is equal to the heat release from ortho–para conversion of 1 μmol
H2 (Sect. 2.2).

10.12. How large has the electric field gradient Vzz , which Cu nuclei may
see, to be so that the nuclear quadrupole specific heat (10.35) equals the
nuclear magnetic specific heat in a field of 10 mT (use the high-temperature
approximation Cn ∝ T−2).

10.13. What is the reason for the nonmonotonic shift of the entropy curves
in Fig. 10.13 with the field?

10.14. Make a rough estimate of the hyperfine enhancement for the magnetic
field which Pr nuclei see in PrNi5 from the entropy data shown for this com-
pound in 6 T and for Cu in 8 T in Figs. 10.13 and 10.23. Determine from the
0 T result for PrNi, displayed in the same figure, the internal magnetic field.
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Temperature Scales and Temperature
Fixed Points

In low-temperature physics and technology the measurement of a temperature
is very often as difficult and, of course, as important as actually reaching
that temperature. Therefore, low-temperature physicists have to spend a
substantial part of their time considering thermometry. Before we can talk
about thermometry we have to talk about temperature; we have to define
a temperature scale. Actually, temperature is one of the most important
parameters in physics and technology. It is one of the basic units in all
systems of units. In spite of this fact – as we will see in the following –
the absolute temperature is not very accurately known; our knowledge of
temperature is much less precise than our knowledge of time, length, mass,
voltage, etc. But let me start with a recollection of the definition of the
temperature scale and some temperature fixed points.

11.1 Thermodynamic Temperature

The definition of the temperature scale is obtained from the Carnot cycle,
which is based on the second law of thermodynamics. This reversible cycle
gives ∮

T−1dQ = 0 , (11.1)

which is equivalent to

T/Q = const. (11.2)

Hence, this or any other process gives the temperature only in terms of ratios
or to within a multiplicative constant; the absolute values in a temperature
scale have to be fixed by definition.

The most important proposal for the definition of a temperature scale, in
general everyday practical use, was made in 1742 by A. Celsius, who proposed
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that the range of temperature between that at which water boils and that at
which ice melts should be divided into 100◦:

1742Celsius : T (H2O boiling) − T (H2O melting) = 100◦ . (11.3)

In 1887 the name “centigrade” and in 1948 the name “degree Celsius” were
internationally accepted for the unit of this scale. Of course, we know that we
have to decide at which pressure this definition should be valid; the accepted
value is 1 bar.

Physicists know that the definition of a temperature scale in which the
temperature of melting ice is set at 0◦C is not very appropriate for physics
and for many processes in nature, because we have an absolute zero in tem-
perature. That an absolute zero exists had actually already been realized 40
years before Celsius’ proposal, in 1702, by the French scientist Amontons. He
found from his experiments with gases that there must be a lower limit for
the temperature, and he estimated this lower limit to be at ≈−240◦C. This
was an outstanding achievement for that time.

Almost 150 years passed before Lord Kelvin made the proposal in 1848 to
take absolute zero, T0, as the starting point of a thermodynamic temperature
scale. It was not until 100 years later, in 1954, that this and the proposal that
one should count from T0 in steps of

1◦ = 1K = Ttriple(H2O)/273.16 (11.4)

was internationally adopted. Thus the unit of the thermodynamic temperature
is defined as 1/273.16 of the temperature of the triple point of water which is
taken as the second fixed point of the Kelvin scale. A degree in this scale is
the same size as in the Celsius scale. The following values relate the Celsius
to the Kelvin scale

1848Kelvin : T (H2O melting) = 0◦C = 273.15K,
T0 = 0K = −273.15◦C .

(11.5)

So, we have a point for the zero of our temperature scale, and in principle
we can use an experiment which is related to a Carnot cycle to establish the
temperature scale, but this is rarely done by experimentalists. A handier pro-
cedure is to establish a number of fixed temperature points and to use them
to calibrate the chosen thermometric method, which makes use of some tem-
perature dependent property of a suitable material in the desired temperature
range.

Presently, the Kelvin is defined by the temperature of the triple point
of water which is a material property with a present standard uncertainty
3×10−7. It would be a great advantage if this unit could be related to funda-
mental constants, as it has been possible for most of the other units. For the
Kelvin, the corresponding fundamental constant is the Boltzmann constant
kB, because temperature always appears as thermal energy kBT in fundamen-
tal laws of physics. Unfortunately, the present standard uncertainty for kB is
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2× 10−6, which is even worse than the uncertainty for the water triple point.
This value is based on one measurement applying one method; this is unsat-
isfactory for such an important fundamental constant. Therefore, substantial
efforts at several national standards laboratories are under way to determine
kB by a variety of methods. The aim is an adoption of a reliable value for kB

with an uncertainty of 1 to 2× 10−6 in 2011 by the Comite’ International des
Poids et Messures; this “modest” target value already indicates the involved
difficulties.

11.2 The International Temperature Scale ITS-90

In 1968 international agreement was reached on the definition of an offical
temperature scale, at least for temperature above about 14 K. This tempera-
ture scale, the IPTS-68 (amended in 1975) [11.1] is given by fixed temperature
points which are defined by equilibrium phase transitions of pure substances.
It superseded the earlier scales IPTS-48, ITS-48 and ITS-27. There was no in-
ternationally adopted and binding temperature scale for temperatures lower
than 14 K, only recommendations for temperatures between 0.5 and 30 K.
One was the “provisional 0.5–30 K temperature scale (EPT-76)” [11.2, 11.3]
(see Sect. 11.4.1), which again is given by fixed points which are defined by
equilibrium phase transition temperatures of pure substances, in particular
the transition temperatures into the superconducting states of five metals at
0.5K ≤ T < 10K (Table 11.7). In addition, it was recommended to use the
vapour pressures of 4He and 3He at 0.5K ≤ T ≤ Tcrit whose temperature
dependences are given with a very high accuracy in Tables 11.3 and 11.4.

Unfortunately, already at the time of the international agreement on IPTS-
68 it was realized that there are substantial errors (up to the order of several
10−4) in this temperature scale, deviations from the thermodynamic temper-
ature which are too large for an international standard. It was also obvious
that the deviations of the helium vapour pressure scale from IPTS-68 and
EPT-76 were a few millikelvins. Even though EPT-76 was established sub-
stantially later than IPTS-68 and had a much higher accuracy, the need for a
new international scale was obvious. After substantial efforts in various labo-
ratories, the International Temperature Scale of 1990, ITS-90, came into effect
on January 1, 1990 [11.4–11.7]. It was adopted by the Comité International
des Poids et Messures at its meeting in September 1989 and has been the offi-
cial international temperature scale since 1 January 1990. There are significant
differences between the new ITS-90 and the earlier scales; for example, 0.6 mK
at 10 K between ITS-90 and EPT-76, and 9 mK at 20 K between ITS-90 and
IPTS-68.

The ITS-90 extends from 0.65 K to the highest temperatures practicably
measurable in terms of the Planck radiation law using monochromatic ra-
diation. The defining fixed points of the ITS-90 are mostly phase transition
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Table 11.1. Defining fixed points of the temperature scale ITS-90 [11.4–11.7]

materiala equilibrium stateb temperature (K) uncertainty [mK]

He VP 3–5
e–H2 TP 13.8033 0.5
e–H2 (or He) VP (or CVGT) ≈17
e–H2 (or He) VP (or CVGT) ≈20.3
Ne TP 24.5561 0.5
O2 TP 54.3584 1.0
Ar TP 83.8058 1.5
Hg TP 234.3156 1.5
H2O TP 273.16 0
Ga MP 302.9146 1
In FP 429.7485 3
Sn FP 505.078
Zn FP 692.677
Al FP 933.473
Ag FP 1,234.93
Au FP 1,337.33
Cu FP 1,357.77
aAll substances (except 3He) are of natural isotopic composition. e–H2 is
hydrogen at the equilibrium concentration of the ortho- and para-
molecular forms.
bThe symbols have the following meanings: VP, vapour pressure point;
TP, triple point; CVGT, gas thermometer point; MP, FP, melting point,
freezing point (at a pressure of 1.01325 bar).

temperatures of pure substances, given in Table 11.1. In its overlapping ranges
the ITS-90 is defined in the following ways [11.4–11.7]:

(a) 0.65–5.0 K: Three vapour pressure/temperature relations of 3He (0.65–
3.2 K) and of 4He (1.25–5.0 K) given by

T =
9∑

i=0

Ai

(
lnP − B

C

)i

, (11.6)

with the constants Ai, B and C given in Table 11.2 (T in Kelvin, P in
Pascal, 1 Pa = 10−5 bar). The equation is, in fact, valid to 0.5 K.

Tables 11.3 and 11.4 give the new vapour pressure temperature values
for 3He and 4He in the range from 0.6 to 5.2 K calculated from (11.6).
These tables supersede the former T58(T62) scale for the 4He (3He) vapour
pressure.

(b) 3.0–24.5561 K (triple point of Ne): Constant-volume helium gas ther-
mometer (Sect. 12.1) calibrated at points number 1, 2 and 5 of Table 11.1,
and with the P/T relation given in [11.4–11.7].

(c) 13.8033 (triple point of H2)–1,234.93 K (freezing point of Ag): Electrical
resistance of platinum (Sect. 12.5.1), calibrated at defining fixed points
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Table 11.2. Values of the coefficients Ai, and of the constants B and C for the 3He
and 4He vapour pressure equations (11.6) and the temperature range for which each
equation is valid [11.4–11.7]

coeff. or 3He 4He 4He
constant (0.65–3.2 K) (1.25–2.1768 K) (2.1768–5.0 K)

A0 1.053 477 1.392 408 3.146 631
A1 0.980 106 0.527 153 1.357 655
A2 0.676 380 0.166 756 0.413 923
A3 0.372 692 0.050 988 0.091 159
A4 0.151 656 0.026 514 0.016 349
A5 −0.002 263 0.001 975 0.001 826
A6 0.006 596 −0.017 976 −0.004 325
A7 0.088 966 0.005 409 −0.004 973
A8 −0.004 770 0.013 259 0
A9 −0.054 943 0 0
B 7.3 5.6 10.3
C 4.3 2.9 1.9

and with various Pt resistance thermometers designed for the particu-
lar T ranges. For the determination of temperatures, various relations of
temperature to resistance ratio W (T90) = R(T90)/R(273.16K) are given.

(d) Above 1,234.93 K (freezing point of Ag): Planck’s radiation law.

The ITS-90 contains detailed instructions about how to calibrate a ther-
mometer relative to it in the various temperature ranges, as well as differences
to earlier scales [11.4–11.7]. It can be used down to 0.5 K with a thermody-
namic inaccuracy of about 1 mK, and of about 0.5 mK between 1 and 5 K.
Uncertainties at higher temperatures are 1 mK (at 13.8 K), 5 mK (at 933 K),
and 10 mK (at 1,235 K).

There is still substantial work going on to improve the ITS-90 and to check
its thermodynamic consistency. For example in [11.8], reports can be found
on the recent work on new sealed fixed point devices aiming to improve the
accuracy of the cryogenic triple points of ITS-90 to 0.1 mK or of the influence
of the deuterium content on the triple point of hydrogen. Because it is known
that ITS-90 deviates by about 1 mK from the thermodynamic temperatures at
T< 1 K [11.6–11.18], very careful new 3He vapor-pressure measurements have
been performed at PTB from 0.65 to 1.2 K [11.9]. In these investigations, dif-
ferent vapor-pressure cells and different pressure-sensing tubes between the
sample and the manometers at room temperature have been used. This al-
lowed reducing the errors from heat input to the samples, and in particular
from thermo-molecular pressure differences as well as from aerostatic head cor-
rections (see Sect. 12.2). Pressures were measured at room temperature with
calibrated commercial differential capacitive diaphragm gauges and temper-
atures were measured with calibrated rhodium-iron resistance thermometers
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Table 11.3. Helium-3 vapour pressure (kPa) according to ITS-90 [11.4, 11.5]

T (K) 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.6 0.071 0.079 0.087 0.096 0.105 0.116 0.127 0.139 0.152 0.166

0.7 0.180 0.195 0.211 0.229 0.247 0.267 0.287 0.308 0.330 0.353

0.8 0.378 0.404 0.431 0.459 0.489 0.520 0.552 0.586 0.621 0.657

0.9 0.695 0.734 0.775 0.817 0.861 0.907 0.954 1.003 1.054 1.106

1.0 1.160 1.216 1.274 1.333 1.395 1.459 1.523 1.590 1.660 1.731

1.1 1.804 1.880 1.957 2.037 2.118 2.202 2.288 2.376 2.466 2.559

1.2 2.654 2.752 2.851 2.954 3.059 3.165 3.275 3.387 3.501 3.618

1.3 3.738 3.860 3.985 4.112 4.242 4.375 4.511 4.649 4.790 4.934

1.4 5.081 5.231 5.383 5.538 5.697 5.858 6.022 6.189 6.360 6.533

1.5 6.709 6.889 7.071 7.257 7.446 7.638 7.834 8.033 8.235 8.440

1.6 8.649 8.861 9.076 9.295 9.517 9.742 9.972 10.20 10.44 10.68

1.7 10.92 11.17 11.42 11.68 11.93 12.19 12.46 12.73 13.00 13.28

1.8 13.56 13.84 14.13 14.42 14.72 15.02 15.32 15.63 15.94 16.26

1.9 16.58 16.99 17.23 17.56 17.90 18.24 18.58 18.93 19.28 19.64

2.0 20.00 20.37 20.74 21.11 21.49 21.87 22.26 22.65 23.05 23.45

2.1 23.85 24.26 24.68 25.10 25.52 25.95 26.38 26.82 27.26 27.71

2.2 28.16 28.61 29.08 29.54 30.01 30.49 30.97 31.45 31.94 32.44

2.3 32.94 33.44 33.95 34.47 34.99 35.51 36.04 36.58 37.12 37.67

2.4 38.22 38.77 39.33 39.90 40.47 41.05 41.63 42.22 42.82 43.41

2.5 44.02 44.63 45.24 45.87 46.49 47.12 47.76 48.40 49.05 49.71

2.6 50.37 51.04 51.71 52.38 53.07 53.76 54.45 55.15 55.86 56.58

2.7 57.29 58.02 58.75 59.49 60.23 60.98 61.74 62.50 63.27 64.04

2.8 64.82 65.61 66.41 67.21 68.01 68.83 69.65 70.47 71.30 72.14

2.9 72.99 73.84 74.70 75.57 76.44 77.32 78.21 79.10 80.00 80.91

3.0 81.83 82.75 83.68 84.61 85.96 86.51 87.46 88.43 89.40 90.38

3.1 91.37 92.36 93.37 94.38 95.39 96.42 97.45 98.49 99.54 100.60

3.2 101.66 102.73 103.82 104.90 106.00 107.10 108.22 109.34 110.47 111.61

(see Sect. 12.5.1). The data with a standard uncertainty of about 0.1 mK con-
firm the above-mentioned deviation and the requirement to amend ITS-90
to bring it in agreement with the new low-temperature scale PLTS-2000 (see
below).

11.3 The New Provisional Low-Temperature Scale
PLTS-2000

The International Temperature Scale ITS-90 has its lower end at 0.65 K.
However, important research is being performed at substantially lower
temperatures, requiring an internationally accepted, thermodynamically
consistent temperature scale down to at least 1 mK. For this purpose, a new
low-temperature scale, the PLTS-2000 [11.10] has been introduced in January
2000 and was formally accepted by the Comite’ International des Points et
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Table 11.4. Helium-4 vapour pressure (kPa) according to ITS-90 [11.4, 11.5]

T (K) 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

1.2 0.082 0.087 0.093 0.100 0.107 0.115 0.123 0.131 0.139 0.148

1.3 0.158 0.168 0.178 0.189 0.201 0.213 0.226 0.239 0.252 0.267

1.4 0.282 0.298 0.314 0.331 0.348 0.367 0.387 0.407 0.428 0.449

1.5 0.472 0.495 0.519 0.544 0.570 0.597 0.625 0.654 0.684 0.715

1.6 0.747 0.780 0.814 0.849 0.885 0.922 0.961 1.001 1.042 1.084

1.7 1.128 1.173 1.219 1.266 1.315 1.365 1.417 1.470 1.525 1.581

1.8 1.638 1.697 1.758 1.820 1.883 1.948 2.015 2.084 2.154 2.226

1.9 2.299 2.374 2.451 2.530 2.610 2.692 2.776 2.862 2.949 3.039

2.0 3.130 3.223 3.317 3.414 3.512 3.613 3.715 3.818 3.925 4.032

2.1 4.141 4.253 4.366 4.481 4.597 4.716 4.836 4.958 5.082 5.207

2.2 5.335 5.465 5.597 5.731 5.867 6.005 6.146 6.288 6.433 6.580

2.3 6.730 6.882 7.036 7.192 7.351 7.512 7.675 7.841 8.009 8.180

2.4 8.354 8.529 8.708 8.889 9.072 9.258 9.447 9.638 9.832 10.03

2.5 10.23 10.43 10.64 10.84 11.05 11.27 11.48 11.70 11.92 12.15

2.6 12.37 12.60 12.84 13.07 13.31 13.55 13.80 14.05 14.30 14.55

2.7 14.81 15.07 15.33 15.60 15.87 16.14 16.42 16.70 16.98 17.26

2.8 17.55 17.84 18.14 18.44 18.74 19.05 19.36 19.67 19.98 20.30

2.9 20.63 20.95 21.28 21.61 21.95 22.29 22.64 22.98 23.33 23.69

3.0 24.05 24.41 24.77 25.14 25.52 25.89 26.27 26.66 27.05 27.44

3.1 27.84 28.24 28.64 29.05 29.46 29.87 30.29 30.72 31.14 31.58

3.2 32.01 32.45 32.89 33.34 33.79 34.25 34.71 35.17 35.64 36.11

3.3 36.59 37.07 37.56 38.05 38.54 39.04 39.54 40.05 40.56 41.08

3.4 41.60 42.12 42.65 43.18 43.72 44.26 44.81 45.36 45.92 46.48

3.5 47.05 47.62 48.19 48.77 49.35 49.94 50.54 51.13 51.74 52.35

3.6 52.96 53.57 54.20 54.82 55.46 56.09 56.73 57.38 58.03 58.69

3.7 59.35 60.02 60.69 61.37 62.05 62.73 63.43 64.12 64.83 65.53

3.8 66.25 66.96 67.69 68.41 69.15 69.89 70.63 71.38 72.14 72.90

3.9 73.66 74.43 75.21 75.99 76.78 77.57 78.37 79.17 79.98 80.80

4.0 81.62 82.44 83.27 84.11 84.95 85.80 86.66 87.52 88.38 89.26

4.1 90.13 91.02 91.91 92.80 93.70 94.61 95.52 96.44 97.37 98.30

4.2 99.23 100.18 101.13 102.08 103.04 104.01 104.98 105.96 106.95 107.94

4.3 108.94 109.94 110.95 111.97 113.00 114.03 115.06 116.11 117.15 118.21

4.4 119.27 120.34 121.42 122.50 123.51 124.68 125.79 126.89 128.01 129.13

4.5 130.26 131.40 132.54 133.69 134.84 136.01 137.18 138.36 139.54 140.73

4.6 141.93 143.13 144.35 145.57 146.79 148.03 149.27 150.52 151.77 153.04

4.7 154.31 155.58 156.87 158.16 159.46 160.77 162.09 163.41 164.74 166.08

4.8 167.42 168.78 170.14 171.51 172.89 174.27 175.66 177.07 178.47 179.89

4.9 181.32 182.75 184.19 185.64 187.10 188.56 190.04 191.52 193.01 194.51

5.0 196.08 197.53 199.06 200.59 202.13 203.68 205.24 206.81 208.39 209.97

Mesures in October 2000. It is based on thermodynamic properties of liquid
and solid 3He, in particular its melting curve.

In the 1990s, several low-temperature laboratories had advanced the preci-
sion and reliability by which the P–T relation of a mixture of solid and liquid
3He could be measured over more than three decades in temperature, from
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about 1 mK to about 1 K (Sect. 12.3). The melting pressure of 3He was chosen
because it is a thermodynamic property usable over a very wide temperature
range, complications from impurities and imperfections in the substance are
essentially absent, thermodynamic consistency checks are possible (see below),
and because of the relative ease and reliability by which it can be unequivo-
cally realized in laboratories around the world. In addition, liquid and solid
3He due to its outstanding superfluid and nuclear magnetic properties provide
four unique fixed points along the melting curve (see Fig. 2.4): the minimum
of the melting pressure at Pmin = 2.93113 MPa, allowing a calibration of the
used pressure transducer; the two unique transitions to the superfluid A-phase
and from the A- to the superfluid B-phase of liquid 3He as well as the nuclear
antiferromagnetic transition of solid 3He offer temperature calibration points.
The values for these temperature-pressure fixed-points are given in Table 11.5.

Because of the melting pressure minimum, a plug of solid 3He will form in
the sensing line between a pressure transducer at room temperature and the
sample at low temperatures at a point where T (Pmin) is reached first, isolating
the pressure cell. Therefore, the pressure has to be measured in situ at low
temperatures, usually by a low-temperature capacitive transducer as described
in Sect. 13.1. The transducer has to be calibrated at a temperature above the
one of the melting curve minimum (or at another fixed point of liquid and
solid 3He mentioned above). The plug, of course, leads to a very good stability
of the low-temperature setup. More information on helium melting pressure
thermometry can be found in Sect. 12.3.

The use of the 3He melting pressure as a temperature standard was
already proposed by Scribner and Adams in 1970 [11.11]. It was in full use
at Cornell University in the late 1970s [11.12], and later substantially refined
by Greywall [11.13]. The work leading eventually to the 3He melting pressure
scale PLTS-2000 [11.10] was mostly performed in the nineties by the following
three laboratories:

Physikalisch-Technische Bundesanstalt (PTB), Berlin; scale PTB-96
[11.6, 11.14–11.16]:

The scale of this laboratory is based in particular on noise thermome-
try using a SQUID as detector (Sect. 12.7). The data have been obtained on
a 20-μΩ resistor in five measurements over 11 h with a gate time τ=20 ms
from 0.88 mK to 1 K. The obtained noise temperatures were substantiated by
measurements of the susceptibility of a single crystal of the paramagnetic salt

Table 11.5. Fixed points of liquid and solid 3He according to the PLTS-2000
scale [11.10]

minimum of melting curve 2.93113 MPa 315.24 mK
superfluid A-transition at Pmelt 3.43407 MPa 2.444 mK
superfluid B-transition at Pmelt 3.43609 MPa 1.896 mK
nuclear magn. transition of solid 3He at Pmelt 3.43934 MPa 0.902 mK
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Fig. 11.1. Melting pressure of 3He as a function of temperature. The insets demon-
strate the high resolution of the pressure measurements performed by a capacitive
strain gauge similar to the one shown in Fig. 13.2. In the inset for the pressure
minimum, the pressure is plotted vs. time. TN is the temperature of the nuclear
antiferromagnetic transition of solid 3He, whereas W and Mo indicate the supercon-
ducting transitions of these metals taken as reference values. Reprinted from [11.6],
publ. by IOP Publishing. See also [11.16]

CMN (Sect. 12.9) from 23 mK to 1.2 K, as well as by pulsed nuclear mag-
netic resonance on 195Pt at 250 kHz/28.5 mT in a pure platinum sample with
the rather long spin-lattice relaxation time of 0.9 ms (see Sect. 12.10.3) from
0.9–50 mK. For the nuclear magnetic moments of platinum it is know that
they follow a Curie law into the low microkelvin range (see Fig. 10.18). The
3He pressure was measured by a capacitive transducer (Sect. 13.1) at low tem-
peratures with a resolution of 0.1 Pa at 3 MPa (Fig. 11.1). It was calibrated
by a room temperature quartz oscillator pressure transducer and a pressure
balance carrying a calibration against the national pressure standard of PTB.
The standard uncertainties are 40 Pa for the pressure at the melting curve
minimum, and 1(0.04)% in temperature at 1 mK(1 K). A detailed description
of the design, construction, installation, filling to the correct gas pressure, the
room temperature part, calibration, and use of the PTB pressure transducers
can be found in [11.16].

National Institute of Standards and Technology (NIST), Boulder, Colo-
rado; scales NIST-92/-98 [11.17,11.18]:

The temperature scale of this laboratory, too, is based on resistive SQUID
noise thermometry used as a primary method from 6–738 mK. It was checked
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from 1.25–3.0 K against the Curie-Weiss law of the susceptibility of CMN,
which was calibrated against the ITS-90, as well as against a 60Co nuclear
orientation thermometer from 7–22 mK. The reproducibility and accuracy of
the data was 0.1%. The PTB and NIST temperature scales agreed within ex-
perimental error after the original NIST temperatures were reduced by 0.15%
when an error in the calculation of the noise temperature was discovered.
The dominant uncertainty in the NIST scale is the uncertainty of 15 ppm in
the effective area of the piston pressure gauge used for establishing the 3He
pressure scale.

University of Florida, Gainesville, Florida; scale UF-95 [11.19]:
This group used the anisotropic emission of the γ-rays from 60Co

(Sect. 12.11) as a primary thermometer with counting times of 8 h at each of
63 T–P points along the 3He melting curve between 0.5 and 25 mK. This ther-
mometer did serve to calibrate a 195Pt wire NMR thermometer (Sect. 12.10.3)
operated at 3.427 MHz with a precision of 0.2% achieved by signal averaging
over the above-mentioned counting time; this latter temperature sensor was
used only below 7 mK. The stated accuracy of their scale at T >0.93 mK is 1%.
A quartz pressure transducer with an accuracy of 0.04% was used to calibrate
the capacitive pressure transducer at low temperatures. A small correction
of the minimum pressure value toward that of the NIST value improved the
pressure scale.

The remaining differences between the scales of the three laboratories and
their likely origins were examined in a collaboration between the involved
laboratories. The consistency checks relied in particular on the application of
thermodynamics to the melting pressure-temperature relation. This analysis
followed essentially the reasoning of Greywall [11.20] who had calculated the
melting pressure by using the Clausius-Clapeyron equation and his data for
the heat capacities of liquid and solid 3He (see below). Eventually, agreement
on slight adjustments of the various scales as well as on a compromise equation
for the melting pressure of 3He was reached, and the PLTS-2000 scale was
subsequently formulated. This equation is (for P in MPa)

P =
+9∑

i=−3

aiT
i (11.7)

at 0.9 mK < T <1 K, and with the coefficients ai given in Table 11.6 [11.10]. In
addition, the mentioned fixed points of liquid and solid 3He at low millikelvin
temperatures (Table 11.5) are incorporated in the PLTS-2000. The standard
uncertainty of the PLTS-2000 in thermodynamic terms is 0.5 mK at T > 0.5 K,
decreasing linearly to 0.2 mK at 100 mK. Eventually, it is about 0.3% at 25 mK
and 2% at 0.9 mK. The standard uncertainty in pressure is about 60 Pa. The
consistency with the ITS-90 temperatures is 0.3 mK at 1 K.

Work related to improvements of the PLTS-2000 scale has still been going
on since its acceptance. At PTB, the thermodynamic consistency of the scale
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Table 11.6. Coefficients ai of (11.7) for the 3He melting curve according to the
Provisional Temperature Scale PLTS-2000 (in the units MPa; K) [11.10]

a−3 = −1.385 544 2 × 10−12

a−2 = 4.555 702 6 × 10−9

a−1 = −6.443 086 9 × 10−6

a0 = 3.446 743 4 × 100

a1 = −4.417 643 8 × 100

a2 = 1.541 743 7 × 101

a3 = −3.578 985 3 × 101

a4 = 7.149 912 5 × 101

a5 = −1.041 437 9 × 102

a6 = 1.051 853 8 × 102

a7 = −6.944 376 7 × 101

a8 = 2.683 308 7 × 101

a9 = −4.587 570 9 × 100

has been checked with new measurements using noise and platinum NMR
thermometry [11.21], supported again by calculations using Greywall’s spe-
cific heat data [11.20]. These investigations indicated that the deviation of
PLTS-2000 from thermodynamic consistency with the specific heat data is of
order 1%.

Substantial efforts have been undertaken within an EU project to dis-
seminate PLTS-2000 in Europe [11.22]. This has led to instrumentation
and several thermometers for this purpose: a current sensing noise ther-
mometer (Sect. 12.7), a CMN susceptibility thermometer (Sect. 12.9), new
195Pt and 3He NMR thermometry devices (Sect. 12.10), a Coulomb block-
ade thermometer (Sect. 12.6), a 3He–4He second-sound acoustic thermometer
(T obtained from the strong temperature dependence of the velocity of sec-
ond sound in a 1% mixture) [11.23], the superconducting fixed-point device
SRD 1000 (Sect. 11.4.3), as well as ruthenium oxide resistance thermometers
(Sect. 12.5.3). They are being checked as secondary devices and fixed points
against the noise and the melting curve thermometers.

I shall now reproduce the arguments given by Greywall [11.20] to demon-
strate the thermodynamic consistency of his temperature scale and of the
input data. Because in the beginning of the 1980’s there were differences of
up to 40% in the specific heat of liquid 3He measured at various laboratories,
he performed accurate measurements of this specific heat in the temperature
range 7 mK–2.5 K. From these data he was able to calculate the entropy of
liquid 3He along the melting curve

Sliq,m =
∫ Tm

0

(
Cv,liq

T ′

)
m

dT ′ . (11.8)
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With the Clausius-Clapeyron equation

Ssol,m = Sliq,m − (Vliq,m − Vsol,m)
(

dP

dT

)
m

, (11.9)

and the known values of the slope of the melting curve [11.13] and the dif-
ference of the molar volumes of 3He in the liquid and solid phases along the
melting curve (1.31 m3 mol−1) [11.12, 11.24], he was able to calculate the en-
tropy of solid 3He along the melting curve. This calculation gave the values
(Fig. 11.2)

Ssol,m/R = 0.688(0.693) at T = 0.02(0.32)K . (11.10)
These values are in excellent agreement with the value which is expected
between about 10 mK (which is substantially above the nuclear magnetic or-
dering temperature of 0.93 mK) and 0.32 K (which is below a temperature
where other excitations, e.g., phonons, start to contribute), which would be

Ssol,m/R = ln(2) = 0.693 (11.11)

for the fully disordered 3He nuclear spins.
These are the same arguments used by the above-mentioned three groups

to check the thermodynamic consistency of their new scale. Greywall’s temper-
ature scale [11.13] was the most accurate and most widely used temperature
scale for the millikelvin temperature range until the PLTS-2000 scale was es-
tablished. It is in good agreement (to within about 2%) with the PLTS-2000
scale at T<40 mK. For his measurements, he used a calibrated superconduct-
ing fixed-point device SRM 768 (Sect. 11.4.2) to calibrate an LCMN suscep-
tibility thermometer (Sect. 12.9), ensuring that on this temperature scale the
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Fig. 11.2. Entropies of liquid and solid 3He along the melting curve calculated from
measured specific heat data of liquid 3He [11.20]
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specific heat of liquid 3He, which he measured, would follow at low temper-
atures the linear law predicted by the Landau theory for a Fermi liquid at
T�TFermi (see Fig. 2.15).

11.4 Practical but not Officially Accepted
Low-Temperature Fixed Points

There are various very useful temperature fixed points – besides the unique
fixed points of liquid and solid 3He at low millikelvin temperatures on the 3He
melting curve (Table 11.5) - for low-temperature thermometry which are in
wide use but which are not officially accepted or officially recommended.

11.4.1 Fixed Points of EPT-76

Even though the low-temperature scale EPT-76 [11.2, 11.3] is not an official
scale anymore, it contains a number of fixed points which are very useful
for low-temperature thermometry. These fixed points are given in Table 11.7.
They differ from ITS-90 by less than 1 mK at T < 13 K, which is close to
the uncertainty of EPT-76 at these temperatures. In detailed comparisons
between the Curie–Weiss behavior of the susceptibility of powdered CMN
(Sect. 12.9) and EPT-76 as well as ITS-90 (which have the same thermody-
namic basis below 4 K), consistency was found between 3 and 1.2 K; below
1.2 K the differences increase monotonically with decreasing temperature and
reach 1.3 mK at 0.5 K.

11.4.2 The NBS Superconducting Fixed-Point Device

Superconducting transitions are very suitable fixed points for low-temperature
thermometry, owing to their ease of detection, their reproducibility, their
accuracy and fast response time, if the precautions discussed below are taken
into account.

The American National Bureau of Standard (NBS; now National Institute
of Standards and Technology, NIST) did offer a device (NBS-SRM 767 a)
containing the five superconductors with transitions between 0.5 and 7.2 K
of the EPT-76 temperature scale, as well as Nb with Tc = 9.3 K [11.25].

Table 11.7. Some fixed points (in K), mostly from the superseded low-temperature
scale EPT-76 [11.2, 11.3]

Tb (H2)a Ttr (H2) Tc (Pb) Tb (4He)a Tc (In) Tλ (4He)b Tc (Al) Tc (Zn) Tc (Cd)

20.27 13.80 7.20 4.21 3.415 2.1768 1.180 0.851 0.520
aAt a pressure of 1 bar.
bAt saturated vapour pressure.
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However, thermometry in the Kelvin range is not too great a problem and is
widely performed with the helium vapour pressure scale.

For a number of years the NBS (NIST) also offered a very useful supercon-
ducting fixed-point device for the millikelvin temperature range (NBS-SRM
768) [11.26]. The temperatures for the superconducting transitions of five met-
als contained in this device together with other relevant information are given
in Table 11.8. The temperature scale of this device is based on a scale called
“NBS-CTS-1” established at 0.01–0.5 K by the American NBS by 60Co γ-ray
anisotropy (Sect. 12.11), by Josephson noise thermometry (Sect. 12.7), and
the paramagnetic susceptibility of CMN (Sect. 12.9) [11.27]. Each device is
individually calibrated. The reproducibility and traceability to the NBS tem-
perature scale is about 0.1–0.2 mK. This device is very useful for calibrating
other millikelvin thermometers and it is a simple standard, widely used in
low-temperature laboratories working in the millikelvin temperature range.

The design of this device, a self-contained assembly of coils and samples,
is shown in Fig. 11.3. Thermal contact between the samples and the Cu body
is provided by Cu wires welded to the body and connected to the samples by
varnish. The device contains two primary coils to generate a magnetic field
(B = 0.016 · I) and two secondary coils to measure the AC susceptibility
of the samples; they are wound directly on the primary coils. The coils are
connected in series opposition, so that only four leads are required. When a
sample enters the superconducting state it expels the magnetic field (Meissner
effect) generated by the primary coil, which is observed as a change in the
mutual inductance of the secondary coils. A typical electronic setup to measure

Table 11.8. Properties of the superconductors in the NBS superconducting fixed
point device SRM 768 [11.26]

material Tc (mK) Bc (mT) RRR

W 15.5–15.6 0.12 103

Be 22.6–22.8 0.114 79
Ir0.8Ru0.2 99–100 (type II) 2.5
AuAl2 159–161 1.21 50
AuIn2 203–206 1.45 50

Primary coil

Secondary coil

Fig. 11.3. Schematic of the superconducting fixed-point device SRM 768 of the
NBS (now NIST) containing five superconducting samples as well as the primary
and secondary coils for measuring the transition temperatures of these metals in a
Cu holder [11.26]
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the superconducting transitions is shown in Fig. 11.4; the generated signals are
0.1–1 μV.

The NBS (NIST) has put substantial effort into the selection of samples
with reproducible, sharp superconducting transitions and into investigations
of external influences on these transitions, in particular by a magnetic field.
The influence of an external magnetic field on the transition of Be is shown
in Fig. 11.5. An external magnetic field shifts the superconducting transition
to lower temperatures. Even more important, in an external magnetic field
the superconducting transition is a first-order phase transition. Therefore
supercooling effects can occur for pure elements, as is shown for pure Be.
In the device this effect is reduced by spot-welding small pieces of Al to the
W and Be samples so that Al, with Tc 	 1 K, serves as a nucleation center to
induce superconductivity in the samples by the proximity effect. Because the

Cryostat
SRM 768

Lock-in
amplifier

Fig. 11.4. Mutual inductance bridge for detecting the superconducting transitions
of a superconducting fixed-point device like the SRM 768 shown in Fig. 11.3

Temperature, T (mK)
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Fig. 11.5. Superconducting transitions of pure Be indicating the influence of a
magnetic field. The data in cooling and warming are taken in fields of 0.5 μT (1),
9.5 μT (2) and 19 μT (3) [11.26]
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earth’s magnetic field (about 50 μT) is substantially larger than fields which
have a substantial influence on some of the transitions of the metals in this
device, one has to shield carefully (to less than 10−7 T) against the earth’s
magnetic field. This shielding is of course even more important in an exper-
imental setup where large fields are applied, as in a magnetic refrigerator.
I shall discuss magnetic field shielding in Sect. 13.5.

The experimental conditions recommended by the NBS (NIST) for use of
their device are:

(a) ambient magnetic field: ≤1 μT
(b) peak-to-peak field in primary coil: ≤2.3 μT for tungsten, ≤0.40 μT for the

other superconductors (Joule and eddy current heating: 1.8 and 0.08 nW,
respectively).

The reproducibility and the shifts in Tc in a 1 μT field are about 0.1 mK.
The sweep rate used to trace out the superconducting transitions should be
less than 0.1 mK min−1 (for Be and W) to avoid hysteresis effects; then widths
of the transitions of less than 1 mK are achievable. Unfortunately this very
useful superconducting fixed point device is no longer produced by the NBS
(NIST).

11.4.3 The SRD 1000 Superconducting Fixed-Point Device

Since NIST has discontinued the production of the NBS-SRM 768 fixed-
point device, it is very fortunate for the low-temperature community that
the Dutch company Hightech Developments Leiden, Leiden, NL in coopera-
tion with Leiden University and PTB Berlin has developed and is offering the
new Superconducting Fixed-Point Device SRD 1000 [11.28, 11.29]. Its main
purpose is to provide a direct, convenient, reliable, and practical means to
transfer the new temperature scale PLTS-2000 (see Sect. 11.3) to the low-
temperature research community. The principle of the device is identical to the
SRM 768. However, the SRD 1000 contains ten carefully prepared supercon-
ducting samples providing reference temperatures between 15 and 1,200 mK
(see Table 11.9 and Fig. 11.6). Each device has been individually calibrated at
PTB against the PLTS-2000 because differences in preparation and in inho-
mogeneities of the samples result in slightly different transition temperatures.

Table 11.9. Properties of the superconductors in the pilot production of the SRD
1000 superconducting fixed-point device [11.28,11.29]

material W Be Ir80Rh20 Ir92Rh08 Ir AuAl2 AuIn2 Cd Zn Al

nominal Tc(mK) 15 21 30 65 98 145 208 520 850 1,180

90/10%
width (mK) < 0.2 0.3 0.5 0.5 0.5 0.5 1 4 3 4
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Fig. 11.6. Inductively measured superconducting transitions of the ten samples in
the superconducting fixed-point device SRD 1000 of [11.28–11.30]

The change in magnetization of each sample is detected by planar microcoils,
realized by a thin-film niobium structure on a silicate wafer. The device is
provided with the low-temperature sensor (10 mm diam., 50 mm length), a
degaussing system for the magnetic shields (see Sect. 13.5), a preamplifier,
and a phase-sensitive mutual inductance measurement system giving a DC
output signal with a staircase pattern (Fig. 11.6).

Prototypes of the device have been evaluated by several European insti-
tutes for metrology [11.30]. The results confirm that (1) the uncertainties in
the transition temperatures are about 0.1–0.3%, or less than 0.2 mK for the
samples with the lower transition temperatures and between 1 and 4 mK for
Cd, Zn, and Al; (2) the field dependence of the transition temperatures is
about −0.1 mK/μT. Magnetic shielding by a Cryoperm magnetic shield and
a superconducting niobium shield degaussed in situ before the measurement
(see Sect. 13.5) is very effective (attenuation factor higher than 500), so that
depressions of Tc due to residual and measuring fields (AC-field with 0.3 μT
amplitude) can be neglected.

11.4.4 The Superfluid Transition of Liquid 4He

The superfluid transition of pure 4He at saturated vapour pressure provides a
very sharp fixed-point reference for thermometry at 2.1768 K (see Fig. 2.10).
Self-contained, sealed fixed-point devices, based on the rapid change of ther-
mal conductivity at the superfluid transition of 4He, have been described
in [11.31–11.33]. They can have nanokelvin resolution, are virtually immune
to drift, and almost unaffected by magnetic fields (dTλ/dB ≈ 0.3 μK/T). How-
ever, the transition depends weakly on pressure (dTλ/dP = −8.78 mK/bar),
and therefore – via gravity – on sample height (dTλ/dh = 1.27 μK/cm), some-
what on 3He impurity concentration x (dTλ/dx = −1.45 μK/ppm), and, above
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all, on heat flux Q, primarily due to the thermal boundary resistances of the
device [11.31]; the fixed-point temperature should be taken by extrapolation
to Q = 0 at 2.1768 K.

Problems

11.1. The Joule–Kelvin coefficient is given by

μ ≡
(

∂T

∂p

)
H

=
V

Cp

[
T

V

(
∂V

∂T

)
p

− 1

]
. (11.12)

Since it involves the absolute temperature T , this relation can be used
to determine the absolute temperature T . Consider any readily measurable
arbitrary temperature parameter ϑ (e.g., the height of a mercury column). All
that is known is that ϑ is some (unkown) function of T , i.e., ϑ = ϑ(T ).

(a) Express (11.12) in terms of the various directly measurable quantities in-
volving the temperature parameter ϑ instead of the absolute temperature
T , i.e., in terms of μ′ ≡ (∂ϑ/∂p)H , C ′

p ≡ (∂Q/d∂)p, α′ ≡ v−1(∂V/∂ϑ)p,
and the derivative d∂/dT .

(b) Show that by integrating the resulting expression, one can find T for any
given value of ϑ if one knows that ϑ = ϑ0 when T = T0 (e.g., if one knows
the value of ϑ = ϑ0 at the triple point where T0 = 273.16 K).

11.2. Perform a qualitative calculation of the deviation of the actual vapour
pressure curve of liquid 4He, as given by (11.6) and Table 11.4, to the approx-
imate equation deduced in Sect. 2.3.2.

11.3. Calculate the heat of magnetization at the superconducting transitions
of the metals mentioned in Table 11.8, if the transitions occur in a field of
1 μT, see also Problem 4.2. How much are the superconducting transitions of
these metals shifted by a field of 1 μT?
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Low-Temperature Thermometry

A thermometer is a device by which we can measure a property of mat-
ter which is connected via a physical law to the concept of “temperature”,
where the latter is defined by thermodynamics. Therefore knowledge about
the obtained temperature depends both on the quality of the measurement
and on the theory on which this physical law is based. In general, thermome-
ters can be divided into two groups.

For primary thermometers our theoretical knowledge about the measured
property of matter is good enough to calculate the thermodynamic tempera-
ture from it without any calibration. Examples of primary thermometers are
gas thermometers (using the relation between pressure, volume and tempera-
ture for gases) (Sect. 12.1), measurements of the velocity of sound in a gas
[v = (κρ)−1/2], the Coulomb blockade of electrons in tunnel junctions (see
Sect. 12.6), thermal noise of an electrical resistor (using the Nyquist equa-
tion, see Sect. 12.7), and the angular anisotropy of gamma rays emitted from
radioactive nuclei (using the Boltzmann population of the various hyperfine
levels, see Sect. 12.11). Usually primary thermometry is difficult and mostly
left to specialized national standards laboratories. Therefore the secondary
thermometers are the “workhorses” of thermometry in research laboratories.
For these thermometers, theory is not at a stage such that we can calculate
the temperature directly from the measured property. Secondary thermome-
ters have to be calibrated with a primary thermometer and/or at fixed points,
as discussed in Chap. 11. Secondary thermometers are often much more sensi-
tive than primary thermometers, and usually they are much more convenient
to use. Examples will be discussed in this chapter.

There are various requirements which a useful thermometer has to fulfil:

– The thermometer should have a wide operating temperature range and
should be insensitive to environmental changes, such as magnetic fields

– The property x to be measured must be easily, quickly, reproducibly, and
exactly accessible to an experiment
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– The temperature dependence of the measured property, x(T ), should be
expressible by a reasonably simple law

– The sensitivity (Δx/x)/(ΔT/T ) should be high
– The thermometer should reach equilibrium in a “short” time, both within

itself and with its surroundings whose temperature it is supposed to mea-
sure. Therefore it should have a small heat capacity, good thermal con-
ductivity and good thermal contact to its surroundings. In particular, the
thermal contact problem is ever present for thermometry at T ≤ 1 K.

– The relevant measurement should introduce a minimum of heat to avoid
heating of the surroundings of the thermometer and, of course, above all,
heating of itself; this becomes more important the lower the temperature.

There are many possible choices for a thermometer, and one of the first
considerations has to be to select the one most appropriate for a particu-
lar experiment and temperature range. The recent achievements in refriger-
ation have required corresponding progress in thermometry. The substantial
advancements in this field are reflected by the enormous number of papers
on low-temperature thermometry published in journals such as the Journal of
Low Temperature Physics, Review of Scientific Instruments and Cryogenics.
It is impossible to give sufficient credit to all this work. Additional information
can be found in [12.1–12.11].

The oldest methods of thermometry use thermometers based on the
expansion of gases, liquids or solids when the temperature is changed. I discuss
one of them here in Sect. 12.1 of this chapter.

12.1 Gas Thermometry

The gas thermometer [12.1, 12.2, 12.8–12.11, 12.14], in principle, is a primary
thermometer based on the relation for an ideal gas

PV = nRT , (12.1)

assuming that there are no interactions between the gas molecules and that
their own volume is negligible. Real gases, of course, deviate from the behavior
of an ideal gas, and therefore corrections to this equation (“virial coefficients”)
have to be applied. The measurement can be performed with a fixed amount
of gas either at constant pressure or at constant volume. Figure 12.1 schemat-
ically illustrates the setups for these two procedures.

One of the requirements for gas thermometry is that the dead volumes
(valves, tubes, manometers) are small and hopefully constant, because one
has to correct for them. In addition, the thermal and elastic volume changes
of the various components, and absorption and desorption of gas from the
container walls have to be taken into account and, last but not least, the
deviations from the ideal gas behavior, which are particularly important at
low temperatures, must be known. In general, high-precision gas thermometry
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Manometer, P = constantManometer, ΔP

ΔV

P = constant

Hg

V = constant
(a) (b)

Valve

Valve

Thermostat

Differential
manometer

Thermostat

Valve

Volume Volume

Fig. 12.1. Schematic setups for gas thermometry at (a) V = const. and (b) P =
const.

is very tedious and therefore the gas thermometer is mostly used by national
laboratories for calibration purposes or to establish the temperature scale. As
discussed in Sect. 11.2, it is one of the devices used to establish the ITS-90,
and that is the main reason for mentioning it here.

Other versions of gas thermometers are the acoustic gas thermometer
(using the relation for the velocity of sound vs = (RTCP /CV M)1/2) or the
dielectric constant thermometer (using the relation for the dielectric constant
ε = ε0 + α0 n V−1, with ε0 the exactly known dielectric constant and α0 the
static electric dipole polarizability of atoms). Again, these are the equations
for the ideal gas, which have to be corrected by virial expansions for real
gases [12.10].

12.2 Helium Vapour Pressure Thermometry

Another method relying on the behavior of the gas phase and on the Clausius–
Clapeyron equation (2.8) is the determination of temperature by measurement
of the vapour pressure above a cryogenic liquid. It is less complicated and
more accurate than gas thermometry because the vapour pressure depends
strongly on the temperature, see (2.10). Here one has to use the liquid which is
appropriate for the relevant temperature range. Vapour pressure data for H2,
Ne, N2 and O2 can be found in [12.1], but, of course, the temperatures there
have to be converted to the new ITS-90 scale (Sect. 11.2). Most frequently
used for low-temperature physics is the measurement of the vapour pressure
of the liquid helium isotopes which defines the ITS-90 scale from 0.65 to 5.0 K
(Sects. 2.3.2 and 11.2). Helium vapour pressure thermometry is of particular
importance for the calibration of resistance thermometers in the range from
0.5 to 4.2 K (Sect. 12.5). A vapour pressure thermometer has to be calibrated.
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It is a secondary thermometer because our theoretical knowledge about the
temperature dependence of the vapour pressure is not such that we can write
down a complete and simple equation for it from first principles. The equation
that we derived in Sect. 2.3.2 was a very rough approximation, assuming ideal
gas behavior for the vapour and assuming the latent heat of evaporation to
be temperature independent. Fortunately, calibration of the helium vapour
pressure has been done very carefully by various laboratories in recent years
to establish the ITS-90, where the P -T relations for the helium isotopes are
given (Sect. 11.2). The new P -T values for the 3He and 4He vapour pressures
calculated with (11.6) and with the coefficients given in Table 11.2, are listed
in Tables 11.3 and 11.4.

To perform vapour pressure thermometry one needs data relating vapour
pressure to temperature as well as a sensitive, calibrated manometer, and one
has to minimize experimental errors [12.14]. Usually it is not sufficient just
to measure the vapour pressure above the boiling cryoliquid because liquids
have a low thermal conductivity (except superfluid helium), and therefore
substantial temperature gradients may develop within them. For example,
liquid 3He at SVP shows a pronounced maximum in its density at 0.5 K. This
anomaly and the low thermal conductivity of liquid 3He (Figs. 2.17 and 2.18)
at those temperatures can lead to a severe temperature (density) gradient in
3He baths at T < 0.5 K, with the coldest part at the bottom, because in this
case gravitationally driven convection does not occur. As a result, the tem-
perature at the top of the liquid which determines the vapour pressure may
be substantially different from the temperature lower down in the bath where
the experiment is situated. The problem can be reduced by using only a thin
layer of 3He and well-conducting container walls. These problems are absent
when superfluid 4He with its very large thermal conductivity is used, but here
problems may arise from the superfluid helium film (Sect. 2.3.5) creeping to
warmer parts of the apparatus, where it evaporates. Also, one should never use
the pumping tube to connect the cryogenic liquid to the manometer, because
there is usually a pressure gradient along it. The connecting capillary should
also not be connected to a point at a temperature lower than the one to be
measured because here part of the vapour would recondense. This problem
can be eliminated by using a vacuum jacket around the capillary. Figure 12.2
shows an improved method of vapour pressure thermometry using the vapour
above the liquid in a small cell connected to the experimental whose temper-
ature should be determined. Even doing it in this way may introduce errors
if the capillary – connecting the vapour pressure bulb at low temperatures
with the manometer at room temperatures – has a small diameter and if
the vapour pressure is low. A so-called “thermomolecular pressure difference”
between the low-temperature bulb and the room-temperature manometer will
develop when the mean free path λ of the gas particles becomes comparable
to the radius r of the connecting capillary [12.4, 12.12–12.14]. The equation
for this difference is
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Manometer
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Vapour pressure
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Fig. 12.2. Schematic setups for vapour pressure thermometry. Left : The vapour
pressure above an evaporating cryoliquid is measured. Substantial temperature dif-
ferences between the top of the liquid and the experiment can result due to the
hydrostatic pressure head and temperature gradients in the liquid, which is usually
not a good conductor (except for superfluid helium). Right : A small vapour pressure
cell is connected to the experiment to avoid these problems. The capillary from this
cell to the manometer at room temperature is vacuum jacketed to avoid changes
due to a change in height of the cryoliquid

Table 12.1. Thermomolecular pressure correction for 3He in a tube of radius r and
with Twarm = 300 K and Tcold = 2 K at its ends [12.4,12.12,12.13]

rPwarm (mm mbar) 0.1 0.3 0.7 1.5 4

Pcold/Pwarm 0.59 0.82 0.92 0.97 0.995

dP

dT
=

P

2T
f(r/λ) , (12.2)

where f is a function of the ratio r/λ. Table 12.1 lists some values for this
correction for 3He vapour with Tcold = 2K and Twarm = 300K. The equation
for the vapor pressure – if measured at room temperature – is then given by

P = Pmeasured + ΔPhydrost + ΔPtherm.mol. (12.3)

All these problems can be avoided if the pressure is measured not with
a manometer at room temperature but with a cold manometer connected in
situ directly to the refrigerated experiment. This low-temperature manomet-
ric vapour pressure thermometry can be done with very high precision with
capacitive manometers, which will be discussed in Sect. 13.1. A capacitive
vapour pressure thermometer with a resolution of about 10−9 over the limited
temperature range 1.6K ≤ T ≤ 2.2K that uses a low temperature capacitive
pressure transducer has been described in [12.15]. The design is similar to the
earlier one of Greywall and Busch [12.16] to be discussed in Sect. 13.1, which
has been used for vapour pressure thermometry below 1 K, but the new design
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has a better long-term stability and resolution. Of course, it is only possible
to take advantage of such a high-sensitivity thermometric device when an
adequately designed stable thermal environment is available. This can be
obtained by shielding the experiment with one or more temperature-regulated
platforms or shields to which it is weakly thermally coupled [12.17].

The vapor pressure equations for liquid e-H2, Ne, O2, Ar, CH4, CO2, and
for solid Ne, N2, Ar and CO2, in terms of the ITS-90 scale can be found
in [12.1, 12.18].

12.3 Helium Melting Pressure Thermometry

The physics of liquid and solid 3He determining the shape of its melting
curve has already been discussed in Chap. 8; the melting curve is described
by the Clausius–Clapeyron equation (8.2). The melting pressure of 3He exhi-
bits a pronounced temperature dependence (Fig. 8.1), which has been used
as a rather precise thermometric standard, in particularly to establish the
new temperature scale PLTS-2000 [12.19] (see Sect. 11.4) in the temperature
range 0.9mK < T < 1.0K [12.19–12.24]. In addition, as also discussed in
Sect. 11.3, the temperature of the minimum of the melting curve, the super-
fluid transitions of liquid 3He, and the nuclear antiferromagnetic ordering
transition of solid 3He on the melting curve provide well-defined temperature
fixed points independent of the pressure measurement, which can easily be
detected using a melting curve thermometer. Alternatively, the pressures at
which these transitions occur (Table 11.5) can be used to check the pressure
calibration.

As a result of the earlier considerations, several groups investigating the
properties of 3He along the melting curve have used the melting pressure for
thermometry at T < 0.3 K in a similar way as helium vapour pressure is
used for thermometry at higher temperatures. The pressure is measured as a
function of temperature in situ capacitively with a capacitive manometer, like
the ones discussed in Sect. 13.1, filled with a mixture of liquid and solid 3He.
With a typical pressure resolution of 10 μbar, the precision of temperature
measurement is 3× 10−4 at 1 mK, 3× 10−5 at 10 mK and 5× 10−6 at 100 mK
(Fig. 11.1), [12.25]. The standard uncertainties of the temperature scale PLTS-
2000, which is based on 3He melting pressure thermometry are, of course,
substantially worse; they are given in Sect. 11.3.

The 4He impurities shift the minimum of the 3He melting curve and change
its slope. However, these effects are negligible at low 4He impurity concentra-
tions due to preferential adsorption of the heavier isotope on walls and due to
phase separation at low temperatures (7.2). At higher 4He concentrations, the
effects can become noticeable. They are ΔPmin/Pmin ≈ 0.1 bar for x4 = 2%,
and the temperature errors in melting curve thermometry would be in the
several percent range for such concentrations [12.26]. In addition, high mag-
netic fields depress the 3He melting curve [12.27–12.29] because the entropy
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of the solid phase is field dependent due to partial alignment of the nuclear
moments of 3He by the field. The equation for the field depression is

ΔP = −a2(T )B2 − a4(T )B4, (12.4)

with the temperature dependent functions ai given in [12.29]. Typical values
are ΔP ≈ 0.25(0.15) bar at 3.5 (10) mK in a field of 10 T. A typical resulting
temperature error in 3He melting curve thermometry would be ΔT/T ≈ 2% at
25 mK and 5 T [12.29], which is much smaller than typical impacts of magnetic
fields on resistance thermometers, for example (see Sect. 12.5).

The advantages of a 3He melting pressure thermometer are the high reso-
lution (about 1 μK) and reproducibility (several ppm), essentially zero power
dissipation, insensitivity to RF radiation and (almost) to magnetic fields.
A drawback is the rather large specific heat of liquid 3He in the thermometer,
the need of 3He, of a fill capillary, and of a gas-handling system. A further
advantage of the 3He melting curve as a temperature scale is the fact that it
can easily be transferred between laboratories without requiring the exchange
of calibrated devices. It has therefore become for the millikelvin tempera-
ture range what the helium vapour pressure curves had already become for
the Kelvin temperature range (Sects. 11.2, 12.2). Very careful new determina-
tions of the 3He melting pressures were discussed in Sect. 11.3. In particular,
the detailed discussion of possible error sources for the pressure calibration
(hydrostatic head, thermal expansion, etc.) in [12.20,12.22] is illuminating for
everyone interested in careful pressure measurements.

A high-resolution 4He melting-pressure gauge for use near 2 K has been
described in [12.30]; it is stable to a few 10−9 K over several hours.

12.4 Thermoelectricity

If the ends of a metallic wire are at different temperatures a voltage will
develop along the wire. This voltage ΔU is the absolute thermoelectric force;
the corresponding thermoelectric power is defined as

S =
ΔU

ΔT
. (12.5)

Generally the thermoelectric power between two different metals is mea-
sured with a reference junction at a reference temperature, usually at 0◦C to
avoid influences from the contacts at the voltmeter (Fig. 12.3).

The advantages of thermometry based on thermoelectric power are: it
is a local measurement using a point sensor; the device and the measure-
ment are simple (but see below); the device is rather insensitive to magnetic
fields (except for magnetic alloys, see below); the device has a small specific
heat; the measurement occurs essentially without heat input; the results are
reproducible, because in general there is no change even after the device has
been warmed up and cooled down repeatedly.
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Fig. 12.3. Wiring for thermoelectric thermometry. (a) The general setup, where
the thermoelectric power is created at the welded junction between wires A and B,
which is at a temperature T1. These two wires are connected to the Cu leads which
eventually lead to the measuring instrument. (b) Wiring suitable for thermoelectric
thermometry at very low temperatures. Here the thermopower of a wire of AuFe,
for example, is compared to that of a superconducting wire of NbTi, which does not
create any thermopower. At low temperatures the small thermopowers have to be
measured with a SQUID

Unfortunately the thermoelectric power vanishes for T → 0. There-
fore, thermometry based on thermoelectric measurements with one of the
usual combinations of thermocouple wires – for example, Constantan/Cu –
becomes insensitive below 10 K (Fig. 12.4). However, new materials and very
sensitive voltage measuring devices have been developed allowing thermo-
electric thermometry to be extended even to the millikelvin temperature
range. The newly developed suitable alloys are highly diluted magnetic
systems like Au +a few up to several 100 ppm Fe [12.1, 12.2, 12.31–12.34],
or Pd +a few up to several 100 ppm Fe [12.35–12.38]; usually commer-
cially “pure” Au or Pd contain enough Fe. The first is a so-called Kondo
alloy, where the magnetic moment of Fe in the Au matrix is strongly tem-
perature dependent. Values for its thermoelectric power can be found in
[12.1, 12.2, 12.34], see Fig. 12.4. It has been investigated in detail in [12.34]
at 10 mK (here, S = 10 nV K−1) to 7 K showing that the optimum Fe con-
centration is 300 ppm (Fig. 12.5). Of course, these still small voltages can-
not be measured relative to a reference point at 0◦C, because there the
thermopower is very large so that the reference temperature would have
to be extremely well regulated. For these low-temperature thermocouples
the reference junction is usually kept in a liquid 4He bath at 4.2 K. The
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Fig. 12.4. Thermoelectric powers of some metal pairs [12.1]

second alloy, whose thermopower is shown in Fig. 12.6, is a so-called gi-
ant moment spin glass. Here the Fe impurity polarizes the highly paramag-
netic Pd matrix, giving rise to a giant magnetic moment of up to 14 μB.
These giant moments freeze in at low temperatures with statistical orien-
tations (“spin glass freezing”) [12.37, 12.38]. Of course, the properties of
these dilute magnetic systems depend strongly even on small magnetic fields
[12.37,12.38].

Spurious thermoelectric voltages may develop in a wire due to chemi-
cal inhomogeneity or physical strain if it is exposed to a temperature gra-
dient; these effects in the leads to room temperature may be larger than
the desired low-temperature signal from the junction. The leads have there-
fore to be carefully selected and fixed when they have to be brought out
to room temperature. To avoid nuisance thermopowers one should join the
various metals without using a third metal. Welding is the most appropri-
ate joining procedure for a thermocouple. Very often thermopowers are a
problem if one has to measure small voltages, because thermopower develops
at soldering joints, at switches, and other contacts between different met-
als. Therefore sensitive measurements, for example in bridges, mostly have
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Fig. 12.5. Thermoelectric power of AuFex alloys with Fe concentrations x = 56 ppm
(�), 123 ppm (�), 300 ppm (•), and 700 ppm (	) as a function of temperature
[12.34]

to be AC measurements. Because no voltage drop can be developed along a
superconducting wire, a superconductor, for example NbTi, with S = 0 is the
appropriate reference wire in a low-temperature thermocouple (Fig. 12.3b).
The high-sensitivity device for measuring very low thermoelectric voltages
at low temperatures is the so-called Superconducting Quantum Interference
Device (SQUID), allowing a resolution of 1 μK at 1 K with a Au + 0.03
at.% Fe thermocouple, which has a thermopower of about −9 μV K−1 at
1 K [12.1, 12.2, 12.10,12.31–12.33].

Generally, a practical low-temperature limit for the use of thermocouples
is 10 K, with some effort and the use of magnetic alloys the temperature
range can be extended to about 1 K, and the practical limit for thermoelectric
thermometry is about 0.1 K. It has been shown that, in principle, thermopower
can be used for thermometry to about 10 mK (Fig. 12.6). This has not been
applied in routine temperature measurements because there are more suitable
methods available, which will be discussed in the following sections. However,
thermoelectric thermometry can be attractive in situations where temperature
differences have to be measured.
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Fig. 12.6. Thermoelectric power of Pd doped with the indicated amounts of Fe (in
ppm) as a function of temperature at millikelvin temperatures. The values for the
“pure” sample have been multiplied by 10 for clarity [12.36]

12.5 Resistance Thermometry

Resistance thermometry is based on the temperature dependence of the
electrical resistance of metals, semiconductors or complicated compounds
(see below). It is probably the simplest and most widely used method of
low-temperature thermometry. The devices are readily available and the mea-
surements are easy. As we will see below, the problems at very low tempera-
tures are thermal conductivity, thermal contact, and self-heating of the device
due to the measuring current and RF absorption. In addition, the resistivity
usually has no simple, a priori known temperature dependence, therefore a
resistance thermometer is a secondary thermometer. Many different kinds of
resistance thermometers are commercially available, often even calibrated for
a particular temperature range.

12.5.1 Metals

The pure metal most commonly used for resistance thermometry is plati-
num [12.1, 12.9–12.11]. It is one of the standards for interpolation between
fixed points of the ITS-90 (Sect. 11.2). Platinum is chemically resistant; it
can be obtained with high purity (diminishing the temperature-independent
residual resistivity part); it is ductile, so it can be drawn into fine wires; and
its resistance has a rather large temperature coefficient. The temperature-
dependent resistance of a commercial Pt-100 thermometer shown in Fig. 12.7
illustrates the linear R–T dependence over an appreciable temperature range.
A Pt-100 thermometer is a platinum resistor with a resistance of exactly
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Table 12.2. Temperature–resistance values of a Pt-100 resistance thermometer

T (K) 10 15 20 25 30 40 50 60 77(!) 100
R(Ω) 0.09 0.19 0.44 0.94 1.73 4.18 7.54 11.45 18.65 28.63

T (K) 125 150 175 200 225 250 273.2(!) 300

R(Ω) 39.33 49.85 60.23 70.50 80.66 90.72 100.00 110.63

(For more data points see [12.1])

100 Ω at 0◦C. Values at other temperatures are given in Table 12.2. Pt-100
thermometers or Pt thermometers with other resistance values are available
commercially with calibration tables. They are well annealed and either fused
in quartz glass or encapsulated in a quartz or metal tube which is filled with
helium gas for thermal coupling of the Pt wire to its surroundings. It is rather
important that the Pt wire is supported strain-free so it does not change its
properties on repeated cooling and warming. Cheaper Pt thermometers are
manufactured by lithographic techniques as metal films.

As can be seen from Figs. 12.7 and 12.8, sensitive thermometry with a Pt
resistor or with other pure metals is only possible down to about 10 K; at
lower temperatures we are in the temperature-independent residual resistiv-
ity range. As in the case of the thermopower, one can increase the sensitivity
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Fig. 12.8. Temperature dependence of the electrical resistances of some typical low-
temperature thermometers. A–B denotes an Allen–Bradley carbon resistor, Speer
is also a carbon resistor and CG is a carbon-in-glass thermometer; Ge 100 and Ge
1000 are two commercial germanium thermometers; CX 1050 is a CERNOX and
RX 202A is a RuO2 commercial thermometer (see below). The lower two curves
are for the two indicated metals. Reprinted from [12.1], copyright (2002), Oxford
Univ. Press

of the resistance of a metal to temperature changes at low temperatures by
introducing magnetic impurities. This is shown for Cu with Fe impurities in
Fig. 3.25. Like Au–Fe, the alloy Cu–Fe is a Kondo alloy, where the Fe mo-
ment is strongly temperature dependent at low temperatures, leading to an
increase of the resistance with decreasing temperatures below about 15 K. The
magnetic alloy most widely used for resistance thermometry at low tempera-
tures is the commercially available alloy Rh–0.5% Fe [12.8,12.10,12.11]. Above
30 K its resistance behaves similarly to Pt, whereas below 10 K its resistance
remains sensitive to temperature changes due to magnetic scattering of con-
duction electrons at the Fe impurity atoms; it then decreases almost linearly
with decreasing temperature at 0.1K < T < 1K (Fig. 12.8). Rh–Fe resis-
tance thermometers are also in use to realize temperature scales (Sect. 11.3.1)
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and to transfer them between various laboratories. They show a stability of
10 mK/year and can be obtained commercially as incapsulated wires or thin
film thermometers.

12.5.2 Doped-Germanium and Carbon Resistors

The resistance of a semiconductor does not decrease with temperature as it
does for a pure metal; it increases with decreasing temperature because of
the decreasing number of carriers. For an “ideal” intrinsic semiconductor the
temperature dependence is given by

R(T ) = α exp
(

ΔE

2kBT

)
, (12.6)

where ΔE is the energy gap between the valence and conductance bands, and
α contains the weakly temperature-dependent mobility of the carriers. How-
ever, the resistance of semiconducting materials used for thermometry usually
does not agree with this relation, and empirical equations between R and T
have to be used. One can reach very high resistances and, above all, very high
sensitivities at low temperatures where the conductivity is no longer intrinsic
(ΔE � kBT ) but results from impurities donating or accepting electrons. Ac-
tually, very often the resistance of a semiconductor becomes too high below
1 K to be suitable for a temperature measurement. Resistance thermometry
with semiconductors is an important and widely used secondary thermo-

metry technique in the temperature range between about 10 mK and 10 K.
Two favorite materials are germanium, specifically doped for low-temperature
thermometry, and carbon in the form of commercial carbon resistors from the
electronics industry.

Doped Germanium

Germanium used as a low-temperature thermometer is specially doped with
1015–1019 atoms cm−3 of As (“n-type”) or Ga (“p-type”). Below 100 K the
conductance is due to holes or electrons which the dopant delivers. Such a
thermometer is particularly suited for the temperature range 0.3K ≤ T ≤
40K. At lower temperatures the resistance often becomes too large (> 1MΩ),
but with special doping these thermometers have been used to 30 mK. The
temperature dependences of various Ge thermometers are shown in Figs. 12.8
and 12.9.

A great advantage of the germanium thermometers is the stability of their
resistance values. Even after repeated cyclings between room temperature and
low temperatures, or after an extended time on the shelf, the deviations at 4 K
are typically only about 1 mK or, more generally, about 0.1%. Therefore these
thermometers can be bought calibrated with a computer fit for the resistance–
temperature relation to 50 mK (but this increases their price by at least an
order of magnitude!). Such a computer fit has to be performed, because, unlike
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Fig. 12.9. Typical temperature dependence of the resistances of some commercial
germanium thermometers. The right-hand vertical scale shows the measuring current
recommended for these thermometers to avoid overheating them

an “ideal” semiconductor, the T–R relation for a heavily doped germanium
thermometer is not simple, but given, for example, by

ln R =
m∑

n=0

αn(ln T )n or lnT =
m∑

n=0

βn(ln R)n . (12.7)

To assure the reproducibility and stability of the device, the encapsulated
single crystal Ge chip has to be supported strain-free on its four gold leads
(Fig. 12.10). Again, for an encapsulated Ge thermometer the thermal cou-
pling is provided by helium exchange gas as well as by its leads. This cou-
pling and the thermal conductivity of the chip are weak. Therefore one has
to keep the measuring current and hence the Joule heating low. Typical,
safe values for the allowed measuring current and power are 10 (1; <0.1)
μA and 10−7 (10−10; <10−12) W at 10 (2; <1) K. Another point of impor-
tance is the strong and orientation-dependent magnetoresistance of germa-
nium thermometers, which increases with temperature sensitivity (Fig. 12.11)
[12.39, 12.40]; at low temperatures they should not be used in the Tesla field
range.
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Fig. 12.10. Typical construction of a commercial germanium thermometer
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Carbon Resistance Thermometers

In contrast to Ge thermometers, carbon composition resistors applied for low-
temperature thermometry are not specially manufactured for thermometry
but are taken from the mass production of the electronics industry. Therefore
their price is less than 1AC each, which is two orders of magnitude lower than
the price of the specially produced Ge thermometers. Due to this low cost
and their very suitable R–T behavior, carbon resistance thermometers were
for a long time the most widely used secondary thermometers in the upper
millikelvin and Kelvin temperature ranges.

Pure carbon is not a semiconductor. The negative R–T characteristic of
commercial carbon resistors results from their production process, which con-
sists of pressing and sintering fine carbon particles together with some glue.
The resistance is probably mostly determined by the contact resistance be-
tween the particles and by composition. Particle size and production method
have an essential influence on the behavior of carbon resistors. As a result, the
resistance of carbon resistors changes from sample to sample and often is not
very reproducible after thermal cycling due to the stresses involved. Further-
more, they show ageing and sometimes even changes during a low-temperature
experiment. The typical drift in resistance of a carbon thermometer is of the
order of 10−3 per time decade [12.41,12.42]; no time dependence has been ob-
served for germanium-resistance thermometers. One therefore should repeat-
edly cycle a carbon resistor between room temperature and liquid-nitrogen
temperature before using it as a thermometer. And one has to avoid over-
heating it while soldering on its short leads. Anyway, the calibration should
be repeated in each run if temperature has to be measured to within a few
percent or even better.

For low-temperature thermometry almost exclusively the following three
commercial types of carbon thermometers with the given properties were in
use:

Allen–Bradley 1/8 W; small, cheap; good at T > 1K; too large R (and dR/dT )
at lower T [12.4, 12.43].

Matsushita 1/8 W; types ERC 18 GK and ERC 18 SG; small; useful at T ≥
10mK [12.44–12.46].
Speer 1/2 W; type 1002; larger; particularly useful in the millikelvin tem-
perature range to about 10 mK because they have a less steep R–T depen-
dence [12.47–12.49].

Typical temperature dependences of the resistance of these thermometers
are shown in Figs. 12.12–12.15. With such thermometers, a resolution of order
10 μK at T ≤ 1K is possible. The particular type most suited for the desired
purposes – most importantly the temperature range of interest – has to be
chosen.

Application of carbon thermometers for thermometry below 1 K presents
some problems. These are their rather high heat capacity (Fig. 12.16) and
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their low thermal conductivity. These two intrinsic properties, as well as the
difficulty of thermal coupling of the thermometers to their environment while
avoiding electrical contact can lead to very long thermal relaxation times
[12.49] and, even worse, to thermal decoupling from their environment. This
may lead to saturation of the resistance at low temperatures, mostly due to
pick-up of RF noise (Fig. 12.15). Typical values for the thermal resistance of
Speer resistors are R 	 104T−3(K W1) [12.48]; in this reference it was shown
that the bottleneck for Speer carbon resistors is the thermal resistance in the
carbon itself rather than the Kapitza boundary resistance.

The most difficult problem for carbon thermometry in the millikelvin tem-
perature range is therefore establishing thermal equilibrium within the ther-
mometer and between the thermometer and its surroundings. The problem
of coupling these thermometers thermally to the area whose temperature is
supposed to be measured has the consequence that joule heating from the
measuring current or due to pick-up of RF waves has to be kept very small.
As a general rule the heat input to the thermometers should be at most

Q̇(W) < 10−6 T 4 (K4) , (12.8)

if overheating of the resistor is to result in a temperature error of not more
than about 1%. This limit gives, for example, Q̇ < 10−14 W (10−10W) for
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a well-shielded and well-coupled piece of carbon at 10 mK (100 mK) [12.43,
12.48,12.50,12.51].

For the Kelvin temperature range it is adequate to put the carbon ther-
mometer into a tightly fitting hole filled with vacuum grease (Fig. 12.17a)
[12.57] or to glue it into a Cu foil for thermal contact (Fig. 12.17b). However,
these thermometers should not be used in their original form if tempera-
tures below 1 K are to be measured. For the millikelvin temperature range
one should use carbon slices about 0.1 mm thick to achieve adequate thermal
response and contact [12.50, 12.51, 12.58]. For this purpose first the phenolic
cover should be removed from the resistor. Then one side of the carbon core
should be ground down with fine sandpaper. The resulting semicircular piece
of carbon can be glued to a Cu sheet (separated by a thin cigarette or lens pa-
per) for mechanical strength and for better thermal contact. Then the second
side of the carbon can be ground down to a remaining thickness of 0.05–0.1 mm
(or a resistance of 1–2 kΩ if Speer resistors are used), see Fig. 12.17c. Finally a
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Fig. 12.17. Recommended designs for the use of a carbon resistor as low-
temperature thermometers. For the Kelvin temperature range it is sufficient to put
it in a hole of a Cu holder which can be filled with grease for thermal coupling [12.52]
(a) or to glue the unmodified carbon thermometer into a Cu foil (b). The leads to
the thermometer should be thermally heat sunk to the Cu holder. For the millikelvin
temperature range one should use only a 0.1 mm thick slice of a carbon resistor to
achieve adequate thermal contact (c). For this purpose one side of the resistor should
be ground down. The remaining semicircular piece should then be glued with a thin
layer of epoxy to a metal heat sink for protection against breakage (put a cigarette
paper in between for electrical isolation). Then the second side of the resistor can
be ground down to give the required thickness of the thermometer. It should then
be covered with a copper foil for shielding against RF pick-up. The leads, of course,
should again be heat sunk to the place whose temperature the carbon slice is sup-
posed to measure. From there on the leads should be superconducting to reduce
heat transmitted along them

thin Cu foil should be glued to the upper side for electrical and thermal shield-
ing of the thermometer. The varnish or epoxy will penetrate the carbon, giving
it a better mechanical stability and preventing microcracks. Such thermome-
ters have been found to have much more reproducible characteristics than in
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their original shape; they keep their calibration for years and through many
cooldowns to within about 1%. The leads to the thermometer have to be well
heat sunk at various points along their way in the cryostat and eventually
to the area whose temperature is supposed to be determined; this, of course,
applies to other resistance thermometer as well. Only with such a design,
the sensitivity and the thermal coupling can be maintained even in the low
millikelvin range (Fig. 12.15), and a thermal time constant of some minutes is
possible even at 10 mK [12.51]. Of course, the temperature dependence of the
resistance of a carbon thermometer is not simple; one has to fit an equation
like (12.7) to obtain their R(T ) dependence. Carbon thermometers show an
often non-monotonic magnetoresistance of typically only a few percentage per
tesla [12.8, 12.10,12.40,12.44,12.46,12.59], see Figs. 12.18–12.20.
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For the Speer resistors, the change of the resistance in magnetic fields of
less than 10 T was reported to be less than 10% at 0.2–4 K [12.59] and for fields
up to 18 T, to be less tan 12% at 0.1–1.6 K [12.49]. In general, they are not
recommended for use in high magnetic fields; here the new oxide compound
resistance thermometers to be discussed in Sect. 12.5.3 are surely preferable.

For decades, from the beginning of the 1960s to the end of the 1990s,
these carbon resistors were the most widely used secondary low-temperature
thermometers. Unfortunately, the mentioned three types of carbon resistors
are no longer manufactured. For some time, they were available from stocks
kept by some suppliers of cryogenic equipment. Interested users may still try
there or with some colleagues who may still keep some of these very useful
resistors in stock [12.9, 12.49,12.60].

Because the carbon-composition resistors are no longer available, it is very
fortunate that new (and even better suited) commercial, cheap resistance
thermometers have become available. They are the thick-film chip RuO2-based
resistors for 30 mK < T < 20 K and the ceramic zirconium oxynitride resistors
for 0.1 (better only 1 K) to 400 K. I will discuss their properties in the next
section.

12.5.3 Oxide Compounds: RuO2 and Cernox Thermometers

Thick-Film Chip Resistors Based on RuO2

The thick-film chip resistors based on RuO2 [12.61–12.74] can be obtained
from the relevant manufacturers of electronic components (Dale Electron-
ics, Norfolk, Nebraska, USA; NV Philips, Eindhoven, Netherlands; ALPS
Electric Comp., Japan; Siegert GmbH, Germany, for example; however, be
careful: the composition and hence the properties of the resistors from some
manufacturers seem to have changed with time) or from various suppliers
of cryogenic equipment (see, for example [12.75]), or they can be home-
made [12.76–12.78]. These resistors are metal-ceramic composites consisting of
a mixture of conductive RuO2 and Bi2RuO2 embedded in a lead silicate glass
(PbO–B2O3–SiO2) matrix, deposited on an alumina substrate and heated to
above its glass point. The resulting negative non-metallic resistance character-
istic (Fig. 12.21) depends mostly on the metal-to-glass ratio. Their advantages
are reproducibility, weak magnetoresistance (see below), small size and mass
(a few milligrams, making them useful for application in calorimeters), and
low cost. For making thermal contact, they can be carefully epoxied or glued
to a sample without indication of detrimental effects. Of course, if used in the
millikelvin range, the low-temperature parts of the leads should again prefer-
ably be superconducting, well heat-sunk, and a low-pass filter (Fig. 12.28)
should be installed on them. Resistors with room temperature values in the
range of 0.5 to a few kΩ seem to be quite suitable for low-temperature ther-
mometry with a sensitivity comparable to that of Ge resistance thermometers.
Their resistance can be well fitted by the empirical equation [12.70]
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Fig. 12.21. Resistance of a commercial RuO2-based resistor versus T−1/4. This
temperature dependence fits the data well between 0.05 and 0.5 K as indicated by
the straight line. Reprinted from [12.72], copyright (2001), with permission from El-
sevier. For commercial RuO2 based resistors with different characteristics, see [12.75]

lnR =
2∑

n=0

An (lnT )n
. (12.9)

In a limited temperature range, the expression

R = Ro exp(To/T )1/4 (12.10)

with the constants Ro and To depending on composition fits the data well
[12.61–12.63, 12.66, 12.70, 12.71, 12.76–12.78], (Fig. 12.21). This dependence
corresponds to an electronic conduction mechanism due to variable-range hop-
ping in three dimensions between localized states near the Fermi energy with
a constant electronic density of states. The temperature range can be ex-
tended by using somewhat larger exponents [12.61, 12.63, 12.65, 12.66, 12.70,
12.71,12.76–12.78], (Fig. 12.22), indicating a crossover to an exponent 1/2 due
to possible influences from Coulomb interaction, which leads to a gap in the
density of electronic states at the Fermi energy.

Several researchers have investigated the magnetoresistance of these ther-
mometers [12.61–12.67, 12.70–12.74]. The results do not agree in detail and
they seem to depend somewhat on the batch. However, for most of them, the
magnetoresistance is negative for fields up to about 1 T, then goes through a
broad minimum, and is positive at higher fields (Fig. 12.23). The magnetoresis-
tance becomes larger and the size of the minimum becomes more pronounced
with decreasing temperature. The resistance change from the zero field value
to the resistance minimum at about 1 T (at 8 T) is typically less than 1(5)%
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resistors as a function of magnetic field at 0.05, 0.06, 0.09, 0.12, 0.16, 0.20, and
0.24 K (from top to bottom). The origin of each data set is offset for clarity. Reprinted
from [12.72], copyright (2001), with permission from Elsevier
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of the zero field value at 0.5 K; at 30 mK these changes are about 4(10)%
of the zero field value [12.70–12.72]. However, larger values have also been
reported [12.73,12.74]. The magnetoresistance at temperatures T > 1 K fortu-
nately is less than 1% for B < 8 T [12.70,12.71], which is important for many
applications. A dependence of the magnetoresistance proportional to B1/2 has
been discussed in [12.72, 12.73]. In [12.63] and [12.73], the magnetoresistance
has been investigated to 20 and 32 T, respectively.

Schottky-type anomalies (Sect. 3.1.5) in the heat capacity of commercial
thick-film chip resistors have been observed in measurements at 0.01 K < T <
2 K with a peak at 0.4 K [12.69]. The observed maximum corresponds to
Cmax/mass = 30 μJ K−1 mg−1 (Fig. 12.24). The origin may be magnetic im-
purities in the alumina substrate, which could be removed or thinned for
calorimetry experiments, for example [12.64,12.69].

These resistors change their values during about the first 60 thermal cycles,
but become very stable afterward according to [12.63, 12.73]. Hence, they
should be calibrated only after such a number of thermal cycles have been
performed. When used in the millikelvin temperature range, the applied power
should be 10−13 W or less to avoid overheating and if 1% accuracy is the
aim [12.68,12.70,12.72].

In [12.76–12.78], it is reported how such thermometers can be home-made
from commercially available RuO2 paste using standard screen-printing tech-
niques followed by drying and firing. Both the R–T characteristics and the
sensitivities can be adjusted by changing the printing geometry and composi-
tion. They have been investigated to 50 mK [12.76]. In [12.77,12.78], a detailed
investigation of the dependence of the properties of these home-made resistors
on their composition, in particular the crossover from the above-mentioned
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Fig. 12.24. Heat capacity of thick-film chip resistors based on RuO2 [12.69]
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exponent 1/4 to an exponent 1/2 by changing temperature and/or composi-
tion, has been presented. The properties are in general comparable to those
of the commercial resistors.

Thin-Film Ceramic Zirconium Oxynitride (CERNOX) Resistors

The “CERNOX” thermometers [12.75, 12.79–12.81] are manufactured com-
mercially by reactive sputter deposition of zirconium in an atmosphere con-
taining Ar, N2, and O2 onto a sapphire substrate of about 0.3 mm thickness.
The resulting zirconium oxynitride film has a thickness of about 0.3 μm. The
negative temperature characteristic (Fig. 12.25) can be varied by adjusting the
partial pressures of the gases. The electrical conductivity changes from metal-
lic to semiconducting behavior with increasing O2 content because oxygen
will be incorporated into the ZrN lattice, which is enlarged by this incorpo-
ration. The thermometers are available with different packaging options and
with temperature sensitivities (T/R)(dR/dT ) between about −0.6 and −3, al-
though units having the range −1.2 to −1.9 with resistance values of 1–10 kΩ
at 4.2 K are recommended for thermometry [12.79]. Their properties make
them good, fast thermometers from 0.1 K to even above room temperature,
with only a small change in sensitivity. These sensors are robust, small (mass
less than 3 mg, making them ideal for high-field – see below – heat-capacity
measurements), ease of thermal contact, sensitive, have a fast response time
(a time constant of less than 1 ms at 1.7 K was reported for a bare CERNOX
resistor in [12.81]; however, the supplier gives a conservative value of 1.5 ms
at 4.2 K for the device), low sensitivity to magnetic fields, and can be bought
with calibration [12.75].

R
es

is
ta

nc
e,

 R
 [Ω

]

Temperature, T [K]

Fig. 12.25. Resistance of a commercial CERNOX resistor as a function of temper-
ature: Reprinted from [12.81], copyright (1998), with permission form Elsevier. For
commercial CERNOX resistors with different characteristics, see [12.75]
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Fig. 12.26. Relative change of the resistance of a commercial CERNOX resistor
(same whose data are shown in Fig. 12.25) as a function of magnetic field at the
indicated temperatures. Reprinted from [12.81], copyright (1998), with permission
from Elsevier

The weak dependence of the resistance of these sensors on magnetic field
above 1 K has been investigated by a number of researchers [12.79, 12.81–
12.83]. Similar to the above-discussed RuO2 resistors, (as well as to the Mat-
sushita and Speer carbon thermometers, see Figs. 12.19 and 12.20) there seem
to be competing negative (dominating at low fields) and positive (dominating
at higher fields) contributions to their magnetoresistance with a rather small
net effect (Fig. 12.26). The change of resistance in fields up to 13 T is between
1 and 3% at 4.2 K and less than 0.5% at 10 K and above [12.79,12.81,12.82].
At 32 T, changes of less than 3% for temperatures above 4.2 K have been
reported [12.79]. The magnetoresistance seems to depend on the individual
sensitivities of the sensors. Above liquid nitrogen temperatures the magne-
toresistance becomes so small that most users will not bother correcting for
it, many may do so even at lower temperatures. These resistors are probably
the best choice for use in high magnetic fields at temperatures above 1 K. How-
ever, below 1 K and at fields of 17 T, anomalously large resistance decreases
have been observed in [12.83].

Procedures to correct for magnetic field dependences of resistance thermo-
meters at low temperatures to better than 1% for fields up to 8 and 31 T,
respectively, have been discussed in [12.84,12.85].

Good overviews on the large variety of calibrated and uncalibrated com-
mercial resistance thermometers including information on their sensitivity,
stability, field dependence, and packing options as well as on the related elec-
tronics are given in [12.75].

12.5.4 Resistance Bridges

In low-temperature resistance thermometry one has to measure very small
voltages, often in the nanovolt range, because low-temperature resistance
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RT RRef.

Isolation transformer

AC ratio transformer

Lock-in
detector

Low temp.
part

Fig. 12.27. Schematic diagram of a bridge for measuring the resistance of
low-temperature thermometers. The adjustable capacitor is used to compensate a
capacitive unbalance in the bridge [12.17]

thermometry has to be performed at very low powers (see earlier). There-
fore, in general a direct current–voltage measurement is not applicable. The
solution is to resort to a suitable bridge design for the electronic equip-
ment [12.6, 12.17, 12.43]. In general, the so-called five-wire method is applied
(Fig. 12.27) in order to separate current and voltage leads. In this way, the
resistance of the leads is not measured along with the resistance of the thermo-
meter. The measurement should be performed with AC current to avoid prob-
lems arising from thermoelectricity and to obtain higher sensitivities. The
measurements are performed at low frequency, e.g., 40 Hz, to keep capacitive
effects leading to out-of-phase signals at a low level. The simple design of the
usual Wheatstone bridge has to be improved for adequate low temperature
resistance thermometry. Some of the possible problems and possibilities for
improvements are the following. One has to be very careful about grounding;
ground loops have to be avoided to keep nuisance currents in the thermometer
small. All leads and the thermometer have to be shielded from RF, because the
thermometer often has a rather high resistance and, together with its leads, it
may be well matched to absorb sizable amounts of RF energy floating around
in the laboratory. Figure 12.27 shows a bridge design which avoids some of the
problems that may arise with a standard Wheatstone bridge. In particular,
it reduces the influence of the resistances ri of the leads on the cold sensor
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because the equation for the resistance RT of the thermometer is given by

RT + r1 = RRef + r2 , (12.11)

whereas for a simple Wheatstone bridge r1 and r2 both add to RT. This design
also decouples the AC-power supply from the bridge and it uses an inductive
voltage divider (“ratio transformer”) to null the voltage across the bridge. A
ratio transformer has a very small error per reading, is nearly unaffected by
age, temperature and voltage, and it has a low impedance. The null detector
is a phase-sensitive lock-in amplifier with a high voltage sensitivity. Finally,
the reference resistor, which may be a stable metal film resistor, is kept at low
temperatures to keep its resistance constant and the lead resistances in the two
arms of the bridge as equal as possible to reduce the noise signal and improve
the stability. A variable capacitor is included to null out the out-of-phase sig-
nal. Such a bridge can be homemade, with the lock-in amplifier and the ratio
transformer as the most expensive components, or one can buy an AC resis-
tance bridge commercially. Some modern resistance bridges for thermometry
do not use a reference resistor but compensate the voltage drop across the
resistor using feedback electronics. In this way, it is possible to realize fully
automatic bridges, that can be controlled and read out by a computer.

The leads into the cryostat should be twisted pairwise, rigidly fixed and
well shielded to avoid induced currents due to movements in electromagnetic
fields which are always present. In the low-temperature part they should be
superconducting if the working range is T < 1K to keep the heat flow to the
thermometer small, and they have to be thermally anchored, preferably at a
temperature as close as possible or slightly below the temperature the thermo-
meter is exposed to. This thermal anchoring of the leads can be performed
by glueing them on a Cu rod to which a layer of lens or cigarette paper has
been glued with GE 7031 varnish (diluted by a toluene–methanol mixture).
The Cu rod should be well annealed to keep its thermal conductivity high.

Equipment for very low temperature experiments is very often installed in
a shielded room. The main advantage of such a setup is not so much that the
shielded room keeps RF power away from the refrigerator, but that it keeps
RF power away from the leads and from the thermometers to avoid heating
of the temperature sensors. A final step to keep nuisance RF heating to the
low-temperature sensor at a tolerable level is to instal a low-pass filter at low
temperatures just in front of the low-temperature resistive elements. A design
of such a filter is shown in Fig. 12.28 [12.6, 12.43, 12.48, 12.51]. It should be
kept in a cold Cu housing for shielding.

A very successful design of a thermometer made from a Speer grade 1002–
100 Ω-1/4 W resistor with appropriate thermal anchoring and shielding of it as
well as of its leads has been described in [12.51]. The thermometer is ground
down to 0.15 mm and fixed with Stycast 1266 epoxy; it showed a response
time of 5 min at its lowest useful temperature of 5 mK, where it still did not
show any saturation effects, which is attributed to the cold filter, the careful
electromagnetic shielding of thermometer and leads, and the small measuring
power of 4 fW.
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Fig. 12.28. Low pass filter between a resistor RT used as a low-temperature thermo-
meter and the bridge by which its resistance is measured. The cutoff frequency for
the shown values of capacitors and inductances is about 0.1 MHz. The filter should
be put into a Cu case to which all elements are well heat sunk. The inductances
can be homemade and for the capacitors one could use commercial mica or, better,
styroflex capacitors

12.6 Coulomb Blockade Thermometry

Modern micro- and nano-lithography, in particular electron-beam lithography,
has opened the way to new concepts in thermometry with very small, very
fast and even primary sensors. Because of their small size of order 1 μm2, they
measure the temperature locally – for example on the tip of a scanning tun-
neling microscope – they can be integrated into other micro-devices, and they
can be fabricated reproducibly in large numbers in well-developed, controlled
processes. However, one has to take into account that they allow only very
small measuring powers to avoid self-heating and that the devices measure
the electron temperature. The latter is particularly important at low temper-
atures because the heat transport between electrons and phonons decreases
with T 5 ( [12.86] and references in [12.87], p. 223), so that the electrons easily
decouple thermally from the underlying lattice.

On one hand, important and well-developed micro-sensors are
superconductor-insulator-normal metal (SIN) tunnel junctions. Their I-V
characteristic depends on the temperature of the normal electrode only,
yielding the Fermi distribution of the electrons as long as T/Tc < 0.4.
They have a very steep tunneling characteristic at temperatures near to
the superconducting transition temperature, which has made them attrac-
tive X-ray detectors, infrared bolometers, as well as thermometers for on-chip
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micro-coolers (see Sect. 13.9). SIS junctions on the other hand have very high
energy resolution and are therefore used as photon and particle detectors but
not much as thermometric devices [12.87].

However, the most promising micro-thermometric sensor is the Coulomb
blockade thermometer (CBT) using single-electron tunneling; their devel-
opment has been mostly advanced by the work of Pekola and coworkers
[12.87–12.91]. In this device, tunnel junctions are connected in series by
metallic islands. If the resistance of the junctions is higher than the quan-
tum resistance RQ = h/4e2, a well-defined number of electrons are located on
the islands. At finite temperature, single electrons (or holes) can occasionally
tunnel through the barrier of the junctions due to their thermal energy. Each
extra electron increases the Coulomb charging energy EC of the islands. For
small junctions with small capacitances, EC can exceed the ambient thermal
energy and the Coulomb repulsion prevents the tunneling of additional elec-
trons. This “Coulomb blockade” leads to a drastic decrease of the tunneling
current at kBT < EC and low bias voltages V so that e V < EC.

A Coulomb blockade thermometer, however, is operated in the so-called
weak Coulomb blockade regime (kBT ≈ EC) where single-electron tunneling
effects play a role and temperature influences the electric transport properties.
In this regime, the I-V characteristic does not show a sharp Coulomb blockade
gap but is smeared over the range e V ∼ kBT . One then has a competition
between thermal energy kBT , electrostatic energy e V at bias voltage V , and
charging energy EC = e2/2C* due to extra or missing individual electrons on
the metallic electrodes, where C* is the effective capacitance of the system.
It is convenient not to measure the nonlinear I–V characteristic directly but
to measure the differential conductance G = dI/dV as a function of the bias
voltage V at a frequency of typically a few tens of Hz. The result is a temper-
ature dependent bell shaped dip in conductance around zero bias (Fig. 12.29)
which is due to the Coulomb blockade; it increases with decreasing tempera-
ture. In lowest order of EC/kBT one finds for the differential conductance of
a symmetric linear array of N uniform junctions in series [12.87–12.89]

G(V )/GT = 1 − (EC/kBT )g(eV/NkBT ), (12.12)

With EC = e2 (N − 1)/NC∗; GT is the asymptotic conductance at high
voltage, and g(x) = (xsinhx–4sinh2x/2)/(8sinh4x/2). The full width at half
minimum of the conductance dip has in lowest order of EC/kBT the universal
value

V1/2 = 5.439NkBT/e, (12.13)

which does not dependent on any device parameter (except the number N of
junctions), and allows to determine T without calibration. Its measurement
to determine T requires measuring a full conductance curve by sweeping the
bias voltage, which will take a few minutes. In a faster mode, one can measure
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Fig. 12.29. Differential conductance G/GT of a Coulomb blockade thermometer
with N = 20 tunnel junctions at T = 4.2 K. The full line is the theoretical predic-
tion (12.12). The two temperature dependent parameters V1/2 prop. T (12.13) and
ΔG/GT prop. T−1 (12.14) are indicated [12.88]

the depth of the dip, which is proportional to inverse temperature, and again
in lowest order in EC/kBT , is given by

ΔG/GT = EC/6kBT. (12.14)

Equations (12.13) and (12.14) are the central results for a rather simple –
requiring only a low-frequency resistance measurement – primary (V1/2 with
no adjustable parameter) or secondary (ΔG/GT with EC as device parameter)
thermometer. Introducing higher-order terms in EC/kBT allows extending the
range of operation of a CBT – which usually has a dynamic range of two
decades in temperature – to lower T [12.87,12.88].

A Coulomb blockade thermometer is a series of connected tunnel junc-
tions biased at +V/2 and −V/2 at its two ends. Experiments have shown
an excellent agreement between experimental data and theory, for example
for the linear dependence of V1/2 on temperature T (Fig. 12.30) or on the
number N of tunnel junctions (Fig. 12.31) [12.87, 12.88]. Of course, one may
have to take into account possible non-uniformities of the junctions. How-
ever, this influence is weak with changes in the I-V parameters of less than
1% if the areas of the junctions or their resistance vary by 10%, for exam-
ple [12.87–12.89]. At low temperatures, a CBT can have an accuracy of 1%
at 50 mK to 4 K, and 3% at 20 mK. The temperature ranges are limited by
the finite height of the barrier as well as by the vanishing of the dip at high
T (around 30–50 K). At low temperatures, the decoupling of the electrons
from the lattice, the influence of background charges and possibly the ap-
proach to the full Coulomb blockade are the limiting factors [12.87–12.89].
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Fig. 12.30. Temperature TCBT determined with a Coulomb blockade thermometer
compared to the temperature determined with a 3He melting curve thermometer.
Saturation of the CBT values below 20 mK indicates the decoupling of the electrons
from the phonons in the CBT [12.88,12.89]
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Fig. 12.31. Dependence of the full width V1/2 at half minimum of the differential
conductance of a Coulomb blockade thermometer (see Fig. 12.29) on the number of
tunnel junctions of this thermometer at T = 4.2 K [12.88]

The problem of electron–phonon coupling at low temperatures seems to limit
this thermometry device to T > 10 mK at present due to overheating the
electrons by the measuring power (Fig. 12.30) (which is, of course, zero at
zero bias) as well as by parasitic heat leaks. Actually, these devices are well
suited to measure quantitatively the electron-phonon coupling at low tem-
peratures [12.87, 12.89]. A CBT is insensitive to magnetic fields, because its
operation is based on electrostatic properties. In [12.90], a sensor consisting
of 100 tunnel junctions (100 nm normal conducting Al, Al2O3, 200 nm Cu) in
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series with ten of them in parallel (total size 30 μm2, total resistance 300 kΩ)
was shown to be insensitive to within 3% to magnetic fields up to 27 T at
T = 50 mK. An earlier experiment with a similar device had shown no ob-
servable magnetic field dependence of the CBT reading to within 1% in fields
up to 23 T at 0.42–1.46 K [12.90]. The precision was mainly limited by the
high noise level of the resistive coil necessary to produce these high magnetic
fields.

A review of the energy distribution of mesoscopic electron systems, and
how it can be controlled, measured, and used in various micro- or nanostruc-
tured devices can be found in [12.87]. This reference as well as [12.91] gives
detailed descriptions of the characteristics, of the device fabrication and on
the instrumentation for CBTs. This instrumentation as well as the Coulomb
blockade thermometers are available commercially.

12.7 Noise Thermometry

The conduction electrons in a metal perform random thermal movements
(Brownian motion), which result in statistical voltage fluctuations of a re-
sistive element. Therefore all resistive elements of an electronic circuit are
noise sources. This noise is statistical, therefore we cannot make statements
about its value at a fixed time, and the mean value of the noise voltage van-
ishes. However, we can calculate an effective time averaged mean square noise
voltage

Urms =
√

〈u2〉t . (12.15)

This noise voltage was investigated in 1928 by J.B. Johnson (Johnson
noise) and H. Nyquist (Nyquist theorem). Nyquist arrived at the following
equation for the component of the time averaged noise voltage within the
frequency band from ν to ν + dν of a resistor with value R at temperature T :

〈u2(ν)〉t = 4kBTR dν , (12.16)

valid for ν � kBT/h.
If we measure within a frequency band of width Δν we obtain

〈u2〉 =
∫ ν+Δν

ν

4kB TR dν = 4kB TRΔν . (12.17)

This relation between noise voltage and resistance as well as temperature
can be obtained by the following reasoning [12.92, 12.93]. If we connect two
resistors – which act as noise sources providing random AC voltages of un-
correlated frequencies and phases – via lossless leads (Fig. 12.32), the power
transported from R1 to R2 and vice versa is
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Fig. 12.32. Wiring to obtain the Nyquist theorem (see text)

Q̇12 = R2I
2
1 =

R2U
2
1

(R1 + R2)2

and (12.18)

Q̇21 = R1I
2
2 =

R1U
2
2

(R1 + R2)2
,

respectively. In thermal equilibrium 〈Q̇12〉 = 〈Q̇21〉, and we have

〈U2
1 〉

R1
=

〈U2
2 〉

R2
, (12.19)

the R dependence of the noise voltage we were looking for.
To obtain the temperature dependence of the noise voltage we set the two

resistances equal to each other, and join them by a connection with vanishing
ohmic resistance but with an impedance Z = R. If we short the leads at time
t, then the total transported energy at this time is trapped, and the enclosed
wave train can be written as a sum of the eigenfrequencies of the transforming
leads with length L,

νn =
nv

2L
(12.20)

with n = 1, 2, . . . and v being the transport velocity in the leads.
For large n, we can write

dν =
v dn

2L
(12.21)

In thermal equilibrium at temperature T each mode has an electric and a
magnetic degree of freedom with a mean energy kBT/2. Therefore the total
energy in the interval dν is given by

〈dQ〉 = 2 dnkBT/2 = 2kBTL dν/v , (12.22)

which is just the energy Q transported from R1 to R2, or vice versa, during
the time t = L/v,

〈dQ̇12〉 = 〈dQ̇21〉 = 〈dQ〉/2t = kBT dν . (12.23)

Therefore we have, with (12.18) and R1 = R2,

〈u2(ν)〉 = 4Q̇R = 4kBTR dν . (12.24)
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If we perform a quantum mechanical calculation, the result is the replace-
ment of kBT/2 (valid at hν � kBT ) by

hν/2
exp(hν/kBT ) − 1

⇒ kBT

2
for hν � kBT , (12.25)

where the last requirement, ν/T � 20GHz K−1, is always fulfilled in practice.
Equations (12.16, 12.17) are also obtained for this limit.

The experimental problems in using noise voltages for thermometry result
mainly from the rather small size of the effect [12.3, 12.4, 12.10, 12.11, 12.92–
12.97]. If we take, for example, R = 1kΩ and Δν = 1kHz, then

at 4K : Urms 	 10−8 V, Q̇ 	 10−19 W, (12.26)

and
at 10mK : Urms 	 10−9 V, Q̇ 	 10−22 W. (12.27)

At least the latter values are usually not measurable with semiconductor
amplifiers and one has to use a SQUID with its extremely low intrinsic noise as
the amplifying element. Two types of absolute noise thermometer have been
used, which both measure the noise voltage by a resistor at the temperature
T using a SQUID as a detector and amplifier.

In one method, the “resistive SQUID method”, the resistor is directly
connected to the Josephson tunneling junction(s) of the SQUID [12.10,12.20,
12.94, 12.95]. Making use of the AC Josephson effect with a voltage across
the junction, the SQUID serves as a very accurate voltage-to-frequency con-
verter. The equation relating the voltage V to the Josephson frequency,
νJ = (2 e/h) V, contains only fundamental constants; the frequency is 484 MHz
for a voltage of 1 μV. Thus, the noise voltage is measured by a frequency
counter. The detector bandwidth Δν is equal to 1/2 τ (τ : gate time of the
frequency counter; in [12.95] for example, a time of 20 ms was chosen). Most
importantly, the result is independent of circuit parameters like bandwidth
or amplification factor, making it in principle a primary temperature tech-
nique. However, the oscillations are extremely small and special amplification
and detection electronics is required. Further problems of this method, for
example modification of the Johnson noise of the resistor by the Josephson
junction and the impact of noise from external parts of the circuit, are dis-
cussed in [12.20, 12.94, 12.95]. Nonetheless, nowadays uncertainties as small
as a few 0.1% at temperatures above 10 mK and 1% to about 1 mK can be
obtained.

In the alternate technique, the “current sensing noise thermometer”, the
resistor is inductively coupled to the SQUID, which serves as a low-noise
amplifier of the current generated by the thermal noise in the input coil
(Fig. 12.33) [12.96, 12.97]. Analogous to (12.24), the mean square noise cur-
rent flowing in the SQUID input coil per unit bandwidth Δν, arising from the
thermal noise in the sensor, is given by
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Fig. 12.33. Schematic diagram of the current sensing noise thermometer of [12.97].
One end of the noise resistor R is grounded to the thermal reservoir whose tem-
perature is to be measured. The SQUID with its input coil Li is held at a fixed
temperature of 1.5 or 4.2 K for stability. A superconducting fixed-point device (see
Sect. 11.4.3) can be incorporated into the SQUID input circuit, providing temper-
ature fixed-points for calibration. Reprinted from [12.97], copyright (2003), with
permission from Elsevier

〈I2〉 = [4kBT/R]Δν/[1 + (2πντ ’)2], (12.28)

with the time constant τ ’ = L/R determining the bandwidth, and L the total
inductance of the input circuit. A rather small value R for the resistor, typi-
cally 0.1–1 mΩ, has to be chosen to match the circuit to the SQUID. In order
to use this method in an absolute mode as a primary thermometer, a number
of the parameters of the relevant circuit have to be measured independently.

In [12.96], all the required parameters of the circuit were measured or cal-
culated, and the device was indeed used as a primary thermometer with an
accuracy of 3% from 4 mK to 4 K. By the use of the SQUID as a low-noise am-
plifier, the device noise temperature was kept at 50 μK. Whereas in these early
circuits for noise thermometry bulk resistive RF-SQUIDs with one Josephson
junction were used as detectors and amplifiers, they were replaced in the more
recent designs [12.97] of current noise-sensing thermometers by thin-film resis-
tive DC-SQUIDs with two Josephson junctions. Their lower noise and higher
sensitivity result in a higher accuracy and a shorter measuring time. The noise
of the SQUID can be parameterized by the coupled energy equivalent sensi-
tivity εc (for the definition see [12.97]) of the minimum detectable current in
its input coil; it is around 500h (h: Planck’s constant) for present commercial
SQUIDs. This parameter εc determines the noise temperature

TN ≈ εc/2kBτ ’ (12.28a)

and the precision ΔT/T (see below).
The SQUID is used in a flux-locked loop mode. This design results in a

significant improvement in speed and the possibility to use the circuit to
measure much lower temperatures. Using a 0.34-mΩ Cu foil resistor, the
equivalent amplifier noise temperature in the circuit of [12.97] was 8 μK in
the frequency range of 0.5–1 kHz. Using their setup as a primary thermometer



316 12 Low-Temperature Thermometry

Fig. 12.34. Temperatures obtained from the current sensing noise thermometer
of [12.97] vs. temperatures from a 3He melting pressure thermometer (•) and a
platinum NMR thermometer (◦). At T < 4.5 mK, the noise thermometer reads
hotter because of a heat leak into it. Reprinted from [12.97], copyright (2003), with
permission from Elsevier

(by measuring the resistance value and SQUID gain) and fitting the measured
frequency-dependent noise spectra to (12.28), the authors have achieved 1%
agreement of the measured temperature with the temperature from the ITS-
90 scale (Sect. 11.2) at 4.2 K. In a secondary mode, the device was calibrated
at 100 mK and temperatures were measured from 4.2 K to below 1 mK. They
agreed down to 4.5 mK to within 1% to temperatures obtained from a 3He
melting curve thermometer using the PLTS-2000 scale (Sect. 11.3). At lower
temperatures, the temperatures from the noise thermometer were higher than
those from a platinum NMR thermometer (Fig. 12.34), indicating a heat leak
into the noise sensor. About 3.3 min of measuring time were required for 1.5%
accuracy in temperature. With a higher resistance value, for example 5 mΩ,
the noise temperature would increase to 30 μK, but 1% accuracy could be
achieved in 10 s only.

Because of the stringent experimental requirements, noise thermometry
will be used mostly by standards laboratories for calibration purposes while
the experimenter will resort to some simpler means of thermometry. Indeed,
noise thermometry has played an essential role in establishing the new tem-
perature scale PLTS-2000 (Sect. 11.3). Very detailed investigations performed
in this context have shown that the two main error sources of current noise
thermometers seem to be parasitic noise from the measuring equipment, which
adds to the noise from the thermometer, as well as heat leaking into the noise
thermometer. The first problem can easily be taken into account in the analy-
sis if it is temperature independent [12.10,12.95].

To reduce the impact of parasitic heat input, a SQUID noise thermome-
ter without any leads to the sample was recently used between 6 mK and
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4 K [12.98, 12.99]. These authors used a superconducting pick-up coil wound
around a high-purity Au sample as noise source. The coil is connected to
the input coil of a DC-SQUID held at 1.2 K to form a superconducting flux
transformer. The thermal motion of the conduction electrons in the Au sam-
ple cause fluctuations of the magnetic flux in the pick-up coil which are sensed
by the SQUID. A resolution of 1% was achieved within 13 s.

In principle, a noise thermometer is a primary thermometer. In practice
there are many severe experimental problems besides the small voltages, so
that this method is not in wide use in research laboratories. Some of these
problems are the following. All resistive elements of the electronic setup for
noise thermometry are noise sources themselves. This situation has been im-
proved by using a SQUID as a low-temperature amplifier. The remaining
equipment is at temperatures between 4 K and 300 K and noise from the reso-
nance circuit, for example, may affect the performance of the SQUID as well.
Another important parameter is the effective bandwidth of the electronics and,
last but not least, one has to determine the amplifying factor or gain of the
total system. If noise thermometry is used as secondary thermometry, the sys-
tem can be calibrated by putting the resistor at a known temperature. Another
possibility is to build two identical electronic circuits and calibrate the two
against each other, where one of them has the sensor as the noise source at un-
known temperature and the other one has its sensor at a known temperature.

If we detect noise voltages, we are detecting statistical events, which have
to be time averaged and, as for all statistical events, the accuracy depends
on the measuring time t. If tΔν � 1, then the standard deviation for the
temperature measurement via noise thermometry is given by

ΔT/T = (ατ/t)1/2 . (12.29)

with α a constant of order unity and depending on the method used. This
means that the accuracy does not depend on temperature, which is an advan-
tage if we want to apply this method at low temperatures.

12.8 Capacitance Thermometry

Capacitance measurements are as simple as resistance measurements and they
usually have the advantage of negligible heating of the investigated samples.
Actually these measurements can be performed with very high precision, in
general much more accurately than a resistance measurement with compa-
rable electronic effort. Therefore, if one has a material whose dielectric con-
stant changes with temperature this will be a very attractive thermometric
parameter to be measured in a capacitor. Indeed, some dielectric materials,
in particular amorphous or glassy materials, show changes of their dielec-
tric constant down to the lowest investigated temperatures [12.99–12.101].
Investigations by Frossati and coworkers [12.102,12.103] of the low-frequency
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Fig. 12.35. Capacitance (−630 pF) of a capacitive glass thermometer (vitreous
silica containing 0.12% OH− ions) as a function of temperature. The data points
were obtained at excitation frequencies of 1.0 and 4.7 kHz, at zero magnetic field
(×) and at B = 9 T (◦) [12.103]

capacitance of a glass thermometer made from SiO2 which contained about
1,200 ppm OH− gave very encouraging results in the temperature range from
4 to 100 mK (Figs. 12.35 and 12.36). In particular, they showed that such a
thermometer is field independent for fields up to 9 T (within 5%), and it has a
time constant of order 1 s to the lowest investigated temperatures [the specific
heat is typically 10 T (erg/g K), see Sect. 3.1.4]. In addition, heating effects are
negligible, typically < 10−12 W, because of the very small dielectric losses of
vitreous silica, and because it is almost not affected by stray RF fields which
limit the use of carbon resistors to T > 5 mK, for example (Sect. 12.5.2). The
measurements can be performed with a commercial capacitance bridge or a
bridge, as shown in Fig. 3.32 (with the inductances replaced by capacitors),
see also the end of Sect. 13.1.

The dielectric constant ε of glasses (for example, Suprasil, Homosil,
Spectrosil, BK 7, Kapton, smoky quartz [12.100–12.106]) as a function of
temperature passes through a minimum whose position (at about 70 mK
for 1 kHz) depends on frequency ν as Tmin

∝
∼ν1/3 [12.102, 12.103]. At lower

temperatures ε is independent of frequency for hν � kBT , with a slope
d ln ε/d ln T ≈ −10−4 (Fig. 12.35) and saturating at a few millikelvin (but
see [12.106]). This temperature dependence of ε is, like the thermal and
acoustic properties of glasses at low temperatures, explained by the tunneling
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Fig. 12.36. Capacitance (−158 pF) of a capacitive glass thermometer as a func-
tion of temperature at the three indicated measuring voltages but all at the same
frequency (4.7 kHz). The measurements were performed in magnetic fields of 0.0 T
(◦), 0.25 T (�), and 6.0 T ( �) [12.102]

model [12.99–12.101]. The sensitivity d lnε/d ln T of Suprasil and Homosil
glasses increases with their OH− content for concentrations between 200 and
1,000 ppm, indicating that the OH− dipoles dominate the dielectric behav-
ior [12.104]. It was found that the dielectric constant depends also on the
excitation voltage [12.102, 12.103, 12.105] (Fig. 12.36). Therefore these ther-
mometers should be operated at constant voltage. The latter nuisance effect is
influenced by the design of the glass thermometer (construction of electrodes,
contacts, leads, etc.). Typical shapes of these thermometers are plates or
tubes of 10–40 mm length and width, and some 0.1 mm thickness, covered
with fired or sputtered noble metal electrodes, giving typical capacitances
of 0.1–1 nF. The measurements are performed at some kilohertz and with
voltages of 0.1 V to some volts applied to the electrodes, giving a sensitivity
of about 10−4 pF at 100 pF and a temperature resolution of 0.1 μK at some
millikelvins, even though the absolute changes of ε with T are small
(Figs. 12.35 and 12.36). Unfortunately, the thermometers usually have to be
recalibrated in each cooldown, mostly due to changing contributions from the
leads. The recent result [12.107] that the velocity of sound and the internal
friction of metallic and dielectric glasses change with temperature to at least
0.1 mK may make these thermometers suitable even for the microkelvin
temperature range.

A capacitance thermometer based on the incommensurate crystal
(Pb0.45Sn0.55)2P2Se has shown an order of magnitude higher sensitivity
d lnC/d ln T of about 5∗10−3 and a negligible field dependence for fields up
to 20 T [12.108].
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A rather simple, efficient and field-independent parallel plate capacitance
thermometer has been developed by [12.109]. It consists of 17.8-μm-thick cop-
per foils and 7.6-μm Kapton sheets glued together with a thin layer of Stycast
1266 and rolled into a tube. By choosing the foil and sheet dimensions appro-
priately, capacitances between 1 and 52 nF were achieved. The capacitors were
investigated at 20 mK to 1.6 K (actually, they should be usable to room tem-
perature) and at fields up to 18 T. The sensitivity is about 10−4 and the upper
limit of the field dependence is 1% in temperature and 70 ppm in capacitance
in the investigated temperature range up to 400 mK. Their frequency and
voltage dependences are similar to those of other capacitance thermometers.

A suitable temperature dependence of ε down to 7 mK and the absence of a
field dependence had been demonstrated earlier by Lawless and coworkers for
SrTiO3 glass–ceramic thermometers [12.110]; such thermometers are available
commercially.

Capacitance thermometers with the negligible dependence of their dielec-
tric constant on magnetic fields seem to be a very good choice for thermometry
in high magnetic fields. However, the thermal coupling of a dielectric material
whose capacitance is supposed to be measured and hysteresis effects have to
be investigated; actually, most of the capacitance thermometers have to be
recalibrated in each cooldown. In addition, the time-dependent heat release
of non-crystalline solids (Sect. 10.5.3) has to be taken into account.

12.9 Magnetic Thermometry with Electronic
Paramagnets

The magnetic thermometric method to be discussed in this section has been
for a long time the conventional way to measure temperatures below 1 K. Its
basis is the T−1 dependence of the magnetization

M =
λB

μ0T
(12.30)

or of the susceptibility
χ = μ0M/B = λ/T (12.31)

of a paramagnet with the Curie constant

λ =
N0J(J + 1)μ0μ

2
Bg2

3kB
. (12.32)

These equations are valid in the high-temperature approximation μμBB �
kBTJ , where the susceptibility follows the Curie law. The above relations
were deduced in Chaps. 9, 10 for non-interacting magnetic moments in an
external magnetic field.
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Due to the simple relation between the measured parameters χ or M
and temperature, magnetic thermometry, in principle, is a primary method.
However, again there are problems and deviations, making magnetic ther-
mometry in practice a secondary method. The moments in paramagnetic di-
electrics experience a local magnetic field Bloc which is different from the
externally applied field Bex and which has the following three components
[12.3, 12.4, 12.111]:

Bloc = Bex + Bd + Bw . (12.33)

The demagnetization field Bd resulting from the magnetization of the para-
magnet in a field is given for an ellipsoid magnetized in the direction of its
symmetry axis by

Bd = −fμ0M/V . (12.34)

The geometry factor f can be calculated for various ratios of length to
diameter of an ellipsoidal sample

l/d : 1 1.5 2 3 4 5 6 ∞
f : 0.333 0.233 0.174 0.108 0.075 0.056 0.043 0

These effects are of great importance, of course, for superconductors (which
are ideal diamagnets) as well as for ferromagnets; they can be quite appreciable
for paramagnets as well.

The Weiss field Bw results from the neighbouring partially aligned dipoles
and is

Bw = αμ0M/V . (12.35)

The parameter α depends on the symmetry of the crystal; for a cubic
crystal α = 1/3. We then have

Bloc = Bex − (f − α)μ0M/V . (12.36)

The local susceptibility

χ
loc

= μ0M/Bloc = λ/T (12.37)

follows the Curie law. Actually we are measuring

χ = μ0M/Bex , (12.38)

which leads to

χ = χ0 +
λ

T − (α − f)λ/V
= χ0 +

λ

T − Δ
, (12.39)

where a (hopefully temperature independent) background contribution χ0 re-
sulting from other parts of the experimental setup – besides the thermometric
sample – has been included. The latter relation (without the first term) is
known as the Curie–Weiss law. The Weiss constant Δ depends on the shape
of the sample, the symmetry of the crystal, and the interactions between the
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moments. It can be small or may even vanish for a sphere of a crystal with
cubic symmetry, where Bloc = Bex. In addition, of course, it is small for small
Curie constants λ. Because of the usually unknown parameters in (12.39),
we have to calibrate our thermometer at several temperatures, making it a
secondary thermometer. This calibration can be performed against the 3He
vapour pressure at T ≥ 0.4K, against a superconducting fixed point device
or the 3He melting pressure at T ≤ 0.3K, etc.

Substances suitable for electronic magnetic thermometry are paramagnets
containing elements with partly filled 3d or 4f electronic shells. As mentioned
in Chap. 9, the paramagnetic salt with the lowest ordering temperature is
CMN with Tc 	 2 mK. This value can be further reduced by partly replacing
the magnetic Ce3+ ions in CMN by non-magnetic La3+ ions, possibly to Tc ≤
0.2mK if only 5% or less cerium remains [12.112–12.115]. These salts can
be used over the widest temperature range known and indeed it is the most
widely applied paramagnetic thermometer [12.3, 12.4, 12.7, 12.8, 12.10, 12.20,
12.25,12.96,12.111–12.121]. It has also played an important role in establishing
the new low-temperature scale PLTS-2000 (see Sect. 11.3). A CMN single
crystal is a nearly perfect paramagnet if the temperature is not too low, say
for T > 5mK. The use of a single-crystal sphere is, of course, inconvenient.
Therefore, in most cases powders compressed to a cylindrical shape have been
used. However, its thermal conductivity is low and it is difficult to make
thermal contact to it. Hence, usually a mixture of CMN powder plus grease
(or another suitable liquid) has been compressed together with a brush of fine
metal wires (Fig. 12.37). Thermal contact is then made via these wires. Of
course, if the temperature of liquid 3He is to be measured, CMN powder can be
immersed in the liquid itself (Fig. 12.37), taking advantage of the low thermal
boundary resistance between these two materials (Sect. 4.3.2). Many groups
have used such a thermometer in the shape of a cylinder with its diameter
equal to its length to keep deviations from the Curie law small and to make
their temperature scales comparable [12.20,12.116,12.117,12.121]. It has been
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CMN & greaseCMN

LMN
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copper base

Superconducting
coil

3He fill line
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Copper wire
bundle

Weld
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Fig. 12.37. Schematic of setups for paramagnetic thermometry with paramagnets
such as CMN; for details see text [12.25]
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found that the Weiss constant |Δ| is in the range of several 0.1 mK and that
such a CMN thermometer can follow the thermodynamic temperature scale
to 3 mK to with in about 0.2 mK, but a more typical limit is 5–8 mK. The
thermal time constant of such thermometers still is of order 10 (103) s at 40
(10) mK (Fig. 12.38) [12.25, 12.118, 12.120]. This has recently been improved
by a design described in [12.118], see Fig. 12.39. This thermometer follows
a Curie–Weiss law between 7 and 250 mK with Δ = −0.004 mK. To obtain
a resolution of 10−4 at 8 mK, a drive level in a bridge of the design shown
in Fig. 3.32 was necessary which gave a heating of 10 pW (probably mostly
eddy currents in the Ag). Most important, this CMN thermometer has a time
constant of only 10 s at 2 mK (Fig. 12.38). With a modified fitting equation, it
has been used to 1 mK, and, with the Ce3+ ions partly replaced by La3+ ions,
even to 0.4 mK. With the improvement of measuring techniques the use of salts
with larger Curie constants than CMN – and correspondingly higher ordering
temperatures [12.3, 12.4, 12.7] – does not seem to be warranted anymore, so
CMN seems to remain unrivalled among the salts. This has been confirmed
by the recent results of [12.20], where resolution and reproducibility of about
10−4 have been obtained between 0.5 and 3 K for a CMN powder thermometer.

To avoid the thermal equilibrium and chemical stability problems, in par-
ticular dehydration, (at 25◦C the water vapour pressure of CMN corresponds
to 25% humidity) encountered when paramagnetic salts are employed for
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Fig. 12.39. Single element (a) and completed design (b) of the CMN thermometer
of [12.118]

thermometry, various dilute paramagnetic alloys have been used for magnetic
thermometry. These metallic alloys have a reasonably good thermal conduc-
tivity, and it is easy to make thermal contact to them. An example is Cu
with some ppm of Mn [12.122]. With such a sample, 1% accuracy in a field of
0.1 mT at 5 mK can be obtained using a SQUID as the detecting element.

At the University of Bayreuth, we have very successfully used PdFe alloys
with Fe concentrations of the order of 5–30 at ppm [12.38, 12.120, 12.123]. If
one buys “pure” Pd of 4 N (or 5 N) purity it usually contains just the right
concentration of Fe impurities. In these alloys, the Fe and its Pd surroundings
have a “giant” magnetic moment of 14 μB, giving a rather large signal. Spin
glass freezing of these moments occurs at Tf (mK) 	 0.1xFe (ppm) (where
xFe is the concentration of Fe in ppm) [12.38], and the susceptibility follows
a T−1 dependence to quite low temperatures (Figs. 12.40 and 12.57); the data
indicate that |Δ| < 0.2mK. The accuracy of the calibration is better than 1%,
and the sensitivity is about 10−4 at 10 mK and 10−3 at 100 mK, comparable
to CMN thermometers. The very simple design of such a thermometer is
shown in Fig. 12.41. Due to its good thermal conductivity and ease of making
thermal contact, such a thermometer has a rather short time constant of at
most 1 (0.1) s at temperatures above 10 (30) mK (Fig. 12.38). Such a PdFe
thermometer calibrated with an NBS superconducting fixed-point device
(Sect. 11.4.2) is our standard thermometric method for the temperature range
between about 5 and 500 mK. The only drawback of a PdFe thermometer is
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Fig. 12.40. Reciprocal of the susceptibility χ minus a background susceptibility χ0

of a PdFe sample containing 15 ppm Fe as a function of temperature. The temper-
atures for calibration of the susceptibility thermometer are obtained from a super-
conducting fixed-point device such as the one shown in Fig. 11.1 [12.120]

its sensitivity to magnetic fields (it has to be shielded from stray fields, but the
earth’s field is okay, therefore one can use a superconducting shield) [12.38].

Another paramagnetic metallic spin glass very suitable for susceptibility
thermometry is AuEr+ [12.124]. Because of the weaker exchange interaction
between Er ions in Au compared to Fe in Pd, Er concentrations of several
100 ppm can be used without the magnetization showing significant devi-
ations from the Curie–Weiss law. For example, the AC susceptibility χ of
an Au sample containing 660 pm Er follows this law to about 1 K [12.124].
The ratio of the temperature at the maximum of χ to the content of Er+

ions (1.4 μK/ppm) is about three orders of magnitude lower than for Fe3+

impurities in Cu (1 mK/ppm). In the setup shown in Fig. 3.28, this
thermometer has been used for thermal conductivity measurements to 6 mK.

High-resolution magnetic thermometers using paramagnetic salts, in par-
ticular for the investigation of critical phenomena like heat capacity and ther-
mal conductivity at the very sharp lambda transition of liquid 4He, have
been developed by the groups of Lipa et al. [12.125–12.127], (Fig. 12.42) and
then Ahlers et al. [12.128]. Both groups have used copper ammonium bromide
(Cu(NH4)2Br4 2H2O) either directly in liquid helium or grown onto a matrix
of Cu wires for thermal contact. The salt is used at temperatures closely above
its magnetic ordering transition at 1.83 K, where the susceptibility changes
strongly with temperature. This change induces a persistent current in a su-
perconducting coil wound around the sample. The current is transferred by
a superconducting flux transformer to an RF-SQUID and amplified for read-
out. Typical sensitivities are between 0.3 and 1 μK/Φo(Φo: flux quantum) in
a field of 10 mT near the Curie temperature of the salt. With a resolution of
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Fig. 12.41. Design of PdFe susceptibility thermometers. (a) With compensated
secondary coils; (b) without compensated secondary coils. Dimensions are given in
mm. The sample is a palladium rod containing 10–30 ppm Fe. Slits should be cut
into the Pd rod to reduce eddy-current heating. If the susceptibility is measured
with a SQUID then the primary coil may contain two layers of 0.1 mm Cu-cladded
NbTi wire and the secondary coil ten layers of 25 μm Cu wire. If the susceptibility
is measured with a mutual inductance bridge the number of windings should be
increased, e.g., to 400 and 104, respectively. The two coils can be wound directly onto
each other. The sample is protected against magnetic fields by a superconducting
Nb shield

10−4 Φo of the SQUID this then results in sub-nanokelvin temperature res-
olution (Fig. 2.10b), a noise level of 3× 10−10 K/

√
Hz, and drift rates of less

than 0.1 nK h−1 [12.125–12.127]. Of course, to achieve these results requires a
careful design with a very stable control of the temperature of four thermal
control stages in series with the calorimeter as well as an effective magnetic
shielding of thermometers and leads to the SQUID.

Using salts with Curie temperatures in other temperature ranges, this type
of thermometer may be used there. For example, the miniature susceptibility
thermometer of [12.129] using LaxGd1−xCl3 with different x to adjust the
Curie temperature to the desired temperature range (Tc = 2.2 K for x = 0)
has achieved a resolution of 0.2 nK in a 1-Hz bandwidth, a drift rate of less
than 0.2 nK h−1 at 2.2 K, and a time constant of 30 ms.

A high-resolution magnetic thermometer using the giant-magnetic-
moment alloys PdMnx (or PdFex) has been described in [12.130]; again, the
Curie temperature can be adjusted by changing x, for example to 1.5–3 K
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Fig. 12.42. High-resolution paramagnetic susceptibility thermometer used in
[12.125–12.127] for measurements of the heat capacity of liquid 4He very close to its
superfluid transition temperature (see Fig. 2.10)

for x= 0.6–0.9 at.% Mn. The advantages of this metal compared to the salts
are its inertness and that thermal contact can be easily established. The au-
thors also use a SQUID magnetometer for detection of the signal and have
achieved comparable resolution, noise level, and drift rates. For experiments
with very limited space, the group has used sputtered films of PdFe0.68 at.%

with somewhat less resolution [12.131].
The lower limit for a paramagnetic thermometer is given by the deviation

of χ from a Curie–Weiss law. The upper limit of the thermometer’s temper-
ature range is governed by the loss in sensitivity due to χ ∝ T−1, which
is usually at about 1 K, depending on the material and on the electronic
equipment.

Examples of typical electronic setups for measuring electronic suscepti-
bilities of paramagnets suitable for thermometry are shown and discussed in
Sect. 3.4.2.

Magnetic thermometry has the advantages that it is based on a simple and
quick measurement, one can have a rather large sensitivity of typically 10−4,
there is essentially no heating due to the measurement, one has a simple
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T–χ relation (therefore calibration is easy), and the thermometer can be
homemade. Another advantage of magnetic thermometry for low-temperature
physics is the increase of its sensitivity with decreasing temperature. If well
designed, such a thermometer will have a rather short thermal response time
of a few seconds at 10 mK.

12.10 Magnetic Thermometry
with Nuclear Paramagnets

The low-temperature limit of magnetic thermometry is given by the ordering
temperature of the magnetic moments; for electronic magnetic moments this
is about 1 mK for the CMN and PdFe thermometers discussed earlier. With
the extension of the accessible temperature range to lower and lower temper-
atures thermometric methods for lower and lower temperatures have to be
invented. To extend magnetic thermometry to temperatures below a few mK
one has to switch from electronic paramagnets to nuclear paramagnets. The
change to the much smaller nuclear magnetic moments allows the use of mag-
netic thermometry to at least the low microkelvin temperature range. Due
to the small nuclear magnetic moments we now have a much smaller suscep-
tibility and therefore much smaller signal, requiring more sensitive detection
methods; these are SQUID or resonance techniques [12.132–12.136], which will
be described in this section. In addition to the extension of the temperature
range, we can now switch to pure metals with their good thermal conductivity
and contact and fast nuclear spin–lattice relaxation, resulting in fast thermal
response times – as we did when going from electronic magnetic refrigeration
to nuclear magnetic refrigeration.

The parameter to be measured is the nuclear susceptibility

χn = λn/Tn (Curie law) (12.40)

with the Curie constant

λn =
N0I(I + 1)μ0μ

2
ng2

n

3kB
. (12.41)

These equations are valid in the “high-temperature limit” gnμn B � kBT ,
where the nuclear magnetic dipoles can be treated as non-interacting.

In many metals this nuclear Curie law should be valid to at least a few
microkelvin (or possibly even 0.1 μK). This seems to be true for Cu and Pt to
within about 1% in fields of less than 1 mT (see Sect. 10.1 and Figs. 10.4 and
10.5) [12.137]. However, recently deviations have been observed for the inter-
metallic compound AuIn2 [12.138] and for Tl [12.139], for example, already
at about 100 μK in fields of some millitesla, therefore some caution may be
appropriate when new materials are introduced for thermometry.
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Requirements for the validity of the nuclear Curie law are the absence
of changing internal fields due to nuclear magnetic or electronic magnetic
ordering in the relevant temperature range, and the absence of nuclear elec-
tric quadrupole interactions (which means cubic lattice symmetry or, better,
I = 1/2; see Sect. 10.6).1 In addition, we need a short τ1 (because we are
measuring nuclear spin temperatures Tn but are usually interested in the elec-
tronic temperature Te or in the equilibrium temperature of the material) and
the absence of a superconducting transition. Nuclear magnetic thermometry
dominates the low- and the sub-millikelvin temperature range but at higher
temperatures the signals can become rather weak and may be dominated
by contributions from electronic magnetic impurities. Therefore an adequate
measuring technique – mostly a resonance method – is of utmost importance.

12.10.1 Non-Resonant, Integral Detection of Nuclear
Magnetization

Of course, we can directly measure Mn or χn statically as we do in elec-
tronic magnetic thermometry. However, now due to the small nuclear moment
necessarily we need a SQUID as detector with its high sensitivity to measure
nuclear magnetization. In the experiment whose results are shown in Fig. 12.43
[12.141], the magnetization of a 6 N pure Cu sample in a field of 0.25 mT was
investigated with a sensitivity of 10−3 flux quanta φ0 (φ0 = 2×10−8 mT cm2),
resulting in ΔT/T = 5 × 10−4 or 5 μK at 10 mK in a field of 1 mT. The re-
sult gave agreement with the calculated nuclear Curie constant of Cu and
Mn ∝ 1/T in the investigated temperature range even up to 0.9 K! However,
in general, one measures a combination of nuclear and electronic magnetiza-
tions Mn(T ) + M(T ) in a direct, non-resonant measurement, and then 1 ppm
Fe or Mn in Cu would give the same signal as the 100% Cu nuclei. As shown
by Hirschkoff et al. [12.142, 12.143], electronic contributions from the wire of
the primary or secondary coils or from the insulation already may cause se-
rious problems. These problems can mostly be eliminated by measuring in a
magnetic field large enough to saturate the large electronic moments at the
temperatures involved (also at the calibration points!), which, for example, is
B/T ≥ 1 T K−1 for 3d elements in the cubic intermetallic compound AuIn2

(Fig. 12.44) [12.144]. In this latter work a simpler but much less sensitive
commercial fluxgate magnetometer was used instead of a SQUID in the tem-
perature range 15–500 mK. If the electronic moments are saturated, they only
give a temperature-independent background to the signal. Of course, there
is the possibility of other background contributions from the sample holder,
coils, etc. which may give temperature-independent as well as temperature-
dependent contributions. The direct method has experimental problems but,
unlike the following methods, it does not lead to heating of the sample due to
the measuring process.
1 This, of course, does not apply if “nuclear quadrupole resonance” is applied for

thermometry, as proposed for very low temperatures in [12.140].
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Fig. 12.43. Temperature dependence of nuclear magnetization of copper as a func-
tion of inverse temperature (the temperature scale is shown on the top horizontal
axis). The static nuclear magnetization of Cu in a field of 0.25 mT was measured with
a SQUID. The temperatures were deduced from the 3He melting pressures [12.141]
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Fig. 12.44. Molar nuclear susceptibility of AuIn2 in different magnetic fields plotted
against T−1. The measuring fields are 20 mT (•), 193 and 640 mT (◦), respectively.
The last two magnetic fields are strong enough to saturate the electronic moments,
so that only the changes in nuclear susceptibility are measured (data from [12.144])
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12.10.2 Selective Excitation but Non-Resonant Detection
of Nuclear Magnetization

A variation of the method discussed earlier, avoiding the problem of back-
ground contributions, is the resonant, selective destruction of the nuclear po-
larization in an external field Bz by irradiating the sample with an RF field
at resonance. The frequency of the RF field has to be in resonance with the
Zeeman splitting

hν = μμnBz/I . (12.42)

It has to be perpendicular to the polarizing static field Bz, so it can in-
duce transitions from the lower to the upper nuclear levels. In this way the
static magnetization of the nuclei is changed and this change can be detected
with a SQUID (Fig. 12.45) [12.145, 12.146]. The method combines the high
sensitivity of the SQUID with the selectivity of resonant excitation; electronic
contributions or contributions from other nuclei are not detected because they
are not in resonance. Some results for “SQUID NMR” on Cu are shown in
Fig. 12.46. The destroyed nuclear magnetization recovers with the spin–lattice
relaxation time τ1. This method is often applied when the more conventional
NMR techniques to be discussed later are inappropriate; for example, for very
broad resonances, experiments at very low frequencies [12.147,12.148] or when
heating effects are a problem. A disadvantage of this method is that a change
of magnetization of all the materials within the SQUID sensing volume will
lead to changes in the baseline of the signal (Fig. 12.46).

Bz

Bz

B1

U �

U

M

M t 1

SQUID amplifierSample

Time

(a)

(c)

(b)

Fig. 12.45. Schematic for the technique of SQUID NMR thermometry. (a) The
magnetization of the sample induced by the static field Bz is destroyed by applying
a RF pulse of strength B1 at the resonance frequency. (b) The resulting change of
the magnetization is detected by a SQUID amplifier. (c) The voltage U detected by
the amplifier – which is proportional to the magnetization M – changes with time
when the magnetization recovers with the spin lattice relaxation time τ1
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Fig. 12.46. A SQUID NMR spectrum of Cu taken at a sweep rate of 15 kHz s−1

at 0.65 K in B0 = 104 mT. The vertical signal represents the total nuclear magne-
tization of the specimen which is reduced when the frequency is swept through the
resonance of the two Cu isotopes [12.145]

The method of low-frequency pulsed SQUID NMR [12.147–12.149] has
been substantially improved by using very sensitive commercial DC-SQUIDs
as first-stage, low-noise preamplifier. They have a coupled energy equivalent
sensitivity of the minimum detectable current in the input coil of the SQUID of
a few 100h at a bandwidth of 3.4 MHz, (h: Planck’s constant) [12.150–12.152].
In these spectrometers, the superconducting NMR receiver coil around the
sample together with the input coil of the SQUID form a flux transformer
circuit; their inductances should be similar to optimize the coupled flux. A
changing magnetic flux in the receiver coil due to the precessing magneti-
zation of the sample after applying an NMR pulse results in a current in
the SQUID input coil to maintain a constant flux in the superconducting
loop. The RF input circuit, which is contained in superconducting shields in
order to reduce noise from extraneous magnetic fields, can either be broad-
band [12.147, 12.148, 12.150, 12.151, 12.153] or tuned [12.149, 12.150, 12.152].
For field stability, the static field can be trapped in a superconducting nio-
bium cylinder. The noise temperature of the system is about 0.1 K, much
better than for a typical cooled semiconductor preamplifier. The signal from
the SQUID can be directly coupled to the room temperature amplifier without
deterioration in noise performance.

In the broadband mode with bandwidth of about 3 MHz at Larmor fre-
quencies of up to 500 kHz [12.150,12.151], the SQUID was operated in a flux-
locked loop with additional positive feedback to enhance the dynamic range,
to improve gain stability, and giving a short recovery time of order 10 μs; this
allows investigations of samples with short spin-spin relaxation times. A sub-
stantial advantage is the possibility of changing the NMR frequency without
changing the detection electronics. Experimental results obtained with such
a system are shown in Fig. 12.47. Similar broadband, low-noise SQUID NMR
setups have been described in [12.153].
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Fig. 12.47. Fast-Fourier transforms of free-induction decay signals obtained by
SQUID NMR in: (a) a broadband circuit for 6× 1019 195Pt nuclear spins in a single
crystal of UPt3 in the superconducting mixed phase at 40 mK [12.151], as well as in:
(b) a tuned circuit for 5 × 1018 3He nuclear spins at 4.2 K. Reprinted from [12.151]
and [12.152], respectively, copyright (2000), with permission from Elsevier

As discussed in [12.150,12.152], a tuned input circuit gives a higher signal-
to-noise ratio at higher frequencies, above a few 100 kHz. In this mode, the
pick-up coil and the SQUID input coil form part of a resonant circuit at around
1 MHz, with a noise of order 0.1 K. Here the receiver coil is made from normal
conducting wire. Such a system has been used in particular to investigate
very small numbers of spins, for example 1018 spins in thin 3He films, or when
the RF-penetration is limited to the skin depth in well-conducting metallic
samples (Fig. 12.47).

12.10.3 Resonant Excitation and Resonant Detection of Nuclear
Magnetization

The most commonly used method in nuclear magnetic thermometry are
Nuclear Magnetic Resonance (NMR) techniques which avoid electronic or
any other non-resonant contributions. There are two ways to do nuclear mag-
netic resonance: in the continuous wave mode or with pulses. Excellent books
describe these very important methods which are not only of relevance for
thermometry but have found many applications in physics, chemistry, biol-
ogy, and medicine. I cannot discuss these methods in as much detail as their
importance would require but refer to relevant books and review articles (see,
e.g., [12.3, 12.4, 12.7, 12.132–12.136]).



334 12 Low-Temperature Thermometry

Continuous Wave Nuclear Magnetic Resonance

For continuous wave NMR (CW NMR) [12.132–12.135,12.154,12.155] we con-
sider a sample whose nuclear moments are magnetized by a static field Bz in
the coil of a resonance circuit. The sample changes the inductance of the coil
by the factor (1 + χn). When the static magnetic field applied to the sam-
ple is swept through the nuclear magnetic resonance, transitions between the
nuclear energy levels are induced by an RF field

By = B1 sin(ωt) (12.43)

applied perpendicular to the static field. The necessary energy is taken from
the resonance circuit, resulting in a decrease of its quality factor. Assuming
that the line shape at resonance is temperature independent, the amplitude
of the signal is proportional to χn and therefore to T−1

n . The electronics for
this method is shown in Fig. 12.48. One has to use small RF power to keep
eddy-current heating small [12.156] and to avoid disturbing or heating the
nuclear spin system from thermal equilibrium; therefore the signals are rather
small. To increase the sensitivity, very often the frequency or the magnetic
field is modulated at audio frequencies and the signal is detected with lock-in
techniques.

It can be shown that the signal at resonance, ω = ω0, in CW NMR is
proportional to the imaginary part of the dynamic nuclear susceptibility

χn(ω0) = χ′
n − iχ′′

n , (12.44)

with

χ′′
n(ω0) =

ω0τ
∗
2

2
=

χ(0)Bz

ΔBz
∝ 1/Tn , (12.45)
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Diode
detector

Lock-in
amplifier

Recorder
Pre-

amplifier

Magnet
Field

sweep

Fig. 12.48. Block diagram of the electronics used by Corruccini et al. [12.155] for
CW NMR. The cw oscillator is frequency modulated at 100 Hz as the magnetic field
is swept through the resonance of the sample inside of the coil of the resonance
circuit
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in the case that the signal is not saturated; here ΔBz is the resonance width
at half maximum. Hence the dynamic susceptibility is enhanced with respect
to the static one by the ratio Bz/ΔBz which can be of order 102–103 for Cu
or Pt, for example.

Pulsed Nuclear Magnetic Resonance

In the today mostly used pulsed nuclear magnetic resonance technique
[12.132–12.136, 12.157–12.161], again a static field Bz keeps a nuclear mag-
netization Mn in the z-direction. But now we apply perpendicular, in the y-
direction, a short pulse of a sinusoidal field By = B1 sin(ωt) at the resonance
frequency given by (12.42). This RF pulse tips the nuclear magnetization by
an angle

θ = πB1/Bz (12.46)

away from the z-direction. The magnetization Mn then precesses around Bz

at the resonance frequency ω0; the resulting transverse component Mn sin θ
rotates in the xy-plane and is detected in a receiver coil (Fig. 12.49). The
magnetization along Bz has been reduced from Mn to Mn cos θ. The coil for

x

x

Bz

Mn
M

n  sin q

qn

z

z

y

y

(a) (b)

Signal
out

Tipping
pulse

DC supply
for Bz

Fig. 12.49. Schematic of pulsed nuclear magnetic resonance thermometry. (a) Prin-
ciple of the method. (b) Schematic of the coil arrangement [12.3,12.4,12.159,12.171]
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the tipping pulse and for detection of the signal can be identical (Figs. 12.55
and 12.56) because the tipping and detection do not occur simultaneously.
The precession signal in the receiver coil decays with a characteristic time
given by the transverse spin–spin relaxation time τ2 due to the dephasing of
the rotating spins. An always present inhomogeneity δBz of the static field
will speed up the dephasing. The effective decay time [12.132–12.136] is then
given by

1
τ∗
2

=
1 − P 2

τ2
+

μμn

�I
δBz , (12.47)

where P is the polarization, hence

Mxy(t) = Mn(0)e−t/τ∗
2 . (12.48)

Such a free induction decay signal is shown in Fig. 12.50. The pulse length
(τp = θ�/μμnB1 at resonance) should, of course, be short compared to τ∗

2 .
This gives a lower limit on the tipping angle or on the magnitude of the pulse
for a given tipping angle.

The alternating voltage induced in a detection coil in the x-direction
around the sample is then given by

U(t) = αωMz sin θ sin(ωt) exp(−t/τ∗
2 ) , (12.49)

Fig. 12.50. Free precession signal of 195Pt nuclear spins (2,000 wires of 25 μm diam-
eter in a 5mm long secondary coil of several thousand windings of 25 μm Cu wire,
see Fig. 12.55) at T = 45 μK and in B = 13.8 mT (125 kHz). The excitation pulse
was 64 μs long and had about 0.2 Vpp amplitude. The horizontal scale is 0.5 ms div−1



Magnetic Thermometry with Nuclear Paramagnets 337

where α is the geometry or coil constant. This behavior can be calculated
from its equation of motion (Bloch equations) [12.3,12.4,12.132–12.135,12.156,
12.157].

U(t) has to be amplified and transformed into a signal S which is usually
the integral over a definite time of the rectified free-induction-decay signal
(Fig. 12.50). The only way to determine the constant of proportionality be-
tween S and T−1

n is the calibration at a known higher temperature and set-
ting the product signal * temperature constant. For this proportionality to
be valid, τ2 has to be temperature independent [12.161]. In addition, no other
background contribution to the signal should be present (see below). Devia-
tions from a linear relation between signal size and temperature can also be
observed when the excitation pulse or other external RF signals will overheat
the platinum NMR probe (see Fig. 12.54).

In the NMR methods discussed earlier one is determining the nuclear spin
temperature Tn from a measurement of the nuclear susceptibility. However,
by measuring the spin lattice relaxation time τ1 and applying the Korringa
law κ = τ1Te, one can also use NMR to measure the temperature Te of the
electrons. This can be done by using either SQUID NMR or pulsed NMR. In
the latter method one applies a 90◦ pulse at the resonance frequency to destroy
the magnetization in the z-direction. Afterwards, small, e.g. 10◦, inspection
pulses are applied to record the recovery of Mz according to

Mz(t) = Mn(0)(1 − e−t/τ1) . (12.50)

An example of such a measurement is illustrated in Fig. 12.51. A deter-
mination of the electronic temperature from nuclear magnetic properties by

T
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1/Tn

t  / t1
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Fig. 12.51. Determination of the spin–lattice relaxation time τ1 from pulsed NMR
measurements. The figure shows the calculated time behavior of T−1

n and T−1
e during

a τ1 determination [12.160]
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Fig. 12.52. Relaxation of the nuclear magnetization of a 195Pt NMR sample after
applying a 60◦ pulse. From the measured relaxation time τ1 and the Korringa rela-
tion for platinum, τ1 Te = 30 mK s, one finds Te = 61.5 μK; the Pt nuclear magneti-
zation gave Tn = 60.5 μK [12.50]

observing the nuclear spin-lattice relaxation time τ1 has been popular for
many years [12.50,12.157,12.159,12.160,12.162]. The results of successful ex-
amples are shown in Figs. 12.52 and 12.53. However, in some experiments
deviations from the Korringa law have been observed for Cu [12.163] and
Pt [12.123, 12.157, 12.162, 12.164, 12.165], showing that κ can be temperature
and field dependent, so that this method should only be used with great cau-
tion. These deviations have been attributed to the Kondo effect of magnetic
impurities in the host lattice [12.166] but details are not yet understood.

NMR at very low temperatures is not a simple method, and the electronic
setup can be quite sophisticated. However, it is the only method available at
present for thermometry below 1 mK. There are a number of requirements
which have to be fulfilled in order to obtain reliable results with pulsed NMR
[12.161]. Particular care has to be taken if a large temperature range is investi-
gated. First, we have to remember that the tipping pulse reduces the nuclear
magnetization Mn to Mn cos θ; this increases the nuclear spin temperature
from Tn to Tn/ cos θ. For a 90◦ pulse this would be Mn = 0 and Tn = ∞; gen-
erally, ΔT/T = (cos−1 θ)−1(	 θ2/2 for small θ). One has to search for a com-
promise between a small increase of Tn (proportional to 1/ cos θ) and a large
enough signal (proportional to sin θ). Typically a 10◦ pulse is applied, giving
cos 10◦ = 0.985 or ΔT/T 	 1.5% only. Calibration is always carried out at
temperatures higher than the investigated temperature range and the tipping
angle has to be changed to keep the signal at a reasonable level. Even more im-
portant, we have to take into account that the RF field of the tipping pulse in-
creases the electronic temperature due to eddy current heating [12.156,12.160].
This eddy current heating is proportional to ω2 (Sect. 10.5.2). Again a com-
promise between a large enough signal and small enough eddy current heating
has to be found. Typical heat depositions are 0.1–1 nJ per pulse for Pt NMR
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Fig. 12.53. A comparison of the reciprocal of the nuclear spin susceptibility χn

of Pt (proportional to its nuclear spin temperature Tn) vs. the reciprocal of the
spin–lattice relaxation time τ−1

1 of Pt (which is proportional to the shown electronic
temperature Te of Pt) to show that the nuclear spins and the conduction electrons
are at the same temperature [12.172,12.173]

thermometry at T ≤ 1 mK [12.50, 12.123, 12.157, 12.161, 12.167]. Overheating
of the thermometer will show up if the product of the NMR signal times tem-
perature (obtained from another thermometer) does not show a linear weak
temperature dependence (Fig. 12.54).

Besides taking a low frequency and a small tipping angle, even more impor-
tantly, one has to use small dimensions of the sample, which very often means
taking a bundle of thin insulated wires (or powder) for the NMR thermometry
sample, to keep RF eddy current heating small and to let the electromagnetic
field penetrate the sample by the skin depth δ = (2ρ/μ0ω)1/2 which is 19 μm
for high-purity Pt at a frequency of 250 kHz. Then we have to bear in mind
that after each pulse, nuclei and electrons have to recover and should be in
thermal equilibrium before the next pulse is fired. Therefore the repetition
rate has to be small compared to τ−1

1 ; usual waiting times between pulses
should be 5–10 times τ1. We would also like the heat capacity of the thermo-
metric sample (and addenda) to be small, so that we have a small thermal
time constant for its thermal recovery; this means, the static field Bz should
be kept as small as possible. The last requirement is in accordance with our
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Fig. 12.54. Product of NMR amplitudes S from 195Pt in Pt wire samples obtained
with commercial NMR electronics times temperatures Tmc measured with a 3He
melting curve thermometer. These data show below 10 mK the overheating of the
Pt wires squeezed (♦) to the cold finger of the refrigerator compared to the much
better contact of wires welded to the refrigerator (◦). Broken lines show the expected
behavior with heating effects, full lines those without heating effects which are almost
indistinguishable for the welded sample [12.161]

desire to keep the frequency for the NMR low. Last but not least, the static
field should be homogeneous (to at least 10−4) to give a sharp resonance and
to keep τ∗

2 large, see (12.47).
A main advantage of this transient method is the fact that it measures

the state of the nuclear spin system before the (short!) pulse is applied and
that the detection can occur when the tipping field has been switched off. The
pulsed technique seems to be more appropriate for thermometry at very low
temperatures than the CW method under the usual experimental conditions
[12.156].

Owing to recent advances in attaining very low temperatures, one can per-
form experiments where the high-temperature approximations (10.4) used to
describe the thermodynamic properties of a sample cannot be applied any-
more. The spin dynamics can then become rather complicated because after
a disturbance the nuclei will decay exponentially with a single decay time
only for I = 1/2 [12.168–12.170]. Eventually, at gnμnB > kBT , the resulting
effective decay time obtained from fitting experimental data will approach a
constant value, see (10.11′),

τ1 =
2kBκ

gnμnB
(12.51)

instead of being τ1 = κ/Te, because now the relaxation rate depends on the
magnetic rather than on the thermal energy. In this situation τ1 decreases
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with spin I according to

τ1(T = 0; I) =
1
2I

τ1(T = 0; I = 1/2) . (12.52)

For Cu, for example, the simple high-field limit τ1 = k/Tc is reached for
B > 10 mT.

In Table 10.1, I have summarized the properties of several metallic iso-
topes which may also be suitable for NMR. From these properties and the
experience of several groups it turns out that Pt seems to be the most suit-
able thermometric probe at very low temperatures. It has only one isotope,
195Pt, with nuclear spin I = 1/2; therefore we have no problems with nuclear
quadrupole interaction. It has a short τ1; this means, that electrons and nu-
clei quickly attain thermal equilibrium. Its nuclear spin–spin relaxation time
τ2 is long; therefore the decay of the signal takes a long time, simplifying
observation of the signal.

Pulsed NMR on thin Pt wires (or Pt powder immersed in liquid 3He)
at fields of 6–60 mT and correspondingly at frequencies of about 55–550 kHz
is now the standard thermometric method for the microkelvin temperature
rangex [12.50, 12.123, 12.137, 12.158–12.161, 12.164, 12.165, 12.171–12.175]. A
bundle of several hundred or, better, thousand thin (e.g., 25 μm), annealed
(but see [12.123]) and isolated wires and not too high frequencies are chosen
to keep eddy current heating low and to let the RF field penetrate the sample
wires (the skin depth is of order 10 μm at ν = 250 kHz for Pt with RRR 	 100).
Successful designs of Pt wire NMR thermometers are shown in Figs. 12.55 and
12.56 [12.50,12.123,12.161]. These thermometers have a signal-to-noise ratio of
1 at about 0.1 K. Figure 12.57 shows the calibration of a Pt wire thermometer
with a PdFe susceptibility thermometer (Sect. 12.9), which in turn had been
calibrated by a superconducting fixed point device (Sects. 11.4.2, 11.4.3). Such
an NMR thermometer and the described calibration is believed to give the
temperature at 1 mK (20 μK) to ± 2%(± 5%), assuming the fixed point device
temperatures to be correct [12.50, 12.123, 12.137]. The data in Fig. 12.56 also
demonstrate that χn(Pt) ∝ χe(PdFe) to within 10−3, or that both susceptibil-
ities follow a Curie (or Curie–Weiss) law to that accuracy in the investigated
temperature range. Usually the accuracy of an NMR thermometer is limited
by the accuracy of the calibration and by heating effects [12.156,12.161].

The validity of the 195Pt NMR temperature scale has also been confirmed
to at least 70 μK by the observation that B/TPt = const. in the adiabatic
nuclear demagnetization experiments of [12.123], and to at least 100 μK by
the observation that the relative change of the velocity of sound of polycrys-
talline Ag is proportional to lnTPt [12.107]. In addition, in [12.50] it was shown
that Tn (from χn) and Te (from τ1) agree to within 2% from 48 to 306 μK
(Fig. 12.52). These as well as other observations [12.137] provide convincing
evidence that the Pt-NMR temperature scale is correct to at least 10 μK. In re-
cent experiments NMR and AC susceptibility measurements on Pt have been
utilized successfully for thermometry to an equilibrium temperature of 1.5 μK
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Fig. 12.55. Design of a platinum wire NMR thermometer. Left : Pt wires of 25 μm
diameter (1) which sit inside of a signal coil of 25 μm Cu wire on a 6 μm Mylar
coil former (2). The platinum wires are welded to assure adequate thermal contact
into a Pt stem (3) which is then screwed (4) to a Ag cold finger which has a very
small unclear heat capacity (5). The latter is finally screwed to the plate (6) whose
temperature the thermometer is supposed to measure. The setup is surrounded by
a coil producing the static field which is surrounded by a superconducting niobium
shield to homogenize the field and to shield against external disturbances. Right :
The field distribution of the superconducting field coil

and to a nuclear-spin temperature of 0.3 μK [12.176]. These convincing exper-
imental observations agree with expectations because the electron-mediated
indirect exchange interactions between the nuclei in platinum correspond to
about 0.2 μK (this actually is a rather high value caused by the large indirect
exchange interaction between the Pt nuclei due to the large polarizability of
the conduction electrons in the strongly paramagnetic Pt). In addition, the
Lorentz field and the demagnetization effect for a cylindrical sample transver-
sal to the applied field are of the same order of magnitude and they partially
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Fig. 12.56. Platinum wire NMR thermometer for measuring the temperature of
liquid helium. The Pt wires (e.g., 25 μm diameter) are pressed into a platinum black
sinter of 0.25 g. The latter provides a large surface area of 4 m2 to make thermal
contact with the liquid. It is preferable to do the NMR on the Pt wires rather
than on the very fine Pt powder directly because the latter usually contains a large
fraction of impurities and its NMR resonance may also be more strongly influenced
by size and strain effects. The thermometer is held by a quartz sheet and a copper
signal coil is wound around the Pt wires
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Fig. 12.57. Calibration of the NMR signal of a platinum wire NMR thermometer
versus electronic paramagnetic susceptibility of PdFe (Sect. 12.9) in the temperature
range between 5 and 50 mK at the two frequencies shown. The vertical scale is
different for the two frequencies [12.123]

cancel each other [12.161]. Hence, the Pt NMR signal in not too high mag-
netic fields should be proportional to T−1

n to the mentioned temperatures.
However, the properties of platinum are strongly influenced by magnetic im-
purities [12.38,12.161,12.176]. For example, Fe, the most abundant magnetic
impurity in Pt, forms so-called giant magnetic moments of μ = 7.8 μB at
low Fe concentrations in the Pt matrix [12.38]. The main effect of magnetic
impurities is a reduction of the spin-spin relaxation time τ2 = 1.2 ms of pure
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Fig. 12.58. Block diagram of the electronics used in [12.161] for pulsed NMR ther-
mometry on 195Pt. A 12-bit waveform recorder is used for signal detection. It is
controlled from outside the shielded room via an IEEE bus and an optical link.
The recorder actuates the pulse generator which in turn triggers the recording. A
common time base ensures the coherence of individual free induction decays. The
signals are averaged and analyzed in a computer

Pt to slightly temperature dependent values in the range of 0.1–0.5 ms for
Pt of 4N purity, and 0.3 to 0.9 ms for 5N purity samples [12.161, 12.176]. A
further reduction of τ2 results from radiation damping, i.e., that the spins are
not only influenced by the pulse field but by the induced signal as well. Above
all, the inhomogeneity of the external DC field has to be less than 3 10−5 to
keep changes of τ2 to below 5%. Any reduction of τ2 changes the proportion-
ality between the free-induction-decay (FID) signal and the magnetization or
temperature. The discussion of these as well as of further effects on τ2 can be
found in [12.161].

At very low temperatures, pulsed NMR on 195Pt usually is performed at
250 kHz (sometimes half of this frequency) corresponding to a field of 28.4 mT.
For signal recording, a pulse generator, a wide-band preamplifier, and a wave-
form recorder as a detector are needed (Fig. 12.58). However, because of the
widespread use of pulsed Pt NMR, there is a complete electronic setup for
this purpose on the market, which rectifies the FID electronically and in-
dicates the mean value of a predefined section of it; it operates at various
fixed frequencies and adjustable pulse/tipping angle strengths. For data ac-
quisition and signal processing, i.e., analysis of signal properties, coherent
background corrections, back extrapolation, as well as consistency checks (for
example, how well the FID follows an exponential function; plot of NMR sig-
nal times temperature obtained from another thermometer (Fig. 12.54), etc.),
the reader should consult [12.161], for example. The analysis of the various
factors in this reference leads to the conclusion that for a sample as shown
in Fig. 12.55, with the appropriate wiring, stable and linear electronics, signal
averaging (to reduce incoherent noise and to improve the signal-to-noise ratio,
which is only typically about 10 at 15 mK), and calibration (see Fig. 12.57,
for example) the total uncertainty of this thermometry method can be as low
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as 0.5% at 1–15 mK. The importance of these detailed investigations were
necessary because pulsed nuclear magnetic resonance on 195Pt and the valid-
ity of the Curie law for its nuclear magnetic susceptibility were essential in
establishing the new temperature scale PLTS-2000 at T < 15 mK (Sect. 11.3).
However, NMR on 195Pt has exclusively been used up till now in all exper-
iments for T < 1mK. This indicates the urgent need for the development
of alternative thermometric methods for this temperature range to substan-
tiate the obtained temperatures. Deviations from the Curie law and time
constant problems may limit the present thermometric methods to T � 1 μK
anyway.

Even though electronic magnetic impurities have no direct influence on
the signal in nuclear resonance methods, they may have an indirect influence
by changing the local magnetic field seen by neighbouring host nuclei or by
influencing the relaxation rate. This may have a pronounced effect on the data
if the investigated temperature range includes characteristic temperatures like
the Kondo temperature for Kondo alloys [12.166] or the spin-glass freezing
temperature for spin glasses [12.38,12.123,12.161].

12.11 Magnetic Thermometry via Anisotropy of Gamma
Rays (Nuclear Orientation Thermometry)

Nuclear magnetic thermometry relies on the detection of the Boltzmann pop-
ulation of magnetic sublevels, that is, of the nuclear magnetic polarization.
The detection is via measurement of the resulting magnetization or via mea-
surement of the change in magnetization due to resonant RF radiation (see
Sect. 12.10). In this section, I will discuss another way to detect nuclear po-
larization which can be applied if radioactive nuclei are used. Radioactive
long-lived nuclei suitable for nuclear orientation thermometry usually show a
β±-decay feeding a short-lived excited state which then decays by emission
of γ-rays (Fig. 12.59). If the long-living β±-emitters are polarized, the polar-
ization is transferred to the excited, γ-ray emitting state. This γ-ray then has
an emission probability with a spatial anisotropy that differs for each of the
(2I + 1) sublevels in a magnetic field. The spatial anisotropy is a result of
the conservation of angular momentum. The γ-radiation field carries an an-
gular momentum which is the difference of the angular momenta of the two
nuclear sublevels involved. The angular momentum of the emitted radiation
determines the multipole character of the radiation.

If we have an ensemble of radioactive nuclei, the mean value for the emis-
sion probability is equal in all directions. We have to orient the nuclei to be
able to detect the spatial anisotropy of the emitted γ-ray intensity, which is a
result of the Boltzmann population of the sublevels and therefore of the tem-
perature. The anisotropy depends on the parameters of the nuclear transition
and on the polarization of the nucleus. The anisotropic emission of γ-rays
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Fig. 12.59. Energy level diagrams for 54Mn and 60Co (slightly simplified). These
are the two favorite decay schemes used for nuclear orientation thermometry

from an assembly of oriented nuclei can be used for thermometry if all other
parameters determining the γ-ray intensity are known.

The intensity of the γ-radiation emitted from axially symmetric nuclei and
detected at an angle θ, which is the angle between the direction of orientation
of the nuclei (or of the magnetic field) and the detection or observation of the
radiation, is given by [12.3, 12.4, 12.7, 12.10,12.177–12.182]

W (T, θ) = 1 +
kmax∑

k=2,4,6,...

QkUkFkBk(T )Pk(cos θ) ; (12.53)

this value has been normalized to the intensity at high temperatures, where
the probability is equal in all directions. In the summation we have only to
consider even k-values because γ-quanta have a spin 1, and the interaction
which determines the transition between two nuclear levels resulting in emis-
sion of a γ-ray is parity conserving. The parameter k will run to kmax = 2I or
2 L, whichever is smaller, where L is the multipolarity of the emitted radiation.
The parameters in the above equation are:

Qk Geometry parameter (detector properties, finite size of source, finite angle
of detection, etc.); often the experiment can be designed so that the Qk’s
are of order “1”, but they have to be determined for each experiment
(see [12.177])

Uk Influence of polarization of the former nuclear transitions on the polariza-
tion to be used for thermometry; this is “algebra” and can be taken from
tables in the literature [12.182, App. 5]

Fk Angular momentum coupling coefficients of the nuclear transition; again
this can be taken from tables [12.182, App. 5]
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Bk Population of nuclear magnetic sublevels [12.182, App. 6]
Pk Legendre polynomials expressing the angular dependence of the γ-ray dis-

tribution
θ Angle between γ-ray emission and axis of orientation.

The essential parameter for our thermometric purpose is

Bk = Ik (2k)!
(k!)2

√
(2I + 1)(2k + 1)(2I − k)!

(2I + k + 1)!
fk(I) (12.54)

with
I2f2(I) =

+I∑
m=−I

m2P (m) − I(I + 1)
3

, (12.55)

and

I4f4(I) =
+I∑

m=−I

m4P (m) − I2(6I2 + 6I − 5)f2

7
− (3I2 + 3I − 1)I(I + 1)

15
.

(12.56)
In these equations P (m) is the Boltzmann population probability of the

sublevel with the magnetic quantum number m; these P (m) are given in (9.9).
They are the only T -dependent parameters in the above equations.

The nuclear decay level schemes of the two most commonly used isotopes,
60Co and 54Mn, are shown in Fig. 12.59. These two isotopes are attractive
because all the necessary nuclear parameters are known, the lifetime of the
intermediate state is short so that reorientation effects can be neglected, and
they are pure E2 transitions giving a purely electric quadrupole radiation
pattern with multipolarity L = 2 (2) and nuclear spin I = 3 (5) for 54Mn
(60Co), therefore kmax = 4. Figure 12.60 shows the angular radiation pattern
for 60Co for various values of kBT/ΔmgnμnB. For the mentioned isotopes the
relevant parameters are:

U2F2 = −0.49486; U4F4 = −0.44669 for 54Mn,
U2F2 = −0.42056; U4F4 = −0.24280 for 60Co,

P2(cos θ) = (3 cos2 θ − 1)/2,
P4(cos θ) = (35 cos4 θ − 30 cos2 θ + 3)/8.

With these parameters we find eventually for E2 radiation detected at an
angle θ = 0 [12.3]

W (T, 0) = 1 + 0.38887 Q2

∑
m

m2P (m) − 0.55553Q4

∑
m

m4P (m)

for 54Mn, and

W (T, 0) = 1 + 0.04333 Q2

∑
m

m2P (m) − 0.00333Q4

∑
m

m4P (m)

for 60Co.
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Fig. 12.60. Angular radiation pattern of 60Co for several values of kBT/μμBB. The
figure demonstrates that the highest sensitivity for temperature changes is obtained
when the detector is in the θ = 0 or 180◦ directions where the maxima of the
intensity change occur when the temperature is changed

In order for the nuclei to be polarized or oriented they have to experience a
magnetic field. This can be an externally applied field, or as has been done in
most cases, we can implant the radioactive isotope into a ferromagnetic host
matrix, for example, 60Co into a Co or Fe single crystal (deposit radioactive
material on a host metal and then let it diffuse at high T ). In this matrix the
nuclei experience a large internal hyperfine field which can be of the order
of 10–30 T if the isotope is implanted in a ferromagnetic 3d host. If we use
this latter method we only have to apply a small field (0.1–1 T) to orient the
magnetic domains for saturation of the matrix and to define a quantization
axis.

The γ-ray detector should be in a direction where the change of the γ-ray
intensity is a maximum as a function of temperature. As Fig. 12.60 demon-
strates, this is the case for angles θ = 0 or 180◦, if we have an E2 transition. We
have to correct for any background contributions to the radiation, for geom-
etry effects, and for the intensity of our source by performing a measurement
at high temperatures where W (T, θ) = 1.

Using radioactive nuclei for thermometry one has to be careful not to
produce too large a self-heating of the source due to radioactive transitions.
Typical values are for

1 μCi60Co : 0.57 nW due to the β-emission,
and

1 μCi54Mn : 0.03 nW due to the 5 keV radiation from radioactive 54Cr after
electron capture; [12.3, 12.4, 12.7, 12.10,12.21,12.177–12.182].
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sensitivity of the thermometer which, in this case, has its maximum value at about
10 mK

In an appropriate experimental setup the high-energy γ-rays used for ther-
mometry can leave the source without noticeable heating effects. If the source
is too strong it will heat; if it is too weak, counting times may get excessive.
In any case the source has to be in good thermal contact to its surrounding.
This can usually even be achieved by soldering because the polarizing field
will keep the solder normal-conducting.

One of the disadvantages of nuclear orientation thermometry is that the
sensitivity T (dW/dT ) is limited to a certain temperature range at around
a value of T ∼= ΔmμngnB/kB, which is usually between 1 and 100 mK
(Fig. 12.61). For the earlier mentioned isotopes we have ΔEm/kB = 9.14 mK
for 54Mn in Fe and 7.97 mK for 60Co in Fe (corresponding to internal fields
of −22.7and−29.0T, respectively). Therefore for these transitions the useful
range is a few millikelvin to about 40 mK, whereas at higher and lower tem-
peratures W (T, θ) is independent of T because all levels are either equally
populated or only the lowest level is populated.

Because this method is a statistical method we need a certain counting
time to obtain the desired accuracy. The error of the measurement due to
statistics is ΔT/T = (2/n)1/2 if we count n pulses. One typically needs a
measuring time of several minutes to half an hour to get an accuracy of 1%,
for example, because the source must not be too strong in order to avoid
self-heating. Low-temperature physicists sometimes unjustifiably avoid this
method because they do not have the counting and detecting electronics on
hand, which is more common in nuclear physics laboratories (the basic equip-
ment consists of a γ-ray detector, like GeLi, a preamplifier, gate, and a mul-
tichannel analyser with a computer).
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An advantage of this method is that we can use a metal to make good
thermal contact to the point whose temperature we want to measure and to
have a good nuclear spin–lattice coupling. The γ-energy is very often large
enough that we do not need special windows to get the γ-rays out of the
cryostat. We do not need any leads to the sample because we only measure
the electromagnetic field of the γ-rays. And, finally, nuclear orientation is a
primary thermometric method because the theory is well established, and
we do not need any extra calibration except that we have to normalize the
counting rate or the intensity of the radioactive source at high temperatures.
Therefore this method has very often been applied for calibration purposes
[12.10,12.21,12.172,12.173,12.182,12.183].

Detailed and instructive comparisons between various nuclear orientation
and other thermometric methods are described in [12.177–12.183]. In some of
these papers as well as in other relevant work discrepancies observed between
the various temperature scales were reported, with many of them originat-
ing from self-heating effects or from incomplete magnetic saturation (aligning
of domains) of the γ-ray source; in some cases fields in excess of even 1 T
seem to be necessary for complete magnetization. Some of the observed dis-
crepancies are not yet fully understood. Agreement to better than 0.5% at
10–50mK has been found in [12.183] for a Josephson noise thermometer and a
60Co γ-ray anisotropy thermometer. The main usefulness of a γ-ray anisotropy
thermometer may remain as a primary thermometer for calibration purposes
in a restricted temperature range and for nuclei with well-understood decay
schemes. For example, nuclear orientation of the γ-rays emitted from 60Co
has been used as the primary thermometric method at 0.5–25 mK in the con-
tribution of the University of Florida [12.21] to the realization of the new
temperature scale PLTS-2000 (see Sect. 11.3).

Another method relying on the Boltzmann population of nuclear sublevels
of radioactive nuclei is the Mössbauer effect. This method has not often been
applied and, for more details, the literature cited in [12.3, 12.4] should be
consulted. A disadvantage of it is that one can only use low-energy γ-rays
(E ≤ 100 keV) requiring in most cases special thin windows to let the γ-rays
escape from the cryostat. In addition, corrections for finite sample thickness,
long counting times, specialized equipment and motion of source or absorber
are necessary.

12.12 Summary

Table 12.3 summarizes the most important thermometric methods for deter-
mination of temperatures below 1 K. They are resistance measurements on
a conductor of T> 20 mK and susceptibility measurements of the electronic
paramagnetism for the temperature range above a few millikelvin. Below this
temperature one has to resort to nuclear magnetism where the nuclear sus-
ceptibility in most cases is measured either directly or more appropriately
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Table 12.3. The most commonly used thermometric techniques at T ≤ 1 K

Measured Function Material Temperature
property range

Electrical �nR =
∑m

n=0
αn(ln T )n Composites with > 20 mK

resistance negative R–T
characteristics

Electronic
param. suscept. χe = χ0 + λe/(Te − Δ) CMN; PdFe > 3 mK
Nuclear
paramag. suscept. χn = χ0 + λn/Tn Pt 1 μ K–0.1 K

via one of the discussed nuclear magnetic resonance methods. Here one re-
lies on the applicability of the Curie law. The result of each temperature
measurement has an error and it deviates more or less from the absolute ther-
modynamic temperature. Very often it is difficult to estimate the uncertainty
of the measured “temperature”. In cases where temperature is a very impor-
tant parameter, such as in measurements of heat capacities, it is sometimes
advisable to use two different thermometric methods and compare the results
if possible to get a feeling for the uncertainty in T . In any case, it is very im-
portant to write up the obtained results with all relevant experimental details
so that future researchers can reconstruct the used temperature scale, and, if
necessary, later corrections are possible. A low-temperature physicist should
always remember that the quality of his data depends on the quality of his
thermometry!

Problems

12.1. Which voltage resolution is necessary to measure with a (Au + 2.1%
Co vs. Cu) thermocouple a temperature of 30 mK to about 1% (Fig. 12.4)?

12.2. Which relative voltage resolution is necessary to measure 20 K with a
platinum resistance thermometer to 1%?

12.3. Suppose a carbon thermometer of 5mm2 area is immersed in liquid
helium at 1 K and the Kapitza resistivity is ARKT 3 = 0.01K4 m2 W−1. What
is the maximum dissipation allowed in the resistor for a temperature difference
of ΔT = 0.1 mK between it and the liquid-helium bath?

12.4. Calculate the thermal response time of a Speer 220 Ω thermometer at
about 1 K. Take for the heat capacity typical values shown in Fig. 12.16 and
for the thermal resistance the value given in the middle of p. 294.

12.5. Calculate the relative sensivity of the thick-film chip-resistors for which
the equation and characteristics are given in (12.10) and Fig. 12.22.



352 12 Low-Temperature Thermometry

12.6. Deduce (12.13) and (12.14) from (12.12).

12.7. Which sensitivity of a voltmeter is necessary to measure via noise ther-
mometry 1 K to 1% at a bandwidth of 1 MHz using a resistor of 100 kΩ?

12.8. Calculate the relative sensitivity to which the capacitance of the capac-
itive glass thermometer, whose behavior is exhibited in Fig. 12.35, has to be
measured to determine a temperature of 10 mK to 1%.

12.9. Calculate how many ppm of Fe impurities (magnetic moment μ = 2 μB)
would give the same electronic susceptibility as its host Cu would contribute
nuclear susceptibility.

12.10. At which temperature does the nuclear Curie law deviate by more
than 1% from the exact solution (9.15c) for the magnetization of a platinum
NMR thermometer used in 25 mT (Fig. 10.5)?



13

Miscellaneous Cryogenic Devices
and Design Aids

This chapter deals with various cryogenic tools, design details and measuring
techniques, which have turned out to be very useful in the construction and
operation of a cryogenic apparatus, as well as in a variety of experiments at
low temperatures.

13.1 Cryogenic Pressure Transducers
for Thermometry and Manometry

In the last decades low-temperature pressure transducers have gained in im-
portance for gas-, vapour- as well as melting-pressure thermometry, for pres-
sure measurement as well as pressure regulation and for investigations of the
properties of liquid and solid helium. They can measure the parameter of
interest in situ, they are very sensitive and reproducible, and the measure-
ment is performed with no or at most very low dissipation.

13.1.1 Capacitive Pressure Transducers

The successful career of capacitive transducers for low-temperature experi-
ments began with the description of a capacitive 3He melting pressure gauge
by Straty and Adams [13.1]. This gauge is shown schematically in Fig. 13.1.
All later gauges (see Figs. 13.2 and 13.3, for example) are variations of this
successful original design [13.1–13.17]. In the capacitive 3He melting pres-
sure gauges a flexible diaphragm is one wall of a compartment containing a
solid/liquid mixture whose pressure is to be measured. The 3He is kept at
nearly constant volume because a solid block is formed at the point of the
filling capillary where the temperature is at the temperature of the minimum
of the 3He melting line (Fig. 8.1). The flexing diaphragm moves an electrically
isolated plate which is connected to (but electrically isolated from) a pin at
its center. The plate moves relative to a fixed plate glued into a guard ring at
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Fig. 13.1. Low-temperature capacitive strain gauge for 3He melting pressure mea-
surements of [13.1, 13.2]. The bottom of the 3He chamber flexes with 3He pressure
variations, changing the capacitance measured between the movable and fixed plates
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Fig. 13.2. The parts of the low-temperature capacitive strain gauge used by [13.17]
to measure the 3He melting pressure for determination of the temperature from this
pressure using (11.7). The Ag sinter for making thermal contact to the 3He is sintered
to Ag pins. The heat exchanger cell is closed by a flexible BeCu diaphragm. The
three BeCu plates act as measuring and reference capacitors. Reprinted from [13.17],
copyright (2002), with permission from Elsevier. A similar gauge has been used
by [13.16] to establish the new temperature scale PLTS-2000 which is based on the
3He melting pressure (see Sect. 11.4)

electrical ground. Pressure changes are then monitored as capacitance changes
when the conducting diaphragm is deflected, moving the two capacitor plates
relative to each other.
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Fig. 13.3. Low-temperature vapour pressure capacitive gauge of [13.8]

To determine the expected behavior of such a capacitor we consider the
model of a circular membrane with fixed edges [13.1,13.11,13.12,13.18]. This
gives a deflection

y(r) =
3P

16Ed3
(r2 − 2R2)2(1 − m2) . (13.1)

The deflection of the center of the membrane is then

y(0) =
3R4P

16Ed3
(1 − m2) , (13.2)

where R is the membrane radius, E is Young’s modulus of elasticity, d is the
membrane thickness, and the Poisson ratio m is the ratio of lateral unit strain
to longitudinal unit strain, under the condition of uniform and uniaxial longi-
tudinal stress within the proportional limit. For most metals m ≈ 0.2–0.4. The
actual performance will be somewhat worse because the central post carrying
the capacitor plate has to be subtracted from the active diameter of the plate.
The deflection is maximum for the minimum membrane thickness for which
its deformation is still elastic at the maximum pressure. To stay clearly in the
elastic limit, the stress on the membrane should be kept below about 20% of
the yield stress S of the membrane material, which is usually hardened Be–Cu
because of its favorable elastic properties (E ≈ 1.3 × 106 bar; S ≈ 1.2 × 104
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bar, torsion (shear) modulus G = 0.53 × 106 bar = 53 × 103 N m−2, all at
room temperature but depend on composition and treatment; a hardening
treatment of 2–3 h at 320–310◦C in vacuum seems to work well). Another suit-
able material is Ti with similar elastic properties and which is less poisonous
and less sensitive to magnetic fields than Be–Cu [13.13,13.15]. The maximum
radial stress on the membrane is given by

Sm =
3R2P

4d2
. (13.3)

Typical values are d ≈ 0.1(0.5) mm for Pmax ≈ 0.5(50) bar and a membrane
diameter of 4–10 mm.

Two criteria distinguish a good capacitive manometer. Firstly, its capac-
itance should show no or at most a very small temperature dependence; for
example, 10% change for T = 300 to 4 K and less than 10−5 below 4 K. For
that reason the electric field by which the capacitance is measured should
“see” only the metal electrodes, and not the epoxy, for example, which has
a T -dependent dielectric constant (Sect. 12.8), see Fig. 13.2. In addition, all
metal parts should be made from the same material, Be–Cu or Ti, for exam-
ple, to reduce thermal drift due to differential thermal expansion. Secondly the
polished or lapped (to ≤ 1 μm) electrodes should be coplanar, to give a linear
relation between their distance and capacitance over a wide pressure range,
and they should have a gap as small as possible at the maximum working
pressure to increase the capacitance and the sensitivity of the gauge. For this
purpose the epoxy on the movable capacitor plate should cure while the latter
is in contact with and therefore parallel to the fixed plate, with the gauge kept
at a pressure slightly above the maximum working pressure. This should re-
sult in a gap of some tens of micrometers at ambient pressure if the maximum
working pressure is about 50 bars. Another possibility is to glue both plates,
perform a final matching operation to bring the surfaces flat and parallel, and
then adjust the gap by shimming. For 3He melting pressure thermometry, for
example, the helium filled volume of the gauge should contain some metal
sinter (Sect. 13.6) to provide thermal contact between the capacitor cell and
the 3He and to give the gauge a small time constant in the millikelvin tem-
perature range (see Fig. 13.2). From the 3He phase diagram one finds that the
open volume of the cell has to be at least twice as large as the volume in the
metal sinter so that the liquid–solid interface of the 3He forms in the open
space of the cell at all pressures.

For high precision and reproducibility, it is advisable to frequently “exer-
cise” the diaphragm over the pressure range it is to be used prior to calibrat-
ing it. This work-hardening process should be repeated each time the upper
or lower pressure bounds have been exceeded [13.11, 13.16]. These references
contain a detailed discussion of possible error sources in pressure gauge cali-
bration, like hydrostatic head corrections, influences from thermal expansion
coefficients, etc.

For a parallel plate capacitor, the relation between pressure P and capac-
itance C is given by
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P ∝ (1/C0 − 1/C) or 1/C = α − βP, (13.4)

where C0 is the zero-pressure capacitance; for higher accuracy more terms in
(1/C0−1/C)n have to be used. Typical values are C ≈ 10–100 pF, ΔC/ΔP ≈
0.1–10 pF bar−1, Δy/ΔP ≈ 0.1–1 μm bar−1.

Various designs of cryogenic capacitive manometers for melting pressure
[13.1–13.6,13.16,13.17] or vapour pressure thermometry [13.7–13.9] as well as
for other pressure measurements [13.10] have been described in the literature,
see [13.12] for a review to earlier work. The capacitive transducer for vapour
pressure thermometry of [13.8] shown in Fig 13.3 uses a gold-plated 0.015 mm
thick electro-deposited Cu diaphragm. It has a 30 μm gap and C ≈ 43 pF. The
achieved resolution of 10−6 pF allows changes of 0.3 mK (0.04 μ K) at 0.3 K
(2K) to be detected, corresponding to a vapour pressure of 2 μbar (0.2 bar) of
3He. The vapour pressure gauge of [13.7] gave a resolution of ΔT/T = 10−9

from 1.6 to 2.2 K, corresponding to a deflection of y ≈ 10−3 nm at a capacitor
plate spacing of 10 μm. A rather small, slightly modified commercial low-
pressure transducer suitable for cryogenic applications has been described
in [13.14]. It uses a 10-μm-thick silicon diaphragm and has a resolution of
about 0.5 μbar in the mbar pressure range. A sensitivity of about 10−10 bar has
been reached in a differential gauge using a 0.8 μm thick aluminium diaphragm
[13.19].

A capacitive gauge is an indirect-reading device and has to be calibrated
in the operating pressure range. For a melting pressure gauge the calibra-
tion is best performed with a gas lubricated, controlled-clearance dead-weight
tester [13.20]. Well-calibrated and stable mechanical, piezoelectric, or capaci-
tive manometers at room temperature often do well as secondary standards.
A low-pressure gauge can be calibrated via a measurement of the vapour pres-
sure of one of the helium isotopes. For these calibrations with the standard at
room temperature one may have to take into account the possible problems
discussed in Sect. 12.2. Because Be–Cu behaves hysteretic, the calibration has
to be checked or repeated in each cool down.

Successful designs of bridge circuits for capacitance measurements
using an inductive voltage divider (“ratio transformer”) have been described
in [13.10,13.13,13.16,13.21,13.22]. They are essentially identical to the bridge
shown in Fig. 3.32 with the inductances replaced by capacitors and variable re-
sistors to balance dielectric losses. They usually operate in the low kHz range.
In such a design the lead capacitances should be kept small and they should
have a small temperature coefficient to keep stray capacitances low and to
avoid degrading the sensitivity or introducing errors [13.13]. If the reference
capacitor is kept at room temperature it usually has to be temperature stabi-
lized. Of course, it is much better to keep it at a low, constant temperature,
for example at 4.2 K, if high stability is required. If a home-made reference
capacitor is used, one should make it as similar to the working capacitor
as possible, again avoiding that the electrical field “sees” dielectric, glassy
materials (Sect. 12.8). In recent designs [13.16, 13.17], a reference capacitor
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essentially identical to the measuring capacitor has been integrated in the
cryogenic gauge (see Fig. 13.2). With a driving voltage of some volts such
a five-terminal capacitance bridge using a ratio transformer, well shielded
and tightly coupled transformer arms, a stable reference capacitor, and a
low-temperature capacitance gauge, allows a ratio (capacitance) resolution of
10−8, corresponding to a pressure resolution of about 10−6 bar at 10 bar, for
instance. The best results achieved recently are a sensitivity and long-term
stability of ΔP/P ≈ 10−9 [13.13,13.21]. At balance the ratio R in the bridge
is given by

R =
C

C + CRef
or C =

RCRef

1 − R
, (13.5)

with a sensitivity
dR

dT
= R

1 − R

C

dC

dT
, (13.6)

and for a maximum sensitivity, with C 	 CRef ,

dR

dT
	 1

4C

dC

dT
. (13.7)

One has to keep in mind that the reading C of a bridge can depend on exci-
tation voltage V and frequency ν with values of

ΔC

C
≈ several 10−6

(
ΔV

V

)
or

(
Δν

ν

)
(13.8)

for a symmetric bridge [13.3]. In addition, there are at least two very accurate
commercial capacitance bridges on the market. They offer 5-ppm accuracy,
0.15-ppm resolution, and 1-ppm/year stability.

The new low-temperature scale PLTS-2000 is based on the melting
pressure–temperature relation of 3He (Sect. 11.3). The laboratories that
established this scale have measured the melting pressure in situ by a
capacitive pressure transducer of the above-described design. A very good and
detailed description of the design, construction, installation, filling procedure
to the correct gas pressure, operation, calibration, and use of these pressure
transducers including the room temperature part can be found in [13.16]. A
pressure sensor similar to the one used in [13.16] is shown in Fig. 13.2; it has
a resolution of 0.1 Pa at 3 MPa, as is shown in Fig. 11.1.

A pressure gauge whose off-balance signal is amplified and used to regu-
late the temperature of a ballast volume (for example, at low temperatures
and filled with 4He, weakly coupled to the bath at 4.2 K) connected to an
experiment can be used for high-precision pressure regulation, see Fig. 13.4
[13.5, 13.10,13.23].
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Fig. 13.4. Setup to measure and regulate pressures at low temperatures (see text)
[13.10]

13.1.2 Inductive Pressure Transducers

Even higher sensitivities and resolutions can be achieved by inductive pressure
transducers using a SQUID as the detection instrument (Fig. 13.5). In these
devices, a flexible superconducting diaphragm senses the pressure change.
Its motion modulates the current flowing through an adjacent flat pancake
coil wound from superconducting wire and coupled via a flux-conserving loop
into a SQUID magnetometer. Such an ultrasensitive low-temperature pressure
transducer has been described in [13.24]. Its diaphragm is a 7.5 μm thick,
8 mm diameter Kapton foil (E = 6 × 104 bar; S = 3.4 × 103 bar) coated with
60 nm aluminum, whose motion is sensed by a flat coil connected to an RF-
SQUID. Displacements of 5 × 10−4 nm and pressure changes of 3× 10−11 bar
could be resolved. An inductive pressure gauge using a 1.25-mm-thick Nb
diaphragm and a DC-SQUID has been described in [13.25] (Fig. 13.5). It has
a sensitivity of 3 × 10−10 bar at 20 bar resulting from a flux sensitivity of 4 ×
104 Φo/bar. Of course, (13.1)–(13.3) for the flexible diaphragm as well as the
pressure calibration procedure described above for capacitive transducers can
be applied for inductive transducers as well.

13.2 Cold Valves

Valves at low temperature are often necessary, in particular for experiments
with liquid or solid helium. They confine the helium sample to a constant
volume to avoid thermomechanical pressure gradients in the fill line, and elim-
inate heat leaks or fractionation of a helium mixture along the fill capillary.
Successful designs of bellows sealed valves are described in [13.10,13.26–13.33].
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Fig. 13.5. Schematic diagram of an inductive pressure gauge using a superconduct-
ing niobium diaphragm (1.25 mm thick, 38 mm diam.) and a DC-SQUID as detector.
The heat switches HS1 and HS2 are used to establish a persistent current Io in the
left loop via the external connections a and b. Since the total flux in the supercon-
ducting LbLt and LtLSQ loops must be conserved, any modulation of Lt caused by
the moving diaphragm results in a change of the current in the input coil to the
SQUID [13.25]

Actuator cap

Actuator body

Actuator bellows

Actuator piston

Vent

1 cm
Experimental helium

Valve seat

Valve stem tip
(teflon)

Valve stem

Valve bellows

Actuating pressure
(liquid helium)

Fig. 13.6. Hydraulically actuated cryogenic valve [13.26]

The principle of their design is to select an appropriate combination of soft
and hard material for the needle tip and the seat.

The original design of cryogenic valves used a hard metal seat (brass,
hardened Be–Cu, or stainless steel) with a small hole and a soft needle for
closing (Fig. 13.6). For the latter, a metal covered by Teflon or Vespel, as well
as Torlon with its high yield strength seem to be appropriate [13.26–13.28].
Other versions use a soft metal seat (Ag, non-hardened Be–Cu, or German
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Fig. 13.7. Cryogenic valve with a 75 μm thick flexible BeCu (Berylco 25) diaphragm
and a Torlon 4203 tip. The opening angle in the BeCu seat is 110◦. The valve is
distinguished by its small dead volume of 0.2 cm3 [13.30]

silver) and a hard tip (stainless steel or hardened Be–Cu) [13.10, 13.29]. All
these valves are sealed by one or two metal bellows. More recent rather small
and simple cryogenic valves [13.30–13.32] use thin metal diaphragms (0.1 mm
Be–Cu) instead of bellows for sealing, reducing the dead volume in the valve to
0.02 cm3 only. For the valves of [13.30,13.31], a Torlon tip closes the hole in a
metal by applying a pressure of several bar (Fig. 13.7). The most distinguishing
feature of the valve of [13.32] is the fact that it is closed in the unpressurized
position. It uses a ruby ball as the “hard tip” and stainless steel or Be–Cu for
the “soft” seat. In all the described valves careful alignment between needle
and seat is important. The local pressure between the sealing surfaces should
be maximized by choosing appropriate angles on them. The valve should, of
course, be as close as possible to the temperature of the experimental cell to
avoid problems from temperature gradients of the liquid in the connecting
capillary.

These cryogenic valves are usually actuated hydraulically using a helium
mixture or 4He at pressures of some bar as the medium to operate the valve, of
course requiring a second capillary in the cryostat. The actuating pressurized
gas is supplied from a tank at room temperature. More elegant is to supply the
actuating gas from a small auxiliary volume at low temperatures where the
gas pressure is adjusted by regulating the temperature of this volume [13.30].
Recently, a magnetically operated cold valve has been described that avoids
the capillary with the actuating pressurized gas [13.33]. It uses a permanent
NdFeB magnet that is moved by the magnetic field gradient produced by a
superconducting coil. It presses a ruby ball against the 0.5 mm hole in a Torlon
seat. As a further advantage, the volume in the valve does not change when
the valve is actuated.

13.3 Coaxial Cables and Feedthroughs

The appropriate materials for single leads transmitting electrical signals to
and from the cold parts of a cryostat have already been discussed in Sect. 4.1.
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Coaxial cables and appropriate miniature connectors suitable for Kelvin tem-
peratures can be obtained commercially. For lower temperatures homemade
coaxial cables seem to be more appropriate. A good design with a low heat
leak seems to be twisted pairs of 0.1 mm Manganin or Constantan or, even
better, superconducting Nb–Ti wires (do not use Cu-clad superconducting
wires at T < 0.1 K because of the possible influences due to the temperature-
dependent superconducting proximity effect) inside of a thin-walled Cu–Ni
tube or of a superconducting capillary. The superconducting capillary can be
commercial Nb tubing or it can be home-made by leaching out the resin core
from a commercial Pb–Sn solder. This can be accomplished by putting several
50–80 cm long pieces of a Pb–Sn solder in a glass tube filled with some alco-
hol or gasoline and heating it to a temperature between 120 and 160◦C for
1–3 h, for example by means of a heater around the glass tube. The process
is accelerated if the lower end of the glass tube is kept in an ultrasonic bath.
Afterward the solder capillaries should be cleaned with acetone. Another sim-
ple choice is a thin-walled Cu–Ni tube coated with a superconducting solder.
Figure 13.8 shows how one can easily make shielded pin connections for such
a superconductor shielded coaxial lead.

Often coaxial cables and simple leads (as well as capillaries for helium
experiments) have to be vacuum enclosed so that they are guarded against the
effects of bath level changes. Then thermal anchoring at 4.2 K and, if they go
to lower temperatures, at further points with successively lower temperatures
is essential [13.34, 13.35]. This can be achieved by winding a considerable
length of them tightly around a Cu post, where they should be fixed by an
adhesive. Another possibility is to clamp leads between Cu plates using grease
for improved thermal contact. A home-made coaxial cable with a very small
temperature coefficient of its capacitance was described in [13.13]; its design
is illustrated in Fig. 13.9.

If leads run through the 4He bath then they are well thermally anchored
but mostly they have to be brought into an evacuated can by an electri-

Capillary made
from solder
(see text) Gold male

and female pins

Supercond. wires

Annealed
Cu-wires

Pb-Foil

Fig. 13.8. Design of detachable connectors for cryogenic coaxial leads
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Fig. 13.9. Cross-sectional drawing of the home-made coaxial cable described in
[13.13]

cally isolating, vacuum tight, cold epoxy feedthrough. Appropriate designs
are described in [13.3, 13.34–13.38] and shown in Fig. 3.18. The performance
of such a feedthrough can be improved by using a filler, for example Al2O3

or metal powder, in the epoxy so that its thermal expansion coefficient is
better matched to that of metals. Leads for superconducting magnets will be
discussed in Sect. 13.4.

13.4 Small Magnets and Magnet Leads

13.4.1 Small Superconducting Magnets and Magnet Leads

Because the cost of the wire is a large fraction of the price of a supercon-
ducting magnet and because considerable experience is needed to design and
wind a powerful superconducting magnet, such magnets are better bought
than home-made. In this book, I will not discuss commercial superconducting
magnets which are offered for magnetic fields up to 20 T. However, for many
purposes, for example NMR experiments, for superconducting heat switches,
or for thermometry, specially designed small superconducting solenoids for
moderate fields are necessary; here do-it-yourself is in order (see Fig. 3.13).
These magnets are designed using computer programs [13.3, 13.39–13.46].

Very frequently such solenoids sit in the vacuum space of the cryostat.
And when they are in close proximity to other equipment, their fields have
to be shielded by a superconducting cylinder (Sect. 13.5.2) or they must be
isolated from the stray fields of other coils. This is a typical situation in a
nuclear demagnetization cryostat with a large, commercial (see Fig. 10.14 and
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10.24), typically 8 T, solenoid for refrigeration and small coils and field-free
regions for heat switches, NMR thermometry and experiments. The supercon-
ducting shield reduces the field-to-current ratio of the solenoid and smoothes
the central field (Sect. 13.5.2) but it complicates calculations. The design and
behavior of a shielded NMR solenoid operated in vacuum and thermally
anchored to the mixing chamber of a dilution refrigerator at 20 mK are
described in [13.44]. This coil with 14 mm inside diameter has 30 layers of
0.1 mm diameter Cu-clad monofilamentary Nb–Ti wire inside a Nb shield. It
can produce an axial field of 0.45 T at a current of 1.75 A with 5 × 10−4

homogeneity over 1 cm. Small superconducting magnets with central fields
up to 4.5 T, and active and passive superconducting shields were described
in [13.45,13.46]; a design is shown in Fig. 13.10. A small commercial cryogen-
free superconducting magnet providing a 5-ppm homogeneous magnetic field
of 2.5 T in a 51-mm bore has been presented at LT 24 [13.47]. It is operated in
vacuum and is cooled by a Gifford–McMahon refrigerator (Sect. 5.3) to 3 K.

The leads to a superconducting magnet sitting inside the vacuum can
of the cryostat have to be fed from the 4He bath into this can. A reliable,
easy to make, all-metal feedthrough for this purpose is discussed in [13.48]
(Fig. 13.11). Such a feedthrough can be used when normal-conducting con-
nections between the leads and to the cryostat can be tolerated. The Cu or
Cu–Ni cladding on commercial superconducting wires allows easy, vacuum-
tight soldering to the tube through which the lead is fed into the vacuum

Main magnet Niobium shield

Epoxy Active shield

1 cm

Fig. 13.10. Superconducting solenoid for operation in vacuum. Besides the main
solenoid the design contains an active shield produced by a second solenoid as well
as a passive superconducting shield of Nb [13.46]



13.4 Small Magnets and Magnet Leads 365

Nb−Ti wire

Cu−Ni tubing

Cu−plated

Soft solder

Silver solder

Pipe cap

Soft solder

Stainless steel
tube

Silver solder

Vacuum can
flange

Vacuum
enclosure

0.5cm

Helium bath

Fig. 13.11. Leak-tight vacuum feedthroughs for leads to a superconducting magnet;
for details see text [13.48]

space. In addition, this shunt provides a desired low resistance path on the
power supply output for filtering of abrupt field or current changes, so that in
the case of a quench of the magnet the current does not have to go through
the resistive cladding of the magnet wire. The L/R time constant in the loop
may even have to be further adjusted by a parallel shunt across the leads. The
use of a superconducting shunt as a persistent switch for a superconducting
solenoid is discussed in Sect. 10.2.

Current leads to a large cryogenic magnet may give rise to a high helium
consumption, even when the electric current is reduced to zero, because
they usually have to be good conductors. They have then to be designed to
compromise between low thermal conductivity losses and low Joule heating;
often brass is the appropriate compromise for this purpose. The zero-current
helium consumption may be greatly reduced by using disconnectable leads
which can be removed when the current to the magnet is zero or, especially,
when the magnet is operated in the persistent mode with a superconduct-
ing shunt in the helium bath (Fig. 10.6) [13.49]. For such leads, design cri-
teria are gold-plated contacts with a low resistance [13.50]. Current leads
for cryogenic magnets which are cooled by the vapour of the evaporating
cryogenic liquid and designed for currents up to about 100 A were described
in [13.3,13.51–13.55]. Of course, for the part of the leads at low temperatures,
a superconductor with its zero losses should be used. The length of this part
can be substantially increased by using high-Tc superconductors. Such leads
are commercially available.
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13.4.2 Small Pulsed Normal-Conducting Magnets

Presently, substantial efforts are devoted in national high magnetic field lab-
oratories to offer to interested users pulsed fields of up to presently between
60 and 70 T [13.56] and in the future possibly up to 100 T with pulse times of
order 10 ms [13.57,13.58]. However, for many purposes, small-pulsed magnets
with shorter pulse times are quite appropriate. In [13.59] for example, a small
magnet (1.6 mm free bore, 5.5 mm outer diam., 6 mm length) made from six
layers of 0.3-mm Cu or CuAg wire for magnetic fields up to 30 T with pulse
times of about 0.6 ms has been described. At such short times, eddy current
heating has to be considered. The magnet is operated with very small energy
from a desktop 90J/300V capacitor bank of only 14.3 kg weight. Of course,
the energy consumed in the magnet has to be small enough so that pulsed
fields can be repeatedly generated without evaporating too much liquid 4He.
The small size of the magnet allows high-field resistivity or magnetization
measurements to be performed in a 4He storage dewar. The magnet was used
to measure Shubnikov–de Haas oscillations in the magnetoresistance of an or-
ganic conductor at 1.6 K. Other small-pulsed magnets with 3–6 mm bore have
been built and used by [13.60]. They produce about 20 T with a pulse time of
typically 0.5 ms and are fed from a 1.9kJ/2kV capacitor bank. The portable
setup has been used for synchrotron radiation experiments (electron spin THz
spectroscopy and x-ray diffraction). A larger setup for synchrotron x-ray pow-
der diffraction studies in pulsed magnetic fields has been described in [13.61].
It uses a 110kJ/16kV capacitor bank to feed a 30T coil (22mm bore) with
a field pulse of 18 ms width. Clearly, small high-field pulsed magnets offer a
wide variety of applications, particularly in high-magnetic-field spectroscopy,
a research area that is just in its beginning.

13.5 Shielding Against Magnetic Fields
and Magnetic Fields Inside of Shields

As already mentioned in Sect. 13.4, many low temperature experiments require
careful shielding against stray magnetic fields of nearby magnets or even
against the earth’s magnetic field. This is particularly important if highly
homogeneous fields for NMR are needed or if experiments on superconduc-
tors with very low transition temperatures (and therefore very low critical
magnetic fields) or with DC-SQUIDs are to be performed [13.62–13.64]. The
earth’s magnetic field or other disturbing small fields can be cancelled to
below the 1 μT range by three mutually perpendicular pairs of Helmholtz
coils where the currents can be adjusted independently. However, this is labo-
rious and requires measurements of the compensated field components [13.65].
A further step would be a μ-metal shield at room temperature around the
cryostat. However, such a shield is bulky and expensive. Therefore cryogenic
shields, either normal conducting soft magnets or superconductors, have to
be considered.
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13.5.1 Normal-Conducting Shields

The shielding factor [13.66] of a thin, long, open cylindrical shield in a field
perpendicular to its axis is given by

Sper = μd/D , (13.9)

with μ being the permeability, d the wall thickness, and D the diameter of the
shield. The shielding factor of that shield with closed ends in a field parallel
to its axis is expressed as

Slong =
4NSper + 1
1 + D/2L

, (13.10)

with the demagnetizing factor

N =
1

a2 − 1

[
1√

a2 − 1
ln

(
a +

√
a2 − 1

)
− 1

]
(13.11)

with a = L/D and L being the length of the shield.
Through open ends a parallel field penetrates and decays along the axis

exponentially with exp(−αx/R) with α ≈ 2 for R ≈ 20 mm. For a shield with
closed ends containing a hole with radius r in its center, the field decays on
the axis as

Shole =
3πx3

2r3
. (13.12)

The maximum field for shielding by a soft magnetic shield is given by

Bex ≤ SlongBSd/D for a parallel field,

(13.13)
Bex ≤ BSd/D for a perpendicular field ,

where BS is the saturation induction of the shield.
A soft magnetic material keeping its shielding properties due to a high

permeability (up to about 105) after cooldown is Cryoperm 10 (Vakuum-
schmelze, D-63412 Hanau). This material can be bought as sheet and then
rolled to tubes of appropriate diameter after annealing for 2 h at 800◦C. Weld-
ing should be performed without adding other materials. The following heat
treatment of a Cryoperm tube has given successful results: 2–4 h at 1,100◦C
in vacuum; 2 h cooling to 500◦C and then with He or Ar gas to room tempera-
ture; annealing under vacuum for 0.5 h at about 570◦C; slow cooling to 470◦C
and annealing there for 2 h; fast He or Ar gas cooling to room temperature.
Afterward, the shield should be handled with care because inelastic deforma-
tion leads to deterioration of its permeability. The Cryoperm (as well as other
soft magnetic shields) should be degaussed in situ with an amplitude slowly



368 13 Miscellaneous Cryogenic Devices and Design Aids

decreasing from a starting value of about 0.1 mT and a frequency of about
1 Hz to about 1 nT in 1 h. This should be performed at the temperature and
field environment in which the shield will be used, because temperature and
field changes after degaussing the shield can substantially reduce its shielding
properties. Such a procedure allows shielding to about 0.1 μT, and in the best
cases with some effort to 10 nT [13.62–13.64].

From our own experience, typical shielding factors for a closed Cryoperm
10 shield of D = 20–30 mm, L = 150 mm and d = 1 mm are S ≈ 104(103)
and Bi < 0.01 (0.1) μT at 300 (4.2) K and parallel fields of up to about 1 mT.
Substantial improvements can be obtained using two concentric Cryoperm
10 shields resulting in fields of 0.01 μT at Bex < 5 mT. To achieve such small
remaining fields, all parts in the setup have to be nonmagnetic, and sometimes
even low concentrations of magnetic or superconducting inclusions (in brass,
for example) have to be considered.

13.5.2 Superconducting Shields

A closed superconducting enclosure is a perfect shield against electromagnetic
and, of course, in particular against magnetic fields if the field does not exceed
the thermodynamic critical field Bc for a type-I superconductor or the lower
critical field Bc1 for a type-II superconductor. However, a superconducting
shield freezes in the field present when it goes through its transition temper-
ature; hence in many cases they have to be surrounded by a μ-metal shield
to reduce this field. A superconducting shield can be made from a Nb tube
or from Nb sheet; Ti should be used if a lower critical temperature and/or
field are required. Another possibility is to coat a Cu, brass or, better, Cu–Ni
tube or capillary with a superconducting solder. The latter, a Cu–Ni capillary
coated with a Pb–Sn solder (Tc ≈ 7.2 K) is a suitable shield for the electrical
leads (Sects. 4.1 and 13.3). It should be filled with grease for proper mechan-
ical and thermal anchoring of the leads inside of the shield. Another way to
produce a superconducting capillary shield is to leach out the resin core of
a commercial flux-core solder, as discussed in Sect. 13.3. The shielding factor
increases with the length-to-diameter ratio of an open cylindrical shield.

A frequently encountered problem with superconducting shields is that
thermal gradients may produce currents and magnetic fields as the shield
enters the superconducting state. These fields may be greater than the field
which the superconductor was supposed to shield against! Only trial and error
can help to eliminate this problem. A well-controlled cool-down of the shield
with the temperature decreasing from one end of it to the other may solve
this problem.

A combination of superconducting and normal conducting shields should
be used if the highest performance is required, for example, when very small,
constant and homogeneous fields are required [13.62–13.64]. From our expe-
rience the best combination seems to be an outer superconducting Nb shield
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which freezes in the earth field in cooling to 4.2 K and then an inner Cryo-
perm 10 shield degaussed at 4.2 K. This combination keeps the internal field
to less than 0.03 μT, even when the external field was ramped up to 30 mT,
for example. A superconducting shield reduces the field-to-current ratio of a
field coil and can homogenize the field profile [13.43, 13.67, 13.68]. However,
be careful: A superconducting shield can destroy the homogeneity of the field
of a coil designed for free space.

Some low-temperature experiments (for example NMR experiments) re-
quire the application of variable but homogeneous magnetic fields of moderate
strength. This can be achieved with a rolled-up superconducting foil, for ex-
ample made from lead or niobium, with an insulating layer in between [13.68].
This design takes advantage of the boundary condition of having no magnetic
field normal to the superconducting wall for field homogenization but allows
field variation from the outside because it is not closed. Of course, this de-
sign again reduces the field generated by a coil outside of it by the area ratio
(Ashield − Acoil/Ashield).

The creation of extremely small fields to below 10 pT using expandle
superconducting shields has been described in [13.69].

13.5.3 Magnetic Fields Inside of Shields

The central field of an infinitely long solenoid inside of a coaxial cylindrical
superconducting shield is given by [13.44]

Bi =
B0

1 +
Acoil

Ashield − Acoil

, (13.14)

where B0 is the field without the shield and Acoil (Ashield) is the cross-sectional
area of the coil (shield).

The AC field Bi (at angular frequency ω) inside of a conducting cylinder
is reduced compared to the external field B due to eddy currents. For an
infinitely long cylinder of inner radius ri with open ends and with conductance
σ, the field ratio is [13.70]

Bi/B =
2δ

i/π2r2
i A

(13.15)

with skin depth δ = (2/μ0μrσω)1/2 and

A = J0(r0/a)N2(ri/a) − J2(ri/a)N0(r0/a) , (13.16)

where μr is the relative permeability of the material, Ji(Ni) are Bessel
(Neumann) functions of order i, r0 is the outer radius of the cylinder, and
a = δ(1 + i)/2.
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13.6 Sintered Metal Heat Exchangers

As discussed in Sects. 4.3 and 7.3, the limiting factor in the refrigeration of
helium by another refrigerant or in the refrigeration of a solid by liquid helium
to millikelvin temperatures or even lower is the thermal boundary resistance.
To overcome this problem one has to use a heat exchanger with a large surface
area, usually a sintered metal powder. In addition to increasing the contact
area, metal sinters seem to contain an enhanced density of low frequency
vibrational modes which may couple well to helium phonon modes (Sect. 4.3.2)
[13.71–13.75]. A further important result of [13.76] is the observation that the
elastic constant of sintered metal powder is only a few percent of the bulk
elastic constant. The introduction of sintered metal heat exchangers has been
essential in the development of the 3He–4He dilution refrigerator (Sect. 7.3),
see [13.77–13.82]. Therefore, the production techniques of such sponges are of
great cryotechnical importance and will be discussed in this section.

Sintered metal for heat exchangers operating at very low temperatures is
produced by compressing powders or flakes – mostly of Ag, Cu or Pt – and
then heating it under H2, a noble gas or in vacuum. Surface diffusion – even
at room temperature – causes the formation of neck connections between the
particles in a conducting metal sponge. The important parameters of a sinter
heat exchanger are surface area, thermal conductivity and bonding to its
container. In producing a metal sinter sponge, a compromise has to be found
between a large surface area (low sintering temperature) and a good bond
between the particles and the container as well as a high thermal conductivity
of the sinter (high sintering temperature). This can only be achieved by a
combination of pressing and heating. The bonding of the metal sinter to a
bulk metal is usually improved if first a bonding layer of larger grains is
sintered to the bulk material at an elevated temperature and then the main
sinter is sintered to this “glue”.

Systematic studies of the influence of sintering time and temperature,
pressure and atmosphere during pretreatment and sintering, on surface area,
structure, packing factor, hardness, mechanical contact, elastic constant and
electrical conductivity of sinters produced from submicron Ag and Cu pow-
ders of typical dimensions of about 0.1 μm and specific starting surface area
of 4–7 m2 g−1 have been reported in [13.76, 13.83], see Fig. 13.12. The results
of these references as well as of some further work are given in Table 13.1.
Copper powder has the advantage over other noble metal powders that fur-
ther sintering at room temperature is suppressed by its oxide layer, so its
properties are more stable [13.76,13.83] than those of Ag powder, which self-
sinters at room temperature. But because of its oxide layer, fine Cu powder
should be reduced in a H2 atmosphere before sintering. If this is performed
at 120◦C for 10 min in 1 bar H2, the originally black powder changes its color
and the specific surface area is reduced by 20–30%. The optimum sintering
conditions turned out to be 100–130◦C, 60–160 bar, in 1 bar H2 atmosphere
for 30 min, resulting in a packing fraction of 45–50%, specific surface areas
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of at least 2m2g−1, ρ300 	 10 μΩcm, R300/R4 	 2–3, and good bonding to
a Cu foil [13.83]. Similar results were obtained when the powder was first
pressed at 1 kbar at room temperature and then sintered at ambient pressure.
At the given sintering parameters, the Cu grains lose their spherical structure
and build up connections by neck growth.

Further reports on sintering submicrometer- and micrometer-sized Ag
powders have been given in [13.84–13.89], which describe detailed investiga-
tions of the influence of temperature on the properties of the sinter (Fig. 13.12
and Table 13.1). From these studies, a sintering temperature of 160–200◦C
seems to be favored for submicron Ag powder. Investigation of sinters made
from substantially larger Cu grains have been reported in [13.90]; such coarse
sinters are appropriate for use at T > 50 mK. Here higher sintering tempera-
tures are possible, giving a mechanically stronger sinter, and the results, also
given in Table 13.1, do not show a strong dependence on the temperature or
on the sintering time. A substantially larger surface area of 10–40 m2 g−1 can
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be obtained by sintering ultrafine, catalytic Pt powder, the so-called “Pt-
black” (Table 13.1). Successful procedures to produce well-bound Pt sinters
have been described in [13.91–13.93].

As determined qualitatively in [13.86], metal powders shrink during sinter-
ing. They therefore break off from walls in a container. To avoid this problem
sinters should be allowed to shrink around solid metal posts or onto metal foils
with a rough surface. Because of the poor thermal conductivity of the sinter,
these bulk metal parts should not be more than 1–2 mm apart. Similarly, be-
cause of the poor thermal conductivity of liquid helium in the sinter pores,
there should be channels in the sinter so that the high thermal conductivity
of bulk liquid helium can be used. A typical sintered metal heat exchanger for
work with helium at very low temperatures therefore contains channels and
posts (or foils) of 1 mm diameter and with 2 mm separation.

The surface areas of the sinter samples are usually determined by the
volumetric BET gas adsorption technique using N2 or noble gases at LN2

temperature [13.94–13.97]. In this method of isothermal adsorption one de-
termines the volume V of gas (N2 at 77 K, for example) absorbed on the
surface of the substrate at a partial pressure P/Psvp and applies the equation

P

V (Psvp − P )
=

1 + (P/Psvp)(C − 1)
V0C

, (13.17)

where V0 is the volume of the adsorbed gas required to form a monolayer and
C is a constant related to the heat of adsorption.

A plot of the left hand side of (13.17) against P/Psvp gives the unknowns
V0 and C from the intercept and slope of the curve. If N2 (Ar) is used as
the gas, then a value of 16.2 (16.65) Å2 for the area of one N2 (Ar) molecule
seems to be correct.

13.7 Low-Temperature Motors and Rotators

There are experiments at low temperatures where one wants to investigate
samples in different orientations; for example for measuring anisotropic trans-
port properties in different crystal directions as in low-dimensional systems
or for investigations of different surfaces of single crystal, or of the angular
dependence of a property relative to an applied magnetic field. In these sit-
uations, one has to move or, in most cases, rotate, a cold sample, sometimes
with rather high precision. This has to be performed by a movable connection
to room temperature or one has to use a motor at low temperatures with-
out introducing too much heat. Early designs of motors capable of working
at liquid-He temperatures have been described in [13.98, 13.99]. Porter et al.
have proposed a small stepper motor for use at 20 mK in a 3He–4He dilution
refrigerator [13.100]. It was built from a commercial stepper motor, rewinding
the field coils with a superconducting Nb–Ti wire to minimize the heat load.
The motor produces a torque of 1.66×103 dyne cmmA−1 (for 20–850 mA) and
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a heat load of 20 μW (at 60 mA) for 0.1 steps s−1 (primarily due to friction). A
micromotor for stepping at millikelvin temperatures using normal-conducting
windings (20 μW at 0.3 steps s−1) has been described in [13.101].

A sample rotating stage – using bearings from commercially available
sapphire vee jewels and low-friction matching pivots – for use in a dilution
refrigerator at temperatures as low as 30 mK and in magnetic fields up to
20 T for rotations through 360◦ has been described in [13.102]. It is actuated
mechanically from room temperature. The dissipated power is 70 (400) μW at
rotation speeds of 0.33 (4.4)◦/s; the reproducibility for the position is 0.02◦.
In [13.103], a compact piezoelectrically driven rotator – avoiding a drive shaft –
also for use in high magnetic fields and at millikelvin temperatures has been
described. It operates by the so-called “stick-and-slip” motion to ±10◦ and
has an angular resolution of 0.01◦ in magnetic fields up to 33 T. The estimated
heat dissipation is less than 0.1 mW at a rotation rate of 0.025◦/s. Another
possibility for the mentioned purpose is a rotating sample cell. Such a minia-
ture rotating vacuum cell for measurements of thermal properties of samples
in high magnetic field coils (up to 19 T) and at 0.3 < T < 30 K has been
described in [13.104]. Eventually, in [13.105], a rotatable heat-capacity cell
mounted in a dilution refrigerator and suitable for use in high steady magnetic
fields has been presented. It is based on the design of [13.102]. An application
of field-angle-dependent measurement of heat capacities is discussed at the
end of Sect. 3.1.8.

13.8 Optical Experiments at Low Temperatures

For optic experiments at low temperatures, light has to be brought into the
cryostat with optic fibers or via transparent windows. Usually these windows
are transparent not only to visible light but also to heat radiation. To re-
duce the heat radiated to the cold parts, one has to introduce windows with
good thermal contact to the radiation shields at successively lower temper-
atures. An ideal cryogenic window for the visible should be transparent in
the visible range but totally absorbent for infrared heat radiation. The heat
load due to an ideal window can then be reduced to negligible values because
the radiated power decreases with T 4 (Fig. 13.13). Real windows have a finite
transmissivity for at least part of the spectrum. Sapphire windows, which
are very often used are transparent for a large fraction of the Planck spec-
trum at 300 and 80 K, whereas “Crownglass” and “Suprasil” quartz windows
reduce the transmitted spectrum substantially (Fig. 13.14). A black body at
293 K radiates 42 mW cm−2 into a half sphere. This will be reduced by Crown-
glass to 0.6 mW cm−2 at wavelengths λ < 2.7 μm and to 0.2 mW cm−2 at
λ > 100 μm. In general, amorphous materials often show a very useful broad
and temperature-independent absorption band at 4–150 μm. Some companies
offer special heat (infrared) absorbing “filters” with rather narrow transmit-
ting wavelength ranges in the visible region.
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Two further aspects of optic experiments have to be borne in mind. The
bubbling of a cryogenic fluid may cause problems if the light has to be trans-
mitted through it. This can be avoided by pumping on the bath. Furthermore,
one has to make sure that after cool down the sample has not moved from its
required place due to differential thermal contraction of various parts of the
apparatus.

Experiments down to 25 mK have been performed in cryostats with optical
access from room temperature using a set of 3–5 heat absorbing windows
[13.108, 13.109]. This temperature limit has recently been reduced to 1 mK
in nuclear refrigerators using optical imaging systems with optical fibers for
the light transmission and cooled CCD sensors giving heat leaks as low as
1 nW [13.110,13.111].

13.9 Electronic Tunnel-Junction Refrigerators

In [13.112, 13.113] a proposal was presented for a novel, mesoscopic,
continuously operating, solid-state electronic refrigerator for the subkelvin
temperature range. It exploits the unique transport properties of a normal-
conductor/insulator/superconductor (NIS) tunnel junction [13.114–13.116].
The small size of the refrigerator allows integration into electronic micro-
devices and on-chip cooling. The refrigerator, sketched in Fig. 13.15, consists
of a normal metal film (usually Cu), which is connected via a tunnel junc-
tion (a thin insulator, mostly Al2O3) to a superconducting contact (usually
Al). As shown in the figure, the micrometer size junction is electrically bi-
ased with a voltage V ≈ ΔE/e (ΔE: gap energy of the superconductor)
to slightly below the energy gap of the superconductor. There are very few
thermal excitations in the superconducting electrode of the junction since its
gap energy is substantially larger than the thermal energy of excitations at
the involved millikelvin temperatures. Due to the forbidden electronic energy
states within the gap of the superconductor, the dominant contribution to the
electron transport therefore is tunneling of “hot” electrons with energy larger
than the Fermi energy EF from the normal metal through the insulating bar-
rier into the superconductor. The net result of this manipulation is to remove
high-energy excitations from the electron population in the normal electrode,
thus cooling the electrons there. Each tunneling electron carries the heat
E – eV away from the normal metal. Because at low temperatures, the con-
duction electrons are only weakly coupled to the lattice (the electron–phonon
coupling decreases with T 5; for example about 2×103 (W/cm3) V T 5 for a Cu
sample of volume V ; see references in [13.114], p. 223), the electrons of the
normal metal cool to below the temperature of its lattice.

For the operation of this Peltier-type refrigerator it is crucial that the
power dissipated in the superconductor produced by recombination of quasi-
particles does not couple back into the normal electrode, as well as to minimize
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Fig. 13.15. Schematic of a SINIS microcooler consisting of two Cu/AlOx/Al tunnel
junctions in series on a bulk Si substrate. The microcooler refrigerates a Cu cold
finger on a silicon nitride membrane. Detectors or samples can be connected to
the cold finger. – Inset: Principle of operation of an NIS cooler. When the NIS
junction is biased at V ≤ Δ/e, the normal metal cools because only electrons from
above the Fermi energy can tunnel from the normal metal into empty states of the
superconductor. Reprinted from [13.115], copyright (2000), with permission from
Elsevier

quasi-particle scattering from impurities and surfaces. Other important
aspects are Andreev reflection [13.117] of quasi-particles at the normal-
superconductor contact (which allows electrical but no thermal transport to
the normal electrode) and ohmic losses in the normal conducting parts. These
as well as other deteriorating effects and ways to overcome them are discussed
in [13.114].

The maximum cooling power of this NIS device occurs when eV is just
slightly smaller than ΔE (about 0.18 meV for Al) (Fig. 13.16), i.e., when
the superconductor is biased near its gap energy. At the typical situation
for the electronic temperature Te << Tc of the superconductor, it is then
given by

Q̇ ≈ 0.6(ΔE1/2/e2RT)(kBTe)3/2, (13.18)

where RT is the resistance of the tunneling junction in the normal state
[13.112–13.116]. The cooling power is maximized at T ≈ 0.25 ΔE/kB, re-
sulting in Q̇ ≈ 0.07 ΔE2/e2RT. Due to the dependence on RT, one wants
a junction with high transparency, i.e., small RT of 1 kΩ, for example. At
too-high transparency, however, the cooling power decreases due to increasing
Andreev reflection [13.114], and due to pinholes in the junction. The optimum
range is between some tens and some thousands Ω μm2 depending on tem-
perature. The minimum achievable electron temperature is determined by the
balance between the cooling power and the heat flow from the hotter, weakly
coupled lattice of the sample (but see also below for other limiting effects),
which then, of course, is cooled slightly as well, depending on its coupling to
the environment [13.114,13.115].
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Fig. 13.16. Temperature Te of the electrons in the Cu island of an
Al/Al2O3/Cu/Al2O3/Al SINIS tunnel structure (Fig. 13.15) as a function of bias
voltage V . The tunneling junctions had resistances of about 1 kΩ. The dimensions
of the normal metal island are 5 ×0.3 μm2 with a thickness of 35 nm. Two additional
NIS tunnel junctions were used to measure the temperature of the Cu electrons. At
zero bias, the temperatures Te are equal to the temperature of the substrate of the
device. Maximum cooling occurs in this double – junction structure at a bias voltage
slightly smaller than ± 2ΔE/e, with ΔE = 0.18 meV for the energy gap of the su-
perconducting Al. Reprinted from [13.115], copyright (2000), with permission from
Elsevier

Prototypes of this Peltier-type electronic on-chip microcooler have been
produced by electron nanolithography and have been investigated for their
performance mostly by the group of Pekola [13.113–13.116]. Because the cool-
ing effect is symmetric in the bias voltage V , the cooling increases proportional
to the number of connected tunnel junctions regardless of the direction of the
electric current; hence one can use SINIS junctions, for example (Fig. 13.15).
The effects depend on the type of superconductor as well as on geometry and
quality of the device; here, more development work seems to be necessary.
Fortunately, the influence of asymmetries in connected junctions have only a
small degrading impact [13.114, 13.115]. Typical results obtained with a SI-
NIS cooler are shown in Fig. 13.16. Temperatures below 50 mK, starting from
320 mK, have been achieved [13.116]. As discussed in this latter reference, the
minimum temperature seems to be limited mostly by two effects: firstly, when
the injection rate of electrons exceeds the internal electron–electron relaxation
rate in the metal to be cooled, the electrons no longer obey the Fermi–Dirac
distribution (3.11) and the concept of temperature cannot be applied to this
non-thermal situation. Secondly, states within the energy gap of the super-
conductor induce anomalous heating at low temperatures. With large area
(30 μm2) SINIS structures, a cooling power of 20 pW at 80 mK has been mea-
sured starting from 250 mK. Connecting several NIS junctions of, for example,
15 nm Al/Al2O3/20 nm Cu on thin silicon wafers in series a total cooling power
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of 0.1 nW should be attainable. The temperatures were deduced from the tem-
perature dependence of the current–voltage characteristics of additional NIS
junctions attached to the normal-metal islands [13.114,13.115].

For application as a refrigerator, one has to thermally isolate the nor-
mal electrode appropriately from its environment so that its lattice can be
cooled by the refrigerated electrons according to the weak electron–phonon
coupling. This has been achieved [13.114,13.115] by extending the normal Cu
electrodes onto suspended thin and narrow silicon nitride (Si3N4) membranes
as substrates (Fig. 13.15). In such thin structures, phonon transport out of the
membrane is essentially two-dimensional (the dominant phonon wavelength
at subkelvin temperatures is between 0.1 and 1 μm) and therefore reduced.
This way, the membrane temperature was lowered from 0.2 to 0.1 K. Typical
applications of these microrefrigerators is in cooling radiation detectors like
electron microbolometers as well as superconducting tunnel junctions or tran-
sition edge detectors in space applications. For these applications, the devices
work in the desired temperature range and may have sufficient cooling power.
Further work to exploit this refrigeration technology seems to be necessary.
Details on the theory, fabrication, and optimization of these microcoolers can
be found in [13.114].

13.10 Torsional and Translational Oscillators

High-Q mechanical oscillators have been developed to an indispensable device
to investigate a variety of properties of solids and liquids at low temperatures
as well as for technical applications. They operate very close to the behavior
of a driven harmonic oscillator. At high Q – necessary to be sensitive to
dissipation in the oscillator or sample and for high frequency resolution – the
frequency of a harmonic oscillator is

f = (k/m)1/2/2π, (13.19)

where k is the oscillator spring constant and m is its mass.
The maximum amplitude at resonance is given by

A = QF/k, (13.20)

for a driving force F . The corresponding maximum amplitude of deflection is
given by

Θ = Qτ/k, (13.21)

with τ as the amplitude of the sinusoidal drive torque. Eventually, the phase
φ between driving force and oscillator amplitude is obtained from

tan φ = 2Q, (13.22)
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which is close to 90◦ at the high Q of these oscillators. One can deduce the
quantities of interest from a measurement of these oscillator parameters. For
example, changes in the mass of the sample lead to changes in f , and changes
in its dissipation will lead to changes in Q and therefore in the amplitude of
oscillations. According to their design, the used oscillators can be divided into
five groups, which I will discuss together with some of their applications in
research in the following sections.

13.10.1 Vibrating Reeds

This method has mostly been used to investigate low-frequency elastic prop-
erties of ribbon like samples. The sample, a “vibrating reed” (typically a few
to 20 mm long, 1–3 mm wide, 0.01–0.5 mm thick) is used as a translational
oscillator [13.118, 13.119]. It is a blade whose one end is clamped to a heavy
mass (Fig. 13.17). Its free end is used as the movable electrodes of capacitive
transducers to excite and detect electrostatically vibrations of the reed by
applying a sinusoidal voltage dV of typically 1–10 V. To make the drive linear
in voltage and to amplify the force, a DC voltage Vo of order 100 V is super-
imposed on the AC excitation ΔV , so that V = Vo + ΔV and V 2 ≈ V 2

o +2
ΔV Vo at ΔV << Vo. If the sample is not a metal, a thin metallic film has
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Fig. 13.17. Experimental setup for a vibrating reed experiment. The oscillations
of the clamped sample (“reed”) change the capacitance between the detection elec-
trode and the reed which modulates the bias voltage. The changes in voltage are
detected by a lock-in amplifier operated so that it detects twice the reference fre-
quency provided by the driving voltage. In a feedback loop a frequency change is
produced by a voltage controlled oscillator (VCO) to keep the drive at a preset fre-
quency value. An integrator is used to enhance the sensitivity of this phase-locked
mode [13.118–13.120]
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to be evaporated or sputtered onto the free end of the reed to form the elec-
trodes. Measurements of the resonance frequency and of the damping of the
oscillations give the change of the velocity of sound (to better than 10−6)
and the internal friction (to a few %) of the sample. For the damping, the
temperature-independent contributions from the clamping have to be taken
into account; it usually limits the Q-value to about 105. Data can either be
taken by sweeping through the resonance or by phase-locking to it – usually
the fundamental one – with a feedback circuit (Fig. 13.17). The resonance
frequencies, typically in the low kHz range, are

fn = (d/4π
√

3)(βn/l)2ve, (13.23)

with d(l) the thickness (length) of the reed; β1 = 1.875, β2 = 4.694,
β3 = 7.855, etc., corresponding to the various modes. The longitudinal sound
velocity vl of the sample can be determined from Young’s modulus sound
velocity ve = (G/ρ)1/2, (G: Young’s modulus, ρ: density of the reed) via

vl = ve(1–2σ2/(1 − σ))−1/2, (13.24)

with the Poisson ration 2 σ = (v2
l – 2v2

t )/(v2
l – v2

t ); l and t stand for the
longitudinal and transverse phonon polarizations, respectively. The reed am-
plitude u is a measure of the damping, which is proportional to the Q-value.
To avoid heating effects or nonlinearities, typical reed amplitudes are of the
order of 10–100 nm only [13.119], corresponding to a maximum strain

ε = 1.8 du/l2 (13.25)

of about 10−7 at the fixed end of the reed.
Such reeds have been extensively used, for example, at the universities

in Heidelberg [13.118] and Bayreuth [13.119] for investigations of the low-
frequency velocity of sound and internal friction of amorphous and polycrys-
talline dielectrics and metals from below 1 mK to room temperature and at
frequencies between 0.1 and 10 kHz.

The application of the vibrating reed technique for very sensitive investi-
gations of the pinning properties of flux line vortices in superconductors has
been discussed by Esquinazi [13.120]. These investigations have given quanti-
tative information on the elastic coupling between the flux line lattice and the
atomic lattice in high- as well as low-Tc superconductors and on the dynamics
of the flux line lattice and the flux line tension.

A detailed description of the fabrication of nanometer-scale mechanical
micro-resonators (for example, 7.7 μm length, 0.33 μm width, 0.8 μm height)
with both ends fixed, made from single crystal Si for the 100 MHz range can
be found in [13.121].
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13.10.2 Vibrating Wires

Vibrating wires have either been used in vacuum to investigate their own
mechanical properties like sound velocity or internal friction [13.119, 13.122]
or in a liquid, particularly liquid helium, to investigate properties of the latter
[13.123–13.125]. They consist of a semicircle of a few mm radius of a normal
conducting or superconducting metal wire (for example, 5–100 μm Ta or NbTi)
whose both ends are clamped (see Fig. 13.18). A – usually superconducting –
solenoid provides a magnetic field of typically a few 10 mT in the plane of the
wire loop. When an AC current in the low kHz range and of typically a few
0.1 mA flows through the wire, it is driven into oscillations by the Lorentz
force. The resulting induced voltages in the μV or even nV range can be
measured while the frequency is swept through the resonance of the oscillator.
The resonance frequencies of such a driven damped harmonic oscillator are
given by

fn = (r/4π)(ηn/l)2ve, (13.26)

with r(l) the wire radius (length), and η1 = 4.73, η2 = 7.853, etc. for the
various modes. The maximum amplitude (typically 100 nm) of the wire is at
its middle and is obtained from the induced voltage Uind for the fundamental
mode as

Fig. 13.18. Various versions to hold the semicircular wire of a vibrating-wire oscilla-
tor used for investigating clamping losses. Reprinted with permission from [13.122];
copyright (1995) by the Am. Phys. Soc.
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uo = 3.22Uind/Bωl. (13.27)

The maximum of the time-dependent strain at the clamped ends of the wire
is given by

ε = 28.2 ruo/l2, (13.28)

and the dissipated energy in the wire of mass m at the fundamental mode is

P = u2
oπ

3f3m/Q, (13.29)

which indicates the strong increase with frequency and may lead to self-
heating of the wire. The equation for the spring constant of the wire is identical
to the one for a rod (see Eq. 13.37). Again, from the resonance frequency and
from the amplitude (obtained from the voltage induced in the oscillating wire),
the velocity of sound and the internal friction of the wire can be obtained.

If the wire is oscillating in a surrounding medium of density ρ, mostly
liquid helium, there is a frequency shift Δf1 to lower values from the effective
hydrodynamic mass of the medium dragged along with the oscillating wire of
density ρw

Δf1 = foko(m)ρ/ρw, (13.30)

as well as an increase Δf2 of the width of the resonance due to the additional
damping from the viscosity of the medium

Δf2 = fok
′
o(m)ρ/ρw, (13.31)

[13.123–13.125], (the equations have to be slightly modified if the wire is
vibrating in a superfluid liquid where the density is composed of a superfluid
and a normal fluid part [13.123,13.125]). The equations can be calculated from
the relevant continuity and Navier–Stokes relations. They contain the tabu-
lated Stokes parameters ko and k′

o, which are determined by the parameter
m = a/δ

√
2 with the radius a of the wire and the viscous penetration depth

δ =
√

(η/πρf) of the liquid. The equations are valid when the density ρw of
the wire is much larger than the density ρ of the liquid and when the mean free
path of the liquid particles are shorter than the wire radius, i.e., in the hydro-
dynamic regime where the wire works as a viscometer. Because of the strong
temperature dependence of the viscosity of liquid 3He and 3He–4He mixtures
with ηT 2 = constant at T < 20 mK (Sect. 2.3.6; Fig. 2.19), vibrating wires are
also used as sensitive, continuously monitoring, and quickly responding ther-
mometers in these Fermi liquids in their hydrodynamic regimes (Sect. 7.4).

In the application of vibrating wires to investigate the properties of
surrounding liquids, one should be aware of the intrinsic, in particular the
non-linear properties of these wires (which can be measured with the wires in
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vacuum), influences from their clamping and of heating effects before relating
any result to the properties of the surrounding liquid [13.119, 13.122, 13.125].
To keep the wire amplitude in the low nm or maybe even pm range and there-
fore the dissipation very low, SQUIDs have been used as preamplifier to detect
its motion [13.126,13.127]. In the latter publication, a system is described that
has a gain factor of 108Φo/V at 1 kHz with an amplifier noise level of about
2 × 10−5Φo/

√
Hz.

13.10.3 Quartz Tuning Forks

These tuning forks are commercially available small oscillators that are em-
ployed in watches with a standard frequency of 215 Hz = 32.768 kHz. They
are fabricated from wafers of α-quartz with the optical axis oriented approx-
imately normal to the wafer plane. The oscillations are excited electrically
using the piezoelectric properties of the material and applying an AC voltage
in the millivolt range to electrodes on the tines (typical length l = 4 mm,
thickness t = 0.4 mm, width w = 0.6 mm) of the fork. In the fundamental
mode the tines move in opposite direction at a frequency given by

fo = 0.1615(t2/l)(G/ρ)1/2. (13.32)

With the density ρ = 2.66 g cm−3 and G = 7.87 × 1010 Nm−2 the Young’s
modulus (spring constant k ≈ 1.4 × 104 Nm−1) of the fork material and the
above-mentioned dimensions, we obtain fo ≈ 33 kHz. Typical Q-values are
104–105. Again, resonance frequency and damping are measured, for which
various methods have been used [13.128,13.129]. These oscillators have found
a variety of applications in different scanning probe microscopes by attaching
a tip to one of the tines (at 1.5 K and in magnetic fields up to 8 T in [13.128])
as well as in a measurement of the viscosity of a helium mixture (at 3–100 mK
in magnetic fields up to 11.7 T [13.129]). The advantages are the simplicity
and low price of this device, as well as the very small heating effect and field
dependence of its properties. However, as discussed in [13.128, 13.129], there
seem to be several non-understood effects in the behavior of these oscillators
when they are used as viscometers as well as a rather large acoustic damping
(due to the high frequency). Hence, more investigations seem to be necessary
before the forks can be used for investigating surrounding liquids.

13.10.4 Double-Paddle Oscillators

A popular version of a torsional oscillator is the so-called double-paddle
oscillator shown in Fig. 13.19 [13.130–13.133]. Its torsion rod of rectangular
cross-section (height a, width b) and of length l has a torsional spring
constant of

k = βG(ab3/l), (13.33)
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Fig. 13.19. Schematic of a double-paddle torsional oscillator (see text) fabricated
from a single – crystal silicon wafer with drive and detection electrodes on the
isolation oscillator and additional AC field drive coils at the experimental oscillator.
This oscillator has been used as magnetometer to investigate thin magnetic films
deposited or mounted on it (see Sect. 3.1.2). Reprinted with permission from [13.131];
copyright (1998) by the Am. Phys. Soc.

with β a slowly varying function of the ratio a/b, a >> b, and G the sheer mod-
ulus of the material of the oscillator [13.131]. Vibration isolation is achieved
by using a two-stage design, i.e., combining a measurement oscillator con-
nected via a torsion rod to a second isolation oscillator of higher mass, both
made from one piece to reduce clamping losses. Because of the absence of
clamping losses (quite different from a vibrating reed), these oscillators have
Q-values of at least 106. Another advantage of these oscillators compared to
the vibrating reed and the vibrating wire is the even distribution of the strain.
The measurement oscillator could be the sample to be investigated [13.133].
Or a sample is connected [13.130,13.131] or evaporated [13.132] onto it; in this
case, the oscillator is mostly made from single crystalline silicon with very low
intrinsic dissipation. Connecting a sample of mass m to the paddle shifts its
eigenfrequency according to

m = k(f−2 − f−2
o )/(2π)2, (13.34)

with f and fo the eigenfrequencies with and without the sample.
Double-paddle oscillators have been produced by anisotropic chemical

etching [13.130–13.132] and by laser cutting [13.133]. A torsion mode, for ex-
ample with the two oscillators moving 180◦ out of phase, is used rather than
a bending mode (as in the case of the vibrating reed) because it couples less
to external translational vibrations reducing even more the need for external
vibration isolation. Typical resonance frequencies are between 1 and 10 kHz.
The oscillator is excited and its motion is detected through a capacitance mea-
surement using metallic electrodes evaporated onto the paddle. These metallic
electrodes can also be used to improve the cooling of the sample. Like for the
other oscillators, the double-paddle oscillator can be operated at resonance
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in a self-resonant mode where they act as the frequency determining element
in a phase-locked feedback loop. Again, the electrodes are biased at around
100 V. The detected signal is phase shifted by 90◦ and used to drive the os-
cillator at resonance (see Fig. 13.17). Then frequency (stable to about 10−10)
and amplitude (down to about 1 nm; stable to about 10−5) are recorded con-
tinuously. However, whereas in vibrating reed and vibrating wire experiments
changes of the Young’s modulus sound velocity are observed, a torsional vi-
bration measures changes in the shear modulus. Such oscillators have been
used to measure the internal friction of the oscillator itself [13.133], to mea-
sure the shear moduli or phase transitions of a smectic liquid-crystal film or
of the liquid-crystal Blue-Phases [13.130], or as a magnetometer [13.131], (see
Sect. 3.4.2). In [13.131], for example, a sensitivity to wing displacement of
better than 0.1 nm has been achieved, showing the high sensitivity of these
devices.

In [13.134] it is reported how such micrometer-sized two-element GaAs
torsional oscillators (25 μm lateral extent, 0.8 μm thickness) operated at a
frequency fo ≈ 1 MHz can be used to measure very small driving forces. The
achieved intrinsic bandwidth was 80 Hz using a coherent excitation and lock-
in detection technique with signal averaging. The minimum detectable force
was 5 × 10−17 N (corresponding to a mechanical energy of 34hfo with h the
Planck quantum!). The displacement noise of 24 × 10−6 nm is roughly a factor
of 25 smaller than displacements caused by thermal noise. These oscillators
are a step toward the mechanical observation of macroscopic quantum effects.

Application of double-paddle oscillators in magnetometry, in particular in
high magnetic fields, is discussed in Sect. 3.4.2.

13.10.5 Composite Torsional Oscillators

The basic design of a composite torsional oscillator is shown in Fig. 13.20
[13.135]. They have been used, for example, for measuring internal friction
losses in bulk solids due to the motion of defects coupled to strain fields. In
a composite torsional oscillator, the upper part is the sample to be investi-
gated. Its lower end is glued to an actuator, which should be a material with
low losses, for example crystalline quartz. The actuator contains evaporated
metallic electrodes for driving and detecting capacitively the oscillations. This
assembly is connected via a thin torsion rod to a heavy base; the latter is usu-
ally machined from BeCu, which has a very small spring constant and is
afterward hardened. This mounting allows freedom for torsional oscillations
and functions as an approximation of a free-end boundary condition with very
low losses. It also decouples the oscillator from the environment. By applying
an AC voltage to the electrodes, the oscillator is driven at its lowest torsional
eigenmode, typically near 100 kHz. The internal friction in the oscillating sam-
ple is determined from the quality factor Q of the oscillations at resonance.
Hence, background losses, which are mostly due to the joints, in particular
between sample and actuator, should be low. They can be determined with
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Fig. 13.20. Schematic of a composite torsional oscillator with a SiO2 glass sample
glued by Stycast epoxy to the actuator which could be crystalline quartz with very
low losses, for example. Metallic films are evaporated onto the actuator. They are
used as electrodes and together with the electrode assembly on the brass shell operate
as capacitors to excite and detect the torsional oscillations of actuator and sample
[13.135]

a sample of very low internal friction, like a single crystal or an alloy with
many effective pinning centers for dislocations. Low losses at the joint can be
achieved by having an antinode of the displacement there. This is achieved at
the lowest frequency mode when the joint is moving 180◦ out of phase with
the two ends of the oscillator. The sample length for this situation is

l = (β/2f)(G/ρ)1/2, (13.35)

where f is the resonant frequency, ρ the density, and β a constant depending
on the cross-section of the vibrating bar (β = 1 for circular cross-section). For
an isotropic cubic crystal, the sheer modulus G is equal to the elastic constant
C44. A bridge circuit provides the AC drive voltage and measures the rms
amplitude and phase of the out-of-balance signal, which are proportional to
the amplitude and phase of the vibrations. In [13.3] it is described how the
signal from the pick-up electrode is amplified, filtered, phase shifted, and fed
back to a drive electrode. In a feedback loop, the difference in phase is used
again as the error signal to lock the drive frequency to the resonant frequency
of the oscillator. For a period resolution of 10−9 and a Q of 106, one needs
a phase stability of about 0.1◦ in drive and detection electronics, which is
an important prerequisite for proper operation of these oscillators. Another
possibility is to sweep the frequency through the resonance of the oscillator
and record the response with a lock-in amplifier. The force exerted by the
drive capacitor with capacitance C and gap spacing d, F = CV 2/2d, is not
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linear in the voltage. To make it linear in the drive voltage and to amplify
the force, again a DC voltage Vo of about 100 V is superimposed on the AC
excitation ΔV .

Once the Q-factor Qo of the oscillator (typically 105 to 106 at low tem-
peratures) has been determined, the internal friction of the sample can be
calculated as the Qs-factor of the sample

Qs = QoIs/(Is + αIt), (13.36)

with the moment of inertia of the sample Is and α as a correction factor
that takes into account that the moment of inertia of the transducer It is
effected by its mounting to the base. The oscillators are usually operated at
constant strains ε (with typical strain amplitudes 10−7) so that at resonance
the amplitude of the signal remains constant. The dissipated power is then in
the nW range.

Another very popular version of this oscillator has been used frequently to
investigate a variety of properties of liquid and solid 3He, 4He, or H2. In this
design (Fig. 13.21), a cylindrical cell of epoxy or made from a metal (of low
density to keep the mass of this addendum small) to accommodate the liquid
or solid sample is mounted on top of a BeCu torsion rod. A torsion rod (as
well as a vibrating wire) with a shear (torsion) modulus G (53 × 109 N m−2

for hardened BeCu) has a spring constant

Fig. 13.21. Schematic of a double-stage torsional oscillator for the investigation of
the dynamics of liquid helium in a porous material (aerogel) inside of an epoxy sam-
ple cell. Adding a heater as well as a paramagnetic LCMN thermometer (Sect. 12.9)
allows simultaneous measurement of heat capacity. The hollow BeCu torsion rods
serve as fill line for the liquid as well as weak thermal link to the bath for the
heat-capacity measurements. A silver sinter heat exchanger in the base provides
thermal contact to the refrigerator at the millikelvin temperatures of this experi-
ment [13.3, 13.136]
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k = πGr4/2l, (13.37)

with r and l its radius and length. The “rod” actually is a tube used for filling
the sample into the cell. This setup is again connected to a heavy base. The
base, torsion rod, and cell bottom should be made from one piece of BeCu,
which is then heat treated to achieve maximum Q-value. Again, the base is
connected by another thicker torsion rod with a lower resonance frequency, for
example 100 Hz, to another platform with an even heavier mass. The second
oscillator works as a mechanical low-pass filter to decouple the experimen-
tal oscillator from the environment. In some cases the cell is an annulus to
investigate flow properties of a quantum liquid, for example. The cell con-
tains electrodes, which are the movable parts of capacitors to drive the os-
cillator and to monitor its motion; the capacitors are again biased at around
100 V. These oscillators operate in the low kHz range and have a frequency
stability of typically 1 μHz/10 h at a few kHz, allowing a resolution of 10−9

in period, and a mass sensitivity of better than 5 × 1014 helium atoms or
of a submonolayer helium film. They have been used to temperatures of
about 1 mK in particular by the groups of Reppy and Parpia at Cornell
University [13.3, 13.136] to investigate the properties of bulk liquid 3He and
4He or of their properties in restricted geometries like Vycor glass or aerogels.
For example, the superfluid onset, the normal fluid mass (determining the
mass coupled to the oscillator), persistent currents, or critical velocities have
been examined by measurements of the amount of the helium viscously cou-
pled to the oscillator or from the dissipation, respectively [13.136,13.137]. For
this purpose, the temperature-dependence of the resonance frequency and of
the dissipation of the oscillator are measured. The temperature-dependence
of the properties of the oscillator structure itself has to be determined by
investigating the empty oscillator.

To minimize the influence from nonlinearities of the oscillator structure,
for example the torsion rod, the oscillator has to be driven at sufficiently small,
constant amplitudes (constant strain by varying the drive voltage) given by
(13.20) or (13.21); the corresponding velocities are in the μm/s range.

Details on the design, construction, installation, and operation of such
oscillators can be found in [13.3].

13.11 Purification of 3He from 4He Impurities,
and Vice Versa

The purity of commercially available 3He is sometimes not good enough for
experiments or for the various thermometric methods based on the properties
of this isotope (Sects. 11.2, 11.3, 12.2, 12.3). In addition, the 3He may have
been contaminated with other gases during an experiment. All impurities
except 4He can be readily disposed using a trap filled with an adsorbent of
high surface area, like activated charcoal, cooled by liquid 4He or even liquid
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N2 only (see Sect. 7.4). The 4He admixture, however, can only be eliminated
either by a rectification method based on the different vapor pressures of the
helium isotopes (Sects. 11.2, 12.2) [13.138] or by a chromatographic method
based on the different adsorption energies of them, for example, on activated
charcoal (see Sect. 6.2). With a simple setup, the latter method has resulted
in a final 4He concentration of 0.03 (0.1)% starting from 6.5 (18)% mixture
in one passage and at <0.01 (0.02)% starting from 0.02 (0.1)% after two
passages [13.139].

The purification of 4He from 3He contaminants can be perform by the heat
flush effect by which isotopic ratios n3/n4 <10−12 have been achieved [13.140].

Problem

13.1. Calculate the deflection of the diaphragm of the low-temperature capac-
itance strain gauge depicted in Fig. 13.2 (take roughly the dimensions from
that figure) for a pressure of 10 bar. How thin would the diaphragm have to
be to get the same deflection for a pressure change of 10−3 bar?

13.2. Calculate the electrical resistance RN of a tunnel junction of
Cu/Al2O3/Al necessary to give a cooling power of 1 pW at a temperature
of 100 mK.
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Some Comments on Low-Temperature
Electronics

There are low-temperature experiments that require electronics kept at low
temperatures, sometimes even kept at millikelvin temperatures – the reason
being mostly that the electrical noise level at a low-temperature experiment
in a properly designed cryostat usually is much smaller than at the room tem-
perature environment. Hence, when weak signals have to be transferred from
a low-temperature experiment to electronics at room temperature the signal
has to be amplified at low temperatures requiring electronics that work at
these temperatures. The use of low-temperature electronics in general gives
a substantial improvement in sensitivity and in the signal-to-noise ratio. The
other situation requiring low-temperature electronics occurs when the elec-
tronic device itself can only be operated at low temperatures, like a SQUID.
It surely would increase the volume of this book too much if I would include
an adequate discussion of low-temperature electronics. Hence, I will only give
a survey on recent relevant literature rather than discussing cryo-electronics
in detail.

Fortunately, one can find good recent books, review articles, and compre-
hensive original articles on cold electronics in the literature. For example,
the book “Low Temperature Electronics: Physics, Devices, Circuits, and
Applications” with close to 2,000 relevant references [14.1]. It covers the range
from room temperature to millikelvin temperatures. A good overview of its
content is given by the chapter titles: Physics of Silicon at Cryogenic Temper-
atures; Silicon Devices and Circuits; Reliability Aspects of Cryogenic Silicon
Technologies; Radiation Effects and Low Frequency Noise in Silicon Tech-
nologies; Heterostructure and Compound Semiconductor Devices; Compound
Heterostructure Semiconductor Lasers and Photodiodes; High Temperature
Superconductor/Semiconductor Hybrid Devices and Circuits; Cryocooling
and Thermal Management. The book deals among others with silicon metal-
oxide-semiconductor(MOS) bulk transistors, silicon-on-insulator MOS tran-
sistors, gallium arsenide field effect transistors (FETs), silicon and gallium
arsenide MOSFETs, silicon germanium bipolar transistors, resonant tun-
neling diodes, optical and optoelectronic devices, quantum well (QW) and



392 14 Some Comments on Low-Temperature Electronics

strained-layer QW lasers, double-heterostructure lasers, indium phosphide/
indium gallium arsenide avalanche photodiodes, QW infrared photodiodes, as
well as microwave filters, antennas, and oscillators which became particular
attractive with the advancement of high-Tc-superconductors.

A rather attractive design of a low-noise, low-power, three-stage amplifier
based on high-electron-mobility transistors assembled on a printed board of
33× 13 mm2 has been described in [14.2]. It has a minimum noise temperature
of about 0.1 K at an ambient temperature of 0.38 K at frequencies between
1 and 4 MHz, with a corner frequency of the 1/f noise close to 300 kHz. Its
gain is 50 at a power of 0.2 mW. Another rather promising cryogenic 700-MHz
low-noise (3 K) amplifier with a gain of 16 dB operated at 4.2 K has been
described in [14.3].

Surely, the most important cryo-electronic device is the extremely sen-
sitive superconducting quantum interference device (“SQUID”). A SQUID
is essentially a closed superconducting loop containing one or several weak
links (“Josephson junctions”). Into this loop magnetic flux is frozen in. The
frozen-in flux is changed stepwise in units of the flux quantum each time the
small critical current Ic of the weak link is reached by shielding currents in
response to an external magnetic field. The small size of the flux quantum
Φo = h/2e = 2 × 10−11 T cm2 and the possibility to measure even 10−5 Φo in
1-Hz bandwidth give the SQUID its enormous sensitivity in a measurement
with negligible dissipation. The various versions of the SQUID, like DC- and
RF-SQUIDs have been developed to a very high sophistication both by the re-
search community as well as by industry. A DC-SQUID, for example, contains
two Josephson junctions. It is typically biased with a current Ibias > 2Ic so
that a voltage V develops across them (Ic: the critical current of one Josephson
junction). The voltage is a periodic function of the magnetic flux externally
applied to the SQUID ring. The DC-SQUID therefore is operated as a flux-
to-voltage converter where voltages of order of several 10 μV are produced by
magnetic flux changes as small as a fraction of the flux quantum Φo. The flux
can be applied by injecting a current in an input coil close to the SQUID ring.

SQUIDs measure first of all weak magnetic fields as flux changes, but with
appropriate circuitry also current, voltage, or frequency. The most important
applications of SQUIDs in low-temperature physics are for magnetometry
(see Sect. 3.4.2), in low-frequency NMR experiments (see Sect. 12.10), and for
various types of thermometry, in particular noise thermometry (see Sect.12.7).

A good and detailed description of the fundamentals of the SQUID as
well as its applications in low-temperature physics can be found already
in Lounasmaa’s book [14.4]. Many practical details are described in [14.5].
Review articles or books on the subject are [14.6–14.8]. Fortunately, the
long overdue comprehensive modern treatment of SQUIDs and their var-
ious applications has been published recently in the two volumes “The
SQUID Handbook” by Clarke and Braginski [14.9]. The authors treat in a
comprehensive and coordinated presentation the device fundamentals, design,
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technology, system construction, and many applications of this extremely sen-
sitive device, thus bridging the gap between fundamentals and applications.

There are, of course, various further review and comprehensive original
articles on SQUIDs and their applications in the literature. For example, the
review on “Superconducting Electronics at mK Temperatures”, which treats
the development of new SQUID type devices [14.10]. Theory and use of thin-
film DC resistive SQUIDs for the temperature range of 12 mK to 5.9 K, in par-
ticular for application in noise thermometry (Sect. 12.7) have been described
in detail in [14.11]. Low-Tc as well as high-Tc SQUIDs and well-developed, fast
SQUID electronics for bandwidth up to 20 MHz described in [14.12] are avail-
able commercially. One can also consult various conference proceedings, like
for the “SQUID” meetings, or the “Applied Superconductivity Conferences”,
or the publications in “IEEE Transactions on Applied Superconductivity”.
And last but not least, many of the advancements have been published in the
journals “Review of Scientific Instruments” and “Journal of Low Temperature
Physics”.



List of Symbols

In some cases – when there is no danger of confusion – the same symbol is used
for different purposes; they are separated by a slash in the following list. In
the text the symbols are usually explained when they appear for the first time.

A Area/amplitude
AC Alternating current
a Interatomic distance
B Magnetic field
b Internal magnetic field
C Heat capacity/specific heat/capacitance
Db Decibel
DC Direct current
d Distance/diameter/thickness
E; ε;EC;EF Energy/Coulomb energy/Fermi energy
e Elementary charge (4.803 × 10−10 g1/2 cm3/2 s−1;

1.602 × 10−19 C)
F Force
f Distribution function/frequency
G Shear modulus/differential conductance
g Density of states/g-factor/acceleration due to

gravity (9.807 m s−2)
gn Nuclear g-factor
H Enthalpy/Hamiltonian
h Height/hour
h; � = h/2π Planck constant (6.626 × 10−27erg s; 1.055 × 10−27erg s)
I Nuclear spin/moment of inertia
J Rotational quantum number/total angular momentum

quantum number/Joule
k Rate constant, spring constant
kB Boltzmann constant (1.38065 × 10−16erg K−1;

1.38065 × 10−23J K−1)
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L Latent heat of vaporization/orbital angular momentum
quantum number/length/induction

L0 Lorenz number (2.45 × 10−8W Ω/K−2)
l Length
M Magnetization
m Mass/magnetic quantum number/magnetic moment/Poisson ratio
m∗ Effective mass
me Electron mass (9.109 × 10−28 g)
N Demagnetization factor/Newton
N0 Avogadro number (6.02214 × 1023 atoms mol−1)
n Number of moles or particles/occupation number
P Pressure/polarization/heat energy, quantity of heat
Pm Melting pressure
Pvp Vapor pressure
P̄ Density of tunneling states in glasses
Psat Saturated vapor pressure
ppm Parts per million (10−6)
Q Quantity of heat/nuclear electric quadrupole moment/quality factor
R Radius/distance/gas constant (8.135 J mol−1 K−1)/resistance
RK Thermal boundary (Kapitza) resistance
RRR Residual resistivity ratio
RF Radio frequency
r Radius/distance
S Entropy/spin quantum number
T ; TF Temperature/Fermi temperature
Tc Critical temperature
Te Temperature of electrons
Tn Temperature of nuclei
Tp Temperature of phonons
t Time
U Internal energy
V Voltage/Potential/volume
Vm Molar volume (for a gas: Vm = 22, 414 cm3 mol−1)
Vzz Electric field gradient (δ2V/δz2)
v Velocity (of sound)
vF Fermi velocity
Xmin Minimum value of X
x Concentration
Z Charge/partition function/impedance
α Polarizibility/van der Waals constant/thermal expansion coefficient
β Coefficient of lattice specific heat
γ Sommerfeld constant of electronic specific heat/gyromagnetic ratio
δ Skin depth
ΔE Energy gap
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ε Dielectric constant/elastic stress
φ0 Flux quantum (h/2e = 2.0678 × 10−15V s = 2.0678 × 10−11 Tcm−2)
η Viscosity
θ Moment of inertia/angle/Weiss constant
θD Debye temperature
κ Thermal conductivity/Korringa constant/torsion, spring constant
λ Mean free path/Curie constant
ν Frequency
μ Magnetic moment/permeability/chemical potential
μB Bohr magneton (9.274 × 10−21 erg G−1; 9.274 × 10−24 J T−1)
μn Nuclear magneton (5.051 × 10−24 erg G−1; 5.051 × 10−27 J T−1)
μ0 Permeability of vacuum (4π × 10−7 V s A−1 m−1)
μr Relative permeability
π Osmotic pressure
Φ Phase
ρ Electrical resistivity/mass density
σ Electrical conductivity
τ Relaxation time
τ1/2 Half-life time
τ1 Spin–lattice relaxation time
τ2 Spin–spin relaxation time
τ∗
2 Effective spin decay time

χ Susceptibility
τ ; τm Torque/magnetic torque
ω Frequency× 2π
ωD Debye frequency× 2π
Ω Ohm

Conversion Factors

1 T = 1V sm−2 = 104 G
1 G = 1g1/2 s−1 cm−1/2

1 Ω cm = 10−11/9 s
1 meV = kB × 11.60 K
1 eV = 1.602 × 10−12 erg
1 W = 1J s−1 = 107 erg s−1

1 Pa = 1 N m−2 = 10 μ bar = 10 dyne cm−2 = 7.501mtorr
1 J/T = 1 A m2 = 103 emu



Suppliers of Cryogenic Equipment
and Materials

I did hesitate for some time to add this list in the new edition of my book
because it surely cannot be complete. The items and suppliers chosen are
strongly influenced by my own research experience. In addition, they are taken
from industrial exhibitions at relevant conferences, from advertisements in rel-
evant journals, and from the annual Buyer’s Guide published as a supplement
to the annual August issue of Physics Today.

I give the electronic address of the suppliers only. For the full addresses, one
can look, for example, into the above-mentioned Buyer’s Guide or, of course,
into the Internet. To the best of my knowledge, I have listed the manufacturers
and not their representatives in the various countries.

Calorimeters

Oxford Instruments; http://www.oxford-instruments.com
Quantum Design; http://www.qdusa.com

Capacitance Bridges and Capacitance Standards

Andeen-Hagerling; http://www.andeen-hagerling.com
Tucker Electronics (used General Radio 1615A bridges); http://www.
tucker.com
Quad Tech Inc.; http://www.quadtech.com

Closed-Cycle Refrigerators; Cryocoolers

Advanced Research Systems Inc.; http://www.arscryo.com
Cryo Industries of America; http://www.cryoindustries.com
Cryogenic Ltd; http://www.cryogenic.co.uk
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Cryomagnetics Inc.; http://www.cryomagnetics.com
Cryomech Inc.; http://www.cryomech.com
Dryogenic Ltd; http://www.dryogenic.com
Janis Research Comp.; http://www.janis.com
Leybold Vacuum; http://www.leybold.com
Oxford Instruments; http://www.oxford-instruments.com
Polycold Systems Inc.; http://www.polycold.com
Sumitomo Heavy Industries Ltd; http://www.shi.co.jp
Sunpower; http://www.sunpower.com
Suzuki Shokan Co. Inc.; http://www.suzukishokan.co.jp
VeriCold Technologies; http://www.vericold.com

Cryostats for Liquid 3He

Cryogenic Ltd; http://www.cryogenic.co.uk
ICEoxford; http://www.iceoxford.com
IQUANTUM; http://www.iquantum.jp
Janis Research Comp.; http://www.janis.com
Oxford Instruments; http://www.oxford-instruments.com
VeriCold Technologies; http://www.vericold.com

Dewars and Cryostats for Liquid 4He; Transfer Lines

Advanced Research Systems Inc.; http://www.arscryo.com
Andonian Cryogenics Inc.; http://www.andoniancryogenics.com
Cryo Anlagenbau GmbH; http://www.cryoanlagenbau.de
Cryoconcept; http://www.cryoconcept.fr
Cryofab Inc.; http://www.cryofab.com
Cryogenic Ltd; http://www.cryogenic.co.uk
Cryo Industries of America; http://www.cryoindustries.com
CryoVac; http://www.cryovac.de
ICEoxford; http://www.iceoxford.com
International Cryogenics Inc.; http://www.intlcryo.com
Janis Research Comp.; http://www.janis.com
Kadel Engineering Corp.; http://www.kadel.com
Oxford Instruments; http://www.oxford-instruments.com
Pope Scientific Inc.; http://www.popeinc.com (glass dewars)
Precision Cryogenic Systems Inc.; http://www.precisioncryo.com
VeriCold Technologies; http://www.vericold.com

Dilution Refrigerators, 3He–4He

Cryoconcept; http://www.cryoconcept.fr
ICEoxford; http://www.iceoxford.com
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Janis Research Comp.; http://www.janis.com
Leiden Cryogenics BV; http://www.leidencryogenics.com
Oxford Instruments; http://www.oxford-instruments.com
Vericold Technologies; http://www.vericold.com

Epoxy, Grease, Varnish

Apiezon Products-M&I Materials Ltd; http://www.apiezon.com
Aremco Products Inc.; http://www.aremco.com
Ciba Specialty Chemicals Inc.; http://www.cibasc.com
Epoxy Technology Inc.; http://www.epotek.com
Emerson and Cumming Inc.; http://www.emersoncuming.com (Stycast)
Furane Plastics Inc.; http://www.plasticstechnology.com (Epibond)
Gen. Electric Corp., Insul. Mat. Dept.; http://www.GEPlastics.com (GE
Varnish)
ICEoxford; http://www.iceoxford.com
Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com

Helium-3 Gas

Chemgas; http://www.chemgas.com
Linde Gas; http://www.linde-gas.de
Sigma-Aldrich Co; http://www.sigmaaldrich.com
Oxford Instruments; http://www.oxford-instruments.com
US Services Inc./Icon Services Inc.; http://www.iconservices.com

Inductance Bridges

Leiden Cryogenics BV; http://www.leidencryogenics.com

Liquid-Level Sensors and Controllers

Andonian Cryogenics Inc.; http://www.andoniancryogenics.com
American Magnetics; http://www.americanmagnetics.com
Cryomagnetics Inc.; http://www.cryomagnetics.com
Janis Research Comp.; http://www.janis.com
Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com
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Magnetic and Physical Property Measurement
Systems/Magnetometers/Susceptometers

ADE Technologies Inc.; http://www.adetech.com
Cryogenic Ltd; http://www.cryogenic.co.uk
Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Quantum Design; http://www.qdusa.com
Tristan Technologies Inc.; http://www.tristantech.com

Magnetic Refrigerators

Dryogenic Ltd; http://www.dryogenic.com
Janis Research Comp.; http://www.janis.com

Magnetic Shielding

Ad-Vance Magnetics; http://www.advancemag.com
Advent Research Materials Ltd; http://www.advent-rm.com
Amuneal Manufacturing Corp.; http://www.amuneal.com
Magnetic Shield Corp.; http://www.magnetic-shield.com
Vakkumschmelze GmbH; http://www.vacuumschmelze.de

Metals, Metal Wires

Advent Research Materials Ltd; http://www.advent-rm.com
Alfa Aesar; http://www.alfa.com
California Fine Wire Comp.; http://www.calfinewire.com
Cooner Wire Co.; http://www.coonerwire.com
Goodfellow Corp.; http://www.goodfellow.com
Indium Corporation of America; http://www.indium.com
Johnson Matthey; http://www.jmei.com
Kawecky Berylco Industries Inc.; http://www.kballoys.com
Leico Industries Inc.; http://www.leicoind.com
Matek GmbH; http://www.matek.com
Oxford Instruments; http://www.oxford-instruments.com
Pelican Wire Comp.; http://www.pelicanwire.com
Sigmund Cohn Corp.; http://www.sigmundcohn.com
Umicore Precious Metals Refining; http://www.preciousmetals.umicore.com
Wieland Werke AG; http://www.wieland.de

Cu

American Smelting and Refining Comp.(ASARCO); http://www.asarco.com
Hitachi Cable Ltd; http://www.Hitachi-cable.co.jp
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Cumerio; http://www.cumerio.com
North American Hoganas Inc.; http://www.hoganas.com
Outokumpu Poricopper Oy; http://www.outokumpu.com
Sofilec Division Buisin; http://www.buisin.com

Metal Powders

Alfa Aesar; http://www.alfa.com
Engelhard Corp.; http://www.engelhard.com
Ferro Electronic Material Systems; http://www.ferro.com
Goodfellow Corp.; http://www.goodfellow.com
Ulvac Technologies Inc.; http://www.ulvac-materials.co.jp

Metal Tubes

ICEoxford; http://www.iceoxford.com
Oxford Instruments; http://www.oxford-instruments.com
Precision Tube Co.; http://www.precisiontube.com
Superior Tube Co.; http://www.superiortube.com
Uniform Tubes; http://www.uniformtubes.com

Micropositioning Systems for Cryogenics

Attocube Systems; http://www.attocube.com
Janis Research Comp.; http://www.janis.com

Nuclear Magnetic Resonance Thermometry on 195Pt,
Electronics

Picowatt, RV-Elektroniikka OY; http://www.picowatt.fi

Pressure Transducers, and Gauges

BOC Edwards; http://www.bocedwards.com
Gems Sensors; http://www.gems-sensors.co.uk
MKS Instruments Inc.; http://www.mksinst.com
Wallace & Tiernan Co.; http://www.wallace-tiernan.de

Pomeranchuk Cooling Cells

Leiden Cryogenics BV; http://www.leidencryogenics.com
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Resistance Bridges/Temperature Controllers (see also
“Thermometry”)

Cryo-Con Inc.; http://www.cryocon.com
Cryo Industries of America Inc.; http://www.cryoindustries.com
Janis Research Comp.; http://www.janis.com
Lake Shore Cryotronics; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com
Picowatt, RV Elektroniikka OY; http://www.picowatt.fi
Yokogawa Corp.; http://www.yokogawa.com

SQUIDs, SQUID Readout Electronics

Applied Physics Systems; http://www.appliedphysics.com
IQUANTUM; http://www.iquantum.jp
Jülicher SQUID GmbH; http://www.jsquid.com
Magnicon GbR; http://www.magnicon.com
Quantum Design; http://www.qdusa.com
Star Cryoelectronics; http://www.starcryo.com
Tristan Technologies Inc.; http://www.tristantech.com
Twente Solid State Technology BV; http://www.tsst.nl

Superconducting Fixed-Point Device

Hightech Developments Leiden; http://www.xs4all.nl/∼hdleiden/srd1000

Superconducting Magnets, Superconducting/Vapor
Cooled Current Leads, Power Supplies

Accel Instruments GmbH; http://www.accel.de
American Magnetics; http://www.americanmagnetics.com
American Superconductor Corp.; http://www.amsuper.com
Cryogenic Ltd; http://www.cryogenic.co.uk
Cryo Industries of America; http://www.cryoindustries.com
Cryomagnetics Inc.; http://www.cryomagnetics.com
Cryo-Technics; http://www.cryo-technics.de
Janis Research Comp.; http://www.janis.com
Oxford Instruments; http://www.oxford-instruments.com
Scientific Magnetics; http://www.scientificmagnetics.com
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Superconducting Wires and Materials

American Superconductor Corp.; http://www.amsuper.com
European Advanced Superconductors; http://www.advancedsupercon.com
Goodfellow Corp.; http://www.goodfellow.com
Hitachi Cable Ltd; http://www.hitachi-cable.co.jp
Oxford Instruments; http://www.oxford-instruments.com
Supercon Inc.; http://www.supercon-wire.com

Thermometers Including the Relevant
Electronics/Bridges and Temperature Controllers

Capacitance

Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com

Coulomb blockade

Nanoway Cryoelectronics Ltd; http://www.nanoway.fi

Nuclear Orientation

Oxford Instruments; http://www.oxford-instruments.com

Resistance

Cryogenic Control Systems; http://www.cryocon.com
CryoVac; http://www.cryovac.de
ICEoxford; http://www.iceoxford.com
Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com
Rosemount Inc.; http://www.rosemount.com
Scientific Instruments Inc.; http://www.scientificinstruments.com

Thermocouples

Janis Research Comp.; http://www.janis.com
Lake Shore Cryotronics Inc.; http://www.lakeshore.com
Oxford Instruments; http://www.oxford-instruments.com
Scientific Instruments; http://www.scientificinstruments.com
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Valves, Cryogenic

Andonian Cryogenics Inc.; http://www.andoniancryogenics.com
Cryo Industries of America Inc.; http://www.cryoindustries.com
Hoke Inc.; http://www.hoke.com
Precision Cryogenic Systems Inc.; http://www.precisioncryo.com

Windows for Cryogenic Systems

Oxford Instruments; http://www.oxford-instruments.com
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3.8 P. Brüesch: Phonons: Theory and Experiments I, Springer Ser. Solid-
State Sci., Vol. 34 (Springer, Berlin Heidelberg, New York 1982)

3.9 C.B. Walker: Phys. Rev. 103, 547 (1950)
3.10 J.R. Clement, E.H. Quinnell: Phys. Rev. 92, 258 (1953)
3.11 M.L. Klein, G.K. Horton, J.L. Feldman: Phys. Rev. 184, 968 (1969)
3.12 L. Finegold, N.E. Phillips: Phys. Rev. 177, 1383 (1969)
3.13 F.L. Battye, A. Goldmann, L. Kasper, S. Hüfner: Z. Phys. B 27, 209
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3.74 F. Giazotto, T.T. Heikkilä, A. Luukanen, A.M. Savin, J.P. Pekola:
Rev. Mod. Phys. 78, 217 (2006)

3.75 D.A. Ackerman, A.C. Anderson: Rev. Sci. Instrum. 53, 1657 (1982)
3.76 R.F. Seligmann, R.E. Sarwinski: Cryogenics 12, 239 (1972)
3.77 G.W. Swift, R.E. Packard: Cryogenics 19, 362 (1979)
3.78 C.Y. Ho, R.E. Taylor (eds.): Thermal Expansion of Solids (American

Soc. Metals, Metals Park, Ohio 1998)
3.79 R.J. Corruccini, J.J. Gniewek: Thermal Expansion of Technical Solids

at Low Temperatures, NBS Monograph 29 (US Govt. Print. Office,
Washington, DC 1961)

3.80 Y.S. Touloukian, P.K. Kirby, R.E. Taylor, P.D. Desai, T.Y.R. Lee
(eds.): The Thermophysical Properties of Matter (Thermal Expan-
sion), Vols. 12 and 13 (Plenum, New York 1975, 1977)

3.81 D.A. Ackerman, A.C. Anderson, E.J. Cotts, J.N. Dobbs,
W.M. MacDonald, F.J. Walker: Phys. Rev. B 29, 966 (1984); see
also “Quarzglas and Quarzgut”, Q-A1/112.2 from Heraeus Quarz-
schmelze, D-6450 Hanau 1, FR Germany

3.82 P. Roth, E. Gmelin: Rev. Sci. Instrum. 63, 2051 (1992). Containing
references to earlier work

3.83 M. Rotter, H. Müller, E. Gratz, M. Doerr, M. Löwenhaupt: Rev.
Sci. Instrum. 69, 2742 (1998); M. Doerr, M. Rotter, J. Brooks,
E. Joboliong, A. Lindbaum, R. Vasic, M. Löwenhaupt: Am. Inst.
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(2004)

14.11 S. Menkel, D. Drung, Ya.S. Greenberg, Th. Schurig: J. Low Temp.
Phys. 120, 381 (2000)

14.12 D. Drung: Physica C 368, 134 (2002); Supercond. Sci. Technol. 16,
1320 (2003); D. Drung, M. Peters, F. Ruede, Th. Schurig: IEEE
Trans. Appl. Supercond. 15, 777 (2005)



Index

Absolute zero, 260

Absorptivities of metals, 118

Accommodation coefficient, 119

Acoustic mismatch (impedance),
105–110, 113

Adiabatic demagnetization of paramag-
netic salts, 203–213

cooling power, 204, 206, 208–210, 212

heat of magnetization, 205

minimum temperature, 203, 208, 212

paramagnetic salts, 203, 209, 212

principle, 204

refrigerators, 209–212

space applications, 212

thermodynamics, 204–206

Adiabatic nuclear demagnetization,
215–258

cooling power, 216, 217, 228, 239, 243

double stage nuclear refrigerator, 218,
252–256

experimental procedure, 218, 221, 222

heat leaks, 230–238

heat of magnetization, 221, 222

history, 217

hyperfine enhanced ad. nucl. ref.,
241–244

influence of heat load, 228–230

minimum (final) temperature, 229,
230, 235, 240, 245, 247, 256, 257

nuclear refrigerators, 218, 244–256

optimum demagnet, 229

precooling, 244, 246, 251, 253

requirements on refrigerants, 239

temperature regulation, 256

warming-up time, 229

Adsorption capacity (isotherms) of
charcoal, 146

Adsorption cryostats, 3He, 142–145

Adsorption isotherms, 146

Adsorption pump for helium, 142, 183

Ag

freezing point, 262, 263

magnetization, 83

nuclear specific heat, 220

properties, 224, 225

residual resistivity ratio, 74

sintered powder, 171, 172, 370–372

thermal conductivity, 66, 74, 77

thermal expansion coefficient, 60

Air, liquid, 2, 7

Al

freezing point, 262

magnetic impurities in, 75, 77, 78

magnetization, 83

nuclear specific heat, 220

properties, 224, 225, 240

specific heat, 49

superconducting transition tempera-
ture, 224, 225

thermal conductivity, 65–67, 77,
99–101

thermal expansion coefficient, 60, 101

A12O3 (sapphire)

heat release, 237

optical transmissivity, 374, 375

thermal conductivity, 65, 71
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Angular radiation pattern of oriented
nuclei, 348

Anisotropy of γ-rays, thermometry, 268,
277, 345–350

Apiezon, 49, 67, 82

specific heat, 49

Araldite, thermal conductivity, 60, 69

Atomic potential, 33, 58, 59

AuEr+, 81

susceptibility, 325

Au, properties, 224, 225

AuIn2

nuclear heat capacity, 53

nuclear magnetic ordering, 53, 240

AuIn2, properties, 53, 224, 225, 240,
272, 329, 330

Automatic filling of cryostats, 131–133

Background temperature in universe, 2

Be–Cu, elastic properties, 355–357

mechanical properties, 355, 357

specific heat, 48

Bellows in pumping lines, 233

BET adsorption technique, 373

Bismuth, 105

Blackbody radiation, 118

Bohr magneton, 207, 215, 397

Boiling points

cryoliquids, 7, 8
3He and 4He, 8, 14

Boltzmann constant, 261, 395

determination of, 261

Boltzmann population, 277, 345, 347,
350

Boundary resistance

between helium and metal sinters,
109, 113

between helium and solids, 103–113,
169, 176

between solids, 102
in dilution refrigerators, 168–174, 183

magnetic coupling, 110–112

magnetic field dependence, 112

Brass

thermal conductivity, 66, 67

thermal expansion coefficient, 60

Bridge

capacitance, 357, 358

inductance (susceptibility), 86, 273
resistance, 305–308

Brillouin function, 208, 221

Calorimeters, 50–58
AC, 54–57
adiabatic heat pulse, 51–54
commercial, 57

differential thermal analysis, 57
high magnetic field, 56, 57
rotatable, 374
thermal relaxation, 54–57

Capacitance bridge, 357, 358
Capacitive level detectors, 133
Capacitive strain gauge (manometer;

transducer), 353–358
Carbon resistance thermometers,

293–300
design, 297, 298

drift with time, 293
heat capacity, 297
heating effects, 294–297
magnetoresistance, 298–300
thermal time constants, 298

Carnot cycle, 259
Celsius temperature scale, 260
Charcoal

adsorption capacity (isotherms), 146
adsorption cryostats, 142–145
cold trap, 186, 187

Clausius-Clapeyron equation, 18, 192,
270

Closed-cycle refrigerator, 124, 133–136
Gifford-McMahon, 133–135, 184
minimum temperature, 134, 135
pulse-tube, 133–136, 183, 184

CMN
adiabatic refrigeration, 205, 209–212
boundary resistance to 3He, 110
entropy, 205
susceptibility thermometry, 322–324
thermal conductivity, 67
thermal time constant, 323

Coaxial cryogenic leads and connector,
97, 361–363

Cold trap, 186, 187
Cold valve, 359–361
Conductance of pumping tube, 142
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Conductivity of sintered metals, 174,
370, 372

Connector for cryogenic coaxial leads,
362

Constantan
electrical resistance, 96
specific heat, 45, 48, 49
thermoelectric power, 284, 285

Contact resistance between metals,
102–105

Continuous 4He evaporation cryostat,
see Evaporation cryostats

Continuous heat exchanger, 170–173,
179

Cooling power
3He-4He dilution refrigeration, 153,

157–160, 165, 166, 179, 182
4He evaporation cryostat, 19
nuclear refrigerators, 228–230
paramagnetic electronic refrigeration,

205, 206
Pomeranchuk refrigeration, 193,

196–198
tunnel-junction refrigerators, 377

Cosmic rays, heat leak, 231, 238
Cost of 3He, 139
Coulomb blockade thermometry, 269,

308–311
Critical magnetic fields, superconduc-

tors, 224, 272, 368
Critical temperature (pressure)

cryoliquids, 8
3He and 4He, 14
superconductors, 105, 224, 271, 272

Cryogenic
coaxial leads and connector, 361–363
motor, 373
temperature scales, 259–275
valves, 359–361
windows, 374, 375

Cryoliquids, properties, 8, 14
Cryoperm, see Normal-conducting

shields
Cryopumping, 19, 119
Cryostats

adsorption, 142–145
consumption of 4He, 116, 117, 124,

127
cool-down period precooling, 116

dipstick, 129, 145, 181
evaporation, 120–129, 140–145

gas flow, 124
glass, 121, 122
3He, 139–145
4He, 120–129

heat sources, 117–120

metal, 124, 125
plastic, 124

Crystalline structure of metals, 42
Crystal water in paramagnetic salts,

209
Cu

electrical conductivity, 72–76
freezing point, 262

heat release, 235–237
internal magnetic field, 220, 226, 229

Korringa constant, 225
nuclear antiferromagnetic ordering,

216

nuclear magnetic resonance, 330, 332
nuclear magnetic spin entropy, 216,

241, 253
nuclear magnetization, 221, 329

nuclear specific heat, 220
nuclear Zeeman levels, 217

properties, 224, 225

residual resistivity ratio, 74
sintered powder, 370–372

specific heat, 39, 47–49, 223, 225
thermal conductivity, 65–67, 73–79

thermal expansion coefficient, 59, 60
ultrapure, 78

Cu-Ni
susceptibility, 82

thermal conductivity, 67
thermal expansion coefficient, 60

Curie(-Weiss) law (constant)
electronic, 320, 321

nuclear, 219, 328
Current leads to supercond. magnets,

365

Dead weight tester, 357

Debye model, 35

Debye temperature (frequency), 35, 36,
100

Decay time in pulsed NMR, 340
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Demagnetization

nuclear moments, see Adiabatic
nuclear demagnetization

paramagnetic salts, see Adiabatic
demagnet. of paramag. salts

Demagnetization field (parameter), 205,
219, 220, 228, 229, 239, 247, 256,
321

Density
3He and 4He, 14

metals, 224

Density of states

conduction electrons, 38, 39

phonons, 35

Dephasing of nuclear spins (in pulsed
NMR), 336

Deuterium, para-ortho conversion, 12

Dewars, see cryostats

Dielectric constant

glasses for thermometry, 318, 319
3He and 4He, 14

Difference between electr. and nuclear
temperature, 227–229

Diffusion constant of H2 in Cu, 236

Diffusion of 4He through glass and
plastics, 122

Dilatometers, 61, 62

Dilution refrigeration

alternative designs, 183

boundary resistance, 169–173

cooling power, 153, 157–160, 165,
166, 179, 182

double-mixing chamber, 184

enthalpy balances, 157–160, 165–167

examples, 176–182

gas handling system, 186

general design, 163–165

heat exchanger, 168–176

history, 149

impedances, 165, 169, 171

in high magnetic fields, 178, 182, 183

minimum temperature, 170, 176, 183

mixing chamber, 165, 166, 168

osmotic pressure, 161, 162

phase boundary, 164, 165, 184, 185

plastic, 178, 182, 183

precooled by closed-cycle
refrigerators, 183

still, 167

viscous heating, 174, 175

Dipole-dipole interaction, 194, 215

Dipstick cryostats, 129, 145, 181

Double-stage nuclear demagnetization
refrigerator, 218, 252–256

Dulong-Petit law, 34, 41

Dynamic nuclear susceptibility, 334

Eddy current heating, 234, 338, 341

in pulsed NMR, 338, 341

Effective decay time in pulsed NMR,
336, 340

Effective electron nuclear decay time,
227

Effective magnetic field, 209

Effective mass

electrons, 40, 73
3He, 154, 159

Einstein model, specific heat, 34

Elastic constants

Be–Cu, 355–357

Kapton, 359

sintered metals, 108, 113, 370

Ti, 356

Electrical conductivity, 72–79

alloys, 96

carbon as thermometer, 293–300

Cu, 73–79

RhFe as thermometer, 289

Ge as thermometer, 290–292

Pt as thermometer, 287, 288

RhFe as thermometer, 289

Electron mass, 396

Electron-nucleus coupling, 223–229

Electron-phonon coupling, 223

Electron scattering, 75

Electronic refrigerator, tunnel-junction,
376–379

Electronic temperature, 223–229, 245,
338, 339

Electronics, low – temperature, 391–393

Electroplating, 101
Elementary charge, 395

Emissivities of metals, 118

Enthalpy balances

in 3He-4He dilution refrig, 157–160,
165–169
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Enthalpy, 3He, 4He, 3He-4He, 116, 117,
124, 157–160, 165–169

Entropy

CMN, 205, 210

Cu nuclei, 216
3He, 193–195, 269, 270

In, Nb nuclei, 240, 241

magnetic, 205–208, 210, 216

paramagnetic salts, 203–210

PrNi5, 240, 241

Epibond, thermal conductivity, 69, 99

susceptibility, 82

Epoxy

specific heat, 49

susceptibility, 82

EPT-76 temperature scale, 271

Evaporation Cryostats, 116

Evaporation cryostats, 120–129,
140–145

Evaporation rates of cryostats, 116, 122,
124, 130, 142

Exchange gas, 97, 122, 143–145, 238,
291

Exchange interaction in solids 3He, 195

Feedthrough of leads, 60, 61, 361–363,
365

for supercond. magnets, 365

Fermi-Dirac distribution function, 38,
39

Fermi energy (temperature)
3He and 3He-4He, 27, 156

metals, 38, 39, 224

Fermi-liquid temperature dependences,
31

Fermi velocity of electrons, 67, 73

Film-flow burner in still, 168

Filter for electrical resistance thermom-
etry, 307, 308

Final demagnetization temperature
(field), 228–230

Fixed point device, superconducting,
271–274, 325

Fixed points, temperature, 261, 262,
266, 271–274

Flow impedance, 126, 127, 140, 165,
170, 171

Fluxgate magnetometer, 329

Formulas (chemical) for paramagnetic
salts, 209

Free-electron model, 39, 40
Free induction decay (in pulsed NMR),

336
Freezing points, metals, 262

Gallium, 105
Gas constant, 396
Gas-flow 4He cryostat, 124, 125
Gas handling system for dilution refrig.,

186
Gas heat switch, 97, 98
Gas thermometry, 278, 279
Gas-to-liquid ratio, helium, 14
Germanium resistance thermometry,

290–292
Gifford-McMahon refrigerator, 133–135,

183, 184, 364
Glass, permeability for 4He, 122
Glass cryostats, 121
Glasses, see Non-crystalline solids
Glycerin-and-soap seal, 128, 183
Gold, see Au
Graphite

heat release, 237
thermal conductivity, 67, 69, 71

Gyromagnetic ratio of metals, 225

Harmonic approximation (potential),
33, 58

3He/4He
effective mass of 3He, 156
enthalpy, 152, 157–160, 163, 165–169
Fermi temperature (energy), 154,

159, 160
osmotic pressure, 160–162
phase separation/phase diagram, 150,

151, 154–157
solubility, 151, 154–157
specific heat, 158–160
thermal conductivity, 30, 169
viscosity, 31

Heat capacity, see Specific heat
Heat exchanger in 3He-4He dilution

refrig, 168–176
Heat leaks (release)

due to conduction, 117
due to cosmic rays, 231, 236
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Heat leaks (release) (Continued)
due to eddy currents, 234, 338
due to gas in vacuum space, 118, 122,

238
due to ortho-para conversion of H2,

11–13, 236
due to radiation, 117, 118, 374, 375
due to RF radiation, 232
due to structural relaxation, 236
due to vibrations, 232, 233
from Cu, 12, 234, 235, 238
from H2 in metals, 10–12, 236
from non-crystalline materials, 236,

237
from radioactive nuclei, 238, 348, 349
in helium cryostats, 115–120
in nuclear refrigerators, 231, 234–238
internal time dependent, 235

Heat of magnetization, 205, 221
Heat sources, see heat leaks
Heat switch

gaseous, 97, 98
mechanical, 98
superconducting, 98–102

Heating from radioactive nuclei, 238,
348, 349

Helium
boundary resistance to solids,

105–113, 169–174
detection, 13
isotopes, 13, 14
natural occurrence, 13, 14
polarizibility, 15
surface, 25–27
van der Waals force, 25

Helium gas
enthalpy, 116
purification, 389
thermal conductivity, 23, 119

Helium-3
adsorption cryostats, 142–147
boiling point, 8, 14
cost, 139
critical temperature (pressure), 8
cryostats, 139–147
density, 14
dielectric constant, 15
effective mass, 154, 159
enthalpy, 157–160, 165–169

entropy, 193–195, 269, 270

exchange interaction in solid, 195

Fermi energy (temperature), 156, 157

Landau theory, 28

latent heat of evaporation, 8, 16, 17

latent heat of freezing (solidification),
191–193

melting pressure (curve), 11, 14, 15,
192, 265–269, 282, 283

molar volume, 14

molar volume difference, 192, 270

phase diagram, 15

Pomeranchuk cooling, 191–200

production, 14

solidification, 191–193, 195–200

specific heat, 20, 139, 158, 159

superfluid transition, 27, 266

thermal conductivity, 28, 30, 67

thermomolecular pressure difference,
280, 281

transition temperatures, 27, 261

vapour pressure, 18, 19, 261–264, 280

viscosity, 28, 31

zero-point energy, 16

Helium-4

boiling point, 8, 14

critical temperature (pressure), 8

cryostats, 120–129

density, 14

dielectric constant, 15

diffusion through glass and plastics,
122

enthalpy of gas, 116, 117

latent heat of evaporation, 8, 17

level detectors, 131

liquefaction, 3, 7, 13

melting pressure (curve), 15

molar volume, 14

phase diagram, 15

potentials, 16

specific heat, 20–22

storage vessel, 130

superfluid film, 25–27

superfluid transition, 22

thermal conductivity, 23, 24

transfer tube, 131

vapour pressure, 18, 262, 263, 265,
280
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viscosity, 23, 25

zero-point energy, 16

Helium-6 and helium-8, 14

High-temperature approximation, 219,
220, 320

History

dilution refrigeration, 149

nuclear refrigeration, 217

paramagnetic electronic refrigeration,
203

Pomeranchuck refrigeration, 191, 198

refrigeration, 3

Homogenization of magnetic fields, 369

Hydrogen

heat release, 10–13, 236

in metals, 12, 236

liquefaction, 3

liquid, 8, 9

ortho-para conversion, 9–13, 236

properties, 8–10

rotational energy states, 10

thermal conductivity, 66

Hyperfine enhanced nuclear refrigera-
tion (refrigerants, paramagnets),
241–243, 250

Hyperfine enhancement factor, 242

Impedance flow

in 3He-4He dilution refrigerators, 126,
127, 165, 170, 171

of pumping tube, 142

Indium

as nuclear refrigerant, 240, 241

nuclear magnetization, 221

properties, 224, 225, 240
Inductance (susceptibility) bridges, 86,

273

Insulators
specific heat, 34–37

thermal conductivity, 63–71

thermal expansion coefficient, 59–61

Internal magnetic field
of Cu, 220, 226, 229

Internal time dependent heat leaks, 235

International temperature scales,
261–270

IPTS-68 temperature scale, 261

Isotherms, adsorption, 146, 373

Isotopes, helium, 14
purification, 389

Isotopic abundance of metals, 224
ITS-90 temperature scale, 261–264

Johnson noise, 312
Joule heating, 222

Kapitza resistance, see Boundary
resistance

Kapton, elastic constants, 359
Kelvin, definition of, 260
Kondo effect (alloys), 76, 284, 289, 338,

345
Korringa law (constant), 225, 337, 340

of Cu, 338
of Pt, 339

Landé factor, 207
Landau theory for 3He, 28
Latent heat of evaporation

in a 4He cryostat, 116
of 3He and 4He, 8, 16, 17
of cryoliquids, 8

Latent heat of freezing, 3He, 191–193
Lattice specific heat, see Phonon

specific heat
Lattice temperature, see Electronic

temperature
LCMN

adiabatic demag. refrig., 210
susceptibility thermometry, 322

Leads to supercond. magnets, 96, 363
Legendre polynomials (in NO thermom-

etry), 346, 347
Level detectors for liq. 4He, 131
Limiting solubility, 3He-4He mixtures,

151, 154–157
Linde rule, 75
Liquefaction, 7

of 4He, 3, 13
of H2, 3

Lorenz number, 73
Low-pass filter for resistance thermome-

ters, 307, 308

Magnetic coupling
between 3He and CMN, 110–113
between 3He and metals, 109–113



454 Index

Magnetic field
critical, of superconductors, 224, 272
effective (internal), 209, 226, 229
homogenization, 369
inside of conducting shield, 366–369

Magnetic impurities, passivation, 77, 78
Magnetic refrigeration, see Adiabatic

demag. of paramag. salts and
Adiabatic nuclear demagnetization

Magnetic scattering of electrons, 75, 76,
78

Magnetic specific heat, 45–47, 209, 220
Magnetic susceptibility, 207, 219

PdFe, 325, 326
Magnetic thermometry, 320

with electronic moments, see
Susceptibility thermometry

with nuclear moments, see Nuclear
magnetic resonance thermometry

Magnetization
heat of, 205, 221
nuclear, 219, 221, 331
saturation, 208

Magnetoresistance, 234, 291, 292,
298–305

Magnets
leads to, 120, 222, 363–365
pulsed, 91, 366
superconducting, 89, 96, 120, 128,

135, 136, 218, 222, 234, 245, 254,
363, 365

Manganin
electrical resistance, 96, 97
specific heat, 45, 46, 49
susceptibility, 82
thermal conductivity, 67, 71

Mean free path of phonons/electrons,
63–67, 73, 100

Mechanical heat switch, 97, 98
Melting curve thermometry

3He, 265–269, 282, 283, 353
4He, 283

Melting points
cryoliquids, 8
solders, 105

Melting pressure
3He, 14, 15, 192, 282, 283
4He, 13–15, 283
thermometry, 265–269, 282, 283, 353

Melting pressure gauge (thermometry),
353–359

Metal cryostats, 123

Metal seals, 61

Metals

contact resistance, 102–105

density, 224

emissivity, 118

freezing points, 262

isotopic abundance, 224

Korringa constant, 225

nuclear Curie constant, 225

properties, 224, 225

resistance thermometry, 287–289

sintered, 108–113, 167, 171–174,
370–372

specific heat, 38–42, 47, 48, 224

structure, 224

superconducting transition tempera-
ture, 105, 271, 272

thermal conductivity, 67–79

thermal expansion coefficient, 59–61

Minimum temperatures

of adiabatic nuclear refrig., 215, 217,
220, 228–230, 243, 245, 247, 248,
253, 256, 257

of adiabatic paramag. refrig., 205,
206, 208–210, 212

of dilution refrig., 166, 171, 175–179

Mixing chamber of 3He-4He dilution
refrig., 165, 166

Molar volume
3He and 4He, 14

metals, 224

Molar volume difference, 3He, 192, 270

Mössbauer effect thermometry, 350

Motors, low-temperature, 373

Mutual inductance, 86, 87, 272

Mutual inductance bridges, see
Inductance bridges

μ-metal shields, see Normal conducting
shields

Natural occurrence of helium, 13

Nb

as nuclear refrig., 240, 241

properties, 224, 225

NbTi, thermal conductivity, 71
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Nitrogen
liquid, 7
precooling with, 116
thermal conductivity, 66

Noble gases (except He)
properties, 8
specific heat, 37
thermal conductivity, 66

Noise thermometry, 312–317
Noise, Johnson, 312
Non-crystalline solids (glasses)

dielectric constant, 317–319
heat release, 236, 237
specific heat, 43, 49
susceptibility, 82–84
thermal conductivity, 64–69, 71
thermal expansion coefficient, 60

Normal-conducting (μ-metal) shields,
367

Nuclear antiferromag. order of Cu, 216
Nuclear cooling, 218, 226, 248
Nuclear Curie constant (law), 219

metals, 224, 225
Nuclear decay schemes of 54Mn, 60Cu,

346, 347
Nuclear demagnetization, see Adiabatic

nuclear demagnetization
Nuclear demagnetization refrigerators,

244–256
double stage, 218, 252–256

Nuclear electric quadrupole interaction,
48, 239, 240, 329

Nuclear electric quadrupole moments,
225, 239

Nuclear heat capacity, see Specific heat
Nuclear magnetic moments of metals,

224
Nuclear magnetic ordering tempera-

tures, 53, 239, 242
Nuclear magnetic resonance spectrum

of Cu, 332
Nuclear magnetic resonance thermome-

try, 328–345
CW, 334, 340
effective decay time, 340
properties of isotopes, 224, 225
pulsed, 335–345
repetition rate, 339
SQUID, 329–333

tipping angle, 336, 339
with Pt, 341–345

Nuclear magnetic spin entropy
3He, 192–195, 269, 270
Cu, 216, 241, 253
In, Nb, 241
PrNi5, 241

Nuclear magnetic susceptibility
thermometry, 329, 330

Nuclear magnetization, 219, 221, 329,
330

of Cu, In, Pt, Tl, 221
transverse component, 335

Nuclear magneton, 215, 397
Nuclear orientation thermometry, 345

equipment, 349
sensitivity, 349
statistical error, 349

Nuclear refrigerants, requirements, 239
Nuclear refrigerators, see also Adiabatic

nuclear demagnetization
Nuclear specific heat, 219, 227

Ag,Al,AuIn2 Cu,Pt,Tl, 220
Nuclear spin temperature, 217, 227–229,

257, 337
Nuclear susceptibility

dynamic, 335
of Auln2, 330
of Cu, 330
of Pt, 248, 341

Nuclear Zeeman energy, 219
Nuclear Zeeman levels of Cu, 217
Nucleus-electron coupling, 223
Nylon

susceptibility, 82, 83
thermal conductivity, 67, 69, 71
thermal expansion, 60

Nyquist theorem, 312

Optical transmissivity, SiO2 . A12O3,
375

Optimum demagnetization field, 229
Oriented nuclei, thermometry, 345–351
Ortho-para conversion of H2, 9–12, 236
Ortho-to-para ratio of H2, 10, 11
Oscillators

composite, 386–389
double-paddle, 384–386
quartz tuning fork, 384
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Oscillators (Continued)

torsional, 90–92, 379, 384–389

vibrating reed, 380, 381, 386

vibrating wire, 184, 185, 382–384

Osmotic pressure of 3He-4He mixtures,
160–162

Oxygen

annealing, 78

liquid, 7

properties, 8

Packing fraction of sintered metals,
370–372

Paramagnetic (electronic) refrigeration,
see Adiabatic demag. of paramag.
salts

Paramagnetic salts

entropy, 204–210

thermometry, 320–327

Paramagnets, Van Vleck, 241–244

Para-ortho conversion of deuterium, 12

Partition function, 207

Passivation of magnetic impurities, 77

PdFe

susceptibility thermometry, 323–326

thermal time constant, 323

thermoelectric power, 284, 285

Permeability of glass and plastics for
helium, 122

Permeability of vacuum, 397

Persistent mode of a superconduct.
magnet, 222

Phase diagrams
3He and 4He, 15, 192
3He–4He mixtures, 151

Phase separation of 3He-4He mixtures,
150, 151, 154–157

Phonon (lattice) specific heat, 34–37, 44

Phonon mean free path, 63, 64, 66, 67

Phonon-electron coupling, 223

Planck constant, 395

PLTS-2000 temperature scale, 264–270,
282, 316, 322, 345, 350, 354, 358

PMMA

heat release, 237

specific heat, 50

thermal conductivity, 68

thermal expansion coefficient, 60

Poisson ration, 355

Polarizability of helium, 15

Polarization, 208

of nuclei in Al,Cu,In,Pt,Tl, 221

Polypropylene

specific heat, 49

thermal conductivity, 59, 71

thermal expansion, 60

Polystyrol

heat release, 237

thermal conductivity, 66

Pomeranchuk cooling, 191–200

amount of solid, 196

cooling power, 193, 196

heating effects, 197

history, 191, 198

refrigeration cells, 198–200

Population of nuclear sublevels, 217,
345, 347, 350

Potential, atomic, 33, 58, 59

Potentials of 4He, 16

Precooling

a dewar with LN2, 116, 117, 121

a nuclear refrigerator, 219, 221, 222,
246

Pressure regulation, 358, 359

Pressure transducer

capacitive, 268, 281, 353–359

inductive, 359, 360

Primary thermometers, 277

PrNi5
minimum temperature achievable,

242, 243, 253

nuclear refrigerator (refrigeration),
218, 219, 251–254

nuclear spin entropy, 241–243, 253

properties, 224, 225, 240, 241

thermal conductivity, 243

Production of 3He, 14

Pt

adiabatic nuclear demagnetization,
245, 257

electrical resistance thermometry,
287–289

Korringa constant, 225, 338, 339

magnetic impurities in, 47, 77, 96,
338, 343

nuclear magnetization, 221
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nuclear specific heat, 220
platinum black, 343
properties, 224, 225, 236
pulsed NMR thermometry (ther-

mometers), 336–345
sintered, 372, 373
specific heat, 47
susceptibility, 339
thermal expansion coefficient, 60

PtW
specific heat, 45, 48
susceptibility, 82

Pulse-tube refrigerator, 133–136, 183
Pump, adsorption, 142
Pumping tubes

bellows, 233
conductance, 142

Purification of helium isotopes, 389
Pyrex

thermal conductivity, 71
thermal expansion coefficient, 60

Quadrupole interaction (nuclear
electric), 47, 48, 239

specific heat, 47, 48, 240
Quadrupole moments, nuclear electric,

225
Quantum liquids (parameter), 17

Radiation pattern of oriented nuclei,
347, 348

Radiation shields/baffles, 118, 121, 123,
125, 232

Radioactive nuclei, heating, 348
Refrigeration, history, 2, 4
Refrigerators

adiabatic electronic demagnetization,
210–212

adiabatic nuclear demagnetization,
244–256

electronic chip, 376–379
Pomeranchuk, 198–200

Regulation
of pressure, 358, 359
of temperature in nuclear refrig., 256

Relaxation time, 223
spin lattice, 225–227, 331, 336–341
spin-spin, 223, 225, 226

Residual resistivity ratio, 73, 74, 77, 79

of Cu, 77, 79

Resistance, electrical

of Cu, 75–78

of metals, 287

of Pt, 287–289

Resistance bridges, 305–308

Resistance thermometry

carbon, 289, 293–299

CERNOX, 304, 305

Ge, 289–292

metals, 287–290

of metals, 224

overheating, 291, 294, 296

Pt, 263, 287–289

RhFe, 289

RuO2, 300–303

Rotational energy states of H2, 9, 10

Rotators, cryogenic, 373, 374

Saturation magnetization, 208

Scattering of electrons, 69, 74–76, 78

Scattering of phonons, 63, 64, 68

Schottky anomaly (specific heat),
44–47, 219

Seals, metal, 60, 61

Secondary thermometers, 277

Seismometer, 233

Self-heating, thermometers, 286, 287,
291, 294, 296

Semiconductor resistance thermometry,
290–299

Shielded rooms, 232, 307

Shields

normal conducting, 367

superconducting, 368

Shrinking of sintered metals, 373

Silver, see Ag

Sintered metal powder, 108, 171, 173,
177, 370–372

boundary resistance to helium,
108–113

conductivity, 372, 373

elastic constants, 370

heat exchanger, 169–173

low-frequency vibrational modes, 108,
113
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Sintered metal powder (Continued)
packing fraction, 370–372
shrinking, 373
surface area, 370–373

SiO2

heat release, 237
specific heat, 49
susceptibility, 82, 84
thermal conductivity, 65–68, 71
thermal expansion coefficient, 59, 60
transmissivity, 374, 375

Skin depth, 339, 341
Sn, properties, 41, 224, 225
Solders

melting points, 105
superconducting transitions, 105
thermal conductivity, 66
thermal expansion coefficient, 60

Solidification of 3He, 191, 193, 195–200
Solubility of 3He in 3He-4He mixtures,

151, 154–157
Sommerfeld constant of metals, 39, 224
Specific heat

3He, 20, 21, 23, 28, 29, 49, 154, 158,
194

3He-4He mixtures, 158, 159
4He, 20–22, 49
Cu, 39, 47–49, 220
Al, Be, Cu, Hg, Sn, V, 41, 47, 49
carbon thermometers, 297
Constantan, Manganin, PtW,

Stainless steel, 45, 46, 48, 49
Debye model, 35, 36
dielectrics, 43, 49, 50
disorder materials, 43, 44, 49, 50
Dulong-Petit law, 34, 37
Einstein model, 35
insulators (phonons, lattice), 36, 37,

40, 49, 50
magnetic, 44–47, 209
metals (conduction electrons), 38–42,

45, 47–49
noble gases (except He), 37
non-crystalline materials, 43, 44, 49,

50
nuclear quadrupole interaction, 48,

240
nuclei in Ag, Al, Cu, Pt, Tl, 220
RuO2 thermometers, 303

Schottky anomaly, 44–47, 218
SiO2, 43, 49
superconductors, 40–42

Spin-lattice relaxation time, 225–227
in pulsed NMR thermometry, 337–341
in SQUID NMR thermometry, 337

Spin-spin relaxation time, 223, 336
Spin temperature, 217, 226–229
SQUID

amplifier (bridge), 314
electronics, 314–317, 331, 391, 392
magnetic thermometry, 326–333
magnetometers, 87–90, 327, 359, 360
NMR thermometry, 331–333, 337,

366
Noise thermometry, 266, 267,

314–317, 393
Stainless steel

specific heat, 45, 49
susceptibility, 82, 83
thermal conductivity, 71
thermal expansion coefficient, 60

Stefan-Boltzmann equation, 117
Step heat exchanger, 171–174
Still of 3He-4He dilution refrigerators,

165, 167–169
film flow burner, 168
pressure, 163

Storage vessel for 4He, 130
Strain gauge, capacitive, 354–357

inductive, 359
Structural relaxation, heat release, 236,

238
Structure of metals, 224
Stycast

heat release, 237
specific heat, 49
susceptibility, 82, 83
thermal conductivity, 71
thermal expansion coefficient, 60

Superconducting fixed point devices,
272–275

field dependence, 273
Superconducting heat switch, 98–101

frozen-in magnetic flux, 101
Superconducting magnets

in vacuum, 363, 364
leads, 97, 364, 365
persistent mode (switch), 222
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Superconducting shields, 368, 369
Superconducting transition temperature

metals, 105, 224, 271–275
solders, 104, 105

Superconduction leads, 96, 97, 105, 362,
363, 365

Superconductors
critical magnetic fields, 224, 272
specific heat, 40–42
thermal conductivity, 67, 72, 99–101
transition temperature, 104, 105, 224,

261, 271–275
Supercooling of supercond. transition,

273
Superfluid film of 4He, 25–27
Superfluid transition

3He, 14, 28, 266
4He, 14, 22, 24, 275

Superinsulation, 123, 130
Surface area of sintered metals, 370–373
Susceptibility bridges, 86, 273
Susceptibility thermometry

bridges, 273
CMN, LCMN, 322–324
dilute magnetic alloys, 324, 325
electronic magnetic, 322–328
nuclear magnetic, 328–345
PdFe, 323–325, 327, 343
sensitivity resolution, 324, 326, 329
thermometer design, 322–327, 342,

343
time constant, 323, 324

Susceptometers, 86, 273
cantilever, torque, 90–92
home–made, 84–87
SQUID, 86–90, 325, 328, 392
vibrating sample, 87

Switching ratio of s.c. heat switch,
99–101

Teflon
heat release, 237
susceptibility, 82, 83
thermal conductivity, 66, 67, 71

Temperature
electronic, nuclear spin, 217, 223,

226–230, 248–250
fixed points, 260–262, 266, 271, 272,

274–276

minimum achieved, 134, 135, 166,
235, 237, 239, 245, 247, 257, 378

Temperature regulation/control, 57,
124, 136, 137, 200, 256, 326

Temperature regulation, nuclear
refrigeration, 256

Temperature scales, 259–271

Thermal anchoring of leads, 50, 307

Thermal conductivity, 62–81, 95–101
3He, 23, 27, 28, 30, 31, 67
3He-4He, 30
4He, 23, 24, 30, 67
4He gas, 23

Al2O3 (sapphire), 65, 66, 69, 71

alloys, 66, 67, 71

CMN, 67

Cu, 65–67, 74, 77

epoxies, graphite, 67, 69, 71

insulators (phonons), 64, 66–68, 70,
71, 96

liquefied gases (except He), 66

metals, 65–67, 69–79, 96, 98–101

non-crystalline solids, 64–69, 71

plastics, 68, 69, 71

SiO, 66–68, 71

superconductors, 71, 98–101

wood, 71

Thermal expansion coefficient, 58–62

Thermal time constant, susceptibility
thermometers, 323, 324, 339

Thermoacoustic oscillations, 119, 232

Thermodynamic temperature, 259–261

Thermoelectric power of various metals,
283–287

Thermoelectric thermometry, 284–287

Thermometers (see also Thermometry)

drift with time, 293

general requirements, 277, 278

magnetic field dependence, 292,
298–305, 312

primary and secondary, 277

Thermometry

AuEr, 325

capacitance, 317–320

carbon resistors, 289, 293–300

CERNOX, 289, 304, 305

Coulomb blockade, 277, 308–312
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Thermometry (Continued)
gas, 278, 279
germanium resistors, 289–292
3He melting pressure, 265–270, 282,

283, 353, 354
high-resolution magnetic, 325–327
magnetoresistance, 292, 298–305
metal resistors, 287–289
Mossbauer effect, 350
noise, 312–317
nuclear magnetic resonance, 331–345,

351
nuclear orientation, 345–350
resistance, 287–308
RhFe, 289
RuO2, 300–303
SQUID NMR, 331–333
susceptibility (electronic), 320–327
susceptibility (nuclear), 328, 334, 337,

339
thermoelectric, 283–287
vapour pressure, 262–265, 279–282,

355, 357
vibrating wire, 185, 383

Thermomolecular pressure difference,
280, 281

Three-ω method for thermal conduct,
79, 80

Time-dependent heat leaks, 11, 12,
235–238, 320

Tin, see Sn
Tipping angle in NMR thermometry,

336, 338
Titanium, elastic properties, 356
Tl, properties, 220, 221, 224, 225, 240
Torlon, 360, 361

thermal conductivity, 71
thermal expansion, 60

Torsional oscillators, 90, 91, 379,
384–389

Transfer tube for 4He, 131
Transition temperatures

3He, 14, 28
4He, 14, 15, 22, 275
superconductors, 104, 105, 271–275

Transmissivity of optical windows, 374,
375

Transverse component of nuclear
magnetization, 335

Trap, LN2 cooled, 186, 187

Triple points of cryoliquids, 8

Tuning forks, piezoelectric quartz, 384

Tunnel-junction electronic refrigerator,
376–379

Tunneling model, 236, 318

Tunneling transitions

heat release, 236, 238

specific heat, 43

thermal conductivity, 64

Valve, cold, cryogenic, 359–361

Van der Waals force, 3He and 4He, 15,
155

Van Vleck paramagnets, 240–243

Vapour pressure

cryoliquids, 19, 279, 282
3He and 4He, 18, 20, 262–265

ratio of 3He-4He, 163, 167

Vapour pressure thermometry, 262–265,
279–282, 355, 357

with capaptive manometers, 281, 355,
357

Varnish, 297, 307

specific heat, 49

thermal conductivity, 68

Vespel

heat release, 237

thermal conductivity, 69, 71

thermal expansion coefficient, 60

Vibrating reed, 380, 381, 386

Vibrating wire, 184, 185, 382

level gauge, 187
oscillator, 184, 382, 383

thermometer, 185, 383

Vibrational heating (vibration
isolation), 232, 233

Vibrational modes of metal sinters, 108,
113, 370

Vibrational noise, 128

heating, 119

Viscosity
3He, 28, 31
3He-4He mixtures, 31
4He, 25

Viscous heating in 3He-4He dilution
refrig, 169, 171, 174, 175

Volume percent of cryoliquids in air, 8
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Warming-up time, nuclear refrigerator,
229, 230, 256, 258

Weiss field, 321
Wiedemann-Franz law, 72–74
Windows, cryogenic, 374, 375
Wood, thermal conductivity, 71

heat release, 237

Yield stress, 355
Young’s modulus, 355

Zeeman splitting (levels, energy), 217,
219, 239

Cu, 217
Zero-point energy of 3He,4He, 16, 17




